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INFORMATION RETRIEVAL UTILIZING SEMANTIC
REPRESENTATION OF TEXT

TECHNICAL FIELD

The present invention relates to the field of information retrieval, and,

more specifically, to the field of information retrieval tokenization.

BACKGROUND OF THE INVENTION

Information retrieval refers to the process of identifying occurrences in a
target document of words in a query or query document. Information retrieval can be
gainfully applied in several situations, including processing explicit user search queries,
identifying documén’gs relating to a particular document, judging the similarities of two
documents, extracting the features of a document, and summarizing a document.

Information retrieval typically involves a two-stage process: (1) In an
indexing stage, a document is initially indexed by (a) converting each word in the
document into a series of characters intelligible to and differentiable by an information
retrieval engine, called a “token” (known as “tokenizing” the document) and

(b) creating an index mapping from each tokes to the location in the document where

* the token occurs. (2)In a query phase, a query (or query document) is similarly

20 -

tokenized and compared to the index to identify locations in the document at which
tokens in the tokenized query occur. |

| Figure 1 is an overview data flow diagram depicting the information
retrieval process. In the indexing stage, a target document 111 is submitted to a
tokenizer 112. The target document is comprised of a number of strings, such as
sentences, each occurring at a particulaf location in the target document. The strings in
the target document and their word locations are passed to a tokenizer 120, which
converts the words in each string into a series of tokens that are intelligible to and
distinguishable by an information retrieval engine 130. An index construction portion
131 of the information retrieval engine 130 adds the tokens and their locations to an
index 140. The index maps each unique token to the locations at which it occurs in the -

target document. This process may be repeated to add a number of different target

I
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documents to the index, if desired. If the index 140 thus represents the text in a number
of target documents, the location information preferably includes an indication of, for

each location, the document to which the location corresponds.

In the query phase, a textual query 112 is submitted to the tokenizer 120.
The query may be a single string, or sentence, or may be an entire document comprised
of a number of strings. The tokenizer 120 converts the words in the text of the query
112 into tokens in the same manner that it converted the words in the target document
into tokens. The tokenizer 120 passes these tokens to an index retrieval portion 132 of
the information retrieval engine 130. The index retrieval portion of the information
retrieval engine searches the index 140 for occurrences of the tokens in the target
document. For each of the tokens, the index retrieval portion of the information
retrieval engine identifies the locations at which the token occurs in the target

document. This list of locations is returned as the query result 113.

Conventional tokenizers typically involve superficial transformations of
the input text, such as changing each upper-case character to lower-case, identifying the

individual words in the input text, and removing suffixes from the words. For example,

_ aconventional tokenizer might convert the input text string

- .

20

- into the following tokens:

25

The father is holding the baby.

father
is

hold

baby
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This approach to tokenization tends to make searches based on it overinclusive of
occurrences in which senses of wbrds are different than the intended sense in the query
text. For example, the sample input text stririg uses the verb “hold” in the sense that
means “to support or grasp.” However, the token “hold” could match uses of the word

5 “hold” that mean “the cargo area of a ship.” This approach to tokenization also tends to
be overinclusive of occurrences in which the words relate to each other differently than *
the words in the query text. For example, the sample input text striﬁg above, in which
“father” is the subject of the word “held” and “baby” is the object, might match the
sentence “The father and the baby held the toy,” in which “baby” is a subject, not an

10 object. This approach is further underinclusive of occurrences that use a different, but

semantically related word in place of a word of the query text. For example, the input

0 . text string above would not match the text string “The parent is holding the baby.”

%,; L Given these disadvantages of conventional tokenization, a tokenizer thalt/L-eél':})atce%g@5
= semantic relationships implicit in the tokenized text would have significant utility.

. 15

- ~ SUMMARY OF THE INVENTION

:’;‘ The invention is directed to performing information retrieval using an

improved tokenizer that parses input text to identify logical forms, then expands the

logical forms using hypernyms. The invention, when used in conjunction with

20 conventional information retrieval index construction and querying, reduces the number

_of'identified occurrences for which different senses were intended and in which words

bear different relationships to each other, and increases the number of identified
occurrences in which different but semantically related terms are used.

The invention overcomes the problems associated with conventional

25 tokenization by parsing both indexed and query text to perform lexical, syntactic, and

semantic analysis of this input text. This parsing process produces one or more logical

forms, which identify words that perform primary roles in the query text and their

intended senses, and that further identify the relationship between those words. The

parser preferably produces logical forms that relate the deep subject, verb, and deep

30 object of the input text. For example, for the input text “The father is holding the

baby,” the parser might produce the following logical form:

i
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N
deep subject verb deep object
father hold baby

The parser further ascribes to these words the particular senses in which they are used in
the input text.

5 Usirig a digital dictionary or thesaurus (also known as a “linguistic
kﬁowledge base”) that identifies, for a particular sense of a word, sehses of other words
that are generic terms for the sense of the word (“hypernyms”), the invention changes
the words within the logical forms produced by the parser to their hypernyms to create
additional logical forms having an overall meaning that is hypernymous to the meaning

10  of these original logical forms. For example, based on indications from the dictionary

that a sense of “parent” is a hypernym of the ascribed sense of “father,” a sense of

“touch” is a hypernym of the ascribed sense of “hold,” and a sense of “child” and sense

m of “person” are hypernyms of the ascribed sense of “baby,” the invention might create
ff * additional logical forms as follows: ’
; » { deep subject verb deep object
A o parent hold baby

father touch baby

parent : touch | baby

father hold * child

parent hold child

father touch child

parent touch child

father hold person

parent hold person

father touch person

parent touch person
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of hypernyms of the deep subject of the primary logical form, man (sense 2).

25

30

The invention then transforms all of the generated logical forms into
tokens intelligible by the information retrieval system that compares the tokenized

query to the index, and submits them to the information retrieval system.

BRIEF DESCRIPTION OF THE DRAWINGS

Figure 1 is an overview data flow diagram depicting the information .
retrieval process.

Figure 2 is a high-level block diagram of the general-purpose computer
system upon which the facility preferably operates.

Figure 3 is an overview flow diagram showing the steps preferably
performed by the facility in order to construct and access an index semantically
representing the target documents.

Figure 4 is a flow diagram showing the tokenize routine used by the
facility to generate tokens for an input sentence. |

Figure 5 is a logical form diagram showing a sample logical form.

Figure 6 is an input text diagram showing an input text fragment for
which the facility would construct the logical form shown in Figure 3.

Figure 7A is a linguistic knowledge base diagram showing sample
hypernym relationships identified by a linguistic knowledge base.

Figure 7B is a linguistic knowledge base diagram showing the selection

Figure 8 is a linguistic knowledge base diagram showing the selection of
hypernyms of the verb of the primary logical form, kiss (sense 1).

Figures 9 and 10 are linguistic knowledge base diagrams showing the
selection of hypefnyms of the deep object of the primary logical form, pig (sense 2).

Figure 11 is a logical form diagram showing the expanded logical form.

Figure 12 is a chart diagram showing the derivative logical forms created
by permuting the expanded primary logical form.

Figure 13 is an index diagram showing sample contents of the index.

Figure 14 is a logical form diagram showing the logical form preferably

constructed by the facility for the query “man kissing horse.”

e
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Figure 15 shows the expansion of the primary logical form using
hypernyms.
Figure 16 is a linguistic knowledge base diagram showing the selection
of hypernyms of the deep object of the query logical form, horse (sense 1).
Figure 17 Ais a partial logical form diagram showing a partial logical form
corresponding to a partial query containing only a deep subject and a verb. ,.
| Figure 18 is a partial logical form diagram showing a partial logical form

corresponding to a partial query containing only a verb and a deep object.

DETAILED DESCRIPTION OF THE INVENTION

The present invention is directed to performing information retrieval
utilizing semantic representation of text. When used in conjunction with conventional
information retrieval index construction and querying, the invention reduces the number
of identified occurrences for which different senses were intended and in which words
bear different relationships to each other, and increases the number of identified
occurrences in which different but semantically related terms are used.

In a preferred embodiment, the conventional tokenizer shown in Figure 1
is replaced with an improved information retrieval tokenization facility (“the facility™)
that parses input text to identify logical forms, then expands the logical forms using

hypernyms. The invention overcomes the problems associated with conventional

~ tokenization by parsing both indexed and query text to perform lexical, syntactic, and

semantic analysis of this input text. This parsing process broduces one or more logical
forms, which identify words that pérform primary roles in the query text and their
intended senses, and that further identify the relationship between those words. The
parser preferably produces logical forms that relate the deep subject, verb, and deep
object of the input text. For example, for the input text “The father is holding the
baby,” the parser might produce logical form indicating the deep subject is “father,” the
verb is “hold,” and the deep object is “baby.” Because transforming input text into a
logical form distills the input text to its fundamental meaning by eliminating modifiers
and ignoring differences in tense and voice, transforming input text segments into the

logical forms tends to unify the many different ways that may be used in a natural -
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language to express the same idea. The parser further identifies the particular senses of
these words in which they are used in the input text.

Using a digital dictionary or thesaurus (also known as a “linguistic
knowledge base”) that identifies, for a particular sense of a word, senses of other words
that are generic terms for the sense of the word (“hypernyms”), the invention changes
the words within the logical forms produced by the parser to their hypermyms to create "
additional logical forms having an overall meaning that is hypernymous to the meaning
of these original logical forms. The invention then transforms aﬁ of the generated
logical forms into tokens intelligible by the information retrieval system that compares
the tokenized query to the index, and submits them to the information retrieval system.

Figure 2 is a high-level block diagram of the general-purpose computer
system upon which the facility preferably operates. The computer system 200 contains
a central processing unit (CPU) 210, input/output devices 220, and a computer memory
(memory) 230. Among the input/output devices is a storage device 221, such as a hard
disk drive. The input/output devices also include a computer-readable media drive 222,
which can be used to install software products, including the facility which are provided
on a computer-readable medium, such as a CD-ROM. The input/output devices further
include an Internet connection 223 enabling the computer system 200 to communicate
with other computer systems via the Internet. The computer programs that preferably

comprise the facility 240 reside in the memory 230 and execute on the CPU 210. The

* facility 240 includes a rule-based parser 241 for parsing input text segments to be

tokenized in order to produce logical forms. The faéility 240 further includes a

linguistic knowledge base 242 used by the parser to ascribe sense numbers to words in

‘the logical form: The facility further uses the linguistic knowledge base to identify

hypernyms of the words in the generated logical forms. The memory 230 preferably
also contains an index 250 for mapping from tokens generated from the target
documents to locations in the target documents. The memory 230 also contains an
information retrieval engine (“IR engine”) 260 for storing tokens generated from the
target documents in the index 250, and for identifying in the index tokens that match

tokens generated from queries. While the facility is preferably implemented on a
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computer system configured as described above, those skilled in the art will recognize
that it may also be implemented on computer systems having different configurations.

Figure 3 is an overview flow diagram showing the steps preferably
performed by the facility in order to construct and access an index semantically
representing the target documents. Briefly, the facility first semantically indexes the
target documents by converting each sentence or sentence fragment of the target
document into a number of tokens representing an expanded logical form portraying the
relationship between the important words in the sentence, including hypernyms having
similar meanings. The facility stores these “semantic tokens” in the index, along with
the location in the target documents where the sentence occurs. After all of the tafget
documents have been indexed, the facility is able to process information retrieval
queries against the index. For each such query received, the facility tokenizes the text
of the query in the same way it tokenized sentences from the target documents -- by
converting the sentence into semantic tokens together representing an expanded logical
form for the query text. The facility then compares these semantic tokens to the
semantic tokens stored in the index to identify locations in the target documents for
which these semantic tokens have been stored, and ranks the target documents
containing these semantic tokens in the order of their relevance to the query. The
facility may preferably update the index to include semantic tokens for new target
documents at ény time.

Referring to Figure 3, in steps 301-304, the facility loops through‘ each
sentence in the target documents. In step 302, the facility :‘invokes a routine to tokenize
the sentence as shown in Figure 4.

Figure 4 is a flow diagram showing the tokenize routine used by the
facility to generate tokens for an input sentence or other input text segment. In step
401, the facility constructs a primary logical form from the input text segment. As
discussed above, a logical form represents the fundamental meaning of a sentence or
sentence fragment. The logical forms are produced by applying the parser 241
(Figure 2) to subject the input text segment to a syntactic and semantic pérsing process.

For a detailed discussion of the construction of logical forms representing an input text
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string, refer to U.S. Patent Application No. 08/674,610, which is hereby incorporated by
reference. |

The logical form used by the facility preferably isolates the principal
verb of the sentence, the noun that is the real subject of the verb (“deep subject”) and
the noun that is the real object of the verb (“deep object”). Figure 5 is a logical form
diagram showing a sample primary logical form. The logical'form has three elements:
a deep subject element 510, a verb element 520, and a deep object element 530. It can
be seen that the deep subject of the logical form is sense 2 of the word “man.” The
sense number indicates, for words having more than one sense, the particular sense
ascribed to the word by the parser as defined by the linguistic knowledge base used by
the parser. For example, the word “man” could have a first sense meaning to supply
with people and a second sense meaning adult male person. The verb of the logical
form is a first sense of the word “kiss.” Finally, the deep object is a second sense of the
word “pig.” An abbreviated version of this logical form is an ordered triple 550 having

as its first element the deep subject, as its second element the verb, and as its third

element the deep object:
(man, kiss, pig)

The logical form shown in Figure 5 characterizes a number of different

.sentences and sentence fragments. For example, Figure 6 is an input text diagram
showing an input text segment for which the facility would construct the logical form
shown in Figure 5. Figure 6 shows the input text sentence fragment “man kissing a
pig.” It can be seen that this phrase occurs at word number 150 of document 5,
occupying word positions 150, 151, 152, and 153. When the facility is tokenizing this
input text fragment, it generates the logical form shown in Figure 5. The facility would

also generate the logical form shown in Figure 5 for the following input text segments:
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| _The pig was kissed by an unusual man.
The man will kiss the largest pig.

Many pigs have been kissed by that man.

As discussed above, because transforming input text into a logical form distills the input
text to its fundamental meaning by eliminating modifiers and ignoring differences in ~
tense and voice, transforming input text segments into the logical forms tends to unify
the many different ways that may be used in a natural language to express the same
idea.

Returning to Figure 4, after the facility has constructed the primary
logical form from the input text, such as the logical form shown in Figure 5, the facility
continues in step 402 to expand this primary logical form using hypernyms. After step
402, the tokenized routine returns.

As mentioned above, a hypernym is a genus term that has an “is a”
relationship with a particular word. For instance, the word “vehicle” is a hypernym of
the word “automobile.” The facility preferably uses a linguistic knowledge base to
identify hypernyms of the words in the primary logical form. Such a linguistic
knowledge base typically contains semantic links identifying hypernyms of a word.

Figure 7A is a linguistic knowledge base diagram showing sample

hypernym relationships identified by a linguistic knowledge base. It should be noted

simplified to facilitate this discussion, and omits information commonly found in
linguistic knowledge bases that is not directly relevant to the present discussion. Each
ascending arrow in Figure 7A connects a word to its hypernym. For example, there is
an arrow connecting the word man (sense 2) 711 to the word person (sense 1) 714,
indicating that person (sense 1) is a hypernym of man (sense 2). Conversely, man (sense
2) is said to be a “hyponym” of person (sense 1).

In identifying hypernyms with which to expand the primary logical form,
the facility selects one or more hypernyms for each word of the primary logical form

based upon the “coherency” of the hypernyms’ hyponyms. By selecting hypernyms in
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this manner, the facility generalizes the meaning of the logical form beyond the
meaning of the input text segment, but by a controlled amount. For a particular word of
a primary logical form, the facility first selects the immediate hypernym of the word of
the primary logical form. For example, with reference to Figure 7A, starting with man
(sense 2) 711 which occurs in the primary logical form, the facility selects its
hypernym, person (sense 1) 714. The facility next bases its determination of whether to {
also select the hypernym of person (sense 1) 714, animal (sense 3) 715, on whether
person (sense 1) 714 has a coherent hyponym set with respect to the starting word man
(sense 2) 711. Person (sense 1) 714 has a coherent hyponym set with respect to man
(sense 2) 711 if a large number of hyponyms of all senses of the word person other than
the starting word (sense 2) 711 bear at least a threshold level of similarity to the starting
word man (sense 2) 711.

In order to determine the level of similarity between the hyponyms of the
different senses of the hypernym, the facility preferably consults the linguistic
knowledge base to obtain similarity weights indicating the degree of similarity between
these word sentences. Figure 7B is a linguistic knowledge base diagram showing
similarity weights between man (sense 2) and other hyponyms of person (sense 1) and
person (sense 5). The diagram shows that the similarity weight between man (sense 2)
and woman (sense 1) is “.0075”; between man (sense 2) and child (sense 1) is “.0029”;

between man (sense 2) and villain (sense 1) is “.0003”; and between man (sense 2) and

" lead (sense 7) is “.0002”. These similarity weights are preferably calculated by the

linguistic knowledge base based on a network of semantic relations maintained by the
linguistic knowledge base between the word sense pairs. For a detailed discussion of
calculating similarity weights between word sense pairs using a linguistic knowledge
base, refer to U.S. Patent Application No. DB‘%“r"ll}(pastyzs—dm
661005524y, entitled “DETERMINING SIMILARITY BETWEEN WORDS,” which

is hereby incorporated by reference.
In order to determine whether the set of hyponyms is coherent based on
these similarity weights, the facility determines whether a threshold number of the

similarity weights exceed a threshold similarity weight. While the preferred threshold
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percentage is 90%, the threshold percentage may preferably be adjusted in order to
optimize the perfofmance of the facility. The similarity weight threshold may also be
configured to optimize the performance of the facility. The threshold similarity weight
is preferably coordinated with the overall distribution of similarity weights provided by
the linguistic knowledge base. Here, the use of a threshold Qf “.0015” is shown. The
facility therefore determines whether at least 90% of the similarity weights between the ’
starting word and the other hyponyms of all of the senses of the hypernym are at or
above the “.0015” threshold similarity weight. It can be seen from Figure 7B that this
condition is not satisfied by the hyponyms of person with respect to man (sense 1):
while the similarity weights between man (sense 1) and woman (sense 1) and between
man (sense 1) and child (sense 1) are greater than “.0015”, the similarity weights
between man (sense 1) and villain (sense 1) and between man (sense 1) and lead (sense
7) are less than “.0015”. The facility therefore does not select the further hypernym
animal ‘(sense 3) 715, or any hypernyms of animal (sense 3). As a result, only the
hypernym person (sense 1) 714 is selected to expand the primary logical form.

To expand a primary logical form, the facility also selects hypernyms of
the verb and deep object of the primary logical form. Figure 8 is a linguistic knowledge
base diagram showing the selection of hypernyms of the verb of the primary logical
form, kiss (sense 1). It can be seen from the diagram that touch (sense 2) is the

hypernym of kiss (sense 1). The diagram also shows the similarity weights between

* kiss (sense 1) and the other hyponyms of all of the senses of touch. The facility first

selects the immediate hypernym of the verb of the prirnaril logical form kiss (sense 1),
touch (sense 2). To deterinine whether to select the hypernym of touch (sense 2),
interact (senge 9), the facility determines how many similarity weights between kiss
(sense 1) and‘the other hyponyms of all of the senses of touch are at least as large as the
threshold similarity weight. Because bnly two of these four similarity weights are at
least as large as the “.0015” threshold similarity weight, the facility does not select the
hypernym of touch (sense 2), interact (sense 9).

Figures 9 and 10 are linguistic knowledge base diagrams showing the

selection of hypernyms of the deep object of the primary logical form and pig (sense 2).
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It can be seen from Figure 9 that the facility selects the hypernym swine (sense 1) of pig
(sense 2) to expand the primary logical form, as well as the hypernym animal (sense 3)
of swine (sense 1), as more than 90% (in fact, 100%) of the hypernyms of the only
sense of swine have similarly weights at or about the “.0015” threshold similarity
weight. It can be seen from Figure 10 that the facility does not continue to select the
hypernym organism (sense 1) of animal (sense 3), as fewer than 90% (actually 25%) of -
the hyponyms of senses of animal have similarity weights at or about the “.0015”
threshold similarity weight.
Figure 11 is a logical form diagram showing the expanded logical form.
It can be seen from Figure 11 that the deep subject element 1110 of the expanded
logical form contains the hypernym person (sense 1) 1112 in addition to the word man
(sense 2) 1111. It can be seen that the verb element 1120 contains the hypernym touch
(sense 2) 1122 as well as the word kiss (sense 1) 1121. Further, it can be seen that the
deep object element 1130 of the expanded logical form contains the hypernyms swine
(sense l)land animal (sense 3) 1132 in addition to the word pig (sense 2) 1131.
| By permuting, in each element of the expanded logical form, the
hypernyms with the original words, the facility can create a reasonably large number of
derivative logical forms that are reasonably close in meaning to the primary logical
form. Figure 12 is a chart diagram showing the derivative logical forms created by
permuting the expanded primary logical form. It can be seen from Figure 12 that this
iaermutation creates eleven derivative logical forms that each characterize the meaning

of the input text in a reasonably accurate way. For example, the derivative logical form
(person, touch, pig)
shown in Figure 12 is very close in meaning to the sentence fragment

man kissing a pig
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The expanded logical form shown in Figure 11 represents the primary logical form plus
these eleven derivative logical forms, which are expressed more compactly as expanded

logical form 1200:

((man OR person), (kiss OR touch), (pig OR swine OR animal))

The facility generates logical tokens from this expanded logical form in a
manner that allows them to be processed by a conventional information retrieval engine.
First, the facility appends a reserved character to each word in the expanded logical
form that identifies whether the word occurred in the input text segment as a deep
subject, verb, or deep object. This ensures that, when the word “man” occurs in the
expanded logical form for a query input text segment as a deep subject, it will not match
the word “man” stored in the index as part of an expanded logical form in which it was
the verb. A sample mapping of reserved characters to logical form elements is as

follows:

logical form element identifying character

deep subject _
verb A
deep object #

Using this sample mapping of reserved characters, tokens generated for the logical form
“(man, kiss, pig)” would include “man_”, “kiss””, and “pig#”.

Indices generated by conventional information retrieval engines
commonly map each token to the particular locations in the target documents at which
the token occurs. Conventional information retrieval engines may, for example,
represent such target document locations using a document number, identifying the
target document containing the occurrence of the tokén, and a word number, identifying
the position of the occurrence of the token in that target document.‘ Such target

document locations allow a conventional information retrieval engine to identify words
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that occur together in a target document in response to a query using a “PHRASE”
operator, which requires the words that it joins to bé adjacent in the target document.
For example, the query “red PHRASE bicycle” would match occurrences of “red” at
document 5, word 611 and “bicycle” at document 5, word 612, but would not match
occurrences of “red” at document 7, wdrd 762 and “bicycle” at document 7, word 202.
Storing target document locations in an index further allows conventional information
retrieval engines to identify, in response to a query, the pointé at which queried tokens ~
occur in the target documents.

For expanded logical forms from a target document input text segment,
the facility preferably similarly assigns artificial target document locations to each
token, even though the tokens of the expanded logical form do not actually occur in the
target document at these locations. Assigning these target document locations both
(A) enables conventional search engines to identify combinations of semantic tokens
corresponding to a single primary or derivative logical form using the PHRASE
operator, and (B) enables the facility to relate the assigned locations to the actual
location of the input text fragment in the target document. The facility therefore assigns

locations to semantic tokens as follows:

logical form element location

deep subject (location of 1st word of input
text segment)

verb (location of 1st word of input
' text segment) + 1

deep object (location of 1st word of input
text segment) + 2

The facility therefore would assign target document locations as follows for the tokens
of the expanded logical form for “(man, kiss, pig)”, derived from a sentence beginning
at document 5, word 150: “man_” and “person_” -- document 5, word 150; “kiss"” and
“touch”” -- document 5, word 151; and “pig#”, “swine#”, and “animal#” -- document 5,

word 152.

d
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Returning to Figure 3, in step 303, the facility stores the tokens created
by the tokenize routine in the index with locations at which they occur. Figure 13 is an
index diagram showing sample contents of the index. The index maps from each token
to the identity of the document and location in the document at which they occur. It
should be noted that, while the index is shown as a table to more clearly show the-
mappings in the index, the index is actually preferably stored in one of a number of
other forms that support more efficient location of a token in the index, such as in tree
form. Further, the contents of the index are preferably compressed to minimize the size
of the index, using such techniques as prefix compression. q

It can be seen that, in accordance with step 303, the facility has stored
mappings in the index 1300 for each of the words in the expanded logical form.
Mappings have been stored in the index from deep subject words “man” and “person”
to the tafget document location at document number 5, word number 150. Word
number 150 is the word position at which the input text segment shown in Figure 6
begins. It can be seen that the facility has appended the reserved character “_” to the
tokens corresponding to the deep subject words. By appending this reserved character,
the facility is able to retrieve, when later searching the index, instances of these words

that occur as the deep subject of a logical form without retrieving occurrence of these

k words that occur as verbs or deep objects of a logical form. Similarly, the index

20

contains tokens for verb words “kiss” and “touch.” The entries for these verb words
map them to the target document location at document number 5, word number 151,
one word after the target document location of the deep subject words. It can further be
seen that the reserved character “~” has been appended to the tokens for these verb
words so that this occurrence of these words does not later appear to be an occurrence as
a deep subject or deep object element. Likewise, the index contains tokens for the deep
object words “animal,” “pig,” and “swine,” mapping them to the target document
location at document number 5, word number 152, two words past the target document
location at which the phrase begins. The reserved character “#” is appended to the
tokens for the deep object words to identify them as deep objects in the index. With the

index in the condition shown, the input text fragment shown in Figure 6 can be found
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by searching the index for any of the derivative primary logical forms shown in
Figure 12.

In a preferred embodiment in which the facility stores both a mapping of
the words literally occurring in the target documents to their actual locations of the
target documents and the semantic representation of the target documents in the same
index, the word number values for each semantic token of the semantic representation is -
preferably incremented by a constant larger than the number of words in any document
to distinguish semantic tokens of the semantic representation from literal tokens when
accessed in the index. To simplify Figure 13, the addition of this constant is not shown.

In the example, the facility adds a token for each of the words in the
expanded logical form to the index to form the semantic representation of the target
documents. In one preferred embodiment, however, the facility limits the set of
expanded logical form tokens that it adds to the index to those logical form tokens that
are likely to be effective at distinguishing between documents among the target
documents. To so limit the set of expanded logical form tokens added to the index, the
facility preferably determines the Inverse Document Frequency of each token, whose
formula is shown by equation (1) below. In this embodiment, the facility adds to the
index only tokens whose Inverse Document Frequency exceeds a minimum threshold.

Returning to Figure 3, after storing the tokens in the index before the

_current sentence in the target document, in step 304, the facility loops back to step 301

“to process the next sentence in the target documents. When all of the sentences of the

target document have been processed, the facility continues; at step 305. In step 305, the
facility receives the text of a query. In steps 306-308, the fdcility processes the received
query. In step 306, the facility invokes the tokenized routine to tokenize the query-text.
Figure 14 is a logical form diagram showing the logical form preferably constructed by
the facility for thé query “man kissing horse” in accordance with step 401 (Figure 4). It
can be seen from the logical form diagram that the deep subject is man (sense 2), the
verb is kiss (sense 1), and the deep object is horse (sense 1). This primary logical form

is more succinctly represented as

v
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(man, kiss, horse)

in primary logical form 1450.

Figure 15 shows the expansion of the primary logical form using
hypernyms in accordance with steps 402 (Figure 4). It can be seen from Figure 15 that, ’
like the sample input text from the target document, the deep subject man (sense 2) has |
been expanded with the hypernym person (sense 1), and the verb kiss (sense 1) has been
expanded with the hypernym touch (sense 2). Further, it can be seen that the deep
object horse (sense 1) has been expanded with hypernym animal (sense 3). |

Figure 16 is a linguistic knowledge base diagram showing the selection
of hypernyms of the deep object of the query logical form, horse (sense 1). It can be
seen from Figure 16 that the facility does not select the hypernym organism (sense 1) of
animal (sense 3), since fewer than 90% of the hyponyms of animal (sense 3) have
similarity weights at or above the “.0015” threshold similarity weight. The facility
therefore uses only the hypernym animal (sense 3) to expand the logical form.

Returning to Figure 3, in step 307, the facility uses the expanded logical
form 1550 (Figure 15) constructed using hypernyms of the word senses in the primary
logical form to retrieve from the index locations in the target documents at which

matching tokens occur. The facility preferably does so by issuing the following query

-against the index:

(man_ OR person_) PHRASE (kissn OR touchn) PHRASE (horse# OR animal#)

The PHRASE operator matches occurrences of the operand following it at a word
position 1 greater than the operand preceding it. Therefore, the query matches where
the deep éubject man_ or person_ precedes the verb kiss™ or touch”, which precedes the
deep object horse# or animal#. It can be seen from the index in Figure 13 that this

query is satisfied at document number 5, word number 150.

A
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If this query was not satisfied in the index, the facility would continue to
submit the query in two different partial queries. The first partial form contains only the
deep subject and the verb, and not the object:

(man_ OR person_) PHRASE (kissA OR toucha)

Figure 17 is a partial logical form diagram showing the partial logical form '
corresponding to this first query. The second partial form of the query contains the verb

and deep object, but not the deep subject:
(kissan OR touchA) PHRASE (horse# OR animal#)

Figure 18 is a partial logical form diagram showing the partial logical form
corresponding to this second partial query. These partial queries would match logical
forms in the index having a different deep subject or deep object, annd would match
partial logical forms not having a deep subject or deep object. These partial queries
take into consideration differences between the query input text segment and target
document input text segments including pronoun usage and implied deep subjects and
deep objects.

Returning to Figure 3, after identifying matches of tokens in the index,

" the facility continues in step 308 to rank the target documents in which matches of

particular combinations of matching tokens, cotresponding to a primary or derivative
logical form, occur in the order of their relevance to the query. In various embodiments
of the invention, the facility employs one or more of | a number of well-known
approaches to ranking documents by relevancy, which include Jaccard weighting and
binary term independence weighting. The facility preferably uses a combination of
inverse document frequency and term frequency waiting to rank the matching target
documents. ‘

The inverse document frequency weight characterizes a token

combination’s ability to distinguish between documents, giving greater weight to a

L 5
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- token combination appearing in fewer of the target documents. For example, for a

group of target documents directed to the subject of photography, the logical form
(photographer, frame, subject)

could occur in each document of the group, and thus would not be a very good basis for R
distinguishing between documents. Because the above logical form occurs in every
target document, it has a relatively small inverse document frequency. The formula for

inverse document frequency of a token combination is as follows:

. A k]

o T Wl .

e A Inverse Document Frequency (token combination) =

- ( total number of target documents ) (D
: g number of target documents containing foken combination

)
e
ot

The term frequency weight of a token combination in a document

~ measures the extent to which the document is dedicated to the token combination, and
i 15 assumes that a document in which a particular query token occurs a large number of
= times is more relevant than a document in which the query token occurs fewer times.
i The formula for the term frequency weight of a token combination in document is as

follows:

Term Frequency (token combination, document) =

20 @)

number of times token combination occurs in document
The facility uses a score for each matching document to rank the
documents. The facility first calculates a score for each matching token combination in

each document, using the following formula:

25

Score (token combination, document) = Inverse Document Frequency (token combination)

x Term Frequency (token combination, document)

®)
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The facility then calculates the score for each matching document by choosing the
highest score for any matching token combination in each matching document in

accordance with the following formula:

token combination
in document

Score (document) = max( \v4 (Score (token combination, document))j

Q)

Once the facility has calculated a score for each document, the facility may augment
10 these scores to reflect terms of the query other than those directed to semantic matching.
After augmenting the score for each document, if necessary, the facility calculates a
normalized score for each document by taking the size of the document into account as

shown in the following formula:

e S d |
15 Normalized Score (document) = core (document)
Size (document)

)
T The Size (document) term may be any reasonable measure of the size of a document --
for example, the number of characters, words, or sentences or sentence fragments in the
- document. The document score may alternatively be normalized using a number of
20 . other normalization techniques, including cosine measure normalization,. sum of term
weights normalization, and maximum term weights normalization.

After calculating normalized scores for each matching document, the
facility ranks the matching documents in order of the normalized scores for the
documents. A user may preferably select one of the matching documents from the

25 ranked list to obtain a location of the matching tokens in that document, or to display
the matching portion of that document.

Returning to Figure 3, after ranking the matching target documents in
step 308, the facility preferably continues at step 305 to receive the text of the next

query against the index.
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The above discusses ranking by relevancy the documents containing
matching tokens. Additional preferred embodiments of the invention similarly rank by
relevancy document groups and document sections, respectively, that contain matches.
For target documents that are organized into document groups each containing one or
more documents, the facility preferably ranks the document groups in which matches
occur by relevancy in order to identify the most relevant document groups for further -
querying. Further, the facility is preferably configurable to divide each target document
into sections and rank the relevancy of document sections in which matches occur.
These document sections may be identified contiguously within a target document
either by selecting a certain number of bytes, words, or sentences, or by using structural,
formatting, or linguistic cues occurring in the target document. The facility may also
preferably identify non-contiguous document sections dealing with particular themes.

While the present invention has been shown and described with
reference to preferred embodiments, it will be understood by those skilled in the art that
various changes or modifications in form and detail may be made without departing
from the scope of the invention. For example, the tokenizer may be straightforwardly
adapted to produce and store in the index tokens each corresponding to a complete
logical form construction instead of tokens each corresponding to one word of a logical
form construction. Also, various well-known techniques may be applied to incorporate

other types of searching in a query having a semantic matching component. Further, a

. query may contain a number of semantic matching components. In addition, semantic

25

relationships identified between words other than hypernyms may be used to expand the
primary logical form. The facility may also use precompiled lists of substitutable words
for each word in a primary logical form to expand the primary logical form, rather than
generating lists of hypernyms from a lexical knowledge base at runtime as described
above. Further, for additional matching precision, the tokenizer may encode in the
token for a word the sense number identified for the word. In this case, the test for
coherency of the hyponym set is reduced from testing similarity with all senses of the
selected hypernym. In the example, only the hyponyms of sense 1 of the word person

need to bear a threshold level of similarity with the starting sense of the word man

L
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(sense 2). Because the possible matching terms in the index are less ambiguous we can
constrain the set of terms which might produce false hits. For this reason it is only
necessary to test for the senses which have a hypernym relation to the word in the

logical form.
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CLAIMS
We claim:

L. A method in a computer system for identifying passages of a first body
of text relating to a passage of a second body of text, the method comprising the steps of:
for each of a multiplicity of passages of the first body of text each having a
location in the first body of text: |
constructing a first logical form characterizing a semantic relationship
between selected words in the passage,
expanding the constructed first logical form to include alternative
words for at least some of the selected words in the passage, and
storing in an index a mapping from the expanded first logical form to
the location of the passage in the first body of text;
constructing a second logical form characterizing a semantic relationship
between selected words in the passage of the second body of text;
expanding the constructed second logical form characterizing a semantic
relationship between selected words in the passage of the second body of text to include
alternative words for at least some of the selected words in the passage; and
comparing the expanded second logical form characterizing a semantic
relationship between selected words in the passage of the second body of text to the expanded
first logical forms from which the index maps to identify a passage of the first body of text
whose expanded logical form intersects with the expanded logical form characterizing a
semantic relationship between selected words in the passage of the second body of text, in
that, for pair of correéponding selected words between the intersecting. expanded logical
forms, the selected word or one of its alternative words in the expanded first logical form
matches the selected word or one of its alternative words in the expanded second logical
form, such that a passage of the first body of text relating to the passage of the second body of

text is identified.

,,,,,,,,,
5o
-
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2. The method of claim 1 wherein the expanding steps each include the

step of, for one or more of the selected words in the passage, identifying as an alternative

word a word having a positive semantic correlation with the selected word.

3. The method of claim 2 wherein the expanding steps each include the
step of, for one or more of the selected words in the passage, identifying as an alternative

word a hypernym of the selected word.

4, The method of claim 1 wherein the constructing steps each include the

step of parsing the passage to discern its syntactic and semantic structure.

5. The method of claim 1 wherein the storing step includes the steps of:
for each selected word of the passage of the first body of text:
 storing in the index a mapping from the selected word to a location in
the first body of text relative to the location of the passage that corresponds to the selected
word; and
storing in the index a mapping from each alternative word for the
selected word to the location relative to the location of the passage that corresponds to the
selected word,
and wherein the comparing step includes the step of:
for each selected word of the passage of the second body of text:
identifying a word‘ mapped by the index to a location in the first body
of text relative to the location of the same passage that corresponds to the selected word of the
passage of the second body of text, the identified word being either the selected word of the
passage of the second bddy of text or an alternative word for the selected word of the passage

of the second body of text.

6. The method of claim 1, further comprising the step of returning the
location of the identified passage of the first body of text.
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7. The method of claim 1 wherein the location in the first body of text of
each of the multiplicity of passages of the first body of text comprises a position within the

first body of text at which the passage occurs.

8. The method of claim 1 wherein first body of text is comprised of a -
plurality of documents, and wherein the location in the first body of text of each of the
multiplicity of passages of the first body of text comprises the identity of the document that

contains the passage.

9. The method of claim 1 wherein the second body of text is a query on

the first body of text.

10.  The method of claim 1 wherein the constructing steps each construct a

logical form relating a verb, a deep subject of the verb, and a deep object of the verb.

11.  The method of claim 1 wherein the constructing steps each construct a

logical form relating a verb and a deep subject of the verb.

12.  The method of claim 1 wherein the constructing steps each construct a

logic;al form relating a verb and a deep object of the verb.

13.  The method of claim 1 wherein the comparing step identifies a
plurality of ﬁassages in the first body of text whose expanded logical forms intersect with the
expanded logical form characterizing a semantic relationship between selected words in the

passage of the second body of text.

14.  The method of claim 13 wherein the first body of text is divided into
documents, further including the step of ranking the documents containing an identified
passage by applying a combination of term frequency and inverted document frequency

weighting.

i
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15.  The method of claim 13 wherein the first body of text is divided into
documents organized into groups of documents, further including the step of ranking the
document groups containing an identified passage by applying a combination of term

frequency and inverted document frequency weighting.

16.  The method of claim 13 wherein the first body of text is divided into
documents that are further divided into document sections, further including the step of
ranking the document sections containing an identified passage by applying a combination of

term frequency and inverted document frequency waiting.

17. A computer-readable medium whose contents cause a computer system
to identify passages of a first body of text relating to a passage of a second body of text by
performing the steps of:

for each of a multiplicity of passages of the first body of text each having a
location in the first body of text:

constructing a first logical form characterizing a semantic relationship

between selected words in the passage,

expanding the constructed first logical form to include alternative
words for at least some of the selected words in the passage, and
| storing in an index a mapping from the expanded first logical form to
the location of the passage in the first body of text;
constructing a second logical form characteriiing a semantic relationship
between selected words in the passage of the second body of text;
expandihg the second logical form characterizing a semantic relationship
between selected words in the passage of the second body of text to include alternative words
for at least some of the selected words in the passage; and
compéring the expanded second logical form characterizing a semantic
relationship between selected words in the passage of the second body of text to the expanded

first logical forms from which the index maps to identify a passage of the first body of text -

.

A
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whose expanded logical form intersects with the expanded logical form characterizing a
semantic relationship between selected words in the passage of thevsecond body of text, in
that, for pair of corresponding selected words between the intersecting expanded logical
forms, the selected word or one of its alternative words in the expanded first logical form
matches the selected word or one of its alternative words in the expanded second logical ..
form, such that a passage of the first body of text relating to the passage of the second body of

text is identified.

18.  The computer-readable medium of claim 17 wherein the expanding
steps each include the step of, for one or more of the selected words in the passage,
identifying as an alternative word a word having a positive semantic correlation with the

selected word.

19 The computer-readable medium of claim 18 wherein the expanding
steps each include the step of, for one or more of the selected words in the passage,

identifying as an alternative word a hypernym of the selected word.

20.  The computer-readable medium of claim 17 wherein the constructing
steps each include the step of parsing the passage to discern its syntactic and semantic

structure.

21.  The computer-readable medium of claim 17 wherein the storing step

includes the steps of:
for each selected word of the passage of the first body of text:
storing in the index a mapping from the selected word to a location in
the first body of text relative to the location of the passage that corresponds to the selected
word; and
storing in the index a mapping from each alternative word for the
selected word to the location relative to the location of the passage that corresponds to the

selected word,

b
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and wherein the comparing step includes the step of:
for each selected word of the passage of the second body of text:
identifying a word mapped by the index to a location in the first body
of text relative to the location of the same passage that corresponds to the selected word of the
passage of the second body of text, the identified word being either the selected word of the
passage of the second body of text or an alternative word for the selected word of the passage |

of the second body of text.

A method in a computer system for generating information retrieval

tokens from an input string, the method comprising the steps of:
creatiyg from the input string a primary logical form characterizing a semantic
relationship between selected words in the input string;

identifying hypernyms of the selected words in the input string;

constructing\from the primary logical form one or more alternative logical

sy
ok

forms, each alternative logical form being constructed by, for each of one or more of the

““3 selected words in the input string, replacing the selected word in the primary logical form
4
with an identified hypernym of d word; and

S L
IR

£
ahe £ L B

generating tokens presnting both the primary logical form and the

.

alternative logical forms, the gefjers okens being distinguishable by an information

retrieval engine.

23.  The method of claim Q2 wherein the consitruéting step includes the step

of parsing the input string to discern its syntactic and semantic structure.

24.  The method of claim 22 wherein the identifying step includes the steps

of:
for each selected word of the input text

retrieving from a linguistic knowledge base one or more hypernyms of

the selected word each having a similarity value charac erizing the similarity- in meaning of

the hypernym to the selected word; and

¥
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\ identifying any of the hypernyms whose similarity value exceeds a
preestablisﬁithreshold. |

\
25\\ The method of claim 22, further comprising the steps of:

before the constructing step, selecting the input string from a search query; and -
submitiing the generated tokens to a query engine for comparison to a

representation of one or ynore target documents.

26.  The mgthod of claim 22, further comprising the steps of:

before the constkucting step, selecting the input string from a body of text to be
indexed; and

submitting the generated tokens to an indexing subsystem for storage in an

index representing the body of text.

28.  The method of claim 26, further including:the steps of:

after the submitting step, determining an inyerse document frequency of each
of the words occurring in the alternative logical forms; and

removing from the index tokens representing alternative logical forms
containing words whose inverse document frequency is smaller than a preestablished

minimum inverse document frequency.

29.  The method of claim 22 wherein the identifying step identifies
hypemyms of the selected words that have coherent hyponym sets with respect to the selected

words.
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A computer-readable medium whose contents cause a computer system
to generate information retrieval tokens from an input string by performing the steps of:

creating from the input string a primary logical form characterizing a semantic
relationship between sélected words in the input string;

identifying hypernyms of the selected words in the input string;

constructing\from the primary logical form one or more alternative logical
forms, each alternative logical form being constructed by, for each of one or more of the
selected words in the input string, replacing the selected word in the primary logical form
with an identified hypernym of th&selected Werd; and

generating tokens reprdsenting \both the primary logical form and the
alternative logical forms, the generatgd tokeps being distinguishable by an information

retrieval engine.

31.- The computer-rqg

step includes the step of parsing the input

structure. \

4 to discern its syntactic and semantic

32.  The computer-readable medium of claim 30 wherein the identifying
step includes the steps of:
for each selected word of the input text:

retrieving from a linguistic knowledge baé-g one or more hypernyms of

~ the selected word each having a similarity value characteri¥ing the similarity in meaning of

the hypernym to the selected word; and
identifying any of the hypernyms whose similarity value exceeds a

preestablished threshold.
33.  The computer-readable medium of claim 30, wherein the contents of

the computer-readable medium further cause the computer system to erform the steps of:

before the constructing step, selecting the input string from a search query; and
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submitting the generated tokens to a query engine for comparison to a

representatign of one or more target documents.

The computer-readable medium of claim 30 wherein the contents of
the computer-readable medium further cause the computer system to perform the steps of:
beford the constructing step, selecting the input string from a body of text to be

indexed; and
submitting, the generated tokens to an indexing subsystem for storage in an

index representing the body\of text.

35. The comhuter-readable medium of claim 34 wherein the contents of

the computer-readable medium further catise computer system to perform the step of

determining an inverse document fréqu; nc[y of each\of the words occurring in the alternative

logical forms,

and wherein the submitting step omitg it to the indexing subsystem tokens

representing alternative logical forms conthiying words Whose inverse document frequency is

smaller than a preestablished minimum inverse\documeht frequency.

|

36.  The computer-readable meditym of claim 34, further including the steps

of: |
after the submitting step, determining an\inverse document frequency of each
of the words occurring in the alternative logical forms; an v
removing from the index tokens represeqting alternative logical forms
containing words whose inverse document frequency is §maller than a preestablished

minimum inverse document frequency.

37.  The computer-readable medium of claim 30\ wherein the identifying
step identifies hypernyms of the selected words that have coherent hypenym sets with respect

to the selected words.
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\ 38. A method in a computer system for generating information retrieval

tokens from ay input string, the method comprising the steps of:

dreating from the input string a logical form characterizing a semantic
relationship between selected words in the input string; and
genekating one or more tokens representing the logical form, the generated

tokens being distinguishable by an information retrieval engine.

39. & method of claim 38 wherein the creating step includes the step of

parsing the input string to digcern its syntactic and semantic structure.

42.  The method of 8 wherein the creating step constructs a logical

form relating a verb and a deep object of the verb

43.  The method of claim 38, furthér comprising the steps of:

before the constructing step, selecting the input string from a search query; and
submitting the generated tokens to a quety eﬁgine for comparison to a

representation of one or more target documents.

44.  The method of claim 38, further comprising the steps of:
before the constructing step, selecting the input string from a body of text to be

indexed; and

submitting the generated tokens to an indexing subsystem for storage in an

index representing the body of text.

e
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\ 45. A method in a computer system for creating and accessing an
inforrna:c\i{)n retrieval index, the index characterizing one or more indexed documents by
storing tokenized semantic structures occurring in the indexed documents, the method
comprising the steps of:

For each of a plurality of passages in the indexed documents:
receiving a tokenized semantic structure correéponding to the passage,
receiving an indexed document location for the passage, and
storing in the index a mapping from the received tokenized semantic
structure to the index dodument location; and
for a query issued against the indexed documents:
receiving a tokenized semantic structure corresponding to the query,
identifyind\in the ipdex-a-mapping from a tokenized semantic structure
matching the tokenized semantic strycture cgrresponding to the query to an identified indexed
document location, and

returning the identified indexed document location.
——

46.  The method of clai in the step of receiving a tokenized

semantic structure corresponding-1Q the passage es the step of receiving a plurality of
tokenized semantic structures all correso iding to the same passage having the same indexed
document location, and wherein the storing step storgs mappings to each of the plurality of

received tokenized semantic structures.

47.  The method of claim 46 wherein the step of receiving a tokenized
semantic structure corresponding to the query includes the step of receiving a plurality of
tokenized semantic structures all corresponding to the samé¢ query, and wherein tﬁe
identifying step identifies a mapping from a tokenized semantic strijcture matching any of the

plurality of tokenized semantic structures corresponding to the query.

¥
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\
48. A method in a computer system for processing a query directed to one

or more target documents, both the query and the target documents comprising a series of
words, the method comprising the steps of:
) receiving the query;
d&termining the semantic roles of selected words in the query; and
identifying occurrences of the selected words in the target documents in which .

the selected words haye the same semantic roles as in the query.

49. © The method of claim 48, further including the step of compiling from
the target documents an indsx indicating, for a plurality of the words occurring in the target
documents, the semantic role \Qf the occurrencé of the word in the target docurﬁents, and
wherein the identifying step inclydes };h'é’ step 5f comparing the selected words and their

determined semantic roles to the co index.

50. The method of cldim 48 wherein the determining step determines
which of the selected words is a principa} verb of the query, which of the selected words is
the deep subject of the principal vem

the principal verb.

f the selected words is the deep object of

51. A computer memory containing a document indexing data structure

characterizing the contents of one or more target docyments, the document indexing data

structure mapping from words to locations in the target Jocuments, the document indexing

data structure mapping, for each of a plurality of passages\of words occurring in the target

documents, from words contained in a logical form generated, from the passage to a location
corresponding to the p‘assage, and from hypernyms of words sontained in the logical form"
generated from the passage to a location corresponding to the passage,

such that the document indexing data structure may be used to identify, in response to the
receipt of a query, the location of passages of the target documents that are semantically

similar to a passage of the query.

s
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K 52.  The computer memory of claim 51 wherein the document indexing

data structure maps to a location in the target documents from at least one word not occurring

in any of the target documents.
A computer system for responding to queries containing a passage of
words against one\or more target documents, each target document comprised of one or more
passages of words) each target document passage having a location within the target
documents, the computer system comprising:

a target ddgument receiver for receiving the target documents;
a query recelyer for receiving queries against the target documents;
a tokenizer for\generating tokens from passages of target documenfs received
by the target document receiveNand of queries received by the query receiver, the tokenizer
including a logical form synthesiger for synthesizing from each passage a logical form
characterizing the semantic structixe of the passage, the tokenizer generating tokens
representing the logical forms synthesizad from the passages;
from a target document passage to thellégations in the target documents of the target

document passage from which the token was ge

a query processing subsstt
the location mapped to from the identified token.

54, The computer system of claim\53 wherein the logical forms
synthesized by the logical form synthesizer contain words, apd wherein the tokenizer further
includes: |

a hypernym expansion subsystem for creating from each logical form
synthesized by the logical form synthesizer one or more supplemental logical forms in which
one or more of the words of the logical form are replaced with hypern
the tokenizer also generating tokens representing the supplemental logical forms created by

the hypernym expansion subsystem.

LA
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INFORMATION RETRIEVAL UTILIZING SEMANTIC
REPRESENTATION OF TEXT

ABSTRACT OF THE DISCLOSURE

The present invention is directed to performing information retrieval utilizing

semantic representation of text. In a preferred embodiment, a tokenizer generates from an

Z ' input string information retrieval tokens that characterize the semantic relationship expressed
& ’ in the input string. The tokenizer first creates from the input string a primary logical form

characterizing a semantic relationship between selected. words in the input string. The

tokenizer then identifies hypernyms that each have an “is a” relationship with one of the

:k‘g selected words in the input string. The tokenizer then constructs from the primary logical
Z’ form one or mote alternative logical forms. The tokenizer constructs each alternative logical
j form by, for each of one or more of the selected words in the input string, replacing the
;:; selected wotd in the primary logical form with an identified hypernym of the selected word.
K Finally, the tokenizer generates tokens representing both the primery logical form and the

alternative logical forms. The tokenizer is preferably used to éenerate tokens for both
constructing an index representing target documents and processing a query against that

index.

WPN/SDL/661005/512-AP/V12
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168 AUTOMATIC INFORMATION ORGANIZATION AND RETRIEVAL
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Fig. 57 Modified dependency tree structure resulting from syntactic
analysis. :

syntactic function of a given word in a sentence as determined by the
automatic syntactic analysis, where w is the prefix consisting of the first
n — 1 characters of the string and Z designates the terminal character.
The character Z then represents the syntactic function of the given word,
and « is the syntactic marker attached to the parent node in the tree
structure to which the present node is attached. Thus, in the output of
Fig. 5-6, the code 304 is decomposed into the prefix 30 and suffix a; this
indicates that the corresponding word (useful) is interpreted as an adjec-
tive, grammatically dependent on the node labeled 30 (algorithms), and .
that the node corresponding to useful is placed on level 3 of the s}'ntactic
tree. Similarly, the node labeled 30aPR represents a preposition () on
Jevel 5 of the tree, grammatically dependent on a dummy node with
marker 30aP on level 4, which in turn depends on an adjective on level
3 (304), which in turn depends on the object of the main verb (30).

The modified dependency tree image resulting from the syntactic
analysis of the first seven words of the sentence of Fig. 5-6 is shown in
Fig. 5-7. A comparison of the syntactic tree of Fig. 5-7 with the standard
dependency tree format given in the example of Fig. 5-4d shows that the
trees resulting from syntactic analysis are substantially identical with
dependency trees except for the addition of certain dummy nodes to mark
phrase and clause boundaries. A decomposition into phrase components
is derivable from the syntactic trees, as before, by bracketing the words
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located in the same subtree. This is shown for the sample sentence at
the bottom of Fig. 5-7.

In addition to the syntactic dependency structure for each analyzed
sentence and to the syntactic markers attached to the text words, the
Smart system also carries along the concept numbers resulting from the
thesaurus look-up of the original texts. This makes it possible to match
the concept numbers, as well as the syntactic markers and dependency
structures, before a criterion phrase applicable to a given document is
detected. '

Since many parts of a document may be potentially interesting for
content analysis purposes, even though not consisting of complete English
sentences, the syntactic analysis procedure incorporated into the Smart
document, retrieval system is programmed in such a way that incom-
plete sentences, including ‘document titles, section headings, or figure
captions, can nevertheless be properly analyzed [22].

The dictionary of criterion phrases contains structures similar to
the dependency tree structure of Fig. 5-7 in that each phrase is identified
by three main types of information: the applicable concept numbers, the
applicable syntactic indicators, and the syntactic dependency structure.
Four main classes of criterion trees are used, corresponding to noun
phrases, subject-verb relations, verb-object relations, and subject-object
relations. Since each criterion phrase consists of only very few distinct
nodes, it is unnecessary in most cases to draw the applicable tree struc-
tures. Instead, approximately 15 different structure types are defined,
and only the structure type numbers are usually specified with each tree,
instead of the corresponding complete trees.

The structure of the criterion phrase dictionary was previously
described in Chap. 2. Two sample phrases are shown as examples in
Fig. 5-8. The first phrase (pIFEQU) presented in Fig. 5-8a consists of a
governing node with concept number 181 and a dependent node with
concept 274. The identifiers after the dollar sign (8) specify syntactic
type 1 and output serial number 47. The other phrase, shown in Fig.
- 5-8b, is provided in the phrase dictionary in three different types, namely,
types 1, 3, or 5 with output serial numbers 87, 88, and 89, respectively.
In addition, node 1 of each tree must be specified as either concept 11 or
176, and node 2 is specified as concept 13. The syntactic specification
provided for the tree class of type 1 requires that the term corresponding
to node number 2 must be syntactically dependent on that corresponding
to node 1. For syntactic types 3 and 5, node 1 is also specified as a verb
(v) and node 2 as an object (0). This implies that a given sentence
excerpt will match criterion trees of types 3 and 5 only if the corre-
sponding sentence nodes exhibit these same syntactic markers.

The broken lines in the syntactic structure specifidation indicate

¥
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- lndirec_i'
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(5) Possible syntactic trees relating concepts (13)
ond {14,178) of formats 1,3, and 5.

Fig. 5-8 ~ Sample criterion phrase specification.

that the connection between the corresponding nodes in the sentence may
be indirect in the sense that other nonspecified nodes may occur between
the ones specified. This allows, for example, unspecified prepositions,
conjunctions, or adverbs to intervene in the normal sentence order
between two specified nodes, while still obtaining a match with the given
criterion phrase.

The multiplicity of concepts attached to a given node of a criterion
phrase and the variety of permissible syntactic formats guarantee that 2
given criterion tree specification corresponds to hundreds of different
English constructions. Furthermore, both documents and search
requests use the same criterion tree dictionary, so that there results a
flexible matching procedure capable of recognizing many semantically”
equivalent but syntactically quite different constructions (23].
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When the sentence reproduced in Fig. 5-6 was compared with an
early version of the criterion tree dictionary in use with the Smart
retrieval system, the two matching trees found were those presented in
Fig. 5-8. The results of the matching procedure are exhibited in the
output of Fig. 5-9. In that figure, the original sentence is reproduced as
well as the output of the syntactic analysis. In addition, each word, or
equivalently each node in the sentence structure representation, is given
an identifying node number.

It is seen at the bottom of Fig. 5-9 that tree node 1 of criterion
phrase DIFEQU matches sentence node 12 (equations), and tree node 2
matches sentence node 14 (differential); as a result, the concept, numbers
attached to phrase DIFEQU (differential’ equatzons) are supplied as content
identifiers to the document that includes the given sentence. Similarly,
nodes 1 and 2 of criterion phrase NUMERI match sentence nodes 7 and 9,
respectively (solution and numerical). The actual matching structures
can be identified for this phrase by comparing the leftmost structure of
Fig. 5-8b, representing one of the structures assigned to criterion phrase
NUMERI, with the rightmost subtree of the dependency tree of Fig. 5-7.

Phrase formats A criterion phrase definition consists of six different
types of specifications:

1. The name and serial number of the phrase
2. The output concept number(s) to be attached to the document sen-
" tence that matches the given criterion phrase
3. The node, or nodes, in the sentence to which these output concept
numbers are to be attached

THESE ARE [HE TEXT, NOOE NUMBERS, ANC STRINGS OF SENTENCE NQ. 0U0G0GL
GIve 2 3v
ALSORITHMS | 3 30
UsSEFUL “ 30A
FOR [ 3CaPR
THE . 8 3CaP04
NUMER(CAL 9 3CaPCa
soLuTion ? Itarg
aF i1 JCAPIPR
OROENARY 13 30a20PNA
DLFFERENT (AL 14 304268104
EQUATIONS 12 30aPQ20
AND 5 oaes
PARTIAL 16 . 30arna
BIFFERENT[AL 17 304P434
EQUATIONS 13 30400
oN 19 JCAROPR
Qi1G1TAL rAY 30a2¢P04A
COMPUTERS 20 BV LT .
NODE CORRESPONDENCES OF TREE WITH INOEx 2DTFEQU, SERIAL NO. &7, AND OUTAYT CONCEPT NOS
TREE SENTENCE
1 12 - KEY
2 L4
NOOE CQRRESWUNODENCES OF TAEE WITW INOEX =MUMERI, SER[AL NO. 87, ANO QUTAUT CONCEPT NOS
TREE SENTENCE .
2 9
! 7 < REY
THE CRITERION ROUTINE HAS PROCESSED 1 SENTENCES, HAVING 2 MATCHES QF 2 OISTINCT {NOICES.

Fig. 5-3 Trees found in sentence 1, DIFFERNTL Eq.
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4. The syntactic dependency relations between the nodes of the phrase,
that is, the tree structure

5. The syntactic indicators associated with each node of the criterion
phrase which must match the indicators of the corresponding nodes
of the document sentence

6. The semantic values, or concept numbers, associated with each node
of the criterion phrase which must match the concepts attached to
the corresponding nodes of the document sentence

. Normally, a criterion phrase is specified by a standard tree type sO that

items 3, 4, and 5 need not be separately indicated. The corresponding
information is then supplied as part of a given tree type specification and
is referred to by a tree type number. This explains why the criterion
phrases shown in Fig. 5-8 are defined only in terms of tree names, serial
numbers, concept numbers attached to the nodes, and tree type numbers.
. The tree name and serial number (a different serial number is used
for each distinct syntactic dependency structure) are identifying markers
which distinguish the various phrases entered in the criterion phrase
dictionary. Thus, in the example of Fig. 3-8, the phrase DIFEQU, which
is always of syntactic type 1, is assigned serial number 47 similarly,
phrase NUMERI is assigned serial number 87, 88, or 89, depending on
whether the phrase under consideration is of syntactic type 1, 3, or 5.

The output concept numbers normally specified as part of each
phrase definition are the semantic markers that identify the meaning of
the corresponding phrase. When a phrase is detected in a given docu-
ment, the output concept numbers associated with that phrase are
assigned to the document as content identifiers with a specified weight
and are incorporated into the concept vector representing the document.
In addition, the output concept numbers are also generally associated
with certain nodes (key nodes) of the document sentence that matches
the given criterion phrase. This step makes it possible under some
circumstances to detect larger criterion phrases that include smaller ones
already detected in a previous matching operation.

For example, if the phrase DIFEQU (differential equations), which
results from a combination of concepts 181 (equation) and 274 (differ-
ential), were identified by output concept number 379 (differential
equations), the assignment of concept 379 to a given sentence node in a
document will make it possible subsequently to recognize a larger phrase,
such as “stability of solutions of differential equations” by combining
concept 379 with the respective concepts assigned to solution and sta-
bility. Under normal circumstances, the sentence nodes to be identified
by the output concept numbers of the matching criterion phrases are
specified as part of the syntactic tree type specification.

e
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The dependency connections between the various criterion phrase
nodes are also normally specified by citing a svntactic tree type. How-
ever, these connections can also be indicated explicitly by giving for each
node (except for the root on the first level of the tree) the number of the
parent node on the next higher level, as well as the type of connection to
this parent node, that is, direct or indirect. A direct connection between
two nodes implies that no intermediate nodes may occur between the two
corresponding nodes in the matching sentence. However, if an indirect
connection is specified, any intermediate nodes in the matching sentence
will be disregarded.

The last elements included in a complete phruse specification are
- the syntactic indicators and the semantic concept-numbers. - Their use -
has already been illustrated. In general, a sentence node will match a
given criterion phrase node only if at least one of the given concept
numbers and at least one of the given syntactic indicators match in the
corresponding nodes of the two structures.

In addition to the basic criterion phrase specification, it is also
possible to specify syntactic tree types, consisting of dependency relations,
syntactic markers, and key nodes; furthermore, tree types and criterion
phrases may be defined simultaneously as part of the same defining state-
ment. Sincé each output concept number is normally assigned a weight,
the weights can also be specified if different from a normal weight of 1.
Concept numbers can also be shifted from node to node and the weights
can be altered in the process.

The criterion phrase formats may be made more explicit by referring
to the illustrations of Fig. 5-10 [24]. A typical tree type specification is
shown in Fig. 53-10a. Node 1 of the tree is specified as directly connected
to parent node 3 and is marked with a verb (‘v’) syntax indication; node 2
is indirectly connected to parent node 3 and is specified as an object
(‘0" marker). No parent is given for node 3 after the second vertical
slash, and node 3 is thus identified as the parent node with no specific
syntactic marker. The type number and key node carrying the output
concept number are given after the dollar sign. The actual tree structure
corresponding to the specification of Fig. 5-10a is shown in Fig. 5-8b.

Figure 5-10b gives a typical criterion phrase specification, where the
dependency structure is denoted by citing tree types 1 and 3, corre-
sponding to serial numbers 10 and 11, respectively. The output concept
number to be attached to any matching sentence is 301, and the sentence
node to which this concept is to be attached is the correspondent of phrase
node 2 (rather than the correspondent of node 1 as is normally specified
for criterion phrases of types 1 and 3).

Figure 5-10c combines a specification of tree type 3 w1th a definition
of the criterion phrase INFRET. It may be noted that syntacti¢- and
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Type 3 p3('v')/13(‘0") /8311
Type 3 “p3¢v)  /  13(%") / $371
Name of de-|Node 1 is di-|Node 2 is indi- | Node 3 is the| Type 3 with key
fined struc-| rectly con- rectly con- parent node| node L.
ture. nected to par-| nected to par-| and shows no
ent node 3| ent node 3| markers.
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a ‘v’ syntactic an ‘o’ syntax
marker. marker.
' (d) Typi‘ca.l‘tré;a‘type specification.
INFRET = 301.2.(26)/(53,114)%$1/10,3+
INFRET = 301 2. (26) /  (53,114) $1/10,3+
Name of  |Output Key node is | Node 1 Node 2 Tree specified
defined concept node 2 exhibits matches by type 1
phrase. number. instead of | concept concept serial 10, or
node 1. 26. 53 or 114. type 3,
serial 11.
(b) Typical criterion tree specification.
INFRET = 301p3('v")(26)/13(‘0’) (53,114)/80,/10,3T1
INFRET = 301 p3(‘v')(26) /13(‘0’)(53,114) / $0/10,311
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and syntac- for node 2. tion for fied here),
tic and se- node 3. serial 10; tree
mantic indi- ’ . type 3 with
cators of key node 1.
node 1.

(¢) Typical phrase specification including syntactic type indications.

Fig. 5-10 Criterion phrase and tree type formats.

semantic labels are given for nodes 1 and 2, as well as the dependency
connections to parent node 3. No separate specification is included ft?l'.»
node 3, since this node has no parent of its own and exhibits no synta,ctl.c

or semantic labels.

The tree type to the right of the dollar sign is specl-

fied as 0 (zero), since the definition itself includes its own tree type
specification.
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If concept 26 denotes the iden of retrieval, and concept 33 denotes
data or information, then criterion phrase INFRET of syntactic type 1 will
match sentences such as “Information retrieval is useful” or “The efficient
retrieval of data is essential,” since in both cases the correspondent of
node 2 [i.e., data or information is syntactically dependent on the corre-
spondent of node 1 (retrieval), as specified by tree type 1 (Fig. 5-3b)].
On the other hand, the phrase INFRET of type 3 matches sentences such as
«They retrieved data by computer techniques’’ where tree node 1 is
specified as a verb, and tree node 2 as the object of the verb.

Criterion phrases and tree type specifications are saved in matrix
form in the normal 36-bit word format of the 7094 computer. A complete
tree is then stored in a set of adjacent computer words as shown in the
example of Fig. 5-11 for the tree INFRET specified in Fig. 5-10c. ‘The
matrix consists of five main parts including a prefix that specifies the
phrase name, serial number, number of nodes, number of node labels,
and number of output concept numbers; a section showing the depend-
ency connections; a section for the output concept numbers: and two final
sections for the syntactic and semantic labels [25]. The total number of
computer words required to store a given criterion phrase is then equal to
three for the prefix plus a number equal to the total number of nodes in
the tree for the dependency connections, plus the number of output con-

( 7//: n (numbegof nodes) % r {number o; node labels)
. /i 7
(3¢ °"E£§£§ d % gof‘r;;rgfsr c;'f ?ufpuf% s (seric:onpmber)

| A R S £ T
I L ,

'+ igiﬁgg;eggn%fegggi? ':////'/)//////////////é Direct connections
ECHRETEEY |\t

|\ e ) sus-o i
1

Qutput concept { -0 301 {output ') /301 is a specific

numbers ! concept number) lweight} concept aumber (and

+o‘: 26 concept number ;7//. 1 m) gengfnec::r:?ser
L for noce ] 7/ | Nodenumber  __|  being attached fo

Semantic -0} 53 concept number ‘//// 2 | towhich label a new node)
labels ! for node 2 ) 4 & is otfcc'heq; |
+OE 114 concept number '%/ 2 f:sillg:blen‘d;gsfes

\ , for node 2 é_ present node)

+2!'v" syntox label ’/// 1 o
7, Fields not used
Syntactic | ! for nade ! / 7
labels | | +2} '0" syntax label % 2 .
|| ! for node 2 7/ .

Fig. 5-11 Storage representation for criterion phrase INFRET.
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Fig.5-12 Simplified syntactic processing used to detect criterion phrases.

~cepts, plus the total number of distinct node Iabels, ineluding both :
semantic concepts and syntactic indicators.

Criterion phrase processing The basic criterion phrase process is sum-
- marized in the flowchart of Fig. 5-12. It may be seen that the syntactic
processing is applied to only the document sentences that were previously
found to include the so-called ‘‘statistical phrases.” The criterion phrase
process is therefore used principally to eliminate from the document
identifiers the statistical phrases that include components not properly
related by specified syntactic dependency connections. A criterion
phrase dictionary is used to store all applicable phrases, and automatic
procedures are available to update the phrase dictionary by deletions or
additions of phrases [25, 26].

A criterion phrase is detected in a document sentence if, for each
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node in the phrase, there is a corresponding text node such that the
following conditions exist:

1. No two phrase nodes correspond to the same node in the sentence.

9. The dependency connections between phrase nodes are reflected by
dependency connections between corresponding nodes in the
sentence.

3. The correspondents of each phrase node satisfy the restrictions
imposed by semantic and syntactic labels.

The matching process itself takes place by comparing the first document
sentence with all trees in the criterion phrase dictionary; the second
sentence is then taken up, and so on until all sentences with statistical
phrases are processed. The order in which the sentences are processed
is basically immaterial; however, the criterion phrase dictionary is so
ordered that short phrases are processed first, so as to make it possible
later to detect longer phrases that include as components some of the
shorter ones.

When a match is found between a criterion phrase and a sentence
excerpt it is recorded in an output table, containing the relevant phrase
concept numbers and the weights to reflect the frequency of occurrence
of the corresponding phrases. These phrase concepts are later merged
with the document concept vectors to reflect the assignment of phrase
concepts as document identifiers.

Before it becomes possible to compare the dependency tree struc-
tures corresponding to analyzed sentences with the criterion tree struc-
tures, it is necessary to identify the actual dependency connections
between sentence nodes using as basic input the sentence structure codes
produced by the syntactic analyzer (shown, for example, in column 2 of
Fig. 5-6). This is done by using the sentence structure codes to build
up the paths of the modified dependency tree structure one at a time,
starting with the leftmost path of the tree (the root is represented as
usual at the top level and the branches hang down from the root). .

The character string representing a sentence structure code for a
given word is examined one character at a time, starting with the leftmost
character, and a path of the tree is built up while so doing. The path
corresponding to a character string deviates from its predecessor at the
first character that differs from the corresponding character in the pre-
ceding string; from that point on, a new path is followed in the tree
structure. For example, if the last character string processed is 30APR,
and the present string is 30aPoa, the existing path is followed down to
level 4 (that is, up to the node with structure code 30ar); a new branch
is then created, so that the node coded 30aP0 becomes a brother of node
304PR, and node 30apoa becomes the son of node 30apo on the next
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Fig. 5-13 Creation of sentence tree from syntactic structure code.

lower level. The nodes of the tree structure are numbered from 1 up in
the order in which they are created. ’ \'

The actual tree generation program is illustrated for a simple sen-
tence in Fig. 5-13. Three vectors are used in the process, consisting of.
the character string presently being scanned and of the last node and
parent vectors. The sth element of the last node vector stores the
number of the node last created at level 7; this vector is updated whenever
a new node is created, and its length equals the number of levels of the
tree structure. 'The ith element of the vector of parent nodes stores the
node number of the parent of node 7. The alterations of the three vectors
as new nodes are created are traced in Fig. 5-13, and the resulting sentence
tree structures are shown in the rightmost column of that figure.

The actual matching procedures used to compare the sentence struc-
ture trees with the criterion phrases are taken up in the next section.
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CHAPTER 1

INTRODUCTION

The purpose of a dccument retrieval system is to respond to a request for
information about a particular topic by returning to prm. user a iist of refer-
ences to documents that are related to that topic. An important step in this
process is content m.np_wmmm. In fully automatic systems, content analysis
involves scanning the text of a document and extracting items that are
expected to be good indicators of the document’s content. These content indi-

cators are then used to construct & reduced representation of the document.

To a person interested in knowing what a particular document is about,

¢

it is more informative to know, for example, that the phrase compuler science
i3 present in the document than it is to know that the word computer and the
word science both occur in the document. It is easy to see this by observing

that the pair of disassociated terras, compuler and scicnce characterize titles

11.1) and

~
[

D) egually im:. while the phrase compuler science is applicable
only to (1.2). |

(1.1) New Compuler Technology and its Impact on Materials Science

(1.2) The Undergraduate Curriculum in Computer u..n.h.uanu

Similarly, in a document retrieval system, the _.mvnmmml.nm:o: of a document
containing the phrase compuler science would be more accurate if it included

the phrase rather than the corresponding pair of disassociated words in its set

N

2

of content indicatorc. A query containing such a phrasc could then match oo

documents like (1.2), but avoid matching on documents like (1.1).

This simple mkmBn_m,.&_:ms.mSm an chvious shortcoming of the document
representation models used in most automatic systems. [n such systems, the
content of each document is represented by an unstructured collection of sin-
ple descriptors (single fomum or word stems). The document representations
typically do not include p& indication of syntactic or semaantic relationships
among words in text. [n addition, statistical independence of terms is gen-
erally assumed. Simplified representations of this kind reduce the accuracy af
the representations of monmamnn coutent. [naccuracies in content representa-

tion can be expected to inhibit the effectiveness of the retrieval system.

The general problem addressed by this study is that of improving the
quality of automatic methods of text anelysis and representation of document
content. The point of view taken in examining this problem is that

(a) the quality of document content analysis and representation should
have a substantial influence on the overall effectiveness of a document
retrieval system, and

(b) better representations of document content can be constructed if the

content analysis method takes into consideration information about the
structure of document and query texts.

There are many aspects of text structure that could be useful for the task
of content analysis and representation. These include, for example,

iden.ification of case _.m_u:oum or other functiouz? relationships (Sparck Jones

and Tait 1984a, 1984b; Lewis and Croft 1987; Di Beuigno, Cross, and deBes-
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sonet 1986; Reeker, Zamora, and Blower 1983), recognition of anaphoric ele-
ments (Liddy et al. 1987), and determining other discourse relations among
text elements (Strong 1973, 1974: Liddy 1987). PnnE.mF autnmatic analysis
of these more complex aspects of text structure is, however, beyond the capa-
bilities of current natural language processing. technology, at least for the
large volumes of :E.omnlnmma text that must be dealt with by general-purpose
document retrieval systems (DeJong 1983). Similarly, methods that are
intended for use only mu.u»n_.os_w« restricted domains, and which depend, fer
example, on the use of sublanguage grammars, detailed representations of
domain knowledge (often constructed by hand), or specially structured decu-

ment collections are also not applicable.!

Az aspect of text structure that shruld be useful for purposes of content
analysis, sud that may be simple enough to be dealt with automatically, is
identification of relationships of modification between words. Relationships of
modification are relationships such as those expressed by E:.mum.m. In general,
the objective of using phrases as content indicators is to take advantage of the
fact that phrases identify concepts that are more specific nrmn the concepts
identified by their components in isolation. This was illustrated by the exam-

ples in (1.1) and (1.2), above. Use of phrases as content indicators is expected

to improve the effectiveness of a document retrieval system by enhancirg the

. . . . d
! Ezamples of such systems include: Caoper (1984), Cowie (1983), Di Benigno, Cross, an

deBessonet (1986), Hahn and Reimer (1985), Lebowitz (1983), Sager :.mqm.. 1981), Schank,

Kolodner and DeJong (1981), Tuttle et al. (1983), Vickery, Brooks and Robinson :wm..:. and

S
Walker and {loble {15810

precision of searches.

With the objective of taking advantage of information of this kind, a
aumber of metheds have been proposed for identilying important relation-
ships among words in téext and incorporating information about these rela-

tionships into decument retrieval models. Primery cfforts in this area include

statistical association B..onronm.... probabilistic term dependency models,® and
recognition of syntactic-relationships as a basis for identifying phrases for use
as content indicators.! [n- spite of the substantial effort devoted to this general
problem, however, :am_.m, s still no well-established consensus regarding the
way in which information about term relationships should be obtained and
incorporated inte document retrieval systems, or the extent to which this kind
of information can be -expected to yield consistently positive results in an
operational setting. In .mmnmn:_mn. the pateatial value of automatic syntactic

analysis as a component of a document content analysis system appears to be

an open questinn.

The idea of using linguistic methods for purposes of content analysis sur-
faced quite early in the development of automated indexing systems and for-

~mal models of natural language grammars. [n 1958, Zellig Harris suggested

! See: Stiles (1961), Dayle (1961, 1962), Giuliano and Jones (1963}, Salton (1968}, and
Lesk (1969).

3 See: van Rijsbergen (1977), Harper and van Rijsbergen (1978), Yu et ul. (1983, Salton,
Buckley and Yu (1982), -

! See: Baxendale (1938, 1961), Salton (1966), Earl (1970, 1972, Hillman and Kazarda
(19694, Hillman (1973), Klingbiel (1972z, 1973Li, Dillon and Gray (1983), Metzler et al.
(1984}, Aludezulu (1583), Smeatoa (1986).
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the application of syntactic analysis to content analysis in information
retrieval (Harris 1859). Some of these ideas were quickly incorporated into
experiments in automatic indexing and abstracting (Climenson, Hardwick

and Jacobscn 1961).

Some experimentation with linguistic methods, and repeated speculation
about the proper use and potential benefits of the application of linguistic
methods in content analysis have continued into the curreat decade. The con-
sensus of those who have considered the issue is that the bond between the
fields of linguistics and information science should be a close and mutually
beneficial one. This is the point of view expressed by Christine Mestgomery
(1972:195% ,

In theory, the relationship between linguistics and mnno_.Bpmn.E science

is clear ond indisputable: information science is nonnm:..ma with m.: as-

pects of the communication of information, language is the primary

medium for the communication of information, muna :zw:.mmsnu is the
study of language as a system for communicating information.

Jean-Claude Gardin (1973) takes a similar position.

Both of these in:mnm..wm well as others, point out that syntactic analysis,
in the absence of correspondingly sophisticated semantic information, may not
be sufficient to provide significant improvement in content analysis {Walker
1921:351-352; Sparck Jcaes and Kay 1973:4). But in spite of this, the point of
view that further experimentation with syntactic analysis in indexing is

justified is well represented in the literature. The predominant conclusions

+

are that:3

(1) Very little qwmmmnnm. has been done to determine how to use syntactic
information in document analysis, what kinds of syntactic information
can be uselully incorporated into document representations, or how
retrieval effectiveness is affected by the use of this information.

{2) Of the retrieval experimentation that bas been done, the scale has been

so small that strong conclusions with respect to the value of syutactic
analysis cannot be drawn.

(3) The question of the value of syntactic analysis in content analysis and

retrieval remains unresolved, and therefore, additional research in this
area should be of interest.

That these conclusions are still applicable at the present time is evidenced by
a recent collection of essays that reviews virtually all major experimantal
mn.noqam:on retrieval ioqr,.mEnm the late 1950s (Sparck Jones 1981). Only

one experimental study discussed in that volume involved syntactic methods

(Salton 1981).
The objective of this study has been to evaluate one of the more success-
ful existing methods of automatic phrase indexing and then to develop and

test a method for constructing phrage descriptors based on automatie syntactic

analysis of the text of documents and queries.

1.1. Overview

The remainder of this chapter treats some relevunt preliminary matters.

Section 1.2 describes the vector space model of information retrieval, which is

.

* See: Montgomery (1872:196, 199, 203), Sparck Jones and Kay (1973:105, 106, 111, 112,
118-119), Sparck Janes and Kay (1977:189), Sparck Jones (1974:399, 405, 427, 428), Salton
and McGill (1983:287). Sparck Jones and Tait (1984a:50), Croft (19865:205).
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the model used for the experimental work presented in this theésis. Basic
characteristics of the experimental document and query collections also
appear in that section. Section 1.3 presenis in more amnmw_ the motivation for
phrase indexing. This includes a discussion of term specificity and term rela-
tionships (or term associations), and their roles E the problem of phrase
indexing. A briel averview of typical ways in which term relationships are
dealt with in retrieval systems is alss prasented. >=8.Bp:n mathods for
identifying phrases in the natural language text of documents and queries are

discussed in section 1.4.

Chapter 2 axamines the effectiveness of the discrimination value model of
phrase indexing. This non-syntactic approach to phrase indexing was chosen
since the available experimental evidence indicates that it is one of the most
effective automatic phrase indexing methods proposed so far (Salton, Yang,
and Yu 1975). The sbjective of thiz cvaluation is to determine the level of
effectiveness achievable using non-syntactic phrase indexing. This will make
it possible to evaluate the .nm_mn?m effectiveness of syntactic and non-syntactic
approaches. Severa! problems related to phrase indexing are also discussed in
this chapter, and possible solutions are proposed that depend on the incor-

poration of syntactic information inte the phrase construction process.
Chapter 3 proposes a syntax-besed approach to phrase indexing, and
evaluates its effectiveness based on the results of retrieval experiments. Dis-

cussion of the phrase indexing methed includes a brief overview of the

8

natural language n_.anmmm,.w.m system and computational grammar that it is
based on. Various mnnunm%.nm for generating phrases from the syntactic struc-
tures provided by the mvd.:._nzn analyzer are introduced and :?m:.mnmm with
examples, and shortcomings of the method are examined. The chapter con-

cludes with a discussion of the results of retrieval experiments.

Chépter 4 compares the syntactic and non-syntactic phrase indexing
methods presented in chapters 2 and 3 with regard to their influences on
retrieval effectiveness. ;,..”mm&zou. both the syntactic and non-syntactic
parase indexing methods mwzamnmm in this study are compared to previous

experimental work on phrase indexing in document retrieval.

Chapter 5 summarizes the experimental results of the _preceding
chapters, and assesses the Wmnmnm_ usefulness of both the syntactic and non-
syntactic approaches ts phrase indexing. Possibla refinements of both phrase
construction methods are discussed. Finally, a few suggestions are made indi.
cating how the syntax-based approach to phrase construction could be
extended to encompass the general task of document content analysis (rather

than just phrase construction} using linguistically orieated methods.
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1.2. The Experimental Retrieval Environment

1.2.1. The Documeni Representation and Retrieval Model

The vector space model is the document representation and retrieval
mode! used in this study. [n this model, the document collection is
represented by document vectors D, each identified by one or more descrip-
tors, T,. BEach document is thus represented by a t-dimensional vector. A

query vector is represented in the same way:

D; = (d\y, dy2, " dupy (1.3)

Q =g, 92, "' an (1.4)

The elements of the vectors (d,;, q;) represent the weight, or importance, of

the sth descriptor in the query or ith document (Salton, Wong, and Yang

1975; Salton 1975b). A refinement of this simple vector space model has been

proposed by Fox (1983a, 1983b). His model employs “extended vectors.,” in

which a complete document or query vector may contain multiple subvectors,

each representing a &m.m,.m.:n kind of information. The use of extended vec-
tors for phrase indexing is &mnrmmm& fully in chapter 2.

In order to illustrate this representation scheme, 9.» ..9,8 documents and

one query in Figure 1.1 are shown in their corresponding. vector forms in Fig-

ure 1.2,

10
Document 1
[nformation Flow in Research and Development Libraries
Document 2
Acquisition Planning in Research and Development Libraries
Query
mn.nnmmmnou in tesearch and development libraries
FIGURE 1.1. Text of sample documents and quwery.

. Descriptor ~- Documents
Descriptor Number | 1 2 o Query
information 1 1 0 . 0
flow 2 1 0 . 0
research 3 1 1 . 1
development 4 1 1 1
libraries b} 1 1 1
acquisition 6 0 1 1
planning 7 0 1 0

t 1. . )
FIGURE 1.2. Vector representation of sample documents and
query.

Given this _.mnammong.:ou.,u function can be defined that reflects the
degree of similarity between a pair of vectors. A commonly used similarity
function is the cosine corrclation (1.5), which is an inverse function of the

angle between a pair of vectors.

LA
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cosine(Q,D;) = . (1.5)
7

J
Many other similarity ‘funciions have 2alss bzen pruposed and tested
Y 4

(Noreault, McGill, and Koll 1981).

The retrieval process consists of three steps: (1) calculating the similarity
between a query and each document in the collection,® (2) ranking the docu-
ments in decreasing order by similarity value, and (3) _.mﬁ._wﬁnn to the user a

specified number of the highest ranking documents.

The vector space model is useful because it provides certain capabilities
that are not available with the Boolean model of information retrieval, which
is the predominant model used in commercial moocaﬁum retrieval services
(Salton 1975a:121-123). [a addition, experimental work has shown that the
fully automatic indexing and retrieval procedures available with the SMART
system, which is based on the vector space model, can yield better retrieval
performance than the MEDLARS system, which is based oo the Boolean
model and uses manual indexing with s controlled indexing vocabulary (Sal-
ton 1972a). In summary, the major advantages of the <mn.8,w space model are:

(1) Query formulation is simplified, since queries need not be stated as
expressions in Boolean algebra. A query appropriate for the vector

space model can easily be constructed automatically from a natural
language statement of a user’s information need.

¢ A number of methods bave been proposed to overcome the muman»nanw of sequentially
processing the entire document collection. See, for example, Buckley und Lewit (1985),
Voorhees (1985), Smeatoo and van Rijsbergea (1981}, and Salton (1971).

N
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(2) Document ind guery terms can easily be weighted to reflect their rela-
tive importance as indicators of document content.

(3) The basic principle of calculating a similarity coefficient between a
query and document makes it possible to:

(a) rank the retrieved documents in decreasing order of similarity with
the query, so that the potentially most relevant documents can be
presented to the user first,

(b) m.m:.muﬁm aoﬁ.:.um.u"m that only approximately match the query, that
is, that contain some, but not all, of the terms in the query, and

(c) easily control the number of documents returned to the user.

1.2.2. Experimental Document and Query Collections

The phrase indexing and retrieval experiments to be described in
chapters 2 and 3 use five document and query collections: CACM, C™JI,
CRAN, MED, and Emmm..n."u. The CACM collection contains all articles pub-
lished in the Communications of the Association for nosn::ﬁn Machinery in
the years 1958-1979. ,E:m is a total of 3,204 documents. The CISI collection
contains 1,460 mcncambnm.ﬁnmu:um primarily with information and library sci-
ence published between 1969 and 1977. The 1,398 documents in the CRAN
collection have to do i:.m.mmno&;pamnm sud aeronautical engineering. This
collection is based on one used for the Aslib-Cranfield Project (Cleverdon and
Mills 1963; Cleverdon, .Sm”:w. and Keen 1966). MED is a selection of 1,033
documents on medicine nmrmn from the National Library of Medicine. The
largest no__mmnmon. .Mmemo.. contains 12,684 documents on electronics, electri-
cal engineering, and computer science. Basic statistics for these document

and associated query collections appear in Table 1.1.

¥
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Document Collections CACM CISI CRAN MED INSPEC

Number of Documents 3204 1460 1398 1033 12684
Number of Stem Types 4522 5019 3763 6927 14955
Mean Stems per Document | 20.22 . 4520 53.13 51.60 30.01

Mean Maximum 2.94 5.29 5
axi . . 3.81 5.88
Term Minimum 1.00 1.00 1.00 N.oo wwm
Frequency Mean 1.23 1.39 1.54 1.51 _..um
" Mean Maximum 904.7 573.0 |
. . 175.
Document Minimum 14.0 2.9 m.w u:_v.w quw.w
Frequency | Mean 2365 1232 1730 599 7921
Query Collections CACM CISI CRAN MED INSPEC
Number of Queries 52 76 225 30 717
Number of Stem Types 324 657 585 241 576
Mean Stems per Query 10.67 22.59 9.17 - 10.10 15.81
Mean Z”.mk.maca 1.98 3.38 1.28 - 1.53 2.64
Term Minimum | 1.00  1.00 100 100 100
Frequency Mean 1.14 1.25 .03, 1.08 &5
Mean Maximum 754.1 581.2 532
. . .5 .
Dacument Minimum 17.6 21.9 313 pmmw muMw.w
mqmnr_m.nnw Mean 205.6 1862 1972 59.1 qmw.u

.H..>mE.w 1.1. Statistics {or document and query collections indexed
3.5 m..um_m terms, after stemming and stopword removal.

saal

Though some of these collections include information other than ::mm
and abstracts, the indexing and retrievai experiments conducted for .:.B
present study make use only of the natural languusge text taken from the title
and abstract of each document. Thus, for exaingle, the sections containing
keywords and key-phrases in the CACM and INSPEC collections have not

been used, and the subject categories assigned to CACM documants have been

14

excluded. The queries are also natural language statemeats of information

need.
1.3. Motivation for Phrase Indexing

1.3.1. Term Specificity

The aE.mnmmmn of nonraonn retrieval is to identify dacuments that are
related to a particular Svmn. Doing this effectively requires that the system
be capable of &m:um,:mmwmbm documents that are relevant to a query [rom
those that are not. Since a document is represented by a set of content indi-
cators, the an.mnSlmmn..m of these content indicators determine the degree to

which relevant and non-relevant documents can be successfully distinguished.

ft would be ideal if A.Em could compile a vocabulary of deseriptors having
characteristics such that the descriptors would da the best possible job of dis-
tipguishing relevant {rom non-relevant documents. However, since relevance
has to do with the am_mzmomgu between a document collection and a particu-
lar query, it would be &..mmn:_r if not impossible, to identify such a vocgbul~ry
of mnmnlo»o«m that would be ideal for all possible queries. & more realistic
goal would be to noBu.m,._,m a vocabulary of descriptors that effectively distin-
guish one document from apother within a collection. This objective is more
m,nmzw attainable, mmano,: has to do with the characteristics of the descriptors

that represent the documents of a collection, rather than the more complex

relationship of relevance between a document and a query.

§oe
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[n considering the quality of an indexing <onmvc_5.. an important
characteristic is the specificity of the descriptors that make up Em., vocabulary.
Single words (or word stems) are not necessarily Em& content indicators.
This is due, at least in part, to the fact that werds vary widely in specificity.
Highly specific words identify & narrow range of concepts, whereas very gen-
eral words may be asseciated with a broad range of concepts. For purposes of
document retrieval, neither very specific nor very general descriptors E..m
ideal, because they retrieve either too few or too mev..moncamuwm. Deserip-
tors of moderate specificity are most desirable because they retrieve &
sufficient number of documents to be useful without burdening the user with

a large number of documents, many of which will not be of intereat.

The quality of 2n indexing vacabulary can be improved by reducing the
variaticn in specificity of the descriptors tiiat make up wvm vocabulary. That
is, descriptors with excessively low and excessively high specificity could be
modified in a manner that yields primarily descriptors having moderate
specificity. But in order to do this, it is necessary to first have a means of
characterizing .mumnmmn:w in a concrete way, and a Bmwn.p.m of determining the
level of specificity of each descriptor in the vocabulary. The ,Snn.. discrimina-

tion model provides a method of classifying descriptors in this way.

The term discrimination mode! relates term specificity to the idea of the

16

discrimination value of a term.” The discrimination value of a term is an indi-
cation of the effect nrm term has on the average density of the vector space
that represents the mo.n:BmUn collection. A dense vector space is one in which
the documents share w relatively large number of descriptors and therefore
tend to cluster nommn:..m,.n in the document space. [n a sparse vector space,

documents share few descriptors, and therefore tend to be separated {rom one

another in the document space.

When used as a descriptor, a particular term could have one of three pos-
sible effects an the average density of the document space. [t could increase
or decrease the average density, or leave the density unchanged. The
discrimination value o.». a term is defined to be negative if it increases the
average density, since ..:5 term brings documents closer together in the space
and makes it more difficult to distinguish one document from another. Such
terms are called ummmn.?m. or poor discriminators. The discrimination value of
a term is positive il the term decreases the average density, since such a term
disperses the documents and thus makes it easier to distinguish one docu-
ment {rom another. dmmmm terms are called positive, or good discriminators.

A discrimination value that is near zero indicates that the term has a negligi-

! The discrimination value or term discrimination model was initially propoeed cs a term
weighting method (Salton and Yang 1973). General discussions of the modzi ran be found iu
Salton (19752:443-461), Sulton (1975b:8-10, 41-55), and Salten and McGill (1983:66-71, 84-87.
104-110). The application of the mudel to comstruction of thesaurus classes and phrases is
treated in Salton, Yaog. and Yu (1974, 1975} acd Salton and Wong (1976). Yu. Salton, and
Siu (1978) present proofs demonstrating that, under certain conditions, application of certain
procedures based on the discrimination value model must yield improvements in retrieval
effectiveness. .
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ole effect on he average density of the document spacé and thus has little
effect in distinguishing documents throughout the no:.mnnou. These terms

may be called indifferent, or non-discriminators.

An important insight provided by the term discrimination model is the
relationship between the discrimination value of a term and its document {re-
quency, where the document m.nn.:muQ of term ¢, df), mm,ammn& as the number
of documents in which term ¢ occurs at least once. In mgmnm_... poor discrimi-
nators have high document frequencies, good discriminators have moderate
document frequencies, and indifferent discriminators have low document fre-

quencies.

O?mﬂ. this relationship, discrimination value and document (requency
can be related to the {dea of specificity. Poor discriminators tend to occur in a
large proportion of the documents of a collection, and :ﬁ:m tend to have low
specificity; these are likely to be very general terms. Noa-discriminators
accur in very few documents, and have excessively high specificity; these are
likely to be very narrow terms. Good discriminators occur in a moderate

number of documents, and are likely to have a moderate level of specificity.

The relationships among discrimination value, document frequency,

specificity, and descriptor quality are summarized in Table 1.2.

Since the discrimination value and doecument frequency of a term can be
determined directly from the distribution of a term in the documents of a col-

lection, the above stated relationship between specificity on the one hand, and

kY

18

discrimination value and dacument frequency on the other provides an objec-
tive means of classifying descriptors with regard to specificity. Once this is
done, the overall n:m:Q of the indexing vocabulary can be improved by
reducing the variation in the specificity of descriptors. The objective is to
transform poor and mn&mmmamun discriminators into good discriminators. That
is, the overly specific noa.&mnlgmnwsnm must be made more general, and the
excessively nmum..w_ poor discriminators must be made more specific. This can

be done by constructing.two types of complex content indicators: thesaurus

classes and phrases.

i Descriptor Quality
Descriptor Characteristic (power of discrimination)
Good Poor Indifferent
Discrimination Value >0 <0 = 0
Document Frequency moderate high low
Specificity o maderate low high

TABLE 1.2. Relaticnship of descriptor quality to discrimina-
tion value, document frequency, and specificity.

Thesaurus classes 25 be formed by combining sets of low decument fre-
quency :o:.&mnlamnnnonw that arc related in meaning into groups. The
resulting classes will _xw more general than any of their highly specific
members, and will also .rﬁ<m higher document frequencies. Phrases can be
constructed by gruuping v.m:‘m (or larger combinations) of high document fre-
quency poor &mnlﬁmnmnol together. The resulting phrases will have lower
document frequencies, mba will be more specific than their high decument fre.

quency camponents. The nature of thesaurus classes and phrases is discussed

¥
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further in the following section on term relationships.

An important part of the motivation for phrase indexing is therefore to
improve the quality of the indexing vocabulary by reducing variation in the
specificity of descriptors. The objective is to create vrn._mmm having moderate
specificity by constructing complex descriptors that contain terms of low

specificity. Section 1.4 discusses several approaches to phrase construction.

It should be noted that the term discrimination model treats the issues of
ierm specificity and the quaiity of an indexing vocabulary entirely from the
perspective of the distributional nrm._.mnﬂmlwznm ¢f terms in the document col-
lection. These distributional characteristics are, in n.wnn.”. important in deter-
mining the quality of an indexing vecabulary for purposes of document
retrieval. However, the notion of term specificity can also be viewed from a
semantic perspective. This is the point of view presented in m:m following sec-

tion.

1.3.2. Term mo_m:onurmnm

An important objective of phrase indexing is to construct content indica-
tors having an appropriate level of specificity. The construction of good qual-
ity phrases, however, depends on more than just the wvmnmma&. of the com-
ponent terms of a v_:..pmm. [n particular, in order to non..u:cnn semantically
appropriate phrases, it is necessary to identify pairs (or larger groups) of

wards that enter into a particular type of relationship with one another. The

20

purpose of this section is'to define the kinds of relaticnships that are to be

‘wreated as phrases, and equally as important, to distinguish them from other

kinds of relatienships :;.:, are useful in content analysis. To this end, two

general types of «m_m:onm.rmv are defined: the thescurus relationship, and the

phrase relationship, [t mm..manolnnn Lo clearly distinguish thesc &w
ships, since in ow.am_. to mm..n good retrieval results, they should be handled in
different ways in indexing. A briel overview of how these relationships have
been used in content wnﬂmmmm is given, together with a discussion of manual
and automatic methods ﬁwm to identify term relationships. This section con-
cludes by pointing out that statistical term associations do not distinguish
between the phrase _.m_m..‘.,.moamZn and the thesaurus relztionghip, and thus
that content analysis Bmﬂroam based on them cannot make the best possible

use of term relationships.

There is an important relationship between the notion of term specificity
as discussed in section 1.3.1 and the term relationships defined in this section.
In the term &mnlB_.cm:o.r model, term specificity is used to characterize
terms from the nmnmvmn..?m.. of how terms are distributed throughout the dacu-
ments of a collection. Specificity is important because of the effects it has on
the density of the document space. From this point of view, term relation-
mEnm are of interest because they can be used to alter the specificity of the

terms used as document descriptors. The term discrimination mode] treats

term specificity exclusively. as a distributional matter. [n contrast, this sec-

¥
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tion di S i i .
discusses term relationships from a semantic perspective

The thesaurus

relationship and the phrase relationship are different, though very general

semantic relatj i i i
lationships. Their connection with term ‘specificity is direct:

thesaurus r i i
elationships can be used to create descriptors having lower

specificit i .
y (greater generality), and phrase relationships can be used to create

descriptors having higher specificity.

Automati
atic methods of content analysis are based on the idea of extract

ing wards f
g rom the text of a document, and using the resulting set of words as

a representati
presentation of the document'’s content, Many useful content indicators

can in fact be i i i i
ct be identified in this way. However, there are two significant draw-

backs to this basic strategy.

First, i ;
. if only words from the text of a document are used to represent

that d
ocument, then the document can be retrieved only if a query contains

some 3 i i
ubset of exactly those words. This means that it is the user’s respoasi

bilit: i i i
Y to include all possible appropriate terms in his query, since he has no

way of knowin,
y wing what terms have heen actuaily used to index the documents

of the ¢ i . : .
ollection. For example, some documents haviag to do with coniferous

trees mi i 1
might contain the term conifer; others might contain the term ever

reen. i
a In order to retrieve all relevant documents, the user would have to be

aware i . i
of this fact, and use both terms in his query. In this case the relation-

ship i5 ot i
P 3 oovious, and a knowledgeable user would probably have no difficulty

in i i
ncluding both terms. [n general, however, users are unlikely to think of

N .

.,M 22
all appropriate terms. The result is that some relevant documents may not
be retrieved, sc recall will suffer.

Second, since each document is represented by a mmﬁ of disassociated
words, no indieation of m&samn:n or semantic relationships among words is
preserved. A problem may arise if, for example, a user’s query contains a
phrase like ncSnEns.mE.n;.nm. which would be represented in the formal query
as two disassociated waords computer and science. Though these query terms
have a linguistically <m:m.nr..mmm as their source, they will match correspond-
ing ﬁm_.Bm in documents regardless of whethar they have a linguistically valid
phrase as source, or come {rom separate phrases like compuler technology and
library science. With Emv..n_.ovlnnm matches of this kind, non-relevant docu-
ments are likely to be _.mnl.,m<mm. resulting in a luss of precision.

The first of these problems can be alleviated by identifying and properly
handling terms that mnn.M_. into a thesaurus relationship with one anather.
The second can be alleviated by identifying and properly handling terms that

enter into a phrase relationship with one another.

The thesaurus ...m_n.,mo:mrmn mnn_ca.mm semantic relationships such as
synonymy, hypoaymy :nm—cﬁoi. and instantiation. For purposes of index-
.ing, thesaurus _.m_mzoumr.m.vm are typically handled by coastructing a thesaurus
containing a number of Emmw:_.:m classes. Each class consists of a group of
terms that enter into a thesaurus relationship with one snother. The most

restricted form of thesaurus consists of groups of synonyms, or at least very

L
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closely related words. The words production and manufacture, for example,

could be members of a class. [n indexing, then, if a document contains either

of these terms, it would be assigned a descriptor that represents the class as a

whole, rather than just one of the terms. Queries are “treated in the same
way, so that a query containing production of AEoSco:&. would match docu-
ments originally containing either nso.m:.n:.oa of automobiles or manufacture
of automobiles. An alternative to assigning a descriptor ?wn represents the
class a3 a whele is to simply add to a query all the members of a thesaurus
class represented in the original query. Both of these n.unqomnrmm hava the
effect of broadening the query by increasing the possibilities for matches

between queries and documents. This is therefore a recall enhancing device.

While some manually constructed thesauruses may be restricted to well-
defined synonym classes, thesaurus classes are typically much more loosely
defined. This is especially true of term groupings derived by automatic
means. The work of Jones and Sinclair (1974:38-42) illustrates the variety of
relationships that hold between pairs of words that are associated statisti-
cally; further mxm.:—n_mm can be found in Salton (1968:121, Table 4-2). Because
of ﬁ.rm loosely defined character of thesaurus classes, in practice, the thesaurus
relationship includes virtually any kind of relationship that holds between
terms that are related due to the fact that they refer to different aspects of a
common concept or domain. The thesaurus concept has also been extended to

include hierarchical relativnships among thesaurus classes. (A general dis-

¥
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cussion of the construction and application of thesauruses can be found in

Salten (1975a:461-471).)

The relationships among members of a thesaurus class are due to the

inherent meanings of the words involved, rather than to the grammatical

structure of the text in which they occur. The ‘thesaurus relationship can be

viewed us a type 2. paradigmatic relation (Lyons 1968:73-74; Gardin

1973:147).

The phrase relationship can be defined as a relationship of modification

or speci . .
pecification. Some examples are: lext analysis, structural linguistics, and

computer science. In each case, the first element of the phrase modifies the

second, so that the phrase as a whole refers to a more specific concept. It is

useful ts extend the phrase relationship to include not just nouns and their
modifiers, but alse relationships that hold between verbs and their argu-
ments. This makes it possible, for example, to recognize that the sentence in

(1.6) contains a phrase that is ‘essentially the same semantically as the noun

phrase text analvsis.

(1.6) The system analyzes EMN automatically.
In indexing, phrase relationships can best be handled by identifying

terms that are related in the appropriate way, and then assigning a phrase

descriptor that represents the phrase as a whole, rather than (or perhaps in

addition to) the less specific, individual descriptors that represent the ele-

ments of the phrase.

-
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Unlike the thesaurus relaiionship, the phrase _.m_w.zonmEn is not pri-
marily dependent on the inherent meanings of the words involved, but on the
grammatical structure of the text in which they occur. The phrase relation-

ship is thus a syntagmatic relation (Lyons 1968:73-74; Gardin 1973:147).

[n summary, the proper treatment of thesaurus and phrase relationships
is as follows:

(1} If terms & and B are members of the same thesaurus class C, then if A
occurs in the text of a document, assign bath A and B as descriptors.
Alternatively, assign descriptor C, representing the class as a whole.
Similarly, if B occurs in a document, assign wog > and B, or alterna-
tively C, as descriptors. Schematically,

if (A or B), assign (A and B} or C.

(2) If terms A and B occur in a document, and enter into a relationship of

modification or specification with one another, then assign phrase AB as

& descriptor, Schematieally,

if (A and B), assign AB.
Treating thesaurus relationships as in (1) results in a broader, more gen-
eral content representation that enhances recall. In noﬁ.,c.mmn. treating phrase
relationships mnmon&um to (2) results in a narrower, more specific representa-

tion that enhances precision.

Manually constructed thesauruses are most’ often compiled by subject
experts who use their familiarity with the literature of a subject area to iden-
tify groups of related ::.Bm.. Likewise, phrase &nnobmlmm can be compiled by
gathering phrases that refer to important concepts in a particular subject

area, and that occur commoanly in documents dealing with that area. Compu-

Al
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tational aids are sometimes used ie fasilitate the construction of both thesau-

ruses and phrase dictionaries (Salton 1968:25-30, 1975a:461-471).

Substantial effort .p.mm also been directed toward m.m...m_onmbm fully
automatic methods of identifying related terms from the text of documents.
These methads make use of measures of term association (correlation) based
on the frequency with which pairs of terms cooccur in the documents of a col-
lection (Doyle 1961, 1962; Stiles 1961; Giuliano and Jones 1963; Giuliano

1965; Lesk 1969; Salton 1972b).

Some researchers have claimed that it is possible to identify differeni
kinds of term nm_m:oqunm. automatically. Giuliano and Jones (Giuliano and
Jones 1963; Giuliano Gmm&., for example, say that it is vom.m:im to distinguish
what they call "_ontiguity association” from “synonymy association” by gen-
erating first and second oz._m_. term associations. Bruandet's (1987) method of
recognizing associated terms identifies relationships that are similar to these
second order terms associations. It appears that little work has been done,

however, to determine the influence that associations of this kind have on

retrieval effectiveness.

" Since the groups of associated terms generated by these associative
methods are determined by the cooccurrence characteristics of words in text,
it is necessarily the case that some groups will represent both thesaurus rela-

tionships and phrase relationships. [n spite of this fact, they are typically

used as if ealy thesaurus relationships were involved. That is, in practic

F
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such term groupings are most often used for query manwbmmon (Giuliano and
Jones 1963; Stiles 1961; Lesk 1959; Salton and McGill 1983:78-84). Though
the overall retrieval strategy differs sigmificantly, the term dependency
models of the mare recent probabilistic retrieval an:o_am use term associa-
tions for query expansion in essentially the mmw....w way A,mu:on. Buckley, and

Yu 1983; Yu et al. 1983).

Because the associative methods Lused on cooccurrence characteristics of
terms cannot differentiate phrase relationships and thesaurus relationships,
the proper treatment of these relationships cannot be consistently main-

tained.

1.4. Construction of Phrase Descriptors

Two important considerations in constructing phrase descriptors are term
specificity and term relationships. This section presents an overview of
methods that can be applied in an effort to construct phrase descriptors that
have an acceptable level of specificity, and that contain words related in
appropriate Eu.uxm., Phrase construction involves two processes: phrase

identification and phrase normalization.

1.4.1. Phrase ldentification

Phrase identificaticn is the process of identifying in the text of documents
and queries groups of words that can be combined to form phrase descriptors.

This selection procedure may take into consideration a variety of characteris-

tics of terms (words or word stems) and the texts in which they occur. These
characteristics include: (1) the frequency of occurrence of words in a document
collection, (2) the proximity of words in text, (3) the syntactic stzucture of

texts, and (4) semantics.

Information about the frequency of terms can be incorporated into the
phrase EmuZmnmzoa,\m.nonm.mm in various ways. One approach is to use the
document frequency of individual terms to identify those terms that should be
included as elements of phrase descriptors. This is the basis of the phrase
indexing method of the ﬁmma discrimination model (Salton, Yang, and Yu
1974, 1975; Salton and Wong 1976; see also section 1.3.1). The document fre-
quency of term ¢, df;, is ,...v.m aumber of documents in the collection in which
term ¢ occurs. Terms with a high document frequency sre likely to be very
general terms that could be improved by combining them with other terms to
form phrases with more mmonmmn meanings, and lower document (requencies.
For example, terms like system, computer, and programming would have high
document frequencies in a no:mnnm.ou of computer science documents. By con-
structing phrases that 3.955 these terms, for example, information system,
compuler programming, E.i, progremming language, mor2 specific descriptors
can be introduced into the .Emmxm:m vocabulary.

Another approach is nm consider the frequency of the phrase itsell rather
than the m‘mpcmnnm.mm of its elements. The idea here is z,_mn.m phrase that

occurs frequently in a collection is more likely to be a meaningful, semanti-

e
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cally appropriate phrase, than one that has a very low [requency of
occurrence. This approach has been used with some success by several
researchers (see for example, Steinacker 1973, 1974; O._amv: Lam and Year-

wood 1976; Neufeld, Graham, and Mazella 1974).

A further refinement of the use of frequency mnmo..:.,m:ou is to take into
consideration the cooccurrence characteristics of pairs or larger groups of
terms. Terms that cooceur in a specified unit of "mxw. at a frequency higher
than would be expected given their individual frequencies are more likely to
be semantically valid phrases than are pairs of terms with lower cooccurrence
frequencies. The statistically oriented nm:u association methods described in
section 1.3.2 are based on this idea, as are the term anmummunx models used

in probabilistic retrieval environments (Salton, Buckley, and Yu 1983; Yu et

al. 1983\,

The objective of using information about the {requency of phrases and the
cooccurrence {requency of terms is to increase the chances that the terms
included in a oﬁ%ﬁm mmmn.lvnon form a semantically valid phrase, rather than
just a random association of terms. Another approach to attaining this objec-
tive is to construct phrases only from terms that accur in close proximity to
one another in texts. Phrases formed from terms that are adjacent in a text,
or that are separated by only one or two other terms are more likely to be
good phrases than if the component terms were more widely separated. [n

addition to simple proximity, other cooccurrence requirements may elso be

X

30

specified. For example, it may be required that terms occur in the same sen-

tence, or may not be separated by certain kinds of punctuation.

Information about n:.m proximity of terms is typically cm.mm in conjunction
with frequency characteristics. That is, in order to be used as a phrase
descriptor, a pair of terms would have to meet certain proximity requirements
in addition to having mvm.nmmma frequency characteristics. This is the case, {or
axample, in the &mnlim,umzos value phrase construction method, and the
approaches used by mnmm.:mnwe.. Olrey, and Neufeld as cited above. In addi-
tion to proximity and nmonncﬂmunm criteria, the method for identifying term
associations developed .v< Bruandet (1987) also incorporates information

about word classes.

The primary mm;ngmmm of using simple frequency and proximity infor-
mation for phrase identification, is that these method: are easy to implemant,
are not excessively amawn&nm on computing resources, and do not require
special adjustments in order to be applied to a variety of different document

collections.

A further nmmamanlm in the process of phrase identification is to take into
nom.wam_,mnmo: the syntactic structure of the text that is being indexed. By
makiog use of mamo«amﬂo: about the syatactic structure of text, it is passible
to avoid constructing phrases from groups of terms that are not related in
appropriate ways, even An‘.mocw_., they may occur in close u_.oxmBmQ.. For exam-

ple, a phrase identification procedure based on word stems and proximity

e
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information would construct the phrase comput sci from the common phrase
vompuler science, as well as from the phrase in (1.7) even though the two
sources do not refer to the same concept.

(1.7) the use of computers in science and n.mnvbo_omu. .

Another, perhaps more valuable benefit n.:. syntactiec information is that it
can be used to identify terms that are related syntactically in an appropriate
way for phrase construction, but do not occus in close proximity to one
another. This situation is illustrated by the noun phrase in (1.8).

(1.8) preparation and evaluation of abstracts and extracts

Knowledge of the syntactic structure of this phrase makes it possible to iden-
tify abstract preparation, abstract evaluation, extract preparation, and extract
evaluation as phrase descriptors, while st the same time avoiding the con-
struction of inappropriate phrases like preparativn evaluaticn and abstract

exiract,

A number of researchers have made efforts to use m..v.nSn:n information
for purposes mm.nosnmu" mrm&\mmm in document retrieval. These range from
relatively simple segmentation .mua pattern matching techniques cmwmm on
word classes (Baxendale 1958, 1961; Klingbiel 1973a, 1973b: Dillon and Gray
1983; Dillon and McDonald 1983; Aladesulu 1985), to n.,.onm general partial
syatactic analysis procedures (Vladutz 1983; Vladutz and Garfield 1979; Mel-
ton 1y66; Earl 1970, 197%; Hillman 1968, 1973; mm:me. and mem:.mm 1969),

and finally to systems capable of complete syntactic analysis (Salton 1966;
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Young 1973; Metzler et al. 1984).

The refinements mu”.vEm:E.vAum relationships among terms that are
offered by syntactic mnmon.amaon provide the potentiai to significantly improve
the process of phrase identification in comparison to the simpler methods
based on frequency and ,_.,u_,oxm:..:w considerations. A further benefit of using
an approach to syrifactic analysis that does not depend on detailed semantic
information is that the p:w_wmmm procedure is not restricted to texts of a single
domain of discourse. Orm,vnm_. 3 gives further consideration to the application

of syntax to the problem of phrase identification.

Although syntax mo..m.m make it possible to identify relationships among
terms that cannot be accurately recognized by simpler means, there are also
problems in identifying term relationships that cannot be solved by syntax
alone. In cases where the ,mvsnmnnmn structure of a phrase or sentence is ambi-
guous, semantic information must be brought into play. Complex nominal
constructions illustrate nEm problem. For example, in the noun phrase in
(1.9), syntactic information is _uo.n sufficient to determine whether frequency
modifies transisior or c...n...b.n&?

(1.9) kigh frequency nnwammmnon oscillator

Similarly, high could modify any of the three words to its right. In order to
correctly determine the structure of this phrase, semaalic information must
by provided to indicate that frequency is a possible modifier o.~. oscillator but

oot of transistor, and that high is a common modifier of frequency but not of
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transistor or oscillator. In many cases, quite detailed domain-specific seman-
tic information may be required to resolve ambiguities of this kind. However,
some benefit can be derived from more general semantic information that is
not tied to any specific dogwin, wﬂ’.nn_n dones and Tait (1984a, 1984b) have

¢

investigated the use of semantic information of this kind.

1.4.2. Phrase Normalization

In addition to identifying useful phrases in the text of documents, it is
also desirable to recognize groups of phrases that differ in form but that are
similar enough semantically to be represented by a single phrase descriptor.
For example, it is beneficial to recognize that the text phrases information
retricval and retricval of informaltion are essentially identical in meaning and
therefore can be represented by the same phrase mmmnwmugn. This is the objec-

tive of phrase normalization.

In the simplest case, normalization is accomplished by deleting function
words and ignoring the order of words in phrases. This has the desired effect
for pairs of vmnwmmm like those in (1.10).

(1.10)  information retrieval ~ retrieval of information
baok review ~ review of bovks

However, some incorrect normalization also results from this methed. For
example, in (1.11) the adjacent words system and operating are identified as a
phrase and represented by the same phrase descriptor as operating system,

even though they do not refer to the same concept.
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(1.11) Az scline sysiem operating as part of a normal batch system for the
CDC6600 computer is described.

A similar problem occirs with pairs of phrases like science. library and library
science. By ignoring the order of phrase elements, an important semantic dis-
tinction is lost. This method of aormalization has been used in the phrase
indexing experiments .mmwmm on the term discrimination model (Salton, Yang,

and Yu 1975; mm:owﬁba Wong 1976), as well as the syntax-based procedures

of Dillon and Gray (1983).

A similar uonam:.nmnm effect can be accomplished by the approximate
phrase q.ampnrman n..onmmE.m of Paice and Aregdn-Ramirez (1985). Their abjec-
tive is to determine the degree of similarity of pairs of phrases such as binary
tree and binary search (tree. %:m:. procedure is to eitablish a mapping
between the individual words in the two strings, and then caleulate a similar-
ity value that is a _.c:m.pmon of (a) the number of shared elements, (b) the total
anumber of imamnnm..o..ba {c) the order of elements. In a related approach,
Rodger Knaus :mwuv.... uses probabilistic considerations to map natural

language phrases into 4 predetermined vocabulary of standardized phrases.

These strategies do accomplish some useful normalization, but at the
same time they {requently yield inaccurate representations. This is because

the meaningful relationships that hold between the elements of a phrase are

not taken into consideration.

By making use of.information about the syntactic structure of phrases,

many inaccuracies introduced by the simpler approaches to normalization can

=
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be avoided. For example, syntactic analysis of the phrases information

retriepal and retrieval of information provides the information that in both

cases retrieval is the head of the construction and that information is the
modifier. Given this information, it is clear that both phrases can accurately
be represented by the phrase descriptor infurmation retrieval. In contrast,
given a syntactic analysis of .nrm phrases library science and science library, it
can be mwnm,_u:mrma that in the first case szience is the head of the construction
and library is its modificr, whereas the reverse is true for science library.
This structural information makes it possible to avoid munoz..mnz< represent-
ing this pair of phrases by the same phrase descriptor. Methods of normaliza-

<+
tion based on syntactic structure are discussed further in chapter 3.

CHAPTER 2

NON-SYNTACTIC PHRASE INDEXING

2.1. Introduction

The approach to E:‘m.mm construction E.mwmn.nmu in this chapter is based on
the ideas of "m:w:.mvmnmm&mw and discrimination value as discussed in section
1.3.1. The method is considered non-syntactic because only the frequency and
cooccurtence characteristics of terms are taken intoc consideration in con-
structing phrases. The o@.mnn?m of the chapter is to establish the level of
effectiveness that can cm,v..mn_:mém using this simgle, non-syntactic phrase
indexing strategy, and to examine various problems related to the quality of

the phrase descriptors constructed using this procedure.

2.2, Non-Syntactic Phrase Indexing Method

The phrase indexing procedure is described by first presenting a general
overview, and then ammui.m and explaining the purpose of the parameters on
which the procedure is based. Finally, the procedure is illustrated by apply-

ing it to a sample document.

2.2.1. Overview and Definition of Parameters

This phrase construction method is based on the one proposed by Salton,

Yang, and Yu {1975). [t r.nm. been generalized, however, to make it possible ta

36
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test some extensions to their original method. The procedure is controlled by
seven parameters that incorperate the notion of term specificity and the cooc-

currence characteristics of terms into the phrase contruction process.

The outline baluw, togeiher with the parameter definitions that follow it,
constitutes a complete description of the phrase indexing process. The process
is illustrated by the example in section 2.2.2.

(1) Non-Syntactic Phrase Indexing Procedure
(a) Construct a dictionary of phrases, if desired. U.

(b) Apply the phrase construction procedure to documents and queries
to construct candidate phrases.

(c) Assign phrase descriptors to documents and nnmlmm.
(d) Assign single term descriptors to documents m.n.& queries.
(2) Phrase Dictionary Construction Procedure .
(a) Select a corpus of text {rom which phrases are to be selected.

{b) Apply the phrase construction procedure to this corpus to get a set
of candidate phrases.

(c) Apply the phrase. selection criteria (if any) to candidate phrases.
Each candidate phrase that meets these requirerments goes into the
phrase dictionary.

(3) Phrase Construction Procedure

(a) Identify terms that are acceptable as phrase elemenis. There are
two kinds of phrase elements: phrase heads snd phrase compenents.

(b) For each phrase head in a specified dJomain of cooccurrence, con-
struct a candidate phrase containing the phrase head and cooccur-
ring terms such that the phrase length, domain of cooccurrence, and

proximity requirements are maintained. A phrase may not contain
two identical elements.

as

(4) Assignment of Phrase Descriptors

{a) If a phrase dictionary is being used, a candidate phrase is assigned
as a phrase descriptor only if it is in the phrase dictionary.

(b) If a phrase dictionary is not being used, all nuu&mmnm, omnmmmm are
assigned as phrase descriptors.

(c) A phrase is assigned as a descriptor to a query only if the phrase
also occurs in at least one document.

(5) Assignment of mm..n..n_m Term Descriptors

{a) Terms not included in phrases are assigned as single term descrip-
tors, provided that the selection criteria [or single terms are met.

(b) Terms included in phrases are assigned as single term deseriptors,
provided that the selection criteria for phrase elements are met.

(c) Different selection criteria can be specified separately for single
terms not included in phrases, phrase heads, and phrase com-
ponents. -

(d) A single term is assigned as a descriptor to a query only if the term
also occurs in at least one document.

Parameter Definitions:

domain: The noB.m:u of cooccurrence of phrase elements. The ele-
ments of a phrase must cooccur in a specified unit of text. This domain of
eooccurrence is mumnmmmm. by the domain parameter. Possible domains of cooe-
currence are the moncig» Ao.q query), the paragraph, and the sentence. As
the domain of cooccurrence becomes more restricted, the total number of
phrases constructed is reduced. lo addition, terms that occur in a restricted
aoBmm,u E.m._do_.m _:nm_v..,(.? form a meaningful phrase :::.u those that occur in

a less restricted domain. For example, adjacent terms that straddle a sen-
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tence boundary may be less likely to form a meaningful phrase than adjacent

terms within a single sentence.

proximity: The relative location of pbrase clements. The domain
parameter mnmnmmm.m the unit of text within which phrase elements must cooc-
cur. The proximity parameter specifies the .w__oinv_m distance between phrase
elements that cooccur within a given domain. Like the domain parameter,
the uwoxmamnw parameter is used as a means of msnnmmm?n the likelihood that
the elements of a phrase are related in a meaningful way, rather than being
jusl a random collocation. That is, words that occur in close proximity to one
another in a document or query text E..m more likely to form a meaningful
phrase than words that are widely separated. Proximity is defined in terms of
the distance between words. Adjacent words are at a &mwm:nm of one (rom one
another; words separated by one intervening word are at distance two, etc.

The distance between words is measured after stopwords have been removed.

mm.,urnmum» Document frequency threshold for vw_.wmum. The parame-
ter df-phrase has been mu&cmma in this phrase indexing model in order to tast
twc hypotheses. The m_,m.n hypathesis is that phrases c.“:.r low document fre-
quencies may have a detrimental effect on retrieval effectivencss, since such
phrases are more likely to be random collocations rather n:.mb meaningful
phrases. Low document frequency phrases are mxn_:mmm.g selecting a thres-
hold, df-phrase m,;, and then assigning phrase p as a mmmnlvnon only if

df, = df-phrases,,. The second hypothesis is that phrases with very high

40

document ?mﬂ:mnnmmm m:.w likely to be detrimental to retrieval effectiveness
since the elements of high document trequency phrases are typically high
document frequency single terms.! The effect of these phrases could be that
mateches on high aoocam‘mn (requency phrases reinforce the effect of matches
on their general, high aownamsn frequency elements. This would be expected
to r. .t in ‘a_loss of precision. High document frequency phrases are

excluded by selecting a Enmmro_a. df-phrasemac, and then assigning nmﬁ.mwm p

as a descriptor only if df, < df-phraseqyqa;.

This parameter also has the effect of placing a threshold on the coac-
currence frequency of :S,.m_mamnnm of phrases. That is, il df, = 10, then the
elements of phrase p have a noonn.cﬂ.munm frequency in the document collec-
tion of at least ten. This vm_.mamnm_. is typically used as a criterion for select-
ing phrases to be included in the phrase dictionary, and thus for selecting the
set of phrases that can wm..mwwmmmdmn as content indicators.

df-head: Uon:Bmun.,..?oacnnnw. threshold for phrase heads. Within
:,..m framework of the term discrimination model, a primary objective of
phrase indexing is to no.u.m:.:nn phrases that contain poer discriminators in
order to produce phrases having better discrimination values than the indivi-
dual terms used to noumpmcnﬁ them. In order to assure that phrase indexing

will have this effect, it is required that all phrases contain at least one high

' Here, "high document frequency” refers to the document frequency range for phrases,
oot siagle terms. [n all collections, the highest documeat frequency for phrase deseriptors is
much lower thun for single terms.
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document frequency, poor discriminator. This element of the phrase is called
the phrase head. The parameter df-head is a aon:ann frequency threshold
used for identifying phrase heads. Term ¢ is mnnmunm.a_m for use as a phrase
head il dfy = df-head, where df; is the document {requency of term ¢.
df-comp: Document frequency threshold for ”«;:.nmm components.
In addition to the obligatory phrase head, each phrase cuntains another term
which may have a lower document (requency than a phrase head. This ele-
ment of the phrase is called the phrase component. The document frequency
threshold df-comp is used to identify phrase components. Term ¢ is acceptable

as a phrase component if df; = df-comp.

In addition to controlling the document frequency of phrase elements
that are not phrase heads, df-comp also makes it possible to aveoid construct-
ing phrases that bave very low document ?mn:manm.mm. If a phrase head is
combined with a term having a very low document ?.mn.:m:nw. the resulting
phrase will have a document frequency that is at least as low as, but often
lower than, the aon:::...:.p frequency of the low frequency element. Thus by
using somewhat higher values for df-comp, the number of very low document

frequency phrases can be reduced.

df-st: Document frequency threshold for single term descriptors.
In section 1.3 it was explained that the term discrimination model provides a
basis for improving the quality of an indexing vocabulary. One aspect of this

process is the construction of phrases containing high document ?mncmnnu‘.

42

poor discriminators. .w< constructing phrases containing high document fre-
quency terms, gew nwmnlvnoﬂm are produced that have lower document fre-
quencies and better discrimination values than their ‘high document fre-
quency elemsants, .H.m.m question remains, however, whether the single terms
that are included in phrases should be replaced by the phrase descriptors, ar

whether the single terms should be kept as single term descriptors along with

the phrases.

The parameter m\m& is a document [requency threshold that is used as a
criterion for mmmmn:um ,.mmum; terms to be assigned as single n,mna descriptors.
Term ¢ is acceptable as a single term descriptor if df;, < df-st. This threshold
can be used to umm:«m.?pw high document frequency; poor discriminators are
not assigned as single term descriptors. This selection criterion can be appled

to all single terms, or just to those single terms that are actually used as ele-

ments of phrase descriptors.

length: The number of elements in a phrase. The length parameter
simply specifies the :..u,m.xmacz. number of terms a phrase may contain. All
phrases used in this study have a length of two. This length has been used in
order to control the number of phrase Q_.,..mm and phrase tokens identified in
document and query pmx...m. As the value of the length parameter is increased,
the ::.Brma of .nr_.mmm... types increases dramatically, whila the number of
tokens corresponding to each type becomes very small. The overail result is

that a very large number of distinct phrases may be assigned as descriptors,
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but since the frequency of occurrence of most phrases is very low, the vast
majority of phrases would have a negligible effect on retrieval performance.
An additional consideration is that a greater phrase length tends to increase
the number of random collocations that are identified as phrases, since the

distance between phrase elenmeats increases as phrase length increases.

2.2.2. Non-syntactic Phrasc Indexing Example

Some sample values for the parameters defined above are given in Table

2.1,

domain proximity df-phrase df-head df-comp length

sentence 1 1 55 , 1 2

TABLE 2.1. Sample phrase indexing parameter values applied to
CISI document 71.

Using these values, the details of the phrase mewwnm procedure can be

clarified by describing its application to the title of document 71 from the

CISI collection.

Using 'sentence’ as the value of the domain parameter specifies that
phrase elements must cooccur in the same sentence, and a proximity of one
specifies that phrase elements must be adjacent after removal of stopwards. A
value of one for df-phrase places no restrictions on the document frequency of
phrases. A value of 55 for df Yead wwmc_.mm that w:AvE,mmmm will contain at
least one term having a document frequency of at least 55. Using a value of

one for df-comp places no restrictions on the document frequency of the other

N
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element of a phrase. Since the minimum document frequency of a descriptor
is one, any term can be combined with a phrase head to form a phrase.
Finally, the length parameter specifies that a phrase may contain only two

elements.

The indexing procedure begins by identilying individual word tokens in
the text (Figure 2.1) removing stopwords, aod performing a stemming opera-

tion.? At the same time, section, paragraph, and sentence boundaries are

recognizad. The result of this step is illustrated in Figure 2.2.

Word-Ward Associations in Document Retrieval Systems

FIGURE 2.1. OJﬂuE title of CISI document 71 (Lesk 1969).

Desc. O..un. Para. Sen. Tkn. Doc. Phrase Phrase

Token Type No. No. No. No.  Freq. Head Comp.
word 0 71 1 1 1 39  YES YES
word 1] at l 1 2 99 YES YES
associ 0 71 1 1 3 23 no YES
docu 0 7n 1 1 5 247 YES YES
retriefl 0 71 i 1 6 296 YES YES
system 0 3! i 1 1 535 YES YES

FIGURE 2.2. Input to phrase construction procedure for CISI docu-
ment 71, o

This information is c.w.na as the input to the phrase construction procedure.
The columns labeled ‘Phrase Head" and ‘Phrase Comp.' in Figure 2.2 i&nowm
the status of each noxm_.u with regard to its acceptability as a phrase head and
as a phrase noanoama..r as determined by the document frequency of each

token and the values of the df-head and df-comp parameters. Phrase con-

2 The stemming algorithm is based on the work of Lovins (1968).
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struction proceeds by combining pairs of adjacent tokens that meet the docu-
ment frequency requirements for phrase heads and _uE.mmM components. For
example, in Figure 2.2, the token docu is acceptable as a phrase head, so it is
combined with adjacent tokens associ and Rn.:.m\. to form phrases docu asseci
and docu retrief. Similarly, the tokens retrief and system m.nm bath acceptable
as phrase heads (as well as phrase components), and therefore combine to
form the phrase retrief system. The order of phrase elements’is regularized so
that a pair of phrases cannot differ by crder alone. Also, a phrase descriptor
meay not be constructed from two identical elements, so- word word is oot
assigned as a phrase descriptor, even go:mr the noncsmu.p frequercy and

proximity requirements for these tokens are met.

.Figure 2.3 illustrates the final vector form of document 71, which consists
of two subvectors: the single term subvector containing desériptors of type 0,

and the phrase subvector containing descriptors of type 1.3

Document  Descriptor - Descriptor L
Number Z:BME. s,\m_mrn Type Descriptar
71 " 26546 0.5706 0 associ
71 26850 . 0.2194 [ retrief
71 34344 0.7399 0 word
1 34406 0.2443 0 docur
7 398939 0.1380 0 system
At 10365 0.1787 1 retriefl system
71 17459 0.2318 i docu retriel
n 21114 0.6553 i word associ
71 24244 0.4075 1 docu associ

FIGURE 2.3. Final form of vector for CISI document 71.

} See the work of Fox (1983a. 1983b) for further discusaion of vectors containing multiple
concept types. : N ’
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This phkrase indexing procedure has been implemented in C, and is

designed to interface easily with the SMART package (Buckley 1985).
2.2.3. Weighting and Similarity Functions

2.2.3.1, Weighting of mmum:.u....SnB descriptors

The weight assigned to a nmmn:.v.no_. in a vector is indicative of the impor-
tance of the descriptor as an m.u&nm::. of document or query content. [n order
to include information about the relative importance of a term in an indivi-
dual document or query, the weighting function used in these experiments
incorporates the frequency om‘mmnr term in a given document or query. As an
indication of the quality of m, descriptor .s.Eu respect to the document collec-
tion as a whole, the inverse document frequency ratio is included. A discus-
sion of these two weighting factors can be found in Sparck Jones {(1972) and
Salton and Yang (1973). .:,_m...nommum normalization is used in order to normal-

ize for vector length.

The (ollowing expressions define the weighting function. Initially, the
weight of term ¢ in vector c,ﬁmm the frequency of ¢ in the document or query
represented by v. Thisisa mva_m term frequency weight, (f;,. The term [re-
quency weights are normalized by dividing by the maximum term frequency

in the vector, max_tf,, as shown in (2.1).

thy

maz_if, 2.1

a.mmSLbc =
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The inverse document frequency ratio is incorporated with the definition
given in (2.2), where 1 is the number of documente in the collection, and df;
is the document frequercy of ¢, that is, the number of documents in which

term ¢ occurs at least once.

. n
f-idfyy = norm_tfy, - ln—- (2.2)

. Qb .
The cosine normalization yieids the final weight, w,,. of term ¢ ia vector

v, as shown in (2.3), where k is the length of vector v.

tf_idfyy

/ & (2.3)

t=1

Wy =

The weights defined by expressions (2.1)-(2.3) are used for single term
descriptors in collections that are indexed with single terms only, as well as
for single term descriptors in collections indexed with both single terms and
phrases. In collections indexed with both single terms.and phrases, however,
normalization is done over the single term subvector only, rather than over
the entire vector. Thus the single term subvector for a document (or query)
in a collection .Emmxmm with single terms and phrases is identical to the vector
for the same document (or query) in a collection indexed with single terms

oaly.

2.2.3.2. Weighting of phrase descriptors

The weight of a phrase descriptor is a function of the weights of its ele-

ments. If phrase p in vector v is composed of single terms a and b, also in
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vector v, then the weight, wpy, of phrase p in vector v is given by the expres-
sion in (2.4).
Way + wpy

2

This phrase weight has been chosen for two reasons. First, since the

wpy = (2.4)
phrase weight is a function of the weights of the phrase elements, it incor-
porates information about the importance of the elements of the phrase into
the phrase weight. mmn,o.nm. it assures that the magnitude of phrase weights

does not differ greatly F..B the magnitude of single term weights.

2.2.3.3. The a:mnw.&OnnEnn» similarity function

A document or ncm_.w indexed with ronv single terms and phrases consists
of two subvectors, one containing single term descriptors, and one containing
phrase descriptors. In o_,.n_m_, to calculate the similarity between a query vec-
tor and a document <mn,”?.. a partial similarity is calculated for each subvec-
tor, and the overall mmB:E.mS\ is then calculated as a weighted sum of the two
partial similarities.

Let ¢ represent a per vector consisting of a single term subvector g,
and a phrase m:w«.mngn.ov“ similarly, let d represent a document vector with
single term and phrase subvectors d, and d,. The simple innerproduct fune-
tion (2.5) is used as c_n.,. basic similarity function for a pair of subvectors, for

example, ¢, and d,.
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k
ip(gs, ds) = M Qo - dyy ’ ’ (2.5)

¢=1

Here, k represents the length of subvector s, and qy and d,; are the weights .

of the ith terms in the single term subvectors q, and d;.

For single term subvectors to which the cosine normalization has been
applied (see (2.3) above), the innerproduct function ﬁm.Em a similarity value
equivalent to the cosine similarity function (Salton and Lesk 1968:25) applied

to vectors to which the cosine normalization has not been applied.

The overall similarity value for vectors ¢ and d is calculated as a
weighted sum of the innerproduct similarity values calculated for the single
term and phrase subvectors (see 2.6). Here, ¢; and ¢, are weights applying to
the single term and phrase subvectors, respectively.

sim(q, d) = (c5 * ip(qs, de)) + {cp * iplqy, dp)) (2.6)
For the experiments discussed in this chapter, the value 1.0 has been used for
both ¢, and c,.

With these Emmwrzom.wbm similarity functions, the addition of phrase
descriptors no.moncamnn and query vectors has only a simple additive effect on
the m<mnw: similarity between a document and query. That is, E.m partial
similarity due to the single term subvector is not altered by the addition of
phrase descriptors. The net effect of this strategy for weighting descriptors
and calculating similarity values is that phrase descriptors can increase the
similarity between a pair of vectors, but cannot reduce the partial similarity

due to matches between descriptors in the single term subvectors of the query

30
and document. This foEn not be the case if the single term and phrase

descriptors were not differentiated, and the normalization of expressions (2.1)

and (2.3) was done over the entire vector,

2.3. Retrieval Experiments

The objective of uE.mmm indexing is to identify groups of wards in text
that will enhance retrieval effectiveness when assigned as phrase descriptors
to represeulations of amncamuﬁm and queries. The phrase indexing procedure
described above mSmBm.nm to do this by taking into consideration twao simple
characteristics of words in text: document frequency and word location. These
characteristics are Eno.ao_.w"mm into the phrase indexing procedure by six
parameters: domain, E.,.o.ﬁé.? df-phrase, df-head, df-comp, and length. By
varying the values of E..mwo parameters, the selectivity of the phrase indexing
procedure can be varied greatly. A highly selective procedure results when
very restrictive monca.mun frejuency and cooccurrence characteristics are
specified. Such a u«onma:_.m constructs phrases consisting of pairs of terms
with high document ?mncgnmmw cooccurring in a small Jomain at close prox-
imity. A highly unselective procedure results when unrestrictive document
frequency and coaccurrence characteristics are specified. Such a procedure
constructs phrases noumwwznm of essentially any pair of terms cooccurring in

the largest possible domain at any proximity.

.

There is currently.go well-motivated basis for mm_mn:.uw parameter values

that can be expected to-yield good retrieval results for a particular document
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collection. Thus in order to establish the level of retrieval effectiveness that
can be attained with this method of phrase indexing, optimal parameter
values must be determined empirically for each mxnmlamnﬁ_ document col-
lection. A large number of experiments have been conducted in which the
nhrase indexing procedure was applied repeatedly, while m<mn..mamzn.m:< vary-
ing parameter values. This was done for five document collections: CACM,
INSPEC, CRAN, MED, and CISI. Basic characteristics of .E,_mmm collections
appear in Table 1.1. For each set of parameter values used, w retrieval exper-
iment was done to compare the effectiveness of simple single term indexing to
that of phrase indexing. In this way, a set of parameter values that yields
optimal retrieval results for this phrase indexing method was established for

each collection.

Table 2.2 exhibits the optimal parameter values for each collection,
together with retrieval effectiveness figures expressed as percent change in

average precision in comparison to simple single term indexing. Table 2.3

contains the correspending no.n..go_m.pw recall-precision results.* Table 2.4 sum.
marizes the retrieval performance attained when identical phrase construc-
tion criteria were applied to all the test collections. These tables show that
the responses of the test no:m.nzoum to the phrase indexing v_.onmn_:nm were
quite variable, both with respect to the level of retrieval effectiveness

achieved, and the aptimal values of phrase indexing paraneters.

' The average precision figures in Table 2.3 are based on calculations for 21 recall FRF .

Summary statistics are presented, however, for only ten recall leveis, 0.10-1.00.

Collec- Non-syntactic Avg. Stat.
. Phrase Indexing Parameters Prec. Signif.
tion domain  proximity df-phrase df-head | Change | Change?
< 90 ; yes
.. 22.7%
CACM doc. unlimited.- (0.03n) 1 +22.7% P < 0.01
L. < 150 yes
INSPEC doc. unlimited 0.01n) 1 +11.9% P < 0.01
. < 90 yes
CRAN doc. cnrazmu (0.06n) 1 +8.9% | p 2 g.01
— yes
MED sent. unlimited . =3 K +4.0% | p 2 g0y
A ST <30 na
cist seat. L (02 L +22% | p > 0.05

TABLE 2.2. Best parameter values and summary of retrieval
results. Average precision -change is with respect to single term ir-
dexing (see Table 2.3); boldface indicates material change. In the
df-phrase column, n is collection size; see Table 1.1.

¢ This value for df-head is a by-product of the value for df-phrase; it
is not an independently imposed restriction.

With regard to retrieval effectiveness, a statistically significant increase
was attained for CACM, INSPEC, CRAN, and MED, as indicated by their
changes in average unmﬁmnon.. Of these four, however, only CACM and
INSPEC show an increase that can be characterized as “material” according
to the eritéria suggested by mown.nx Jones (1974:397). CISI exhibits a slight

increase in average precision, which is coither statistically sigmificant nor

material.

$ The significonce test used was the Wilcozon signed rank test for puired observations.
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Recall Precision
Level CACM INSPEC CRAN
eve Jine . i
%.“.MM Phrases wﬂ‘wm Phrases %M”M._,M Phrases
0.10 0.5086 0.6489 0.5261 0.6084 0.7526 0.8001
0.20 0.4343 0.5335 | 0.4181 0.4923 | 0.6187 0.6704
0.30 0.3572 0.4542 0.3412 0.3893 0.5184  0.5659
0.40 0.2972 0.3569 0.2781 0.3090 0.4282  0.4732
0.50 0.2398 0.2971 0.2283 0.2488 0.3714 0.4116
0.60 0.1912 0.2416 0.1777 0.1900 0.2852  0.3240
u.70 0.1462 0.1719 0.1360 0.1380 0.2301 0.2452
0.80 0.1086 0.1261 0.0936 0.0942 0.1839 0.2001
0.90 0.0711 0.0742 0.0484 0.0527 0.1313 0.1474
1.00 0.0610 0.0615 0.0179 0.0199 0.1175 0.1307
Avg Prec 0.2604 0.3195 0.2459 0.2750 0.3852 C.4194
% Change 22.7 11.9 : 8.9
(a)
Recall Precision
Level MED CISI
eve i inale
.mm”.ﬂm Phrases %”.NW Phrases
0.10 0.8036 0.8512 0.4919" 0.4947
0.20 0.7258 ©0.7843 0.4032 0.4026
0.30 0.6742 0.7222 0.3118 0.3285
C.40 0.6317 0.6430 0.2624 0.2712
0.50 0.5447 0.5570 0.2320 0.2330
0.60 0.4728 0.4818 0.1901 0.1982
0.70 0.4082 0.4115 0.1504 0.1556
0.80 0.3501 0.3536 0.1119 01141
0.490 02057 0.2127 0.0739 0.0811
1.00 0.0888 0.0970 0.0521 0.0582
Avg Prec 0.5378 0.5595 0.2450 0.2503
% Change - 4.0 2.2
(b)

TABLE 2.3. Average precision at 10 recall levels

and phrase indexing.

for single term

P%ai~ CACM _Emmmo _ CRAN ” MED u cIst
. Domain: Document

unlimited 0.3128 0.2652 0.4169 0.5501 0.2167
+20.1% +17.9% +8.2% +2.3% -11.5%
10 0.3065 0.2591 0.4111 0.5503 0.2261
+17.7% +5.4% +6.7% +2.3% -1.7%
5 0.2987 0.2617 0.4119 0.5523 0.2320
+14.7% +6.4% +6.9% +2.7% -5.3%
1 o.mmo,u 0.2546 0.3989 0.5429 0.2396
+7.6% +3.5% +3.6% +0.9% -2.2%

" Domain: Sentence
unlimited 0.3025 0.2534 0.4105 0.5535 0.2326
+16.2% +3.0% +6.6% +3.3% -5.0%
10 0.30L8 0.2565 0.4126 0.5519 0.2317
+15.9% +4.3% +7.1% +2.6% -5.4%
5 £.2956 0.2618 0.4082 0.5525 0.2323
+13.5% +6.5% +6.0% +2.7% -5.2%
1 0.2808 0.2545 -0.3991 0.5435 0.2406
+1.9% +3.5% +3.6% +1.1% -1.8%

TABLE 2.4. Average precision with document and sentence as
domain of cocccurrence and four proximity values. For each collec-
tion, the value in boldface is the best value for the collection in
this table. Other parameter settings are: di-phrase: 1, df-head: 1,
df-comp: 1, length: 2. Percentages are with respect to single term
indexing (see Table 2.3). ;

The effect of domain and proximity. The domain and proximity
parameters control the relative ~nﬂmou of words that are combined to form a
phrase. The effect that z..QOnm. the domain of cooccurrence has on retrieval
effectiveness was tested by experimenting with two values of the domain
parameter: document and sentence. The effect of different proximity values
was examined g."mm::.w, a continuum of values between ! and 30, and in

addition allowing unlimited distance between phrase elements,

¥
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The figures in Table 2.4 show that variations in proximity have a
stronger effect on retrieval performance than different domains have. That is,
when proximity is held constaat and the domain is varied, oanly small
differences in average precision result. For .mxmaw_m‘ 55 unlimited proxim-
ity, CACM shows a 20.1% Fﬂ.o.mmm in m<m3mm‘,v8nmwwor using a domain of
document, and a 16.2% increase using a domain of sentence. Not surpris-
ingly, the difference is even smaller for more restricted proximities. The larg-
est change in average precision due to different domains of cooccurrence is
6.5% (or CISI, when proximity is unlimited. The effect that proximity has on
retrieval effectiveness varies from substantial to insignificant. For example,
using a domain of document, CACM shows an increase in .m<m_.mmm presision of
20.19% with unlimited proximity, and an increase of 7.6% with a proximity of
1, for a difference of 12.5%. In contrast, the same parameter settings yield a

difference of only 1.4% for MED.

Some general patterns should be noticed with ,.mmv_mn” to domain of cooc-
currence uba proximity o»ﬂvv...mmm elements. Three of the coliections, CACM,
INSPEC, and CRAN, clearly perform better when the relative location of
phrase elements is unrestricted. A domain of document and unlimited prox-
imity is best for these collections. In contrast, CISI unl.o!:w best with maxi-
mally restrictive _.mpcr.mamnnm for the relative location of phrase elements.
CISI also differs from the other collections in that the phrases assigned as

descriptors under the criteria given in Table 2.4 lead to a reduction, rather

2
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than an increase, in average precision, when compared to single term index-
ing. The MED no:mns.os behaves differently from the other collections in
that the more nmmnlnn?m.,m.oammp of cooccurrence is vqomn.mm. while the least
restrictive proximity mmz.ﬂn is preferred. These differences in average preci-
sion for MED are small enough to be considered insignificant, however. A
final point is Emaz.m‘un..mmw”mm in proximity from 5 upward result, for ithe most
part, in only small changes in average precision. This is an indication that
both good and bad phrases are added in approximately equal proportions.

The effect of &.uv,...mmm. The df-phrase parameter was used to examine
the effect of ¢acluding rmwr and low document frequency phrases from use as
phrase descriptors. .H.r.n ,muvm:Ennnmb. results indicate that for most collec-
tions, removal of low aonranun [requency phrases has a very small influence
on retrieval mm.mnn?mummm.,....m.o_. example, with df-phrase,,, = 2, a phrase p is
assigned as a descriptor only if df, = 2. For this value, and other parameter
settings as given in Table 2.4 (domain: document, proximity: unlimited), CISI
and MED show very m:mr.» increases in average precision of 0.3% and 0.1%,
respectively. The only m:rmnmn:m_ effect was obtained with CACM, where a
decrease of 6.1% resulted. For all five collections and this set of parameter
values, higher values o.._m.»..c?.mumss (which result in the exclusion of more
low document .?B:mun«..mrnummmv yield steadily declining average precision
figures. The only possible ‘evidence that exclusion of low document frequency

phrases may have a u%??m effect comes from the MED collection. With
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other parameter values as given in Table 2.4 {domain: sentence proximity:
unlimited), and df-phrasen;, = 3, average precision increases from +3.3% to

+4.0%. This increase is too small to be viewed as significant, however.

The results shown in Table 2.2 provide some indication that exclusion of
high documeat frequency phrases can have a mom??m ¢ffect on retrieval per-
formance. The benefit is minimal, however. For example, using 90, 150, 90,
and 30 as values of df-phrase , for CACM, INSPEC, CRAN, and CISI,
respectively, results in increases in average precision of 0.7% to 4.05 over the
best average precision values for these collections shown in Table 2.4. These
increases are too small to be regarded as solid m<Em~..nm that exclusion of high

document frequency phrases can lead to substantial improvements in

retrieval effectiveness.

A typical example from the CISI collection can be used to illustrate why
high document frequency phrases have a negative effect. The phrase descrip-
tor inform retrief, usually .nm_.?mm from text phrases like information retrievc!
and retrieval of information, .nnupwmum two elements which themselves have
high document frequencies. Because of their high document frequencies and
low specificity, single terms such as these tend to have a negative effect on
precision. The addition of a phrase descriptor with a _.m.::?m_w high docu-

ment frequency tends to enhance this negative effect.

Given the observed effect on retrieva! performance of excluding both high

and low document frequency phrases, it can be concluded that restrictions on

A
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the document frequency of phrases cannot be expected to yield significant

increases in retrieval ffectiveness.

The effect of an.rmr.m. The effect of df-head on retrieval performance
was examined for each ,.mo:mn:oc by constructing phrases using a large
aumber of different values for this parameter. The maximum value tested for
each collection was approximately 10% of the number of documents in the col-
lection. A continuum of m,ﬂm:ma values were then tested until a clear pattern
could be observed. The largest change in average precision was obtained for
CISI, with a value of 50 for df-head and other perameter values as given in
Table 2.4 (domain: document, _.:.ox::_.nxn 1). With a df-head of 1 (that is, with
no restrictions on the mon..pamnn frequency of phrase heads), phrase indexing
yielded a change in average precision of -2.2% in comparison to single term
indexing. With a df-head ,&. 50 this change increased very slightly to -1.5%.
Other collections showed .m.?rﬁ net decreases in average precision, or even
smaller positive changes. ‘Since placing restrictions on the decument fre-
quency of phrase heads rww either an insignificant positive effect, or a nega-
tive effect on retrieval performance, it appears that term specificity, as indi-
cated by document ?mn:.n.row.. provides little help in identifying terms that
should be included in nr_.nm.mm that have been constructed using this approach

to phrase indexing.

The effect of &.noau and df-st. Since placing restrictions on the docu-
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restrictions on the document frequency of phrase components cannot be
expected to have much influence either. This has wmwn verified by a series of
experiments that tested various values of df-comp for all of the test collec-
tions. The effect of excluding high monaswun frequency single term desecrip-
tors was examined by testing a continuum of v<m_:mm for df-st on ,m: collec.
tions. For all collections, the effect is very slight; c.:w largest positive effect

was for INSPEC, which vizldad an increase of 1.4% in sverage precision,

Some conclusions can be drawn regarding the general applicability of this

phrase indexing method;

{1) Under certain circumstances, assignment of nrnmmm descriptors can
have a substantial pesitive effect on retrieval performance. However, the
methcd described here does not consistently yield substantial and statistically
significant improvements in retrieval effectiveness ao_.” all collections. The
range of increase in average pracision is from 2.2% to 22.7%. For the collec-
tions tested, only CACM and INSPEC show material improvement, while
CRAN and MED yield _oi.m_. levels of improvement that are statistically

significant. When applied to CISI, a slight, statistically insignificant increase

in performance results.

(2) A single phrase selection strategy is not effective for all collections.
This is a serious operational problem, since the most appropriate set of phrase

indexing parameter values for an arbitrary collection cannot be determined

without extensive experimentation.

60

CACM, INSPEC, and CRAN perform best when very unrestrictive phrase
selection criteria are mw_v_owmm. that is, with the cwommmmn domain of cooc-
currence, and Eu_.pamnmw. distance between phrase elements. MED can be
grouped with CACM, ﬂwvmo. and CRAN, zince it vml.oﬂ,uu best with the
least restrictive proximity requirement. The difference between MED's per-
formance with™a moa&r of document and sentence is small enough to be
disregarded. [n nc:n—,m.mn. CISI performs best with maximally restrictive
phrase selection nlnmlw.. where phrase clements must cooccur adjacently in
the same sentence. For all collections, further restrictions on the document
frequency of phrases m.u.m. phrase m_.mannm (heads and components) have only
a slight effect on nmnlm,\.m_ per{ormance.

(3) The extreme contrast in the effectiveness of phrase indexing on
CACM and CISI can cm..mnplc:nmm largely to differences in text characteristics
for these collections. _,.a particular, the characteristics of the queries for the
two collections differ ntEm;Ew. CACM queries are primarily short and
natrowly focused. CISI n,cmlmm. however, tend to Wm.nonmm.mmnmw_w longer,
more &wnc.nm?m. and mop as well focused. Combinations of terms extracted
from brief, im:.non:wmw. mSntmaG, of information need are more likely to
have a positive effect ,.m: retrieval performance than combinations of terms

extracted from less concise text.

(4) The mph.onau:wm about term specificity and relationships among words

in text that is provided by document frequency, proximity, and the frequency

-
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of cooccurrence of terms does not provide an adequate basis for a phrase
indexing procedure that will consistently yield ‘substantial, statistically
significant improvements in retrieval effectiveness. veEm suggests that a
more selective approach to phrase construction is required. The following sec-
tion presents same evidence that a more selective phrase construction pro-
cedure can be developed by making use of more information about relatioa-

ships among words in text.

2.4, The Quality of Phrase Descriptors

A large sample of phrases generated by the nou..mwugnzn phrase index-
ing procedure has been examined in order to assess E:.w general quality of the
phrases and ;8 analyze the effect they have on retrieval performance. In con-
ducting this analysis, a number of problems with the phrase indexing pro-
cedurc have become apparent. This section discusses a some of these prob-
lems, and outlines possible approaches-to solving them.® For purposes of illus-
tration, this discussion assumes a restrictive phrase selection stratazgy like

that used for the CISI collection in Table 2.2.

2.4.1. Construction of Inappropriate Phrase Descriptors

A phrase descriptor may be thought of as inappropriate for two general
reasons. First, the descriptor may simply not be an accurate indicator of

document or query content. Second, the meaning of the source text of a

‘
All examples are taken from experi
L ! . perimental document and query collections. Th
is given in the text, or in parentheses afler each example. For example, (CISI q12) thuﬂm.—.m
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phrase descriptor in a nme may differ Significantly from the meaning of the
source text of a vrwmmm descriptor in a document. This section presents
several examples of inappropriate phrase descriptors, explains why they are
inappropriate, discusses their effect on retrieval performance, and analyzes

the extent to which it Bw«. be possiblc %o avoid them or lessen their negative

effects.

Phrase indexing consists of two processes: (1) identifying phrases in text,
and (2) normalizing c..m‘v_,o_._s of phrases that differ in structure, but that are
related in meaning. ,26 process of phrase identification has already been
explained and iiiustrated. Normalization is beneficial, since it makes it possi-
ble to represent a pair of phrases like information retrieval and reirieval of
injormation by the umn..m_m phrase descriptor inform retrief. Similarly, the
phrases book review and reviews of books can both be represented by the
phrase descriptor ge».»acmms. {n non-syntactic phrase indexing, normaliza-
tion iz scernmplished by three devices: {1) stemming, (2) regularizing the order
of phrase elements, nﬁ.m (3) ignoring stopwords that intervene between con-
tent words. All of nrmmm devices must be used in order to accomplish the nor-
malization just illustrated.

..r_nrocm.s. :o_.Bu:N.M._:on has significant benefits, many of the inappropri-

ate phrase descriptors generated by the non-syntactic phrase indexing process

d1340) refer to query 12 snd document 1340 in the CISt collectioa.

ke
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are the result of excessive normalization. Several examples are presented

below.

Seven queries in the CACM collection contain the text phrase operating
system, which yields the phrase descriptor oper mu\&msw In all of these queries,
the source of this descriptor is syntactically correct, and the descriptor is a
good indicator of document content. A number of documents contain this
deseriptor, but many of them are related only peripherally, if at all, to the
topic of operating systems. The important point illustrated by these examples
is that the phrase descriptor oper system does not correspond to a single
phrase in document and query texts, or even to a set of phrases closely related
in meaning:

(1) a fully automatic document retrieval system operating on the IBM 7094
is described (CACM d1236)

(2) to illustrate systems operations and evaluation procedures
(CACM d1236)

(3) extensive data oa the system's operation (CACM d1533)
(4) to achieve a systern operational within six months (CACM d2380)

{5) lime between project inceptinn and system operational date
(CACM d1034)

(6

—

critical to the system's operating efficiency (CACM d1226)
(7) examples of overall system operation (CACM d3087)

(8) the system, vperated entirely from a digital display unit, interacts
directly with the user (CACM d1695)
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(9) the system is cb.m...&:.c:& and available on the arpa sdc time shared
computing system (CACM d1170)

(10) the system has been in operation (CACM d1665)

(11) the COBOL language was used specifically to enable the system to
operate on three [BM computers (CACM d1168)

(12) the logic required in procedures, operations, systems, and circuits
(CACM d320)

(13) examples of the vperation of system components (CACM d3087M)
(14) an operational system utilizing this concept (CACM d2919)

(15) the duplex vperaiion gives the system greater reliability (CACM d252)

The overall effect of this phrase descriptor on retrieval performance for

CACM is a reduction in average precision.

Query 25 from the CACM collection is another case in which an appropri-
ate query phrase annv.mw document phrase descriptors coastructed from pairs
of words that are not related appropriately in the document text. The query
contains the phrase in (2.7), which vields the phrase descriptor compul system.
2.7 performance m<.m.w_cu2ou and modelling of computer systems
The source of this descriptor mm. a syntactically correct noun phrase consisting
of systems nmA a head noun and compuler as s noun phrase premodifier. In
document 1591, the v?...mwm in (2.8) also yields the same phrase descriptor.

(2.8) the E?P:Emmwﬂ this type of system lor computer pregramming and
operation

The source of the ghrase descriptor in this case, however is a pair of words

that are not related appropriately. Here, computer modifies programming;

e
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there is no direct syntactic relationship between compuler and sysiem.
Further examples illustrating this problem are document 2739, containing
the phrase in (2.9) and document 2841, with the phrase in (2.10).

(2.9) a aumber of systems for the computer analysis of natural language
sentences

(2.10)  an experimental system ..o_..ooﬂ.a:??mmamm design
Similarly, document 2325 contains the text in (2.11), which again yields the
phrase descriptor comput svstem. .

(2.11)  these are: foundations (finite E.mnmmmou. number  systems,
computational complexity), synthesis and analysis of algorithms

There is no syntactic relationship between the phrase elements, and the docu-

ment is not concerned with the general topic of computer systems.

[n all of these examples, the inappropriate document phrase descriptors
are the result of a pair of words that happen to occur in cloge proximity in the
text, but that nevertheless are not related syntactically. That is, they do not
enter into a relationship of madification with one mb.onrmq. The result is a
document phrase mmmnlc.noq.gmp matches with a query descriptor whose
source text differs significantly in meaning from the saurce of the document
descriptor. Rather than being unusual cases, examples of this kind occur fre-

quently in the experimental collections.

Arother class of undesirable phrase descriptors results from the construe-
tion of phrases from pairs of terms thai are related syntactically. The syntac.

tic relationship invoivad is nct appropriate for use as the basis of a phrase
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descriptor, however, mmnnwn it is not a relationship of modification. CISI query
24 provides an example m.. this kind of phrase descriptor. The text phrase in
(2.12) contains a pair of conjoined adjectives which together modify the head
noun requirements.

(2.12)  educational mbm\wﬁ.:..:h requirements

Phrases like educational requirements and training requirements are syntacti-
cally no_.—.mnn%ug mman..ﬁ.,mnm:w appropriate phrases that could be constructed
oan the basis of the «m_mz‘o.umvmn of modification between the head of the noun
phrase and its conjoined modifiers. Each of these phrases refers to a specific
kind of requirement. .?m phrase descriptor educ train, however, is con-
structed from words :umﬁ,.no not enter into a relationskhip of modification with
one another and nrmnmanm the phrase descriptor does not refer to a more
specific concept in the way that educational requirements and traintng
requirements do. A phrase descriptor of this kind, that is, one derived from a
pair of conjoined words, .r.wm the effect of giving added weight Lo a pair of gen-
eral terms rather than expressing a more precise concept. This conjunction
could occur in a wide variety of contexts having to do with education and
training, but having :S_m to do with the idea of requirements. Obvious possi-
bilities include education and training costs and education and training pro-
grams, As an mnncm:v.., occurring example, document 692, which is not
relevant to query 24, containg the text phrase in (2.13), which yields the

phrase descriptor educ train, as in query 24.
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(2.13)  the objective of education and training

It would be helpful to assign phrase deseriptors like ubjective of education and
objective of training to document 692, since they mxv_.mm.m more precise con-
cepts. The descriptor derived from education and ?E.E.,mm... however, has the
detrimental effect of giving added weight to the quite general descriptors educ
and trein. This increases the similarity coefficient for this query-document

pair, and raises the rank of the non-relevant document from 15 to 10.

A similar situation is found in CISI query 55, where the text phrase in
(2.14), yields the phrase descriptor anal retrief, which matches the same

descriptor assigned to non-relevant document 454 due to the text phrase in

(2.14)  the medical literature analysis and retricval system
(2.15)  information analysis and retrieval

This match raises non-relevant document 454 from 47 to 29,

A final example indicating the undesirable character of phrase descrip-
tors derived from noE‘cunzouu“ is the descriptor educ :.v:.. which is assigned to
CISI document 91. The source text is appears in (2.16). |
{2.16)  the library and educational community
Even though it has nothing to do with the topic of library education, this
phrase could easily match with a query noarﬂam:w the text phrase library
education, and thus contribute to the increased rank of a non-relevant docu-

ment. N
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The inappropriate phrase descriptors discussed in this section can be
attributed to five ano_.mm (1) regularization of the order of phrase elements,
(2) ignoring intervening ..mSnEo&m. (3) stemming, (4) construction of phrase
descriptors from nmwnw of words that are not related syntactically, arnd (5) con-
struction of phrase ammwl.nnonm from pairs of words that are related syntacti-
cally, but that mm.,mon ‘.mw:m_. into a relationship of modification with one
another. All of these factors have the potential to result in the construction
of phrase descriptors mcmw that a single descriptor may correspond to text
phrases that differ mnmmpw in meaning. This in turn will result in inappropri-

ate matches between queries and documents, which will ultimately have a

negative effect on retrieval performance.

Problems related no....n..rm first three factors could be eliminated simply by
abandoning those ::.mn,, normalization techniques. Any benefits resulting
{rom such an inflexible u.m?.omnr. however, would almost certainly be offset by
the disadvantages of having no normalization of phrases at all.- A better
alternative would be nm..,msnowno;nm an approximate phrase matching tech-
nique that would take :...8 consideration word order, phrase length, and the
morphological structure of phrase elements (Paice and Aragdn-Ramirez 1985).
Simpler variations on the basic approach could also be attempted. Obvious

possibilities intlude: (1) n.mmnsmbﬁ of conjunctions differently {rom other noan-

content words, (2) placing limits on the number of stopwords that may inter-.

vene between phrase m_nimuﬁ. (3) changing the order of phrase elements only
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if a stopword intervenes, and (4) taking into consideration punctuation
between phrase elements. Even more flexible and selective approachs of this
nature, however, would not be able to correctly handle situations in which

information about the syntactic structure of text is required.

2.4.2. Failure to Identify Good Phrase Descriptors

The objective of the previous section was to describe and exemplify ways
in which the simple criteria of ward frequency and proximity lead to the con-
struction of phrases that have a negative effect on retrieval performance. The
objective of the current section is to iilustrate some common situations in
which the non-syntactic phrase indexing process fails to identify phrase
descriptors that are good indicators of document or query ‘content and that
should have a positive influence on retrieval nml.o...ambnm. Whereas simple
frequency and proximity criteria often fail to identify useful phrase descrip-
tors, relatively simple syntactic criteria can be used to success{ully recognize
many woc_.‘onlm..m n.:nmumm..

Two nm..,mmo_.mmm of noun phrases are cMmm for mc.ﬂommm of illustration:
(1) noun phrases consisting of adjectival and uoB..Em_ premodifiers mb&oq
prepositional phrase postmodifiers, and (2) noun vr..mmmm involving conjunc-

tions.

From the title in (2.17) non-syntactic phrase indexing would identify the
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two phrases in (2.18), ....:,m correctly, and one incorrectly.’
(2.17)  the administration of the college library (CISI d14}

(2.18)  college library
*college administration

By taking into considération the syntactic structure of the noun phrase, how-
ever, college .:o.wmwv.. can still be identified, the incorrect phrase can be
avoided, and an ma&:onﬂ correct phrase, library administrativn, can by
identified. This can vm.moam by simply making use of the fact that adminis-
tration is the head of the noun phrase, that the prepositional phrase of the
college library modifies administration, and that collese modifies library and is

not related syntactically to administration.

Similarly, for %m.nmxn phrase in (2.19), uou.@dSﬁﬁ phrase indexing
could identify the n*:..,mmmm in (2.20). The first of these is correct, but the
second is not.

(2.19)  the theory of directed graphs (CISI d1385),

{2.20)  directed graphs
*theory directed

Again, by using information about the syntactic structure of the phrase, the

inappropriate phrase can be avoided, and an additional good phrase, graph

theory can be generated.

As enother example; from the text phrase in (2.21), non-syntactic phrase

indexing identifies the m?.mumm in (2.22),

T Ao asterisk preceding & phrase indicates that it is considered to be inappropriate.

&
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(2.21)  the organization of these library schools (CISI d1423)

(2.22)  *library organization
library schools

Here again, one is inappropriate and the other is mooa“ Since the original
text phrase has to do with the organization oﬁmnroo_m. and not the organiza-
tien of libraries, *library organization is not appropriate. Knowledge of the
syntactic structure of the text phrase makes it possible to avoid ideatifying

the inappropriate phrase, and in addition to identify another correct phrase,

school vrganization.

Text phrases of this kind ere a potentially rich mo.c«nn of good phrase
descriptors. Further, such phrases are not uncommon in the experimental
document collections. As an indication of the frequency of such phrases in
text, a few additional examples are given in (2.23)-(2.25)..

(2.23)  the management of large research libraries (CISI d616)
(2.24)  targets for research in library education (CISI d1403)

(2.25)  evaluation of information retrieval (CIS] d829) .

The second category of constructions to be considered is noun phrases

involving conjunction. Like the complex noun phrases discussed above, these

constructions are an important source of good phrase momn:.v.no_.m that cannot
mnmn:.mnm_w be identified on a non-syntactic basis.

Consider, for example, the text phrase in (2.26).
(2.26) parallel and sequential algorithms (CACM q63)

Non-syntactic indexing yields from this the correct phrase ,wna:.g:.&
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algorithms, and the Bmpb.mum_mmw *parallel sequential. Syntactic analysis pro-
vides the information that both parallel and sequential can be understood as
modifiers of algorithms, thus making it possible to generate two correct

phrases, parallel nfcl‘:.iw.. and sequential algorithms, and to avoid the inap-
propriate phrase Emnzmmm...g the non-syntactic procedure. ..
The same strategy can be applied to more complex constructions. For
. .
example, from the text parase in (2.27), the mou.mu‘uamn:n phrase construction

process identifies the E:‘mwm.m in (2.28).

2.27 the structure, danalysis, organization, storage, searching, and
retrieval of infarmation (CISI d175),

(2.98)  *structure analysis *storage Scarching
*analysis organization *searching retrieval
*organization storage retrieval information

Five of the six phrases generated are not good indicators of document content.
fn contrast, syntactic information makes it possible to generate the six good

phrases in (2.29), and to avoid constructing all of the inappropriate phrases in

(2.28). :

(2.29)  information structure information storage
information analysis information searching
information organization information retrieval

Like the first nmammo._‘.w of noun phrases, constructions of this kind are

very common in the experimental collections. A few additional examples fol-

low.

{2.30)  analysis and nmnnm..v:o: of shape (CACM q43)

¥
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(2.31) the design, operation, and evaluation of retrieval systems
(CIS{ d523) :

(2.32) advancement and improvement of the library profession (CISI d22)
(2.33)  social, economic, and technological change (CISI d896)

{2.34)  working and planned systems for publishing and printing original
papers by computer (CISI q7)

The abundance of constructions of this kind is a strong indication that a large
number of good phrase descriptors could be identified using syntactic criteria
that could not be identified on the basis of frequency and cooccurrence criteria

alone, unless a very unrestrictive proximity requirement is used.

CHAPTER 3
SYNTACTIC PHRASE [NDEXING

3.1, Introduction

The phrase msamxmnnu method examined in chapter 2 takes into considera-
tion only very simple wwumnnm of text structure, oamely, term relationships
identified by the ?mn:u.mnw and cooccurrence characteristics of terms in text.
The results of 352&..?%1588 indicate, however, that that approach to
phrase indexing cannot be expected to consistently yield substantial and
significant maunoﬁamn% in retrieval effectiveness. From these results it
must be concluded ﬂrmo..u.:. information about text structure is to be incor-
porated into m‘nounmsn m.nm:\mmm system in a way that will consistently yield
substantial improvements in retrieval effectiveness, then it will be necessary
to go beyond simple SM.muE.mm of term {requency and proximity in analyzing
text structure.

Several possibilities might be «considered in developing further

refinements to m:noam:n,,nounmno analysis methods. These range {rom seman-
tic analyses based o:‘.v,x:oi_mamm about particular domains, to simple
approaches to Ema:?.,mnm a limited inventory of syntactic patterns (see
chapter 4 and references in chapter 1). In the absence of solid experimental
evidence, it is difficult to draw conclusions about the oon.mp:m_ benefits of

using detailed semantic representations of text coatent for purposes of content
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analysis in a document retrieval environment. However, there is presently
no clear evidence that such detailed analyses can be done accurately enough,

and on a scale large enough to be applivable to this muﬁ.no.uamcn.

Given the unsolved difficulties related ‘3 .:.:m more ambitious approaches
to text analysis, and the lack of consistent, substantial improvements
achieved with the non-syntactic approach to phrase Emm.xmnm. it is reasonable
to investigate an approach to text analysis that is intermediate between the
mast complex and simplest approaches. This chapter thus has two vbjectives:

(a) to prapose a syntax-based approach to identifying .wm_mmonmzum among
words in text that can be used to construct phrases for use as content

indicators, and

(b) to evaluate this phrase indexing method by performing indexing and
retrieval experiments on two experimental document collections.

The objective of syntax-based phrase construction is to use information
abaut the syntactic structure of docu —ent and query texts to identifly relation-
ships among words that will make it possible to construct useflui phrases that
could not be correctly identified without syntactic information, and to avoid
constructing mnmwnqovlmﬁ phrases that would be generated with a non-
syntactic procedure. Many of the shortcomings of the non-syatactic approach
discussed in chapter 2 can be avercome by incorporating syntactic information
into the phrase construction process. The approach is intended to be applica-
ble to unrestricted English text, so it does not depend on knowledge of the

subject domain of the documents to be analyzed.
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The primary text analysis tool is an existing natural language processing
system that includes a c_..p,ma.nog..mmm syntactic grammar, a large general-
purpese dictionary, and convenient facilities for manipulating the output of
the syntactic analyzer. This phrase indexing method is thus based on:

(2) syntactic structure as determined by the grammar,
(b) information about iexical items as provided by the dictionary, and

{c) specially constructed classes of words that are used in order to be more
selective in constructing phrase descriptors.

Use of information about classes of lexical items that are more refined
than major grammatical n._wummm (whether based on features {rom the diction-
ary, or specially noam”Enﬁwm classes), m.nEuzw goes beyond strictly syntactic
information. This kind on,.ums..onamnmou can, in fact, be viewed as a !imited
kind of semantic information. However, this lexical information is general
enough to be applicable .n.o unrestricted text, so using it fits within the

requirements of this study. )

Certainly much more &mE be dane to refine the content analysis process
in general, even without :m..:‘am domain specific information. Some possibili-
ties mnm.. meantioned in ormm..mq 5. However, it is necessary to restrict this
study to phrase indexing 2.:.? in order to place reasenable limits on the acope
of the investigation, and S,m,mmE.m that the experimental retrieval results can
be fairly n;o_dummmm wilth Ew results of the non-syntactic phrase indexing

experiments presented in chapter 2.

¥
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This chapter is organized as follows. Secticn u.m....mxv_wmnu. the general
approach to syntax-based phrase indexing with simple m.«.va_mm. Section 3.3
pravides an overview of PLNLP, the natural language processing system that
this implementation of syntactic phrase indexing depends on. Section 3.4
presents complete details of the syntactic phrase indexiag method. Section
3.5 is an analysis of the semantic appropriateness of syntax-based phrase
descriptors. Section 3.6 summarizes the results of mzvo_lamunm done to test

the influence of syntax-based phrase descriptors on retrieval effectiveness.
3.2. Syntactic Phrase Indexing Method—Overview

3.2.1, Decomposition and Normalization

The syntactic phrase construction procedure described here is based on
the ideas of decomposition end normalization. The procedure decomposes
complex constructions into simpler forms, while preserving much of the infor-
mation about syntactic relationships among £oam.§=n is provided by the
svntactic analysis system. [n addition, the procedure normalizes the form of
constructions that differ syntactically, but that are closely related semanti-

cally. This is done in such a way that the resulting phrases can be incor-

parated directly into a vector representation of documents and queries, thus’

maintaining compatibility with the existing retrieval environment, and

avoiding the need to perform complex structure matching operations.

18

Some simple examples will serve to illustrate the primary characteristics

of the approach.! To start with, consider the noun phrases in (3.1).
(3.1} automatic text analysis
automatic analysis of scientific text

These two phrases have three words in common. They are closely related in

meaning, hut their syntactic structures differ significantly, as can be seen

{rom the parse trees in (3.2) and (3.3).

(3.2 NP AJP ADJ* *automatic”
NP NOUN®* “text”
NOUN*  “analysis”
PUNC i
automatic -analysis
text . " analysis
(3.3) NP Alp ADI* “automatic”
NOUN®  “analysis™
PP PREP “of"
AlP ADJ* “scientific”
NOUN®  “text”
PUNC o
automatic analysis
text .-analysis
scientific “text

In these trees, the head of each constituent is identified by an asterick. In
(3.2), the head of the noun phrase is analysis, and there are two premodifiers,

an adjective phrase and a noun phrase. The heads of the modifying construc-

tions are the adjective automatic, and the noun text.

! Preliminary versions of this phrase indexing method were discussed iu Fagan (1985,
198N, .

=
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Phrase construction proceeds simply by combining the head of a construc-
tion with the head of each of its modifiers. This yields two simpler phrases,
automatic analysis and text analysis. The original three-word phrase is thus

decomposed into two simpler two-word phrases.?

[n (3.3), the head of the noun phrase is .ummm: analysis, and the adjective
phrase with head automatic is again a premodifier. In this case, however, the
noun text is the head of a prepositional phrase postmodifier, and text is itself
pre-modified by an adjective phrase with scientific as head. . Combining the
head noun analvsis with the heads of its premodifier mum postmadifier yields
the phrases automatic analysis and Eﬁ. analysis. Within the prepositional
phrase, the head text is combined S:.W.Fm E.mSo&mm_..uwﬁ.m::mn to yield the

phrase scientific text.

Although the phrases in (3.2) and (3.3) differ with regard to syntactic
structure and lexical content, the simple strategy of associating heads with
modifiers accomplishes significant decomposition and normalization. The
relatively complex vr..mmm.m are reduced to simpler, two-word phrases, and two
identical phrases are generated from the original Sumn«c&oum. In addition,
because the phrase construction procedure takes into consideration the syn-
tactic structure of the phrases, the syntactically and semantically inappropri-

ate phrase scivntific analysis can be avoided, since its elements are not related

? As currently implemented, the procedure construets only two-word phrases. This is aot
due to any limilations imposed by the syntactic analysis system, or the essential nature of
the phrase coastruction strategy. See section 2.2.1 for further discussion of the mativatioa for
using two-word phrases.

N
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as head and modifier. The non-syntactic approach to phrase construction dis-

cussed in chapter 2 would incorrectly generate this phrase.

This method also makes it possible to extract shared components from
complex phrases that have similar syntactic structure but contain different

lexical items. This is illustrated by the noun phrases in (3.4) and (3.5).

(3.4) NP AP ADJ* “automatic”

NP NOUN* “document™
NOUN*  “retrieval™
PUNC e
automatic _ retrieval
document retrieval
(3.5) NP AP ADJ* “autematic”
NP NOUN® “information”
NQUN*  “retrieval”
PUNC &
automatic ‘retrieval
information retrieval

The phrase autvmatic documen! retrieval yields two phrase descriptors,
automalic retricval, and Monzani retricval, and the phrase aufomatic infor-
maltion relrieval yields ..nEoSn:.n retrieval, and information retrieval. By
decomposing the _uu..mmmm in this way, the two original phrases yield a com-
mon simpler phrase mmmwlu"oq. automatic retrieval. This means that if a
query contained the phrase in (3.4), and a document contained the phrase in
(3.5), their .noaaos mcm.vrnmwmm. automatic retrieval, would match, even

though the complete phrases would not. This phrase construction method

thus provides = partial-match capability that takes into consideration not

L
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only the lexical content of phrases and the order of their elements, but also
their syntactic structure. Notice also that the semanticaliy inappropriate
descriptors aufomatic documen! and automatic information are avoided

because they are not related as head and modifier.

With appropriate extensions and _.mmum,amsnm. c:m simple approach to
extracting phrases from syntactic structures can be applied to quite complex
constructions, and can successfully identify mavy useful phrase descriptors
and avoid cunstructing many less desirable ones. The tree structure and
phrase descriptors in (3.6), for example, show thai good phrase descriptors can
be extracted from a complete sentence. .Umnm:u of the .uw..mum indexing process
that make it applicable to more complex constructions are presented in sec-
tion 3.4. In preparation for this discussion, section 3.3 provides some back-
ground about the natural language processing system used to implement this

approach to phrase indexing.
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.(3.6) [n this poper a probabilistic model of cluster searching based on
query classification is described.

DECL PP PREP *in"
DET ADJ* “this”
_NOUN* “paper”

NP DET ADJ* “a"
AJP ADJ* "probabilistic”
NOUN* “model”
pp PREP “of”
) NP NOUN® “duster”

NOUN* “searching”
PTPRTCL VER8* “based”

PP PREP “on”
NP NOUN* “query”
: . NOUN*® “dassification”
VERB  is”
VERB*  “described”
PUNC .
probabilistic < model
searching © model
cluster . searching
query classification

3.3. PLNLP: A Tool for Natural Language Text Analysis

The phrase Enmxm:w. method introduced in section 3.2 and the syntactic
analysis system it amumunm on are both implemented in PLNLP, the Program-
ming Language for Zm?am_ _..E..m.:wmm Processing. This section is an over-
view of the PLNLP system that is intended to briefly explain:

{a) the general features of PLNLP for use as a natural language text
analysis tool,

(b) the approach to syntactic analysis used in this system,

{c) why this natural language processing system is well-suited to an appli-
cation like content analysis for document retrieval, and

(d) how the syntactic wwammm indexiny strategy is implemented.

e

Page 129 of 364 -




83

Though a detailed treatment of these topics is not required here, a gen-
eral overview will make later discussion of the phrase indexing method more
easily understandable. Complete details of the m%m:.ma can be found in
Heidorn (1972), and a shorter discussion is available in Heidorn (1975). This

section draws on bhoth of these sources. Langendoen and Barnett (1986) is a

tutorial introduction to PLNLP from a linguist’s perspective.

As a programming language, PLNLP is a language for writing aug-
mented phrase structure rules in which the entities specified on the left-hand
side of a rule are re-written as the entities specified on the right-hand side of
the rule.d Each rule can be augmented by specifications that state the condi-
tions under which the rule can be applied, and the structure-building actions
that are to be taken when the rule is applied. In the mam_mamnnmmon used for
this study, PLNLP rules are translated into LISP/VM. ‘The scope of what can
be accomplished with PLNLP rules is essentially :,r:B:mn_. since the
language provides constructs that make it possible to dv with PLNLP rules

anything that can be done with LISP.

PLNLP augmented phrase structure rules perform two functions: decod-
ing and enceding. Decoding is the process of converting natural language
text into a structured format that exolicitly represents relationships among

text elements. This structured format is represented by a data structure

3 See Winograd (1983:377-383) for a general discussion of the augmeated phrase struc-
ture formalism.
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called a record. Recards are sets of attribute-value pairs that can represeat
entities of varying nol!mxmnw. for example, letters, words, nouns, verb
phrases, and sentences. Since the value of an attribute of one record can be a
pointer to another _.mnol. eatities involving complex relationships can be
represented. Encoding is the process of converting these siructuied represen-

tations into some form of text.

Decoding thus corresponds to natural langusge analysis, or parsing,
whereas encoding corresponds to synthesis, or generation. Decoding rules are
augmented phrase structure rules that specify how text is to be converted into
record structures. m:no&,um rules are augmented phrase structure rules that

spacify how record structiires are to be converted into text.

As a natural _pamdmwm processing system, PLNLP provides facilities for
applying decoding rules E.m text analysis, and applying encoding rules for text
synthesis. The decoding ”:x:.mmumv algorithm uses a bottom-up, left-to-right
strategy that produces m:., parses ol a text string in parallel. The encoding

algorithm uses a top-down, serial appreach.

3.3.1. Syntactic Parsing with PLNLP

Jensen (1986) provides a thorough discussion of the general approach
taken in writing the PLNLP English Grammar (PEG). The brief overview
presented here is based primarily on this source. Other discussions of the

grammar and its applications can be found in Heidorn et al. (1982), Richard-
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son (1985), Jensen (1937), Miller, Heidomn, and umu,mmu (1981), and Miller

(1980 |

In developing the PLNLP grammar, one objective has ammn.nm provide the
capability of dealing in a useful way with unrestricted English text. Two
characteristics of the prammar are essential to approaching this objective.
First, extensive semantic mu_.o_.a.m:on is not used, since it is not realistic to
assume thet such information will be available for all subject areas that
might be encountered when dealing with unrestricted text. Thus the gram-
mar presently uses only information about the syntactic characteristics of
words.? Second, the system must have ?ﬁ limitations regarding the vocabu-
lary it is capable of handling. This requirement is met a%.hmb online diction-
ary containing word-class and other syntactic information for about 130,0CC
entries.’

In order to be robust enough to deal adequately ,.i,nr unrestricted text, a
natural language processing system must be able to handle three aspects of
parsing. Lo,bwmb Em:wmpA—mmmnm.ﬁ Jensen and Heidorn 1983:93; Jensen et al.
1983:147-148) refers to these as (a) core grammar, (b} u.m:.wmam ambiguity, and
{c) parsing failure. The core grammar is a set of 235 decoding rules that

define the primary, generally well-understood grammatical structures of

. . - . o - Q mD Gﬂ
¢ {n principle, there is nothing to prevent semantic E?...Encon ..SB.anEa use
parsing nwonmnnw In fact, semantic constraints can be readily incarporated into PLNLP cules,
if such informution is availuble (Jensen and Binot 1987).

$ For the preseat study, a subset of the complete dictionary was used. This reduced dic-
tionary containa only entries for words that occur in the experimental ducumeant and query
collections.

~
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English. mw«m?m mBEm.m.mq arises when the core grammar yields more than
one parse for an input string. This is dealt with by a peripheral procedure
that ranks the alternative parses by calculating a parse metric for each parse
(Heidorn 1982). The u:m;m:«.o parses are then presented in rank order,
starting with the most E,mr:‘ valued parse. Parsing failure arises when an
input string does aon\no:.mmnonm to & structure defined by the core grammar.
This is handled by .w m:mm,mm% of parse fitting, which examines the records con-
structed when the parse s..mm attempted, and selects records that are likely to
provide the most useful wp_..on.amzon about the syntactic structure of the input

string. These records are then available as a suhstitute for a successful parse.

3.3.2. Document Content Analysis Using PLNLP and PEG

The PLNLP .mwmnma _m well-suited to an application like content analysis
for document retrieval for three primary reasons. First, the PLNLP grammar
covers a broad range of _..mum:ww coustructions, and is not dependent.on
semantic information about a particular subject domain. Second, the system
deals with multiple nmnmm.m and failed parses in a useful way. When multiple
parses are produced, the parse metric provides a way to select one parse that
is likely to be useful for {urther processing. When parsing is unsuccessful,
the fitting procedure Eom.nw.:w identifies some lower level structures (such as
noun phrases and E.mncmm.n.onm_ phrases) from which useful information can
be gathered for document w,ummxmum. Finally, encoding rules m:.w a convenient

mechanism for systematically examining the record structures that represent

e
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s

representing document content.

3.3.3. Using PLNLP Encoding Rules for Phrase Indexing

The approach to phrase indexing introduced mu.mmn:on 3.2 has been
implemented with PLNLP mnno&nw rules. The purpose of this section is to
explain, in a greatly simplified way, the essence of how this is done. Encod-
ing rules used for phrase indexing are called phrase indexing rules, or phrase

construction rules.

Though complete details of the implementation cannot be included here,
it is hoped that this overview indicates that encoding rules nrovide a con-
venient and powerful means of manipulating the complex record structures
that are used to represent syntactically analyzed natural language text.
Because encading rules provide this capability, they are uniquely well-suited

to the task of document content analysis in general.

Parsing is accomplished by having the decoding w_modc:d apply decoding
(grammar) B:mm to input text. The primary result of nr.m decoding (parsing)
process is a structure consisting of a set of records connected by pointers from
one record to another. This record structure explicitly represents the relation-
ships among the elements of the input string, as determined by the decoding

rules.

The general structure of the relationships specified by a record structure

N

can be represented by a tree disgram. Since most of the structural
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characteristics of mwdnwnmnus analyzed text that are essential to the phrase
indexing rules non.mmuocm. closely to the structural relationships represented
by tree diagrams, it is-sufficient to discuss the mgv_mamngaon.oa phrase
indexing rules in terms wn. their operation on trees, rather than their opera-
tion o:. the more noBu_m% underlying record structures. Thus instead of talk-
ing about phrase Eaminm rules applying to a record of a certain kind, it is

sufficiently accurate to tatk about a rule applying to a particular kind of node

in a phrase structure tree.’

Figure 3.1 illustrates the basic form of encoding rules, which is essen-
tially the same as a::.“o.. production rules. Each rule consists of a rule
number, a left-hand mEm.‘.‘mu arrow, and a right-hand side. The left-hand side
of a rule identifies the type of object that the rule can be applied to. The
right-hand side of the rule’specifies the objects that the rule is to create. Rule
(0) in gart (a) of Figure: 3.1 is-a simple unaugmented encoding rule that
applies to any NP, and nwmm:nmm a DET and a NOUN. Rule (0" in part (b) of
Figure 3.1 is an mcmamu”m.m form of Rule (0). The left-hand side of this rule is
augmented with non&:om specifications. The condition specifications state
further requirements Emn. must be fulfilled by a particular NP in order for
the rule to apply ta it. The elements on the right-hand side of Rule (0" are
mcmamuﬁ.mm f:r .mnnos specifications. Action specifications generally give
further instructions mvmni}sm how the named objects (DET and NOUN) are

to be created.

&
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The simplified rules in Figure 3.2, together with the trees and phrase
descriptors in Figure 3.3, illustrate how rules of this form can be used to
implement the phrase indexing method introduced in section 3.2.5 But before
explaining these phrase indexing rules, it is umnowwmﬂw to introduce some ter-

" minology that is needed for talking about tree diagrams and how rules apply

to them.

(0 NP - DET NOUN

{a) A simple, unaugmented encoding rule.

(0" NP(Conditionl, Condition2) -
DET(Actionl)
NOUN(Actionl, Action2)

(b) An encoding rule augmented with condition
" and action specifications.

FIGURE 3.1. Basic {orm of enceding rules. .

¢ The rules in Figure 3.2 do oot conforn exactly o ...bn syntax of vrz_..m. _.:_mm.r These
rules gre greatly simplified, and are intended suly to provide a general indication of ..oivon.
coding rules can be used to selectively extract elements from tree structures uad use these
slements lo construct phrase descriplora.

(1) NP(Premodifiers)

-

OCHMCH@S%EB&;Q&. Head)
NP(Premodifiers = Rest[Premodifiers])

2) NP

NULL

FIGURE 3.2. Simplified encoding rules (phrase indexing
rules) for constructing phrase descriptors from _noun

phrases.
Parse Tree Phrase Descriptors
(cutput)

NP Ap ADJ* automatic o

NP NOUN® text

NOUN?* analysis

(2) The original noun phrase.

NP NP NOUN*  text

NOUN* analysis

automatic  analysis

(b) After mwmn application of Rule (1).

NP NOUN®* analysis

text analysis

fc) After second application of Rule (1).

FIGURE 3.3. Decomposition of the noun phrase automatic text.

analysis and construction of phrase descriptors using the apcoding

rules in Figure 3.2.
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Each constituent in a tree that represents a construction other than a

lexical category has a head.” In the tree diagrams, the wmmu of a construction
is identified by an asterisk. For example, the _o:..Ewm" NP in the tree
diagram in part (a} of Figure 3.3 represents the noun phrase automatic lext
analysis. Its head is the NOUN analysis. The head of a construction may
have premodifiers and/or postmodifiers. The NOUN aralysisin this figure has
rio premodifiers, an AJP and a NP, but it has no postmodifiers. The top (or
first) premodifier is the one that would appear in the left-most position in a
standard textual representation of the construction; this is the constituent
that would be spoken first. The bottom (or last) premodifier accurs in the
right-most position; this constituent would be spoken last. Thus in Figure 3.3
(a), automatic is the top (first) premodifier of the head analysis, and text is the
bottom (last} premodifier of the head analysis. The same terminclogy applies

to postmodifiers.

Before the ruies in Figure 3.2 tegin applying to the noun phrase
aulomatic tex! agnalysis E.Emﬁ«m 3.3, the noun E:.mm,m has the structure
shown in part (a) of that figure. At this point, no phrase descriptors have
been constructed, so the column labeled “Phrase Descriptors” is empty. As
indicated by their left-hand sides., both rules in Em.E.m. 3.2 anply to noun

phrases, that is, constructions represented as NP nodes in parse trees. The

! Examples of lexical categories are MUUN, PREP, and VERB, each of which usually
corresponds to a single word. Non-lexical categories, such as NP, VP, and PP, represent
higher-level constituents.

N
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rules differ, however, in that the left-hand side of Rule (1) is augmented with
a condition mumnmmnmnos,.._.irmammm the the left-hand side of Rule (2) has no
condition specifications. _The encoding algorithm attempts K apply rules in
the order given, 50 an attempt would be made to apply Rule (1) before Rule

(2). The first rule whose condition specifications are fulfitled is applied.

The condition ..v_.m.amn‘mmmnm: in Rule {1) stiplates that this rule can be
applied to an NP only if it has at least one premodifier. The NP in (a) does
have premodifiers, 30 the ”nc_n applies. When the rule applies, two things hap-
pen: (1) some output is .A.n..o&:nmm. and (2) a new NP node is constructed.
These actions are indicated by 'OUTPUT' and ‘NP’ on the right-hard side of
the Rule (1). The augmentations associated with OUTPUT specify the kind of
output to te produced. drm specification “Top(Premodifiers}” is a procedure
call that returns the .,on.”..ﬁm....m.u sremadifer in this nour phrase, so the cal!
returns automatic. The specification "Head” simply refers to the head of this
noun phrase, analysis. .H.:mmm two elements are then written out as the phrase
descriptor automatic analysis. The augmentation associated with the NP on
the right-hand side of Rule (1) specifies how the new NP node is to be con-
structed. By default, an NP on the right-hand side of s rule starts out as an
exact copy of the NP on ::.w, left-hand side of that rule. The specification

P.m.do&mmnmuwmm:vqmao&mma_
then alters the w:.cnn..:.o m._. the NP by removing its top (first) premodifier.

The rrocedure call "Rest{Premodifiers]” returns ihe original list of

¥+
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premodifiers with the first element removed.

The end result of this application of Rule (1) is that a new NP text
anaiysis has been constructed, having the structure shown in part (b) of Fig-
ure 3.3. In addition, the phrase descriptor aulomatic analyvsis has been pro-

duced, as shown in the phrase descriptor column of that figure.

Since the NP in part (b} has a premodifier, text, Rule (1) applies to it as it
applied to the NP in (sl The result is a new NP n:.p?m..m and a phrase
descriptor text analysis, as shown in part (¢} of Figure 3.3. This new NP has
no premodifiers, so it does pot fulfill the condition specifications of Rule (1).
Since it has no condition specifications, Rule (2) does apply. A right-hand
side of “NULL", as in Rule (2), produces no output, and signals the end of pro-
cessing for this construction.

The PLNLP programming environment includes Fn:w:mm that make it
eusy to traverse the record structure that represents a parse tree, thus mak-
ing it a simple matter to apply phrase indexing rules to potentially every
aode in a tree. The condition specifications on enceding rules provide the
added capability of extracting phrases selectively, using only certain kinds of
constructions as sources of phrase descriptors, if desired.

The approach to decomposing parse trees m:cmnwwnmu above is the basis for
the phrase indexing method introduced in section 3.2 and discussed further in
section 3.4. The refinements to be presented in mmnzg.. 3.4 have been imple-

mented with encoding rules of the same basic form as those in Figure 3.2.
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Though these refinements introduce substantial complexity into the rules, the
purpase of the refinements is conceptually quite simple. The purpose is to be

more selective in extracting elements from parse trees for use a phrase

descriptors.

J.4. Syntactic Phrase Indexing Method—Details

Section u.m,mwgmmnma.mp general terms the objectives of syntax-based
phrase indexing, and mn:omcﬂmm the essential elements of the the phrase con-
struction strategy. wmn:,mn 3.3 provided an introduction to how encoding
rules can be used to manipulate parse trees and extract elements from them
that are useful for purposes of phrase indexing. This section descrives the
phrase indexing process in .m.nmmomq detail. Included are discussions of

:::5BE.o«n«mBBuannonmc.:n:oumqmw"mn_gnrmvr;mmmn&mnmbm
rules, :

(b} how phrase descriptors are extracted (rom these constructions, and

(c) some refinements to the basic strategy of associating construction heads

,.in,.Bo&mm«mnrmn.w:oimmn:soum_:mm?_vr;mmammnlng—.mSvm
identified. ,

Though the _.mmsmSmmmw to the phrase indexing method presented in this
section have been mav_oawmsnmn_ with PLNLP encoding rules, an etfort has
been made to describe nrm. process using terminology that is largely indepen-
dent of the details of nmw PLNLP implementation. Thus the discussion

assumes only the mo:oimn%

(a) the existence of a rule-based language allowing for flexible statement of
both conditions on rule application and actions for structure building,

PR
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(b) some familiarity with phrase structure trees,

(c) the definitions of head, premodifier, and postmodifier, as given in section
3.3.3, and

(d) some mmﬁ::mmlnw with general linguistic concepts.

3.4.1. Selection of Construction Types

The general approach to phrase mnmmxmnm used in this study is based on
Azwm ideas of decomposition and normalization. In o&m.q to construct phrase
descriptors of good quality, however, decomposition must be done selectively.
This is done by restricting the application of phrase indexing rules so that
only certain kinds of constructions are allowed to participate in the phrase

construction process.

The most complex syntactic construction dealt with here is the sentence,
so the first step in decomposition is to select from mmnr gentence thase ele-
ments that are likely to be good sources of phrase descriptors. This is doae by
selecting a few major syntactic construction types that will be analyzed
further by rules developed for each type of construction. This initial selective
step can be viewed as a coarse-grained filter that m_.:dmsm.nmm a significant pro-

portion of the constituents of a sentence at relatively little cost.

The constructions used as sources of phrase descriptors are selected sube-
lasses of: (1) ncun phrases, (2) prepositional phrases, (3) adjectival construe-
tions, and (4) verbal constructions. Corresponding to each of these construc-

tion types is a set of encoding rules that determine how phrase descriptors are

N

T
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to be constructed from each type.

3.4.2. Noun Phrases

For purposes of aonﬁwmnn content analysis, noun ur_.mwmm are generally
considered to be a good source of words and phrases that are valuable indica-
tars of document nonﬁma.r, Some evidence has been gathered to support this
point of view (Waldstein-1981). For this reason, this study has been directed
primarily toward constructing phrase descriptors based on noun phrases. The
following subsections describe methods of further _,mmnlnmmbm the set of nomi-
aal constructions used as sources of phrase descriptcrs, and the methads

developed to extract as many good phrase descriptors as possible fram the

selected constructions.

3.4.2.1. Restrictions on Heads and Modifiers

The basis of the mwn.&nzn phrase indexing strategy is the idea of con-
structing phrase descriptors that consist of the head of a construetion together
with the head ol a Bon:m.mn. A.Em. approach does yield a number of good
phrases. But il applied ﬁ:rocn further restriction, it also yields a large
sumber of phrases that .E.m oot good indicators of document coatent, and
therefore E.w oot useful as phrase descriptors. Many undesirable phrases can
be avoided by using conditicn specifications in indexing rules that prevent the

rules from applying to constructions having certain characteristics. Stch res-

trictions can be placed on both heads and modifiers.

-
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Restrictions of this kind should be stated so that they apply o general
categories whenever possible, and should be applicable to all kinds of text. In
order for the phrase indexing rules to be generally applicable, rules must not
use restrictions that are suitable oa_w for text n_nm,:nm with a specific subject
area. Three general kinds of information have wmm.n. used to specify that a
head or modifier in a given construction should not be included as an element
‘of a phrase descriptor. These inciude:

{a) syntactic category features, as determined by the syntactic analysis sys-
tem,

:.:_mxmnm_nmmncnmm.wmmumnmmomggm &n:ouwﬁ«.ma:@ mowmﬁ<mn£ona.
and .

(¢) membership of words in various classes of lexical items that have been

defined specifically for the purpose of constructing phrases for use as
content indicators.

The noun phrase in (3.7) illustrates a typical situation in which syntactic

categaries can be used to avoid constructing undesirable phrase descriptors.

(3.7) NP DET ADJ* “the”
NOUN®  “efficiency”
© PP PREP “of*

OET AD)* “these”
QUANT ADJ* “four”
AJP ADJ* “sorting”
MCUN*  “atgerithms”

PUNC -

Without further restrictions, & noun pphrase like the one in (3.7) would yield

the phrases in (3.8).

98
(3.8) Modifier = | Head
the ) efficiency
algorithms efficiency
these - algorithms
four - algorithms
sorting - algorithms

Of these five phrases, only twa could be considered good content indicators.
The phrase descriptors with modifiers the, these, and four should be excluded.
This can be mnnoau:mrma by placing conditions on the application of rules
which prevent the mqunzn categories DET (determiner) and QUANT
(quantifier) {rom ammum..muzcmmu as elements of phrase descriptors. Since a
condition stated in terms of syntactic categories is very general, a single con-
dition can exclude a large number of inappropriate phrase deycriptors. A few

additional examples are: all levels, some extent, and many journals,

Associated with Bmu< lexical items in the dictionary are lexical features.
The feature NUM, for example, is associated with words that represent cardi-
nal numbers. Just as mmn&zonm on phrase construction can refer to syntactic
categories, lexical qomn.c..nmw can also be used. A condition staiing that a ooun
phrase whose head has _.;m lexical ?m.c.:.m NUM cannot be used as the source
of a phrase descriptor, prevents a useless phrase descriptor like causes one
from being generated :.m..: the noun phrase one of the main causes. Similarly,
the feature ORD is mmmoamnmm with words that represent ordinai numbers.
This feature can be :mm& to avoid undesirable phrase descriptors like third
procedure, which ioc_m..nnrmnium be constructed from the text vrnmmm the

third clustering procedure.

&
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It is preferable to specify restrictions of this kind by using syntactic
categories or lexical features, so that the restrictions will be as general as
possible. Nevertheless, it is still necessary to explicitly exclude individual
lexical items when syntactic categories and lexical features are not sufficient
to define the desired set. For example, there are mA number of memnanm:w
empty nouns that should not be :.mma in phrase descriptors. These include,
kind, less, more, mos!t, other, same, use, using, and way. By excluding these
words from use as heads of ohrase descriptors, undesirable phrases like
schemzs other and power kinds, which would otherwise be constructed from
the text phrases in (3.9) and (3.10), can be avoided.

2.9) related to each other in meaningful schemes

(3.10)  two kinds of power

3.4.2.2. Treatment of Conjoined Modifiers

The basic strategy of constructing phrases by mmm.onmmm.mum the nead of a
constiiuent with the head of zach of its modifiers is adequate when each
modifier is a simple constituent. Tn order to to be fully general, however, it is
necessary to deal with more complex constructions, for example, constructions

in which a modifier consists of two or more canjoined constituents.

The noun phrase in (3.11), library and information networks, consists of a
head noun nefworks and a single noun phrase premadifier library and infor-
mativn. As indicated in the parse tree, the conjunction and is aneiyzed by

the PLNLP grammar as the head of this noun phrase premodifier. mmunm.nnk

100

is the head of the premodifier, in their simplest form, the phrase construction
rules would yield the phrase and networks. To avoid constructing this phrase,
it is necessary to treat modifiers that have conjunctions as heads differently

from other modifiers. .

An effective muvqunr is to associate the head of each conjunct of the
modifying nosmnpcnmr._i:r the head of the noun phrase. This is done by
altering the structure ‘.2. the noun phrase in (3.11) so that the conjuncts,
library and N.:\.Owan:.c.? both become premodifiers of networks, rather than
modifiers of the noa_.cunvnmoa and. The result is a noun phrase with the struc-
ture shown in (3.12). After doing this, the two good phrases library networks
and information :&Emlam can be constructed in the usual way. Conjoined

postmodifiers are treated similarly.

3.19 NP NP . NP NOUN*  “library”
CONJ® “and”
NP NOUN*  “information™
NOUN® " “networks”
PUNC i
(3.12) NP NP NOQUN*  “library”
NP NOQUN* “information”
NOUN®" “networks™
PUNC . .7

This generalization of the phrase construction strategy is important,

since constructions of this type are a source of good phrase descriptors, and

such constructions occur commonly in document and query texts. Further

L
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examples appear in (3.13), (3.14), and (3.15).

{3.13) NP AP AlP ADJ” “physical”
CONJ* “and”
AlP AD)* “medical”
NOUN® “sciences”
PUNC e
physical sciences
medical sciences
(3.14) NP AlP AP ADJ* “scientific”
CONJ* “and”
AlpP ADJ* “technical”
NOUN* “publication” ,
PUNC .
scientific publication
technical publication
(3.15) NP NP NOUN* “information”
NOUN* “dissemination”
PP PREP “by"
NP NOUN*  “journals™
CONj* “and”
NP NOQUN* ~periodicals”
PUNC -
informatian dissemination
journals dissemination
periodicals dissemination

3.4.2.3. Treatment of Conjoined Noun Phrases

Just as the phrase construction rules must be general enough to handle

conjoined modifiers, they must also deal in a useful way with conjoined noun

phrases. The noun phrase in (3.16), for example, consists of three conjoined

noun phrases which have status, position, and function as heads.

102

(3.16) NP DETY - ADI* “the”
NP NOUN® “status”
CONJ -
NP . NOUN®* “position”
CONJ* . =, and”
NP NOUN* ~function”
. PP PREP “of”
DET AD)* “the”
. NOUN* “libranans®
PUNC i
librarians. .- - status
ibrarians ) position
fibrarians ’ function .

The last of these has a prepositional phrase of the librarians as postmodifier.
Without further elaboration, the phrase comstruction rules would treat the

head of this noun phrase, “, and," just as any other head, yielding the four

phrase descriptors in (3.17).

(3.17)  Modifier - Head
status . and
position ", and
function . and
librarians

" {function

The three descriptors containing the conjunction as head are of no use as coa-

tent indicators, and must be avoided.
Since the meaning ..2. this noun phrase has to do with the status ef

librarians and the position of librarians in addition to the function of iibrari-

ans, two additional urnwmm descriptors shown in (3.18) should also be gen-

erated. -

s
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(3.18)  Modifier Head .
iibrarians status ” @.19) NP OET. a0k _the
. . .. : . NP NOUN* “attitudes”
librarians position ‘ CONJ*  “and"
. NP .. NOUN®*  “skills™
This can be accomplished simply by associating the modifier of the last con- ©opp PREP “of*
. C AJP ADJ* “traditional”
junct, librarians, with the head of each of the three conjuncts of the noun puNC - NOUN®  “warkers
phrase, workers attitudes
workers L skills
, TR . . traditional™ k
Distributing the modifier of one conjunct of a noun phrase over all con- raditiona . workers
juncts in this way yields a large number of good phrase descriptors. This is (3.20) NP DET  ADJ* “the"
NP NOUN* “philosophy”
illustrated furt the i . . in- com. s
urther by the examples in (3.19) and (3 N.S. Rather than the sin NP . NOUN® “design®
i ) . ) coNyT . and"
gle phrase workers skills being constructed from the attitudes and skills of NP~ NOUN* “implementation”
PP PREP “of*
traditional workers in (3.19), this approach alse yields workers attitudes. OEv.  ADJ® R
B AJP ADJ* “experimental”
- . . . . . : NOUN* “interface”
Similarly in (3.20), two phrases, interface philosophy and interface design, are PUNC ., =~ inieriace
produced in addition to interface implementation. interface , philasophy
interface : design
, interface - implementation
‘ experimental interface

In order to avoid constructing inappropriate phrases, however, this stra-
" E . tegy can be applied o:@ under restricted circumstances. The need f{or further
restrictions is illustrated by the noun phrase in (3.21). The meaning of this
noun phrase is such that it is not correct to distribute the madifier of each aof
the conjuncts over _uon; conjuncts. That is, the phrases program performance

) and human consistency should be constructed, but the phrases program con-

sistency and human performance should not be constructed.

ks
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(3.21) NP NP NP NOUN*  “program*
NOUN*  “performance”
CONJ* “and”
NP AP ADJ* “human®
NOUN® “consistency”
PUNC ‘-
program performance
human consistency

In a large proportion of the cases examined, the following restriction

yields appropriate phrases:

Only the oremodifiers of the first conjunct, and the postmadifiers of the
last conjunct can be distributed. In addition, the premodifier of the
first conjunct is distributed only if none of the other conjuncts has a
premodifier. Similarly, the postmodifier of the last conjunct is distri-
buted only if none of the other conjuncts has a postmodifier.

In a case like (3.22), these criteria allow both a premodifier and postmodifier

to be distributed over all conjuncts, yielding six good phrase descriptors

rather than two.

Without discussing all the detsils of how this is done, the essence of the

process is that from a :o_.s. phrase like the one in (3.22), the three simpler

noun phrases shown in (3.23), (3.24), and (3.25) are constructed. The phrase

indexing rules then apply to these simpler noun phrases in the usual way,

yielding the expected phrase n_mmnl.uﬁo.‘m.m

‘

* Note that construction of the simpler noun phrases in (3.23), (3.24), and (3.25) iz done
mainly with pointers to existing structures, so extensive copying of tree structures is oot re-

quired.
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(3.22) NP NP AJP ADJ” “automatic”
NOUN®  “analysis™
CONY n
NP “NOUN®"  “storage”
CONIJ* and”
NP NOUN®*  “retrieval”
PP PREP “of”
NOUN®" “information™
PUNC e
automatic - analysis
information analysis
automatic starage
information storage
“automatic retrieval
information retrieval
323} NP eV ADJ* “automatic*
NOUN®  “analysis®
PP PREP “of*
NOUN*  “information™
PUNC n
automatic analysis
informasion analysis
(3.24) NP AP ADJ* “automatic”
NOUN®*  “storage”
PP PREP “of*
NOUN®*  “information™
PUNC e
automatic . storage
information storage
{3.25) NP AlP ADJ* “automatic”
NOUN®*  “retrieval”
PP PREP “of"
NOUN* “information™
PUNC .-
automatic "_retrieval
information retrieval

e

Page 141 of 364-




LA

107
3.4.3. Prepositional Phrases

Given the approach to constructing phrase descriptors from noun phrases
presented in the previous section, prepositional phrases can be handled
directly and simply. The noun phrase o&mnn.o._. a preposition is extracted from
the prepositional phrase, and the resulting noun phrase is then processed by

the phrase indexing rules exactly as any other noun nr_..umm would be.

For example, fram the prepositional phrase in (3.26), the noun phrase in
(3.27) is constructed, yielding two phrase mmmnlvnonm..i\cnsn:ca exchange

and information disseminalion.

(3.26) pp PREP “for"
NP NOUN* “exchange”
CONJ* “and”
NP NOUN* “dissemination™
PP PREP “of" -
NOUN®* “information”
(3.27) NP NP NOUN* “oxchange”
CONJ“ “and”
NP NOUN*  “dissemination”
PP PREP “of”
NOUN®* “information™
information exchange
information dissemination

3.4.4. Adjectival Constructions

A significant proportion of adjectival constructions are not likeiy to be
important indicators of document content in isolation from the nouns they

modify. However, many adjective phrases that consist of an adjective with an

108

adverbial modifier do provide a source of useful phrase descriptors. The noun
phrase in (3.28), for m.«mB.u.,_m. contains two adjective phrases of this kind. The

phrase descriptors pEeBn.:.nnNQ malching and auntomatically drewing can be

extracted from these phrases.?

(3.28) . :
NP OET ADJ* “a"
NOUN®*  “system”
PP PREP “for”
AP AP AD)* *encoding”
: CONJ -
AJP AVP ADV* “automatically”
ADJ* *matching”
CONJ* “and”
Alp AVP ADV* “automatically”
ADJ* “drawing”
AlP ADJ® “¢chemical”
TNCUN®  Tstruciures”
automatically matching
automaticatly drawing

Though the mmnmm in ,a.mm, does yield these two good phrase descriptors,
it is clear from the Bmmn?m of this sentence that this analysis is not the most
upprupriate one. A more -appropriate parse would have matching and draw-
ing analyzed as verbs, mw in {3.29). Since this kind of ambiguity cannot be
resolved on syntactic m...o..mnnw. the grammar produces both of these analyses.
It is important for the phrase indexing rules to correctly handle both, how-

ever, since the parse metric assigns a higher rank to the parse in (3.28) than

the parse in (3.29). :..nrnmum descriptors are taken only from the highest

% Other ;hrase deacriptors are also constructed, but oaly those #irectly relevant to the
current discussion have been included in (3.28), {3.29), (3.30), and (3.31).
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ranking parse, it is important to have the phrases generated from the struc-

ture in (3.28), even though it is not the best analysis.

(3.29) NP DET ADJ* “a®
NOUN®*  “system”
[ PREP “for”
vp VERB*  “encoding”
CONJ i
AVP ADV* “automatically”
veP VERB* “matching”
CONJ* “and”
vpP aAve ADV* “automaticaily*
VERB* “drawing”
NP AP AD)* “chemical”
NOUN®  “structures”
automatically matching
automaticatly drawing

Constructing phrase descriptors from m&.mn:@_ constructions of this kind
is also valuable, because expressions that are analyzed by the grammar in
this way have common nominal and verbal paraphrases, and it is important
for the phrase construction rules to be able to normalize all of these semanti-
cally related constructinns 3. the same form. For example, the noun phrase
in (3.30) is very similar in meaning to the one in (3.28), but in (3.30), match-
ing and drawing are nouns rather than adjectives, and are modified by the
adjective automatlic rather than an adverb. After a ,uSBBEW operation is
performed to regularize morphological <,m1w=rm. however, the phrase descrip-

tors generated {rom these two noun phrases will be identical.
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(3.30 NP DET ADJ* “a”
NOUN®* . “system”
PP PREP “for” .
AlP ADJ* “automatic”
AP ADJ" “chemical”
NP NOUN®  “structure™
NP NOUN*  “matching™
CONJ*  “and" ’
NP NOUN® “drawing”
automatic matching
automatic “ 7 drawing

A comparable situation arises in a sentence such as (3.31). Here, an
equivalent idea is expressed in an infinitival construction from which the

phrase descriptors automatically match and automatically draw are derived.

(3.31) DECL NP DET ADJ* “the”
: © 'NOUN* “system”
VERS “is”
VERB* . "designed”
INFCL  INFTO “1a”
CAVP ADV* "automatically”
vP VERB* “match”
. CONJ* “and"
VP VERB* “draw”
NP Alp ADS* “chemical®
- . NOUN®  “structures”
PUNC . "
automatically . match
automatically draw

Unlike the noun phrase in which these expressions have both an adjec-
tival analysis and a <o?m_ analysis ((3.28) and (3.29)), the constructions in
(3.30) and (3.31) each have only a single analysis. [t would not be possible to

normalize the form of -all of these semantically related expressions if the

¥
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phrase indexing rules were not capable of dealing with adjectival comstruc-

tions having adverbial premodifiers.

Though adjectival constructions like those in (3.28) are useful, many
other adjective phrases are clearly not good seurces of u_r_.mmo deseriptors. For
example, phrases like most suited, noBEmEQ unnecessary, and ultimalely
,@:hclni. are not important content indicators, and E..m not likely to have a
significant positive effect on retrieval mm.mnn?mnmmm.. A simple restriction
suffices to exclude most undesirable phrases, and to include many useful ones.
First, it is required that the head of the adjective phrase be a present or past
participle. This allows phrases like prmmm in (3.28), a$ well as phrases like
alphabetically arranged. A small class of participles is then explicitly
excluded, for example, interesting. (n addition, several classes of adverbial
modifiers are excluded. These include comparatives Am.w.. less, more), superla-
tives (e.g., most), intensifiers (e.g., very), and specifiers {e.g., mainly, mostly).
These can be identified by the lexical features provided by the dictionary. In
addition to Bo&mma excluded on this basis, a large class of adverbs judged to
be of little importance as content indicators are also excluded. The base

forms of these adverbs appear in Figure 3.4.'°

'9 This list was compiled by examining the vocabulary of the CISt document collection,

L
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also concomitant  full name short
ably consequent gencral near similar
absolute considerable genuine new special
abundant converse good nice ~ sure
accidental current great normal thorough
accordingly  deep .. gross abvious time
actual definite habitual occasional tremendous
admirable different hard open true
admittedly dramatic high over undeniable
alternate especial hopeful overwhelming undoubted
alternative  essential ideal particular unenviable
apparent eventual immediate possible unerring
appropriate  evident important  preferable unexpected
bare exceading incidental  present unforgivable
basic exclusive inevitable presumably unfortunate
blind extensive invariable  probable unlike
brief extreme keen pure unlikely
broad favorable kind rare utter
careful favourable large ready various
cautious final late real wanton
certain fine light remarkable wholehearted
cheerful firm - like remarkably whaole
clear first main respective wholly
common former marked rich wide
complete fortunate mere right
concise frank most seeming

FIGURE 3.4. Adverbial base forms excluded f{rom use as
modifiers in phrase descriptors.

3.4.3. Verbal Constructions

The syntax-based -phrase indexing method proposed in this study is
directed primarily Stw& extracting phrase descriptors of good quality from
nominal nonm:._.:u:omm,. tlowever, since nominal constructions commonly
include «E.mo:m kinds ..on verbal constituents as modifiers, generating phrase

descriptors from noun. phrases cannot be done adequately without dealing

with verbal constructions, at least to a limited extent. For this reason. index-

™
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ing rules have been included to deal with a limited inventory of verbal con-
structions, namely, infinitival and participial n_mrmmm occurring as
postmodifiers of nouns. A comprehensive treatment of verbal constructions
has not yet been mBEmbcSa.
3.4.5.1. Clauses as Postmodifiers of Nouns

Noun phrascs with present mE.znmEm_. past participial, and infinitival
clauses as postmodifiers are illustrated in (3.32), (3.33), and (3.34).
Corresponding to the noun phrase with clausal postmodifier in each of these
sentances is a sententiz! paraphrase that expresses a.,:w same relatianships

among the nominal and verbal elements involved. These are presented in

Figure 3.5.
(3.32) DECL NP DET ADJ" “the”
NOUN® “machine”
PRAPRTCL VERB*  “coding”
NP OET ADI* “these”
AlP ADI “chemical™
NOUN*® “structures”
VERB* “is” B
AlP "ADJ* *fast™
PUNC -0
machine coding
structures <ading
chemical structures
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(3.33) DECL NP DET ADI* “the”

AJp ADJ* “chemical®
NOUN*  “structures”
OTPRTCL wEBg” ‘coded”
- pp PREP “by”
OET ADjJ* “this”
NOUN* “machine”
VERB* are” e
AJP AD)* “incorrect”
PUNC oLt
steuctures - “coded
chemical . structures
machine © ¢oded
(3.38)  DECL NP PRON'  “they”
VERB*  “designed™
NP NQUN* “machines”

INFCL  INFTO  “to”

VERB* “code”

NP AlP ADJ* “chemical”
NOUN*  “structures”

PUNC e
machinas - code
structures - code
chemical . structures

[n each of the mmnﬂmnn...mw in Figure 3.5, the verb is the head of the con-
struction, and the nominal arguments (whether noun phrases or prepositional
phrases) are premodifiers and postmodifiers of the verb. This structure can be
observed in (3.35), where ...n.vm.vmma of the sentence is the verb coding, which

has the machine as a noun phrase premodifier, and these chemical structures

as a noun phrase postmodifier.

o
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icipt ostmodifier:
resenl participial clause as p 0
? the hmnaum coding these chemical structures

Sentence: ) )
" the machine is coding these chemical structures

icipi tmodifier:
st participial clause as pos ] )
vnugﬂ chemical structures coded by this machine

ce: ) )
mmammm chemical structures were coded by this machine

[nfinitival clause as postmodifier:
machines to code documents

Sentence: ) .
machines code documents

FIGURE 3.5. Noun phrases with clausal postmodifiers and corresponding

sentences.
DET ADI* “the”
(3.35) DECL NP O e -machine"
VERS ;x..u. .
RB* “coding . .
uw DET ADJS" these’ .
AP ADJ" “chemical

NOUN®  “structures”
PUNC

——H xmmﬂv—um. i—ﬂr ﬂrm nmﬂvmumw Mﬁﬂmﬁma Oﬁ mmbﬂupﬂumm @Tﬂmmm mﬂwg@ﬂOnw
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from them in such a way that they yield amwnlcnonm of similar form. By doing
om them
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hg generated from constructions that differ syntactically but that are similar

semantically.

The best way to assure that the nominal and «mnrm_ constructions are
treated consistently is to simply transform the nominal constructions into ver-
bal ones, and then apply the same phrase construction rules to them that
would be applied to any other verbal construction. This is done by a rule that
recognizes noun vvgumm.s:w clausal postmodifiers, like the one in (3.32), and
constructs the nownmmvmm&nm verb phrase, like the one in (3.36). Rules

designed to operate on verb phrases then generate phrase descriptors consist-

ing of verbal hzads and nominal modifiers.

{3.36) ve NP - DET ADJ* “the™
NOUN* “machine”
VERB®*  “coding” ’
NP . DET ADJ* “these”
CAJP ADJ “chemical®
TNOUN®  “structures®

An important beneficial aspect of this treatment of clausal postmodifiers
of nouns is that the phrase descriptors generated are identical in form (after
morphological regularization) to those that would be derived from correspond-

ing nominal constructions that do not have clausal postmodifiers.!! Examples

appear in (3.37) and (3.38).

"' The phruse descriptors generated (om these constructinng are ideatical with the ax-
ception of chemical cuding ia (3.37). This inconsistency caanot be resolved on syntactic
grounds. Though the desired phrase descriptor chemical structure is nat constructed. the gea-
erated phrase chemical cuding is not eatirely inappropriate scmantically.

L&
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(3.37) DECL NP NP NOUN*  “machine”
AP ADI* “chemicai”
NP NOUN®* “structure”
NOUN®* “coding”
VERB" “ig”
AlP AD)* “efficient”
PUNC .-
machine coding
chemical coding
structure cading
(3.38) DECL NP NP NOUN®* “machine”
NOUN® “.oding”
PP PREP “of*
AlP ADJ* *chemicat®
NOUN*  “structures”
VERB* “ig*
AlP ADI* “efficient”
PUNC =" . : !
machine coding
structures coding
chemical structures

Figure 3.6 contains s list of verb bases that are excluded (rom use as ele-

ments of phrase awunlnﬁonm..

accept call do know put
affect change exist lead receive
allow come expect like regard
appear concern express make see
approach consider give meet show
attempt deal have need suggest
base describe include obtain take

be determine intend offer use
become devote introduce  propose

behave discuss involve provide

FIGURE 3.6. Semantically empty verbs,
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3.4.6. Further Refinements

The basic phrase construction strategy, together with the treatment of
conjoined modifiers and noﬂ.omn& heads, succeeds in generating useful phrase
descriptors from many constructions. With noun phrases of greater complex-
ity, however, this mﬁﬂbnwuw.amﬂm to identify many obviously appropriate phrase
descriptors. [n addition, mmBm phrase descriptors of doubtful quality are con-
structed because the _.Emm._..wm described so far, are not very selective in the
choice of words to be included in phrase descriptors. The following two sub-

sections discuss some approaches to alleviating these problems.

3.4.6.1. Replacement nm.wvanumnm:w General Heads with Modifiers

The noun phrase in (3.39) illustrates a common situation in which some
good phrase descriptors aré not generated by the basic phrase coastruction
rules when they are appliad to a complex nuun phrase with several

prenadifiers.

(3.39) NP DET LDJ* “an"

AP ADI* ~automated”
NP NOUN* “document”
AJP ADI* “clustering”
NOUN" “procedure”
PUNC =z
automated © pracedure
document procedure
clustering " procedure

It is well-known that substantial semantic information is required in order to

£

-
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produce an ideal analysis of complex nominals of this kind. In the absence of
sufficient semantic information, it is not possible 3‘ determine the most
appropriate internal structure of such noun phrases. .Given this fact, the
developer of 8 natural language processing system can chooss either to gen-
erate all possible analyses, or to decide on a policy for mm_mn:nm a single, rea-
sonably useful apalysis. The approach taken with the PLNLP grammar is
essentially to identily the head of the noun phrase, and then attach all of the
premodifiers at the same level, without any further substructure (except
under certain special circumstances). The noun phrase in (3.39) is an exam-
ple of this. Though this policy does not always yield nrm. most desirable struc-
ture, it does provide an analysis that is a useful ztarting point for content

analysis.

“The simplified structure produced for noun phrases like the one in (3.39)
accounts for the inability of the phrase indexing rules .8 construct the most
desirable phrase descriptors from this noun phrase. Of the three phrase
descriptors mrmin in (3.39), automaled procedure and clustering procedure are
appropriate. :. would be preferable, however, to avoid constructing document
procedure, and to generate document clustering instead. Also, automated clus-

tering could be constructed in addition to automated procedure.

Though it is not possible to arrive at the ideal parse for a noun phrase of
this kind usipg syntactic information alone, some progress can be made

toward extracting more appropriate phrase descriptors from it by manipulat-

N
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ing the parse tree in a simple wav. An aporoach that has pgaven to be gen-

erally successful is to construct another related noun phrase by removing the
current head (in this n%mm procedure), and raising the aearest premodifier
{here clustering) to the position of head. The result is the saCb.nE.mmm in
(3.40). From this derived noun phrase, the rules yield the desired phrase

descriptors aulomated clusiering and document clustering.

(3.40) NP DET ADJ* “an®

AJP ‘ADJC “automated”
NP NOUN* “document”
NOUN* “clustering™
PUNC o
automated ... clustering
document : clustering

It would nmnﬁi? not be appropriate to apply this strategy indiscrim-
inately to all noun vr_.mmm,m. Rather, some conditions must be identified under
which this strategy can be usefully mvr:mm. By examining a large number of
complex noun phrases {ram which useful phrases can be generated in this
way, it has been possible to Emn:? a common characteristic shared by the
heads of most of the :ocw.u. phrases. [n general, the heads of these construc-
tions are nouns that _.m_.m..—.‘ to very general concepts, for example, procedure,
process, 3»25:?3..?».}.:55. system, and appreach. Thus by defining a

class of words with very general meanings, the conditions for this strategy

I
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can be specified (see Figure 3.7).!2
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procedure

ability criteria kind structure
activity criterion manner orocess subject
amount data malarial processing  sysiem
analyaes design matter product task
analysis development mean production technivue
application effect mechanism program technology
approach effort method . property theory
area facility methodology  purpose topic
aspect factor model result totality
basis field operation role type

case finding pattern scale unit
category form plan scheme use
character group planning series value
characteristic  hypothesis point set way
clasy idea practice situation

concept issue principle solution

consideration  item problem strategy

The examples in (3.41)-(3.44) illustrate this technique further. The origi-
nal noun phrase in (3.41) yields the phrases inverted approach and file
appruach, which are of little value as content indicators. However, by con-
structing a related noun phrase by raising the unmaommmmn file to the position

of head, as in (3.42), the good phrase inverted file can be constructed. Simi-

larly, the original noun phrase in (3.43) yields three phrases conventiondl

FIGURE 3.7. General Nouns.

head (as in (3.44)), two more specific phrases can be generated

retricval and information retricval.
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., convenlional

(3.41) NP AJP ADI* “inverted”

NP NOUN® “file"
ZOcz., “approach”
PUNC "

inverted approach

file . approach

(3.42) NP AP ADS “inverted”

NOUN* “file”
PUNC- = .7

inverted file

- {3.43) NP AP ADJ* “conventionai”
, NP . NOUN* “information~

NP . NOUN* “retrieval” -
NOUN* . “processes”
PUNC | .

conventional processes

information processes

retrieval processes

(3.44) NP AlP ADJ* “conventional”

NP . NOUN* “information~
NOUN*. “retrieval”
PUNC e

conventional - tetrieval

infarmation retrieval

processes, information processes, and rlrieval processes. Though these
phrases are not inaccurate indicators of document content, they are not ideal
for use as descriptors, because they are not very specific in meaning. By

removing the general noun processes, and raising retrieval to the position of

12 The list of genersl nsuns wasa initially compiled by examining the parsed text of the
CISI query collection. This was then augmented by selecting udditional r_ww ?B:nn&
words from ths vocabulury of the eatire CIS! document collectioa.

This strategy of raising a modifier to the position of head to replace a
general head noun appears to be & generally useful technique for improving
the quality of phrases. There are, however, situations in which undesirable

plirases are produced. From the original phrase in (3.45), four phrase descrip-
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tors are produced: large system, interactive system, document system, and
retricval system. Except perhaps for the third one, all of these are acceptable
for use as phrase descriptors. Two clearly desirable phrases, however, are
missed: inleractive refrieval and document retricval. These phrasas can be
obtained by creating a related noun phrase with retrieval rather than system
as head, as shown in (3.46). The unfortunate side effect of this, however, is
_z:: the undesirable phrase large retrieval is generated. Though a phrase
such as this is not particularly valuable as a content indicator, it is not likely
to have a strong negative influence on retrieval effectiveness, and thus can be
accepted in order to obtain the clearly useful phrases intiractive retrieval and

document retrieval.

The strategy of replacing a general head by a modifier has further
beneficial effects. Semantically general nouns are often essentially devoid of
content themselves, but play an important role in providing links between
related concepts in text.!> Consider, for example, the noun phrase in (3.47).
Application of w.rm mmav_m.vrnmum construction procedure to this noun phrase
would yield two phrase descriptors, efficiency aspects and implementation
aspects. There is nothing particularly misleading about these phrases, but
they are not ideal, because they fail to represent the essential equivalence in

meaning of phrases like those in (3.48).

3 Alternatively, these nouns could be called "semantically empty”.
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(3.45) NP DET  ADS" “a”
AJP TADS “large”
AP CADS “interactive”
NP -NOUN® “document”
NP "NOUN®  “retrieval”
NQOUN*  “system”
PUNC "
large system
interactive " system
document . system
retrievai ©T7 0 system
(3.46) NP DET - ADJ* "a"
AP TADS “large”
AP ADIJ* “interactive™
NP NOUN* “document”
NOUN®  “ratrieval”
PUNC e
large retrieval
interactive retrieval
document . retrieval
(3.47) NP DET ADJ® “the”
NP NOUN*®  ~efficiency™
NOUN®  ™aspects”
ep " PREP Tof*

_DET ADS® “the”
-NOUN* “implementation”
PUNC i

efficiency o aspects
implementation  °  aspects

(3.48)  the efficiency aspects of the implementation
the efficiency of the implementation
implementation efficiency

drmamm:.mm:o~3m:~mz.o.=nm=¢m mnnoau:mrmagwmmmmumnrmuqmao&mmn
efficiency in (3.47) to the position of head, replacing the semantically empty

noun aspects. This yields the noun phrase in (3.49), from which the desired

L&
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phrase descriptor implementation efficiency is constructed.

DET ADI* “the*”
NOUN* “efficiency”
PP PREP “of"
DET ADj* “the”
NOUN® “implementation”
PUNC e

implementation efficiency

Constructions of this kind are common enough in text to make this mani-
pulation useful, and the conditions for its application can be specified quite

simply. Another example illustrating the value of this technique appears in

(3.50).

ADI* “possible”

NOUN*®  “evaluation”

“mechanisms”

PREP “for"

NOUN®* “retrieval”

e PREP “af”

NOUN®* “documents”

PUNC

evaluation | mechanisms
retrieval mechanisms
dacuments retrieval

Because the general noun mechanisms is the head of this noun phrase, the
simplest form of the phrase construction methed fails to produce the clearly
desirable descriptor retrivval evaluation. However, by raising the premodifier
evaluation to the position of head, as in (3.51), the desired phrase, retricval

4

evaluation, can be constructed.

ADJ" “possible”
“evaluation”
" PREP “for"
NOUN®*  “retrieval”
PP PREP “of”
v NOUN®* “documents”
PUNC

retrieval evalyation
documents retrieval

The strategy of replacing these semantically empty heads with the
nearest nominal modifier is based on the cbservation that the primary {unc-

tion of these lexical items, in the given syntactic context, is to provide a link

between other words in text, or to express an idea in a more general manner.

Removing the mmamnanw:K genernl word has the effect of resolving an
indirect syntactic relationship into a direct syntactic relationship. After
doing this, the simple phrase coastruction method of associating heads with

modifiers successfully generates more appropriate phrase descriptors.

The rules thut umlo:.m the manipulation of syntactic structures and
specify the conditions under which these manipulations can be performed can
be viewed as a nmn«mmmnnm.:ou of knowiedge about the function of common lex-
ical items and expressions, and how to use this knowledge for extracting use-
ful content indicators from text. It is important to emphasize that this
knowledge is applicable to text in general. It is not directed Anoimnm the
analysis .o_. text from a narrow subject domain. This is the case, because the

ruies make use of common. words and expressions that can be expected to
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occur in text of all kinds.

3.4.8.2. Exclusion of Semantically Empty Expressions

In much of the preceding discussion, a noBBo.n;gon of avoiding the
construction of phrase descriptors that are not good indicators of document
content is to specify a list of words to be excluded from use as heads and/or
madifiers in phrase descriptors. [t is safe to take this approach, however, only
if a broader context is not required to determine whether or not the word is
likely to be a good content indicator. In other cases, it is necessary to con-
sider the context of a word before it is possible to determine its value as a

content indicator.

Some words are not good indicators of document monnman when used in
one context, but are very important indicators of document content in other
contexts. An example is the word group, which is not an important indicator
of content in a phrase like a group of scientists, but is crucial to the meaning
of a mathematical term like group theory. Thus it ior_a not be advisable to
simply mxn_ca.m group {rom use as a phrase element. Nevertheless, it would
be beneficial to avoid constructing phrases containing such words when they
are not important to the meaning of the text. ewm_,.m ‘are other nouns that
have a function similar to group as it is used in the expression a group of. In

general, this class can be characterized as having a collective meaning. Other

members include class, number, and lotality.
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A similar situation arises with another class of words that can be
described as having a generalizing function. For example, in a phrase such as
the cuncept of democracy, concept is not essential to the meaning, whereas in a

phrase like the representation of abstract concepts, it is more important.

And finally, there are words that serve primarily to express relationships
among other elements of a text. For example, in an expression like in lerms
of cost, the word terms does not carry the essential meaning of the phrase, but

in the frequency of terms in the document, it is important to the meaning of

the phrase.

[n cases like nrm,mm.. it is possible to quite confidently identify the
occurrences that are umm important indicators of content because they are used
as parts of common muuwmmmmoum. The conditions on rules that exclude these
expressions from w&nmv,. included in phrase descriptors have been written so
that a variety of <E.E.u$ of an cxpression can be recognized and rejected
without having to m_umn:.w the exact form of each variant explicitly. For exam-
ple, for expressions :xm.vnromm in (3.52), there is no need to specify the number
of the head noun Ewc:n....‘nxcchi. or the nature of its premodifiers.

(3.52)  a large group of
2 new group of
several groupsof
Zm<2.n~._m*muw. the mnz.nm expression can be excluded (rom the phrase indexing

process.

e

v
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All the criteria discussed in this section are used for specifying conditions
under which words can be excluded from use as elements of phrase descrip-
tors. It is important to take this approach, so that the indexing process
remains applicable to all kinds of text. If the opposite approach is tuker the
indexing process would have to make use of detailed information about the
subject domain of the document collection in order to wvmo:.v. those terms that

should be included as content indicators.

[n order to increase its effectiveness, this approach ‘to excluding semanti-
cally empty mwvnmmmmoum from use as phrase m_mamnﬁ would have to rm
extended greatly by compiling an extensive inventory of expressions that can
be recognized and excluded. The examples discussed here are intended only
to mmBonw:.m»m the feasibility of the approach and its potential value. This
approach could be used to exclude low-content cccurrences of these words from

use as single term descriptors, alsa.

3.4.6.3. Hyphenated forms

For vcﬂmgmm of identifying phrases for use as content indicators,
hyphenated forms in the text of a document provide usefu! information, since
they clearly indicate close relationships among words in the text. For exain.
ple. given the hyphenated forms in text phrases such as those in (3.53), the
phrases in (3.54) should certainly be used as phrase descriptors.

(3.53) machine-readable text
natural-language processing
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(3.54) Modifier  Head

machine . readable
natural language

[n order to provide maximum normalization of phrase descriptors, it is
necessary tc assure n?ﬁ taxt phrases containing hyphenated forms yield the
same descriptors as S.FKQ text phrases that do not contain hyphenated
forms. That is, both n.rnnmmm in (3.55), for example, should yield the same
phrase descriptors. mmwncum of the way the dictionary and grammar handle
hyphenation, and the \..s.m< that phrase descriptors are generated from noun

phrases, this requires special processing.

(3.55)  natural language processing
natural-languapge processing

The parse tree and phrase descriptors constructed by the indexing rules

for the unhyphenated form appear in (3.58).

¢

&

(3.56) NP AP ADJ* *natural®
NP NOUN* “language”
NOUN*. “procesting”
PUNC . " .
natural pracessing
language . processing
natural language

From the parse tree _.m.nwmwmnabm the hyphenated form in (3.57), it can be
seen that the gﬁrmcnwma form is treated by the grammar as a single word,
since it has the syntactic properties of its rightmost element. From the single

phrase descriptor nonw.nj._nnmm from the hyphenated form by the indexing

LEd
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rules, a post-processing step constructs the second set of phrase descriptors

shown in (3.57).

(3.57) NP NF NOUN® “natwral-language”
NQUN®  “processing”
PUNC -

Phrase descriptor constructed by indexing rules:
naturai-language processing

Phrase descriptors after post-processing:

natural processing
language processing
natural language

By applying this post-processing step, comparable sets of phrase descriptors
can be constructed from most hyphenated text forms and their unhyphenated
counterparts. .

The best way to deal with hyphenated forms would be to parse a group of
words connected by hyphens separately from the rest of a sentence, and then
use the resulting structure as a constituent in the ms.c_nnE,m representing the
complete sentence. This would make it possible to include information about

the internal structure of the hyphenated form in the final parse, and also

avoid the post-processing step in phrase construction.

3.5. The Quality cf Phrase Descriptors

Because the purpose of section 3.4 is ta explain the approach to syntax-
based phrase construction used in this study, the discussion concentrates on

situations in which predominantly good phrase descriptors are constructed.

=k
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The purpose of this section is to examine the phrase coastruction process
further in order to determine how successful the methads described in 3.4 are
in consistently constructing semantically appropriate um:.mmm descriptors. This
is a way of subjectively assessing the quality of phrase descriptors, indepen-

dent of their influence on retrieval effectiveness, which is discussed in section

3.6.

A phrase descriptor is held to be semantically appropriate if its meaning
is ciosely related to the %mpbmnm of the text on which it is based, and if the
desired normalization rmm.. been achieved. Two interdependent factors deter-
mine the semantic mnv&vlmnmnmum o.». phrase descriptors: (1) the syntactic
analysis system and (2) mrm phrase indexing procedure itself. The ability of
the syntactic analysis system to correctly analyze the syntactic structure of a
sentence, the treatment of syntactic ambiguity, and the treatment of parse
failure all have a potentially strong influence on the quality of phrase
descriptors. The ability o,mv the phrase indexing rules to select good phrases,
avoid useless phrases, mmnoﬂuom\m complex syatactic structures, and rormalize
semantically related noums..:n:onm to a single form is also important. These
issues are discussed in umn.mouu 3.5.1 and 3.5.2, and illustrated with represen-
tative examples. Section upm.u provides some statistics related to parsing the

document and query texts.

Ly
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3.5.1. Problems Related Primarily to Syntactic Analysis

3.5.1.1. Synmtactic Ambiguity

Syntactic ambiguity introduces situations in which the phrase indexing

rules construct inappropriate phrase descriptors, or fail to construct desirable
phrase descriptors. This section discusses two cases that illustrate the kinds
of problems that arise when the phrase indexing rules are applied to syntacti-

cally ambiguous constructions.

A common and therefore important case of ambiguity arises when a

7

present participle can be analyzed as either an adjectival premodifier of a
noun, or as the head of a verbal construction. Examples appear in (3.58) and
(3.59).

(3.58) They implemented a procedure for clustering documents.
They implemented a document clustering procedure.

(3.59)

They design software for browsing interfaces.
They design browsing interface software.

As shown by the trees in (3.60) and (3.61), the sentences in (3.58) yield two

parses each.!*

4 In these diagrams, parse trees ure presented in the order determined by the parss

matric. [a multiple parses, the P-METRIC valua appears just below each parse tree. Accord-
ing to the evaluation strategy used by the parse metric, a smaller value for P-METRIC is pre-
ferred over & higher value. The parses trees are thus presented ia order from lowest ta
highest P-METRIC. When referring to the ranking of parses according to the parse metric,
phrases such as “frst pazse”, "second parse”, etc., are used. The phrases "best parse”, and
“prefarred parue” are used to refer to the most appropriate parse, as determined by the mean-
ing of the sentence. Though the parse metric often succeeds in identifying the best parse and
presenting it first, it is not correct in all cases. ’

134

They mso_mann::_

(3.60a) u procedute for clustering documecnts.
DECL NP PRON* “they"
VERB* “implemented”
NP OFT ADI* "a”
NOUN®* “procedure”
PP PREP “for”
T AP ADJ* “clustering”
NOUN®* “documents”
PUNC n
P-METMIC ~ = 0.2
*‘documents procedure
*clustering documents
(3.60b) DECL NP . PRON*  “they"
VERB*.  “implemented”
NP DET ADJ* “a”
NOUN*  “procedure”
PP PREP *for*
YERB* “clustering”
] NP NOUN* “documents™
PUNC = "™
P-METRIC = 0.221
clusternng procedure
documents clustering

¥
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(3.613) They implemented a document clustering procedure.
DECL NP PRON*  “they"
VERS* “implemented”
NP OET api* tat

NOUN* “document”
PRPRTCL VERB* ' “clustering”

NP NOUN*® “procedure”
PUNC A
P-METRIC = 0.221
document dustering
*procedure clustening
{3.61b}) DECL NP PRON®*  “they"
VERB* “implemented”
NP DET ADJ" “a"
NP NOUN® “document”
AlP ADJ* “clustering”
NOUN* “procedure”
PUNC -
P-METRIC = 0.23
*document procedure
clustering procedure
dacument clustering

Ideally, the phrase descriptors in (3.62) would be constructed from both of
these sentences, since these descriptors correctly mmnoauomm and normaiize the
more complex noun phrases to the same forms as are constructed {rom the

simpler text phrases shown in (2.63).
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Due to the ambiguity of these noun phrases, and the parse metsic that ranks
alternative parses, Em.m.mm:.ma descriptors wvummn in the 'second parse for both
of these sentences. These are the preferred parses for these .mmn»m:nmm. The
phrase descriptors Bm_‘wwa with an asterisk in (3.60) and (3.61) are inap-
propriate because n:mxwmo not correspond to the desired normalized forms
shown in (3.62). Of Sm,;n,io preferred parses, only {3.60b) yields exactly the
desired descriptors. F.ma&:ou to the correct descriptors, the less desirable

phrase document Ecnni.::“ appears in (3.61b).

[t would be nomm::.m to write rules that would coastruct the desired
phrases from the trees in (3.60a) and a.mE. However, this would result in
inappropriate phrase descriptors in other situations in which the first parse is
preferred. For mxman_m‘. from the sentences in (3.59), the ideal phrase descrip-
tors would be those mrosw\.a in (3.64), since they are identical to those derived
from the simpler text nr_,.mmmm shown in (3.65).

(3.64) Modifier Head

interface doftware
browsing interface
browsing - 3software

(3.62) Modifier Head
clustering procedure )
document clustering

(3.83) Text Phrases

clustering procedure
procedure {or clustering
document clustering
clustering of documents

Phrase Descriptors

clustering procedure

document clustering

(3.65) Text Phrases

interface software
software for interfaces
browsing inter{dce
interface for browsing
browsing software
software for browsing

As can be seen {rom trees (3.66) and {3.67), no single parse for-these sentences

Phrase Descriptors

interface sofltware
browsing interface

browsing software
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yields all of the desired phrase descriptors. The first parse, (3.66a), is best,
but it yields only two of the three desired phrases; hrowsing software is lack-

ing. The second parse, (3.66b), yields one good ammnlu:z. and one inappropri-

ate descriptor.

(3.66a) They design sofiware for cnctmmuw interfuces.

. DECL NP PRON® “they™
VERB* “design”
NP NOUN® “software”
PP PREP “for”
AJP ADJS* “browsing”
NOUN*® “interfaces”
PUNC o
P-METRIC = 0.211
interfaces sofiware
browsing interfaces
(3.68b}) DECL NP PRON" “they”
VERB* “design”
NP NOUN®* “sohware”
PP PREP “for”
VERB* “browsing”
NP NOUN* “interfaces™
PUNC  .° A
P-METRIC = 0.211
browsing software
*interfaces browsing

The parser succeeds in producing a single parse for the sentence in (3.67), but
again only two of the three desired descriptors are constructed. Because inter-
face does not get raised ts the position of head, browsiny interface is not con-

structed (for clarification, see section 3.4.6.1).
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(3.67) They design browsing interface software.

DECL NP PRON®  “they”
VERB* “design”
NP AlP ADS* “browsing”
314 NQUN* “interface”
NOUN* “software”
PUNC o
browsing - software '
interface software

Since this kiad of mvBEw&Q cannot be solved on syntactic grounds, and
since the verbal mum_wm,mm is preferred in some cases, and the adjectival
analysis is preferred in others, it is clear that the phrase indexing sirategy
should be designed to get as many good descriptors as possible from both
types of construction. Under these circumstances, it appears that the best
that can be done is to v:wm all of the phrase descriptors for the ambiguous con-
structions in (3.60), S.mw.w. and (3.66). This is not an ideal solution to the
problem, since at least .mum inappropriate descriptor will be constructed for
each sentence. This approach does, however, assure that all of the appropri-
ate descriptors are mmsm.—‘.wnmu. which assures that the phrase descripters gen-
erated from the mosnmsnmm in (3.58) and 13.59) will have an opportunity to

match on descriptors mmnm,_.uama from the simpler phrases in (3.63) and (3.65).

Conjunctions are another source of ambiguity. In some situations, the
phrase construction process and the multiple parses resulting {rom this source
of ambiguity interact in such a way that there is little negative effect on the

phrase descriptors generated for a particular consiruction. In other

I

Page 157 of 364




139

situations, ambiguity related to conjunctions EQomcnm.m. rather serious prob-

lerns for this approach to phrase indexing. ) '

The noun phrase in (3.68) is an example in which ambiguity has a rela-
tively slight impact on the quality of phrase descriptors constructed. The best
parse for this noun phrase, (3.68b), is 3&8& second g, the parse metric. In
this analysis, the head system hes a singie premodifying noun phrase, infor-

mation storage and retrieval In the first parse ({3.68a)), however, system has
W

two noun phrase premodifiers, information, and storage and retrieval.

Though these structures differ significantly, the phrase indexing ruies
succeed in constructing nearly identical phrase descriptors from both of them.
The descriptors are the same except for information system, which appears in
(3.68a) but not (3.68b). However, since this phrase is semantically appropri-
ate, oothing is lost by using phrase descriptors {rom the first parse, rather
than the second parse, which is actually the best analysis. Examples of this
kind are evidence that syntactic ambiguity does not always result in serious

insccuracies when constructing phrase descriptors.
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(3.68a) The information storage and retrieval system.
NP DET “aDj* “the"
NP NGUN*  “information™
NP ‘NP NOUN*  “storage”
- CONJ* “and”
" NP NOUN®*  “retrieval”
NOUN*  “gystem™
PUNC ot ¥
P-METRIC = 0.7 :
information system
storage system
retrieval system
infarmation storage
infarmation retrievat
(3.68b) NP DET ADI? “the®
NP NP NOUN*  “information™
NP NOUN®*  “storage”
CONJ* “and”
‘NP NOUN*  “retrieval”
NOUN"® . “system™
PUNC -
P-METRIC = 0.8
storage system
retrieval system
information storage
infarmation retrieval
{3.68¢) NP DET ADJ* “the”
NP NP NOUN®* “information™
NOUN"  “storage”
CONJ* *and”
NP NP NOUN®*  “retrieval”
NOUN®*  “system”
PUNC .
P-METRIC = 6.4
information storage
retrieval o osystem

LR
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{n other cases where conjunctions lead to ambiguity, much more serious
difficulties may arise. The sentence in (3.69) is an example.

(3.69) Titles are important not only in commercial services, such as
Chemical Titles, BASIC, Current Contents, .CA Condenssates, but
also in scanning primary jouwrnals, and in traditional library
services, such as Ec:omﬁmcEmm.,

This sentence yields six parses, the first of which appears in (3.70). The best

parse, (3.71), is unfortunately ranked lowest by the parse metric, receiving a

rank of six.

All nine phrase descriptors constructed for the best parse are semanti-
cally appropriate, and good indicators of content. Of the 16 descriptors con-
structed frum iSe first parse, seven are desired descriptors that also appear in
the best parse. Th: other nine, however, are less appropriate descriptors that

are not ideal indicators of content.

‘Taking all six parses into consideration, seven &. the nine good phrase
descriptars constructed for the best parse were nonmnﬂw.nnmm from all six of the
parses. Of the remaining two good phrase descriptors, one was constructed
for five of the parses, and the other was constructed for three of the parses.
The phrase construction rules are thus quite successful in that they identified
a high proportion of the desired descriptors in all nm._d,mu. However, syntactic
ambiguity has a strong negative effect on the quality of phrase descriptors in
this case, since in addition to seven good phrase mmu.nlvs_.m. the first parse is

assigned nine additional undesirable phrases deseriptors.
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These examples nw,cm illustrate the range of effects that syntactic ambi-
guity caan have on the quality of phrase descriptors. The effect is slight in

cases like (3.68), but can be quite strong in more comiplex constructions like

(3.89).

¥

Page 159 of 364




143

(3.70
pp CONJ “not only”
pp PREP *in*
AlP ADJ" “commerciai”
NOUN®*  “services”
CONI -7 .
PP PREP “such _as” .
NP NP NP NOUN®* “Chemical”
NOUN®*  “Titles”
CONJ -
NP NOUN®*  “BASIC”
CON! -
NP NP NOUN®  “Current”
NOUN* “Contents”
CONI* =, and”
NP NP NOUN* “CA"
NOUN®. “Condersates” - K
PUNC  °" . 4
PP AvVP AVP ADV* “but”
ADV* "also”
PREP "in®,
AJP ADS” “scanning”
NOUN®* “primary”
NOUN*  “journals” :
COoMJ* ", and”
PP PREP “in” -
Al ADJ* “traditional”
NP NOUN® “library”
NOUN*  “services” .
PUNC ="
PP PREP ‘such  as”
NOUN® “bibliographies”
P-METRIC = 0.32568
commercial services *Titles _oc..:m:
Chemical Tites *BASIC journals
Current Cantents *Contents journals
CA Condensates *Condensates journals
traditional services *primary . Titles
library service: *primary BASIC
bibliographies services “primary Contents
*primary Condensates

*scanning primary
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(3.71)
PP

CONJ “not only”

“commercial”

NOUN* “Chemical”
“Titles”

“BASIC”

NOUN*  “"Current”
“Contents”

NOUN* “CA"
“Condensates”

“in®

“scanning”

AlP ADI “primary
NOUN*" “journals”
and”

“in®

noi* “traditional”
NOUN®*  “library”
“services”

PREP “such  as™

pp PREP “in®
AlP ADJ*
NOUN®" “services”
CONJ ;
PP PREP “such as”
NP NP
‘NOUN?
- CONJ -
NP _:NOUN*®
CONJ S
NP NP
. NOUN*
CONJ* .=, and”
NP _NP
NOUN*
CONJ* ", but also”
PP pp PREP
" VERB*
NP
CONJ* 7,
PP FREP
T AP
NP
‘NOUN®
PUNC
pp

P-METRIC = 2.596

NOQUN*  “hibliographies*

commercal L services

Chemical Titles
Current " Contents
CA : Condensates
journals . scanning
primary - journals
traditional services
librasy - services
bibliographies _ services

¥
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3.5.1.2. Failed Parses

One of the features of the PLNLP system that makes it well-suited to
analysis of unrestricted text is its ability to deal in a useful way with
ungrammatical strings. [f a string cannot be parsed m:nnmmm?_._w. the parse
fitting procedure is invoked {see section 3.3). This E.onomE.M attempts to
identify useful lower-level constituents in the string. While this strategy does

provide some uscful constructions for the phrase indexing ruies to operate on,

some inaccuracies are also introduced.

The string in (3.72) is a series of comma-separated noun phrases rather
than a sentence. Since by default the parser expects FE.: strings to be sen-
tences, it attempts to analyze this string as a sentence. s This attempt fails,
however, since it is not a sentence. The parse mﬁum procedure then takes

over and generates the constructions appearing in (3.72).

Like the normal parsing operation, the fitting procedure is by default
oriented toward recognizing ewm_&m_ constructions. Thus the VP with head
direet and the Smwm list are identified in preference to the possible noun
phrase analyses. This, of course, causes the phrase constructien rules to fail
to identify several good descriptors, for example, direct access, dala base,
tnverted list, and threaded list. In addition, some inappropriate phrases are
constructed: time inverted, and list threaded. In spite o._. these shortcomings,
the descriptors information retrieval and access time are good content indica-

tors.
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Another way in iEnr,w parse can fail is if the {aput string is actually a
sentenze, but it cannot be recognized as a sentence cmnmCmn it does not have a
structure defined by the grammar rules. This is the case for the sentence in
(3.73), where the parenthesized abbreviation, (WLN)J, could not be attached as
a postmodifier of the noun Notation. Nevertheless, the preceding portion of
the sentence was carrectly- .1mmumdm~mm as a verb phrase (actually a complete

sentence), rom which four Wooa phrase descriptors are constructed.

v
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(3.72) [nformation retrieval, direct access memory, disk, drum,
data buase, sccess time, inverted list. threaded list.
' XXXX NP NP NOUN* “information”
NOUN®  “retrieval” ’
PUNC -
vp* VERB* “direct” .
NP NP NOUN™ “access™
NOUN* “memory”
PUNC e )
NAPPOS NOUN* “disk™
CPUNC 7
NP NOUN* “drum”
PUNC b
NAPPOS NOUN* “data”
NP NOUN*  “base”
PUNC ="
NP NP NOUN®  “access™
NOUN* “time”
PTPRTCL PUNC “"
VERB*  “inverted” 3
NP NOUN*  “list”
PTPRTCL PUNC . .
VERB* “threaded”
VERB “list”
PUNC -
information retrieval
access memory
*time inverted
secess time
‘fist threaded
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13.73) KAXX vP* T NP [s121 ADJ*" “this”
- NOUN® “paper”
VERB* “deals”
" PP PREP “with”
OET ADJ* “the”
: NP NOUN® “encoding”
CONJ* “and"
NP NOUN* “decoding”
PP PREP . “of"
DET ADJ* *a"
NP NOUN* “Wiswesser”
NP NOUN® “Line”
. NOUN® “Notation”
NP PUNC e
NOUN* “WIN"
PUNC "
PUNC e
Notation . enceding
Notation decoding
Wiswesser “. Notation
Line Notation

L
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3.5.1.3. Other Parsing Problems

Two other characteristics of the syntactic analysis system can have a
negative effect on the quality of phrase descriptors, these arc (a) the strategy
for analyzing the structure of complex noun phrases, and (o) the policy used

for prepositional phrasa attachment.

The internal structure of noun phrases with several premodifiers, like the
one in (3.74), cannot be correctly determined on the basis of syntactic infor-
mation alone. Rather than constructing all possible parses, in most cases,
this syntastic analysis system simply identifies the head of the noun nr_.u.mm
and attaches all of the premodifiers at the same level. Given this structure,
the strategy of associating the head. with each modifier yields the three
phrases shown in (3.74). Of these phrazes, only file grguanization is clearly a
good indicator of content. In addition, the E.onmncnm.qm:m to construct the

desirable descriptor direct access.

(3.74y NP . AP ADJ* “direct”

NP NOUN*  “access”

NP NOUN®  “file”

NOUN®* “organization”
*direct organization
*access organization
file organization

Though the strategy of raising a premodifier to the position of head, as
discussed in section 3.4.6.1, helps to lessen the negative effects of this problem

. L :
for many noun phrases, it does not help in cases such as this, As a result,
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when applied to some complex noun phrases, the phrase construction rules
fail to construct some desirable phrase descriptors, and in addition construct

some inappropriate ones.

The noun phrase in (3.75) illustrates a situation in which an undesirable
phrase descriptor is nosmﬁncm..mn_ because a prepositional phrase is attached as
a modifier of the wrong ......c.ocu. In this tree, the u«moomm:o:u_. phrase in
preparation of sdi uxm\:mm mm,.mnnunrma as a modifier of analyzer, when ideally it

should modily use. O?w.n.,‘ only the syntactic information available to the
parser, the best Uomh:ow n:. attachment of prepositional phrases cannot be
determined, so they are ﬂ.n.i:‘ attached as modifiers of the nearest available
noun. This will not always yield the correct analysis, but this policy is
preferable to gernerating m profusion of parses, and does provide an mbm_.ﬁmm

that is often useful for further processing. In this case, however, the undesir-

able phrase descriptor preparation analyzer is constructed.

Usually, incorrect v..m,.vommnosm_ phrase attachment results in the con-
struction of only a few poor descriptors, and may also cause the phrase con-
struction procedure to fail to identify a few good phrases. However, this prob-
lem can interact in noa_u._mx ways with other aspects of a parse mnm. lead to
the construction of a number of poar phrase descriptars. The noun phrase in
(3.76), for example, shows what can happen when the ambiguity of conjunc-

lions interacts with prepositional phrase attachment. The useless phrase

descriptors shown in (3.76) are construrted, and some good descriplors ure.

LAy
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missed, for examole, indusirial firms.

(3.75% NP NOUN® “use”
PP PREP “of"
DET ADJ® “an®
o . AP ADJ® “automatic;’
NP NOUN®*  “text”
MOUN®  “analyzer”
P2 REP “in®
NOUN®* “preparation”.
PP PREP “of"
NP NOUN*®  “sdi”
BUNE .- NOUN profiles
automatic anatyzer
text analyzer
*praparation analyzer
profiles preparation
sdi profiles

{3.76)  the paliticians in Albany or Sacramento, in Washington, Paris, or
Moscow, the meanagers of far-flung industrial firms, or the people
who run educational institutions

¢

Modifier Head
*Washington Albany
“Paris’ ~ Albany
*Moscow Albany
*Washingtoa Sacramento
*Paris Sacramento
*Moscow Sacramento

3.5.2. Problems Related Primarily to the Phrase Construction Maothod

As currently implemented, the phrase construction rules successfully
identify semantically appropriate phrases and accomplish useful normaliza-
tion when applied to a variety of syntactic nonmn.dn.zou types. There are,

however, constructions that the rules do not handle adequately, so the quality
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of phrase descriptors is mn,?m_.um_v. affected. The inadequacies in the phrase
indexing rules that are _.m..muoum?_m for production of less desirable phrase
descriptors are of two kinds. First, there are problems that can be solved
quite easily by nm_m:<m,<._9mnon modifications of the phrase indexing rules.
Second, thGre ere ﬂ-ﬂc—nim that can very likely be solved to a large extent,
but the solutions will .require quite substantial extensions of the existing
phrase indexing strategy.

The first kind of E.omme has to do with excluding words and common
expressions from use as elements of phrase descriptors. Section 3.4.2.1 dis-
cussed ways of preventing certain classes of single words from being used as
heads and modifiers in u?..mmm descriptors. Section 3.4.6.2 extended this stra-
tegy by excluding mm._.:wum.nm_:‘ empty expressions that may consist of more
than a single word. A substantial aumber of phrase descriptors that are
clearly useless as content indicators could be avoided if this general idea

could be developed further.

An example is the mxnnmmm?p .oh a [unction of, as it appears in (3.77).
.H.rmm expression gives rise te three vrnmwm descriptors that have no m.:.m.n.. rela-
tionship to the Bmmnmum....o». the text, and that could potentially match with
phrase descriptors drawn from texts that differ significantly in meaning from

the source of thes2 n?.pmm.m.

A few additional examples, together with the undesirable _ur.;mm descrip-

tors generated {rom them, are shown in 13.78). Expressions of this kind can

&
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be identified in a straightforward fashion by expanding the rules discussed in
section 3.4.6.2. However, in order for this mvn«omnr to have a substantial
effect on overall phrase quality, a comprehensive inventory of expressions
such as these would have to be Bmmm.‘ An inventory of expressions for this
purpase should be based on a systematic study of a large sample of the voca-

bulary and text of titles and abstracts from a variety of scientific and techni-

cal fields.
(3.7 PP PREP “as”
DET ADIT “a”
NOUN* “funclion”
PP PREP “of"
NP OET ADJ* © “the”
NP NOUN*®* “data”
NOUN* “base”
CONJ -
NP DET ADJ* “the”
NOUN®* “demands”
PP PREP “on”
PRON® “it”
CONJ* 7, and”
NP DET ADJ* “a .
NOUN® “parameter” .
RELCL NP PRON®  “which”
NP DET ADIT “the”
NP NOUN*®  “system”
NOUN®  “designer”
VERB “may”
VERB* “control™
*base function
*demands function
*parameter function
data base
system designer
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(3.78)  a screening u_.onmmm in confunction with other extracting techniques
*conjunction process

*techniques conjunction

a multitude of other sources of references
*sources multitude

-0 e majority of names of carbon compounds
‘name majority

a good deal e\...nE.Bo:
*good deal .-
*turmoil deal

a social phenomenon in ils own right
*right phenomenon

The second kind o.n mEZmB has to do with the more complex task of iden-
tifying relationships wionm words in text. The purpose of decomposing syn-
tactic constructions cw.noBEuEm a head with its modifiers is to construct
phrases descriptors that represent relationships between words. even though
the words may not be ngzm:oﬁ in the text. A simple extension to this basic
strategy was discussed in section 3.4.6.1, which makes it possible to recognize
even more indirect _.m__u:onmrmnw between words. Using that approach, it is
possible, for example,-to construct the phrase descriptor (mpiementalion

efficiency from the text phrase the efficiency aspects of the implementation,

even though there is no direct syntactic relationship between efficiency and

tmplementation.

This is a useful refinement, but it is not capable of dealing adequately
with constructions like the noun phrase in (3.79). Six of the nv:.mmm descrip-

tors constructed from this noun phrase are not good indicators of document
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Page 165 of 364



155

content. [t would be a simple matter to have the phrase indexing rules
prevent the word area from being included in a uE..Wmm descriptor whea it
occurs in the expression in such areas as. This would avoid the undesirable

phrase descriptors, but is not a completely satisfying mo?zob.

(3.79) NP NOUN® “applications™
PP PREP “of”
NOUN®* “automation”
pp PREP “in”
AP ADJ* “such”
NOUN®  “areas”
PP PREP “as”
NP NOUN®* “circulation™
CONY VR
NP NOUN* “cataloging”
CONJ -
NP NOUN®* “acquisitions”
CONJ o
up AP AD}* “serial®
NOUN®  “records”
CONI* e and”
NP AlP ADJ* “other”
NOUN'  “record-keeping”
automation applications
‘areas automation
*circulation areas
“cataioging areas
*acquisitions areas
‘records " areas
‘record-keeping areas
serial tecords

Much more benefit could be gained by «mnomd&um. that the prepositional
phrase in such arec: cstablishs a link betweer the nsun cultomation and the
prepositional phrase as circulation. cataloging, acquisitions. serial records.
and record-keeping. Once this relationship is recognized, the noun phrase

object of the preposition as, can be raised to the position of the head.noun
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areas, as shown in (3.80)-

(3.80) NP NOUN* “applications”
PP PREP “of”
NOUN* “automation”
PP PREP “in®
NP NOUN* “circulation”
CONJ o
NP NOUN® “cataloging”
) CONJ >
- NP NOUN®*  “acquisitions”
. CONJ
NP AJP ADJ* “serial”
NOUN®  “records”
i CONJ* b and"
NP AP ADJ* “ather”
NOUN* “record-keeping”
automation " applications
circulation - automation
cataloging -+ automation
acquisitions automation
records * automation
record-keeping - automation
serial .. records

This manipulation resolves an indirect syntactic relationship into a direct
one, and thus makes :.. possible to produce the more appropriate phrase

descriptors shown in 8.@.9 by application of existing phrase indexing rules.

It is likely that many additional expressions could be identified that have
functions similar to that .o.‘ in such areas as. Compiling an inventory of such
expressions and determining how each one should be treated in order to yield
the most appropriate vw,.;mm descriptors will be a project of quite large propor-
tions. This would n.oumm:cnm a substantive addition to the phrase indexing

process that should Smi,mmmd;nmn.. improvements.

e
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The syntactic relationship of modification between the head of a construc-
tion and its modifiers is the basis for all of the phrase coastruction rules
presently implemented. There are, of course, other kinds of syntactic con-
structions that should be exploited as sources. of phrase descriptors. It is
tmportant to attempt to extend the phrase mun_mx_.o.m. method in order to deal
with such constructions, mmbn.o they v‘_.oinm further opportunities for identify-
ing relationships among words in text and normalizing the form of expres-

sions that are semantically similar but syntactically different.

Given the sentences in (3.81), the rules discussed in section 3.4 maks it
possible to recogmize a relationship between guery and analysis (in their vari-
ous forms), and to construct phrase descriptors that normalize the various text
forms to a single form (after morphological nmwc_wﬂ..wmzonv. This is possible
because the words involved enter into a direct syntactic relationship of
modification with one another. The same mmamb.zn relationship between

query and analysis that is expressed in these sentences, however, can be

expressed using constructs in which the relationship is expressed indirectly.

For oxma...v_? the sentence in (3,82) expresses the same semantic relation-
ship between query and analysis that is expressed vw..:am sentences in (3.81).
But here, the relationship is expressed indirectly via the verb submitling,
rather than directly by a syntactic relationship of modification. That is, in
(3.81), the semantic relationship has a direct syntactic correlate: query (in one

of its forms) modifies analysis (in one of its forms). In (3.82), however, the

158

semantic relationship .m expressed indirectly, since queries and analysts are
both modifiers of submitting, instead of queries being a modifigref analysis.
[n this expressien, the .<9.a submil conveys no real content .ﬂuamumnumnzw of
its arguments Aao&mmﬂ.mv. Its function is to indicate that a reiationship exists
between its unchmuB... Given the syntactic analysis in (3.82), the desired
phrase descriptor could be constructed by associating the head of the NP
postmodifier of mzaS:::n with the head of a PP postmodifier that has (o as
its preposition.

(3.81) Sentence Phrase Descriptor

They desigued a query analysis system. query znalysis

They mmmmnnnm e system queries analyzing
for analyzing the queries.

The system analyzing the queries queries analyzing

is automatic.

The queries analyzed by the system queries analyzed
are im:.noamﬁcn"ma.

They designed a system queries  analyze

to analyze queries automatically.

Several verbs o&w_. than submit also have the function of expressing a
relationship of this kind between their complements, for example, subject X o
Y, perform X on Y. w.< incorporating this kind of information into the phrase
coastruction process, .mmmnmmnmu” improvements could be made in the quality of

' : ts
pormalizatica and the number of phrase descriptors generated.

5 The approach to _o.n‘_.non..-vrw developed by Mel'chuk, Apresjan, and Zholkovsky may
be uscful io developiug this extsnsion o the phrase construction process, us their non.nnvn m:.
fexical functivn provides a mechanism for formalizing this kind of paraphruse relationship

e
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(3.82) This research is about submitting user’s queries to -automatic
text analysis.

DECL NP DET ADJ* “thig”
NOUN®* “research”
VERS* “is” .
PP PREP “about®
VERB*  “submitting” -
NP NP NOUN*  “user”

POSSESS ™'s”
NOUN* “queries”

PP PREP "t0*
. AJP ADJ* "automatic”
T NP NOUN* “text™

NOQUN®*  “analysis”
PUNC i

»

Before this approach can be implemented, 7oim.<m,.. another problem
must be overcome. The syntactic structure assigned by the PLNLP grammar
to the sentence m.u (3.82) is as shown in (3.83). The difference is that in (3.83)
the prepositional phrase to aulomatic lext analysis is'a postmodifier of the
noun queries, rather than of sﬁ verb submitting. This is not the correct
analysis for the sentence, wcnw.wm explained by the policy for prepositional
phrase m:mnrﬁmwr and .Em,mmwn that the grammar m.nmw not: make extensive
use of information about the complement structure of verbs. For purposes of
phrase indexing, this problem can be solved either by altering the grammar
so that it produces the analysis shown in (3.82), or by .._<1:nm the phrase con-
struction rules in such a iww that information about the function of verbs

like submil, as well as knowledge about the nature of the analysis assigned to

(Apresjan, Mel'chuk, and Zholkovsky 1969; Mel'chuk and Zholkevsky 1970; Zholkovsky and
Mel'chuk 1970; Mel'chuk 1981). )

t
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these constructions by the grammar, would both be taken into consideration.
Either of these alternatives would be possible, but improving the grammar

would be preferable.

Note that in (3.83), there is a direct syntactic relationship betweeu
queries and analysis, and that a phrase descriptor containing both of these
words is constructed. The desired normalization is not achieved, however,
since the elements of Z_m phrase are not in the same order as they are in the

phrases in (3.81).

(3.83) This research is about submitting user’s queries to autematic
text analysis.

DECL NP OET ADJ* “this”

" NOUN®  “research”
VERB* tig”
PP PREP - “about”
- VERB* “submitting”
NP NP NOUN*  “user”

POSSESS  “'s”
NOUN*®  “queries”

PP PREP “to"
AJP ADj* “automatic”
P NOUN®  “text”
NOUN®  “analysis™
PUNC Rt
queries “ sybmitting
user - queries
*analysis queries
automatic analysis
text . analysis
automatic ~ o text

e
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3.5.3. Parsing the Document and Query Collections

The first step in preparing the document and query collections for parsing
is to break the text into strings that are bounded by punctuation that is
characteristic of sentence aocuawimm.;.‘;mm umm‘EmuSzou is done automati-
cally with a fairly high degree of accuracy. However, mmno_.m parsing, the cal-
lections were examined visually in order to catch any obvious errors made by

the program that separates running text into sentences,

By defau!t, the parser attempts to analyze each input string as a gram-
matically correct sentence. An attractive feature of nrm PLNLP system, how-
ever, is that it is also possible to instruct the parser to attempt to analyze an
input string as some other grammatical construction, for example, a noun
phrase. This feature has an important application in text analysis for docu-
ment retrieval, namely, in analyzing document titles. ‘All titles in the experi-
mental collections used in this study were parsed in this way. In rare cases, a
title may actuzlly be a complete sentence, or perhaps a prepositional phrase.

The vast majority of titles are noun phrases, however, so it is beneficial to use

this feature in analyzing them. Since titles are easily recognizable automati-

cally in the original text of the document collections, this feature can be

invoked automatically.

'8 ¢ is sometimes convenient o call these strings sentences, sven though they may be
noun phrases (for exumple, document titles), or other strings that ur: cot grammatically
correct senteaces.
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This facility for parsing noun phrases can also be used in anaiyzing
queries. Rather than being statements of information need expressed in com-
plete sentences, a query may be a sequence of noun phrases mmumwwﬁmm by com-
mas, semi-colons or umlwam. [n order to examine the importance of this
characteristic of query mn.,.uSanB. the query collections were parsed in two
different ways. First, &mx were prepared for parsing exactly as document col-
lections are. Second, mmnr query was examined mahually, and portions hav-
ing the form of noun phrases, rather than mmnpmunmw. were identified so that
the parser would attempt to analyze them as noun phrases rather than as
sentences. Retrieval experiments were then done using queries parsed in

both ways.

There are three possible results from parsing an input string.

(1) If there are no cases of syntactic ambiguity in the string, and it has a
structure defined by the grammar, then a single parse results. This
will be a sentence, in the default case, or & noun phrase if the facility
for recognizing noun phrases is applied, as for titles.

(2) If the string cannot be recognizing as a grammatically correct construc-
tion, then the fitting procedure is invoked. The result is a single fitted
parse containing lower-level constructions that were identified during
the attempted parse. Note that parse failure can arise in two situa-
tions: (a) the input string may be grammatically incorrect, in which
case a successful parse would not be expected, or (b) the string may be
grammatically correct, but it does not correspond to a syntactic struc-
ture that is defined by the grammar.

(3) If the string is grammatically correct, but syntactically ambiguous,
more then one parse will result. A limit of ten has been placed on the
number of parses displayed in cases of ambiguity, but all parses are
actually completed.

e
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In each of thess cases, the phrase indexing rules are applied to all of the

structures produced by the syntactic analysis system.

3.5.3.1. Parsing Statistics

Some summary statistics related to parsing the n_,on..wam:n and query col-
lections appear in Tables 3.1-3.4. Tables 3.1 and 3.2 show the minimum,
maximum, and mean number of words per sentence, mua. the minimum, max-
imum, and mean CPU seconds per sentence required to parse the collections.
CPU times are for execution on an [BM 3090. Tables 3.3 and 3.4 contain
figures showing the number of parses produced for sentences from the two col-
lections. Part {a) of Table 3.4 for example, shows that of the 8805 sentences
in the dcecument rollection, 3680 (about 41%) of them Sm._mma a single parse,
and 2951 {33%) resulted in fitted parses. Parts (b) and (c) of the table contain
similar statistics for the query collection, parsed both without special atten-
tivn to noun phrases (part (b)), and with queries consisting of noun phrases

parsed as noun phrases rather than as sentences (part (c)).

CACM Document Collection
3204 Documents, 10,111 Seatences

Minimum Maximum Mean
Words per - 90 16.88
Sentence
CPU Seconds 0.10 669.04 . 626
per Sentence
{a)

CACM Query Collection
Sentence Parse
52 Queries, 88 Sentences

Minimum Maximum Mean
Words per 9 33 12.53
Sentence
CPU Seconds 0.19 17.00 3.03
per Sentence
(b)

CACM Query Collection
Sentence and Noun Phrase Parse
52 Queries, 105 Sentences

164

.Swrmaca Maximum Mean
. Words per 1 29 10.73
Sentence :
CPU Seconds 0.10 17.23 2.56
per Sentence :
(c)

TABLE 3.1

Sentence length and CPU time fsr parsing,

CACM collection.
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CISI Document Collection
1460 Documents, 380S Seatences

“Minimum Maximum Mean

. Words per
Sentence 1 88 21.05
CPY Seconds 0.11 658.47 10.31

per Sentence

(a)

CISI Query Collection
Sentence Parse
76 Queries, 268 Sentences

165

Minimum Maximum Mean
Words per
Sentence 3 1 17.68
CPU Seconds
per Sentence 0.34 93.06 6.47
{b) '

CISI Query Collection * .
Sentence and Noun Phrase Parse
76 Queries, 270 Sentences

z:umnE.E Maximum Mean

Words per .
Sentence 2 7 17.54
CPU Seconds 0.19 93.71 6.49

per Sentence

{c)

TADLE 3.2. Sentence length and CPU time {or parsing, CISI

collection.
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CACM
10,111 Sentences; Maximum parses: 174
Number 8 2 3 45 610 >10
of Parses | Fitted 1 - )
Number o
of 2627 4790 1761 362 33s 154 82
Sentences )
Fraction of | joen 0474 0.174 0036 0033 0.015 0.008
Sentences
ta) Documents (3204}
88 Sentences; Maximum parses: 12
Number 0 :
. - >
of Parses Fitted L 2 3 4-5 6-10 10
Number }
of 33 © 20 8 i 5 0 1
Sentences .
Fraction of | 4 ¢00  :227 ~ 0.091 0.011 0.057 0 0.011
Sentences .
(b) Queries (52); Sentence Parse
105 Sentences; Maximum parses: 21
Number 0
of Parses Fitted L : 3 -5 6-10 >10
Number
of 28 a0 17 2 6 0 2
Sentences

Fraction of | o967 476 0462 0019 0057 0 0019

Sentences

{c) Queries G,wr Sentence and Noun Phrase Parse

TABLE 3.3, Parsing statistics for the CACM collection.
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CISI
8805 Sentences: Maximum parses: 48
Number ] -
. of Parses | Fited | 2 3 45 610 >10
Number
of 2951 3680 1198 284 357 244 91
Sentences
MBQ_S of | 0335 0418 0.136 0.032 0040 0.028 0.010
entences
(a) Documents (1460)
268 Sentences; Maximum parses 22
Number 0 B
of Parses Fitted 1 2 3 +5 6-10 >10
Number '
of 70 127 42 9 15 3 2
Sentences
m;nsos of | 0261 0.474 0.156 0.034 0056 0011 0.007
entences .
(b) Queries (76); Sentence Parse
270 Sentences; Maximum parses; 22
Number 0
of Parses Fitted 1 2 3 5 6-10 >10
Number
of 56 143 40 - 10 16 3 2
Sentences
Fraction of :
Sentences 0.207 0.529 0.148 0.037 0.059 0.011 0.007

(c) Queries (76); Sentence and Noun Phrase Parse

TABLE 3.4. Parsing statistics for the CISI collection.
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3.6. Retrieval mnvnl_ﬂmunm

The retrieval experiments discussed in this section have been carried out
in arder to determine the influence of syntax-based phrase descripters on
retrieval effectiveness. ,‘..H,Eo experimental collections have been used, CISI
and CACM. These no:mn:oom were chosen because they lie at the extremes of
the retrieval performance spectrum when indexed with non-syntactic phrases.
As shown by the experiments discussed in chapter 2, significant improve-
ments in retrieval mm.m....un?mummm can be achieved when non-syntactic phrases
are used with CACM, but only a slight increase is possible with CISL. The
performance of syntactic phrase indexing on these two collections therefore
provides a reasonable E&nm:ou of the relative effectiveness of syntactic and

non-syntactic phrase descriptors.

Section 3.6.1 explains how the phrases constructed using the syntax-
based method ummnlcmm in section 3.4 are incorporated into document and
query vectors. Section J.6.2 defines four parameters that determine the con-
tent of phrase m:c<mnnn..mm and control :a.m effect of phrase matches on query-
document similarity <E.E,.P Section 3.6.3 presents the results of the retrieval
experiments, and explains how the parameters introduced in section 3.6.2
influence retrieval effectiveness. In chapter ¢, these syntax-based phrase
indexing results are compared to the non-syntactic results of chapter 2, as

well as to previous experimental work on phrase indexing.
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3.6.1. Construction of Document and Query Vectors

- In order to fairly evaluate the relative effectiveness of the syntactic and
non-syntactic phrase indexing methods examined in this study, the document
and query vectors used in the comparative experiments should differ only
with respect to the basis on which the phrase descriptors are constructed. All
other characteristics of the vectors must remain ncummgn. This requirement
must be maintained so that any differences in retrieval performance can be
unequivocally attributed to differences in the phrase construction methaod.
Thus for each collection used in bath the syntactic and umu-mzngnmn retrieval
experiments, the single term mcfmnnonw are identical, all phrase descriptors
contain two elements, the same mnt.,n:.bm operation is w,vu:mn to single terms

and phrase eloments, and the same term weighting functions are used.

The construction of a document vector containing syntactic phrases is
illustrated by the following example. Figure 3.8 contains the original text of
document 175 from the CACM collection. From this, the syntactic analyzer
and phrase noumr.:nzom rules yield the parse tree and phrases in Figure 3.9.
A stemming procedure is then applied to the phrase elements. From the ori-
ginal document text and these stemmed phrases, standard software from the
SMART package is used to construct the final document vector shown in Fig-
ure 3.10. The single term and phrase weights in this vector were calculated

according to the functions defined in section 2.2.3.

170

The solution of simultaneous ordinary differential equations using a general

purpose digital computer.

FIGURE 3.8. Text of CACM document 175.

NP QET ADJ* " “the"
NOUN*  “solution”
pp PREP _“of*
AJP T ADJ® “simultaneous”
AJP _ADJ* “ordinary*
AJP ADI* “differential®

NOUN®*  “equations”
PRPRTCL VERB* “using”

NP DEY ADJ* “a"
; NP AP ADJ* “general”
N NOUN*  “purpose”
AJP ADJ* “digitat*®
NOUN®  “computer”
PUNC .
equations solution
stmultaneous equations
ordinary equations
differential equations
purpose computer
digital computer
general Jurpose

FIGURE 3.9. Parse tree ...9. CACM document 175, with syntactic phrases.

e
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Document  Descriptor . Descriptor
Number Number Weight Type Descriptor
175 4111 0.2202 0 gener
175 12651 0.3373 0 digit
178 27890 0.4248 0 simultan
Hmm 29560 0.2481 ] solut
175 29565 0.4480 0 ordin
175 41114 0.3313 0 purpos
175 41155 0.1333 0 comput
175 47336 0.2978 o] anu
| 175 17831  0.4228 0 differ
175 5227 0.3603 1 _differ equ
175 14464 0.2333 1 digit comput
175 . 15528 0.2758 1 . gener purpos
175 23969 0.2323 1 purpos comput
175 30239 0.3729 1 ordin equ
175 30536 0.3613 1 simultan equ
175 51984 0.2729 1 equ solut

.m.mn,nﬁw.m 3.10. Weighted vector for CACM document 175 conl. ‘n-
ing single term and syntactic phrase descriptors.

3.6.2. Syntactic Phrase Indexing and Retrieval Parameters

Experiments were done to examine the effects of four parameters that
determine (a) the content of the phrase subvector, and (b) the influence that
phrase matches have on the similarity value calculated ,..o.. a query-document
pair. Two of these oE.mBmgnw are related to syntactic analysis; these are the
parse threshold and the query parsing mode. The others, df-phrase and the
phrase subvector weight, are related to the (requency characteristics of phrase

descriptors, and to weighting.

Parge Threshold. In cases where the parser yields more than one parse
for seniences invoiving syntactic ambiguity, the pnrase construction rules

generate phrase descriptors from all parses up to a maximum of ten. As
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explained in section 3.5.1.1, the best parse for a sentence is not always the
one ranked highest by the parse metric. In such cases, some good phrase
descriptors may be lost if only phrases [rom the first parse are included in the
document or query vector. a.rm parse threshold parameter specifies a limit on
the number of parses [rom L,Enr phrase descriptors are taken. With a parse
threshold of one, only phrase descriptors from the first parse would be
included in a vector. EE\,.‘:». :a,:.mwwo_m of two, phruse descriptors from the

first two parses would be used, and so on.

In order to examine ﬂrm importance of phrase descriptors from multiple
parses, retrieval experiments were done with four different versions of the
document and query no:mnrm.oum. These versions were constructed by using
parse thresholds of 1, 2, 5, and 10.

Query Parsing chm.. ‘Queries are not always stated as complete sen-
tences. Instead, a query may be stated as a single complex noun phrase, or as
a szquence of noun phrases separated by punctuation. For purposes of con-
structing phrase ammnluao«.m.. it is advantageous to have the parser analyze
such strings as noun phrases rather than as sentences. v>m explained in sec-

tion 3.5.4, the PLNLP system provides this capability.

In order to examine the importance of enalyzing queries in this way, the
query collections were parsed using twa parsing modes. With the dafault sen-
tence parsing mode, the parser attempts to analyze each input string as a sen-

tence. Using the noun phrase parsing mode, each query that consists of a

T
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.

aoun UWnDMG or mmﬂﬁwunm Om aoun nEmmmm was —annnmmﬁ SO nwmﬁ HWG Darser

fcccr_nm Nﬂnﬂﬂuﬂvﬂ to ND& ze it as a noun U_anwmm uﬁﬁrmn nwwﬂu as a mmpwmcnm
Yy

Queries that .
are to be analyzed as noun phrases must be identified manually

The example in (3.84) indicates the potential value of parsing such
strings as noun phrases qmgmn.nrmu using the default sentence mode
Analyzed as a noun phrase, the string yields the phrase image processing
whicn is the focus of the query. When analyzed as a sentence, however, this
phrase is not constructed. It should be noted that even in default sentence
parsing modé, many strings that are no. sentences are correctly analyzed as

noun phrases d i
s due to the parse fitting procedure (see sections 3.3.1 and 3.3.2)

The example i 8
ple in (3.84) shows that the idea! result is not always achieved

however,

~wﬂﬂﬂ_m ﬂ Ty
e ere &O e .—zﬂ tmuﬂ Dcm ‘GO—mmnH_Oﬂm U 8 & t
cm_ experiments w T 11 w s arse n

b :
oth the default sentence mode and the noun phrase mode

Phrase mlcfwn”on Weight. If the phrase descriptors constructed on the
basis of m.«.anmnnn.ma?namaon are predominantly good ma&mmﬁo«m of document
content, it might be expected that retrieval performance cculd be enhanced by
increasing the manongnan of matches between query and . .

This possibility was nmm,..ow by examini s s
| 4d b ng the effect of increasing the contribu-
tion that a phrase match makes to the similarity value calculated for a

query-document pair,
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Image recognition and any other metho

ds of automatically

(3.8423)
tcansforming printed test into computer-ready form.
NOUN PHRASE PARSE
NP NP NP NOUN® “image”
NOUN® “recognition”
CONS*  “and” .
NP QUANT ADJ* tany”
QUANT aDJ* “other”
NOUN* “methods”
PP AREP “of®
AVP ADV®  "automatically”
vERg* “transforming”
NP AP ADS* “printed”
NOUN® “text”
PP PREP “into”
v AlP ADJ “computer-ready”
NOUN®* “form”
PUNC -
image text transforming
transforming recognition printed text
transforming methods form text
automatically transforming computer-ready form
{3.84b}) SENTENCE PARSE
IMPR VERB* Timage” .
NP NP NOUN®. “recognition”
CONi*® “and”
NP QUANT ADI*  “any”
QUANT ADJ* “other”
NOUN® “methods”
PP PREP “of”
CAVP ADV*  “automatically”
© VERB* “transforming”
NP AP ADJ* “printed”
NOUN*® “text”™
PP PREP “into”
AlP ADJ® “computer-ready”
NOUN* “form”
pUNC "
transforming recognition printed text
transforming ' methods form text
transforming computer-ready form

automatically
tert

transforming
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Using the similarity function defined in section 2.2.3.3, the weight of a
phrase match can be increased by specifying a phrase subvector weight that is
greater than one. The overall similarity between query vector ¢ and docu-
ment vector d is calculated as a weighted sum of the innerproduct similarity
values calculated for the single term and phrase mzcmmn”cnm” see expression

(3.85).

sim(q, d) = (cy - ip(qs, ds)) + (cp - iplqp, dp)) (3.85)
Here, ¢, and c, are weights applying to the single term and phrase subvec-
tors, respectively. In these experiments, 1.00 has been used for ¢y, and 1.00,
1.25, 1.50, and 2.00 have been tested as values of mrm phrase subvector
weight, ¢,.

Document Frequency of Phrases (df-phrase). As nmmﬁmﬂ_ in the dis-
cussion of non-syntactic phrase indexing in chapter 2 (see section 2.2.1), the
parameter df-phrase is a threshold used to place _.mm:.mnz.onm on the document
frequency of phrase descriptors that are included in n_onc.ammn and query vec-
tors. The experiments with- non-syntactic phrases showed that retrieval
effectiveness can generally be increased slightly by excluding phrase descrip-
tors that have relatively high document frequeacies. The effect of a contin-
uwum of document frequency thresholds has been tested for syntactic phrases,

alao.
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3.6.3. Retrieval Results -

The best retrieval results that have been achieved using the syntax-based
phrase construction m:.m.mmmv. are summarized in Table 3.5. xmwlma&_
effectiveness is expressed as percent change in average precision in com-
parison to simple single term indexing. Also in this table are the values for
the parameters E:.omcgn._ .HE section 3.6.2 that yielded these results. Table

3.6 contains the corresponding complete recall and precisinn results.

These figures show that for the CACM collection, a rather modest
increase in average precision of 8.7% is attai: - {. This increase is statistienily
significant, but cannot be nmmnunnmluma as "material” according to the criteria
suggested by Sparck Loumm‘:mqﬁ.: When applied to the CISI collection, syn-
tactic phrase indexing Em_mw only a very slight increase in average precision
of 1.2%. This increase is neither statistically significant nor material.

These retrieval qmmc_ﬁ.mnm discussed further in chapter 4. The remainder

of this section describes the way in which the parameters defined in section

3.6.2 affect retrieval performance.

" The Wilcoxon signed rank test for paired observations was used to determine the sta-

tistical significance of the changes in average precision.

¥
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Parameters 1 Avg. Stat.
Prec. Signif.
Coll. Parse Query Phrase Phrase
Parsing Sub- Doc.
Thresh. Mode vector Freq. Change | Change?
e Weight (df-phrase)
Noun . . < 40 yes
CACM 4 1 phrase 125 oo125n | T8 1P <001
Noun < 20 - no
CISt ! poase Y00 go1ate | T {p>o0u18

TABLE 3.5. Summary of best retrieval results for syntactic phrase
indexing. Average precision is with respect to single term indexing,
see Table 3.6. The value n is collection size; for CACM, n = 3204,
for CISI, n = 1460.

Recall Precision
CACM CISsI
Level Single Syntactic Single | Syntactic
Term Phrase Term - Phrase
[ndexing [ndexing Indexing Indexing
0.10 0.5086 ¢.5638 0.4919 - 0.4932
020 0.4343 0.4728 0.4032 0.4041
0.30 0.3672 0.4318 0.3118 0.3208
0.40 0.2972 - 0.3261 0.2624 0.2680
0.50 ° 0.2398 0.2550 0.2320 €.2326
0.60 0.1912 0.2010 0.1901 . 0.1935
0.70 0.1462 0.1486 0.1504 0.1553
0.80 0.1086 0.1088 0.1119 . 0.1084
0.90 0.0711 0.0694 0.0739 0.0756
1.00 0.0610 0.0579 0.0521 0.051%8
Avg Prec 0.2604 0.2830 0.2450 0.2480
% Change 8.7 1.2

TABLE 3.6. Average precision at 10 recall levels for single term
and syntactic phrase indexing applied to the CACM and CISI
collections.

f;
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Base parameter values. Part (a) of Table 3.7 contains average preci-
sion figures for syntactic phrase indexing using a set of base parameter
values. These figures provide a point of reference for analyzing the effects of

other parameter values.

.Cmmwm a parse n?.mmroi of one, the default query parsing mode. a phrase
subvector weight of ~.oo.im.na no document frequency restrictions, CACM
yields a 5.8% increase in average precision, and CISI yields a 1.0% decrease
in average precision. These figures indicate that the syntactic phrases gen-
erated for CACM are predominantly good indicators of document content that
have a positive influence on retrieval performance. For CISI, however, the
small decrease in average .E.mnmmmou m:mNmmﬁ, that the syntax-based phrase
construction process v:me...‘m mixture of good and bad phrase descriptors.
Averaged over the experimental query collection, the positive and negative
effects of thece good and bad descriptors tend Lo neutralize one another, yield-

ing a net cffect that is small and negative.

The effect of &.vw;uo. A continuum of values for df-phruse were
tested on both collections ;mu order to determine the optimal value for this
parameter. The values that yield the largest increases in average precision
over the base values are m.?.mu in part (b) of Table 3.7. The effect of excluding
high document frequency m«amn:n phrases is similar to the effect noted for
non-syntactic phrases. ,E:u,p, is, removal of high document (requency phrases

has a small, positive influence on retrieval effectiveness. For CACM, the

a
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increase is a very slight 0.3% over syntactic phrases with no document fre-
quency restrictions. For CISI, exclusion of phrases having a document fre-
quency greater than 20 yields an increase of 1.0% in average precision over
simple single term indexing, which is a difference of two percentagé points

aver syntactic phrases with no document frequency restrictions.

The effect of phrase subvector weighting. Part (c) of Table 3.7 shows
the level of retrieval effectiveness that can be achieved when the best values
for the df-phrase and phrase subvector weight parameters are used. For
CACM. increasing the phrase subvector weight to 1.25 increases the average
precision change to 7.2% over simple single term indexing, which is a 1.1%
increase over a phrase subvector weight of 1.00. Weights above 1.25 yield
poorer average precision for CACM. This is an indication that even though
phrase descriptors tend to have an overail positive effect on the CACM collec-
tion, if they m_.m.. given too much weight, they begin to overshadow the effects
of the single term descriptors, which also play an important role in retrieval

effectiveness.

Any increase in the phrase subvector weight for the CISI collection
results in worse performance than the default i&mvp of 1.00. This result is
further support for the darlier observation that a substantial proportion of the
phrase descriptors assigned to the CISI collection are not good indicators of
document content, and therefore Lave a negative effect on retrievel perfor-

b
mance. i N
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[n addition to mxcmlnam:n.rum with increased phrase subvector weights,
reduced waights of 0.50 and 0.75 were also tested on both CACM and CISI.
For both collections, reduced weights yielded slightly poorer performance than

~ehye optimal weights m,?mn.ws Table 3.5.

The effect of the parse threshold. If the parse threshold is increased
above one, so that phrases (rom parses in addition to the first one are
included as phrase ammnl.vﬂonm. the effect on both collections is that average
precision decreases slightly below the levels shown in Table 3.7 (¢). The
negative effect of using u.rnmmmm from additicoal parses indicates that phrases
taken from parses of lower rank tend to be less appropriate as indicators of
document content than _&:.mmmm taken from parses of higher rank. This in
turn suggesls s:.? the parse metric that provides a ranking of multiple parses
(see section 3.3.1) tends to provide useful information about the orobable

appropriateness of alternative parses.

The small effect that increasing the parse threshold has on retrieval per-
formance is most likely.due to rmm fact that a relatively small v_.ovo,nzon of
sentences have more than one umnm»‘»mmm Tables 3.5 and 3.4, section 3.5.4.1).
In addition, even when L..mmppmnnm has a relatively large number alternative
parses, the number of aew phrases constructed {rom parses after the first one

is often small. An example of this situation appears in section 3.5.1.1.

The effect of the nronw parsing mode. By comparing the average pre-

cision figures in part (¢} ¢! Table 3.7 with those in Table 1.5, it can be seen

A
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that using the noun phrase query parsing mode has a small Uom:.?m effect for
both collecticns. For CACM the noun phrase mode E.Q.mnmmm average preci-
sion change to +8.7% from the +7.2% that results when delault parsing
maode is used. For CISI, the difference is even mBu__mm. increasing to +1.2%

from t+1.0%.

<"“

ik
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Collecti Parameters Avcrage
ollection Parse Query Phrase Phrase
Parsing Subvector Document -
Threshold Mode Weight Frequency Precision
& (df-phrase)
" _Sentence +5.8%
CACM L (default) 1.00 none 0.2754
Sentence -1.0%
CISI L (default) 1.00 none 0.2426
(a)
Bagse parameter values.
Sentence . +6.1%
CACM ! (default) .00 < 40 0.2764
Sentence +1.0%
CISt ! (default) 1.00 <20 0.2473
(b)
Base parameter values plus best df-phrase.
Sentence +7.2%
CACM ! (default) 125 < 40 0.2790
Sentence +1.0%
cist ! (default) 1.00 <20 0.2473

(c)

Base parameter values plus best df-phrase and best phrase subvector weight.

TABLE 3.7. Average precision {or various parameter values. Per.
cent change is with respect to single term indexing (CACM:
0.2604; CISI: 0.2450; see also Table 3.6).

T
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CHAPTER 4

C DMPARISON OF PHRASE INDEXING EXPERIMENTS

4.1. Syntactic vs. Nun-syntactic Pbhrase Indexing

The results of retrieval experiments comparing the effectiveness of single
term m,ummxmun and phrase indexing were discussed briefly in =2cticas 2.2 and
3.6.! This section discusses in more detail the relative effectiveness of single
term indexing and phrase indexing, as weil as the _..m_wn?m effectiveness of

syntactic and non-syntactic parase indexing when applied to the CACM and

CI18I collections.

Table 4.1 exhibits the results of retrieval experiments comparing single

term indexing to both syntactic and non-syntactic phrase indexing. The
¥

results in Table 4.2 compare non-syntactic and syntactic phrase indexing

directly. The results in these tables were obtained using the best phrase

indexing and retrieval methods discussed in chapters 2 and 3.

In comparing phrase indexing with siagle term indexing, these figures
show that only non-syntactic phrase indexing applied to the CACM collection

yields a material increase in average precision, a 22.7% increase over single

! Unless further clarification is given, the phrases "syntactic phruse indexing” and "nou-
syntactic phrase indexing” are used in this chapter to refer to the phrase indexing methods
prosented in chapters 2 and 3. )
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Recall . CACM CISI
Single |  Phrase Indexing Single Phrase Indexing
Level Non- . ) Non- -
Terms .syntactic Syntactic | Terms syntactic Syntactic
0.10 0.5086 0.6489 0.5636 0.4919 0.4947 0.4932
0.20 0.4343 | " 0.5335 0.4728 0.4032 0.4026 0.4041
0.30 0.3672 0.4542 0.4318 0.3118 0.3285 0.3208
0.40 0.2972 0.3569 0.3261 0.2624 0.2712 0.2680
0.50 0.2398 | .0.2971 0.2550 0.2320 0.2330 0.2326
0.60 0.1912 | ~ 0.2416 0.2010 0.1901 0.1982 0.1835
0.70 0.1462 0.1719- 0.1486 0.1504 0.1558 0.1553
0.80 0.1086 | -~ 0.1261 0.1088 0.1119 0.1131 0.1094
0.90 0.0711 | - 0.0742 0.0694 0.0739 0.0811 0.0756
1.00 .0.0610 0.0615 0.0579 0.0521 0.0582 0.0518
Avg Prec | 0.2604 |- 0.3195 0.2830 | 0.2450 | 0.2503 0.2480
% Change 22.7 8.7 2.2 1.2

TABLE 4.1. Average precision at 10 recall levels for single term in-

dexing and phrase indexing.

Recall - CACM ClIsl
Level " Phrase [ndexing Phrase Indexing
Syntactic Non-syntactic | Syntactic Non-syntactic
0.10 0.5636 0.6489 0.4932 0.4947
0.20 0.4728 0.5335 0.4041 0.4026
0.30 0.4318 0.4542 0.3208 0.3285
0.40 0.3261 0.3569 0.2680 0.2712
0.50 0.2550 0.2971 0.2326 0.2330
0.60 0.2010 0.2416 0.1835 0.1982
0.70 0.1486 0.1719 0.1553 .0.1556
0.80 0.1088 0.1261 0.1094 0.1131
0.90 0.0694 0.0742 0.0756 0.0811
1.00 0.0579 0.0615 0.0518 0.0582
Avg Prec 0.2830 0.3195 0.2480 0.2503
% Change 12.9 0.9

TABLE 4.2. ;><m~.wmm precision at 10 recall levels {or syntactic

and non-syntactic phrase indexing.

Page 180 of 364 .



185

term indexing. Syntactic phrase indexing resulls in an increase of only 8.7%
over single term indexing for CACM. The increases in average precision due
to phrase indexing on the CISI collection are clearly insignificant for both the

non-syntactic (2.2%) and syntactic (1.2%) methods.

[n comparing syntactic and non-syntactic nr..mwm., mwamxmsm. the precision
figures in Table 4.2 show that on the average, the non-syntactic method
,Sm_mm better results than the syntax-based method _.o.n. both collections. For
CACM, the 12.9% increase in average precision is both ‘material and statisti-

cally significant.? The increase of 0.9% for the CISI collection, is insignificant,

however.

A prominent characteristic of these results is the amall overall effect that
phrase indexing appears to have on retrieval mm.mnn.?mmmmm. Two factors
appear to explain this small effect. The first factor is the number of phrase
descriptors that occur in both docunient and query vectors. The second factor
is that average precision figures are derived by averaging the performance of
an entire no:mn:o,c of n:mlmw. This may tend to obscure significant variation

in the performance of individual queries. %

4.1.1. The Number of Query Phrases Occurring in Documents

Phrase indexing cannot have a strong influence on retrieval effectiveness

unless there is the potential for frequent phrase matches between queries and

? P < 0.01, Wilcoxon signed rank test for paired observations.
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documents. [n order no..u_.oS.mm for {requent phrase matches, phrases that
oceur in queries must a.m. assigned frequently as phrase descripters in docu-
ments. The statistics in Tables 4.3 and 4.4 help to explain why syntax-based
phrase indexing has such-a small influence on retrieval effectiveness for both
CACM and CISI, and m.._wo why non-syntactic phrase indexing has a small

effect on CISI.

The line labeled .../_Mumwuﬁmnmn Phrases” in Table 4.3 shows that when all
phrases identified by the syntax-based phrase construction method are
assigned as phrase descriptors, 2937, or 92%, of the 3204 documents in the
CACM collection contain. at least one phrase descriptor. On average, each
document contains mco:n. 15 phrase descriptors, which accounts for 37% of the
descriptors in each mooc.amnr However, since only a small fraction of these
phrases also occur in queries, only a relatively small proportion of them can
match auery phrases n:m thus contribute to the similarity between a query
and document. The nmxn.,:nm in the table shows how many of the phrases in
the documents also onnE...m.u queries. Only 715, or 22%, of the documents con-
tain phrases that also occur in queries. ><B.wm»& over the collection, this is
less than one phrase per document. When restrictions on the document fre-
quency of phrases are applied, these figures are reduced further. When
phrases with document frequencies of 40 or greater are excluded, only 604, or
19% of the documeats contain phrases. This is the syntactic phrase indexing

method that yields the best retrieval results.

¥
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CACM
Phrase Number of Mean Mean Mean Ratio of
[ndexing Vectors Single Terms Phrases Phrases to All
Method with Phrases per Vector per Vector Descriptors
Documents (3204)
AH 2937
. o -
Syntactic 99% 20.22 15.54 0.37
Phrases
Syntactic 715
Query 996, 20.22 0.35 0.01
Phrases
Syntactic 604
Query )
Phrases 19%. 20.22 0.27 0.01
(df < 40)
Non-syntactic 2072
Query )
Phrases 65% 20.22 9.22 0.17
(df < 90)
Queries (52)
Aill 30
Syntactic 36% 10.67 3.79 0.27
Phrascs
Syntactic 50
Phrases 10.67 3.79 0.27
(Wf < 40) 6%
Non-syntactic 52
Phrases 10.67 47.37 0.70
(f < 90) 100%

TABLE 4.3. Statistics
ments and queries.

on phrase descriptors in CACM docu-

188

CISI
Phrase Number of Meen Mean Mean Ratio of
[ndexing Vectors Single Terms Phrases Phrases to All
Method with Phrases per Vector per Vector Descriptors
Documents (1460)
All 1460
Syatactic . 15.20 3442 0.43
Phrases 100%
Syatactic 1124
Query ) 45.20 231 0.05
Phrases % .
Syntactic 896
Query
Phrases 61% 45.20 1.27 0.03
(df < 20) .
Non-syntactic 1280 .
Query .
Phrases 88% 45.20 3.39 0.07
(df < 30)
Queries (76)
All T4
Syntactic 97%. 22.59 8.58 0.29
Phrases :
Syuntactic 72 02
Phrases 22.59 6.97 .24
(df < 20) 95% ;
Non-syntactic 16
: Phrases 100% 22.59 11.22 0.32
(df < 30) ]

TABLE 4.4. Statistics on phrase descriptors in CISI documents

and queries.

¥y
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In contrast to these figures for syntactic phrase indexing, using the best
non-syntactic phrase indexing method, 2072, or 65%, of the documents in the
CACM collection contain phrase descriptors that alse occur.in queries. On
average, this is about nine phrase mmm_olunonw per aawﬁsmun. ar 17% of the
descriptors in each document. The far greater number of phrase descriptors
assigned as a result of non-syntactic phrase indexing is accounted for by the
much less selective nature of the non-syntactic method, and the highly unres-
trictive parameter values that yield the best _.mc..mmcw_ results for CACM.
Given these figures, il is to be expected that the uon.mwn"mnzn method, which
assigns about nine query phrases to m.mn_u document, would have a stronger
influence on retrieval effectiveness than the syntactic method, which assigns

less thap one query phrase to each document.

The corresponding statistics for the CISI nozmnzo.n appear in Table 4.4.
Here, the best syntactic phrase indexing method assigns query phrases to 896,
or 61%, of nrm‘ documeants in the collection. This averages out to ?Emnwnvmb
two phrases per moncam.nn. or about 3% of the descriptors in each document.
The best non-syntactic method essigns phrases to 1280, or 88%, of the docu-
ments. This is an average of fewer than 4 phrases per document, or about 7%
of the descriptors in each document. The difference in the aumber of phrase

descriptors assigned by the non-syatactic method for CACM and CISI is

accounted for by the more restrictive parameter values used for CISI.

190

The difference between the average proportion of phrase descriptors
assigned by the syntactic and non-syntactic methods to the documents of the
CISI collection (3% vs. qﬂi is much smaller than that for the CACM collec-
tion (1% vs. 17%). In addition, the average proportion of phrase descriptors
assigned by both the mwnnwn:n and non-syntactic phrase indexing methods for
CISI (3% and 7%) is closer to the proportion assigned by ﬁr\m syntactic method
for CACM (1%} than to v?m proportion assigned by the non-syntactic method
for CACM (17%). These statistics account, in part, for the relatively small
influence that syntactic ‘.E:.mmm indexing has on retrieval effectiveness for
both collections, as well as the small effect that non-syntactic phrase indexing

has on retrieval effectiveness for the CISI collection.

4.1.2, The Performance of Individual Qucries

Average precision mmr.:.mm such as z..,omm in Tables 4.1 and 4.2 are calcu-
lated by fguring the ucm.,._.umm precision for each query over recall levels 0.10
through 0.90, and then averaging this value over the enure query coilection.
Evaluation measures of this kind are usefu! as general indicators of the rela-
tive effectiveness of ammmmmn» mumm.ﬁum and retrieval strategies. It is also,
instructive, however, to examine the performance of individual queries. This
makes it possible to determine whether or not differeat indexing and retrieval

strategies perform consistently on most queries.

Tables 4.5 and 4.6 contain average precision figures for each query in the

CACM and CISI collections.

¥
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CcaCM
Percent Change in
Average Precision Average Precision
) (b-a)/a
(1) (2) (3) (4) 9] (6)
Query | Single Phrase Indexing (a) ST {a) ST (a) Syn.
Term vs. vs. vs.
Indexing Non- Syntactic :
syntactic (b) Nsyn. (b} Syn. (b} Nsyn.
(ST (Nsyn.) (Syn.)
i 0.1707 0.2829 £.2015 65.13 18.04 40.40
2 0.0018 0.0018 0.0018 0.00° 0.00 0.00
3 0.0803 0.1381 0.1390 71.98 73.10 -0.65
4 0.0572 0.07317 0.0683 28.85. 19.41 791
5 0.1509 0.1286 0.1984 -14.78 31.48 -35.18
6 0.2049 0.4101 0.2049 100.15 0.00 100.15
i 0.1851 0.2663 0.1991 43.87 1.56 33.75
8 0.1240 0.1361 0.3200 9.76 158.06 -57.47
] 0.1146 0.1306 0.1187 13.96 3.58 10.03
10 0.6905 0.7624 0.6264 10.41 -9.28 21.71
11 0.3764 0.4374 0.4106 16.21 9.09 6.53
12 0.2441 0.4463 0.3404 82.83 - 39.45 31.11
13 0.2778 0.2963 0.3603 8.66 29.70 -17.76
4 0.4898 0.4143 0.5021 -15.41. 2.51 -17.49
15 0.1871 0.2290 0.1656 22,39 -11.49 38.28
16 0.0638 0.0687 0.0623 7.68 -2.35 10.27
17 0.1209 0.1641 0.1384 35.73 14.47 r.m.mq
18 0.0955 0.0840 0.1719 -12.04 80.00 .51.13
19 0.3695 0.5110 0.4554 38.29 23.25 12.21
20 0.0938 0.5350 0.1358 474.63 44.78 2596.91
21 0.0611 0.1794 0.0621 193.62 1.64 188.89
22 0.6145 0.6650 0.6197 8.22 0.85 7.31
23 0.0589 0.0511 0.07317 -13.24 25.13 .30.66
24 0.1056 0.1131 0.1048 9.00 -0.76 9.83
25 0.2258 0,2790 0.2539 23.56 12.44 9.89
26 0.3871 0.4859 0.4103 25.52 5.99 18.43

TABLE 4.5 (a). Average precision for each CACM query.

CACM

Average Precision

Percent Change in
Average Precision

L . (b-a)/a
(1) (2) (3) (4) (5) (8)
Query | Single Phrase Indexing (a) ST {a) ST (a) Syn.
Term vs. vs. vs.
{ndexing -Noa. . Syntactic
syntactic {b) Nsyn. (b} Syn. (b) Nsyn.
) (ST (Nsyn.) {Syn.)

27 0.2673 0.3226 0.2524 20.69 -5.57 27.81
28 0.5375 0.7453 0.5375 38.66 0.00 38.66
29 0.6507 0.7201 0.6499 10.67 -0.12 10.80
30 0.1679 0.3566 0.2089 112.39 24 .42 70.70
31 0.8431 0.7176 0.7176 -14.89 -14.89 0.00
32 0.4077 0.7255 0.2591 71.95 -36.45 180.01
33 0.0833 0.0809 0.0833 9.12 0.00 9.12
36 0.2659 0.3536 0.2843 32.98 6.92 24.38
37 0.2178 0.2307 0.1880 5.92 -13.68 22.71

38 0.3466 0.3852 0.4763 11.14 37.42 -19.13 .
39 0.3308 0.2919 0.3383 -11.76 2.27 -13.72
40 0.3140 0.3416 0.5198 5.79 65.54 -34.28
42 0.0480 0.0508 0.0480 83.17 0.00 89.17
43 0.2249 0.2471 0.2249 9.87 0.00 9.87
44 0.0274 -0.0324 0.026% 18.25 -2.55 21.35
45 0.2692 0.3213 0.2633 19.35 -2.19 22.03
48 0.0961 0.0289 0.1704 -69.93 77.32 -83.04
49 0.1196 0.1980 0.1114 65.55 -6.86 71.74
37 1.0000 1.0000 1.0000 0.00 0.00 0.00
58 0.1988 0.2511 0.2599 26.31 30.73 -3.39
59 0.3877 0.3745 0.3656 -3.40 -5.70 2.43
60 0.2974 0.2290 0.2958 -23.00 -0.54 -22.58
61 0.2421 0.3635 0.2402 50.14 -0.78 51.33
62 0.0782 0.0796 0.0742 1.79 5.12 7.28
63 0.4415 0.7079 0.6488 60.34 46.95 9.11
64 0.1250 0.1111 0.1250 -11.12 0.00 -11.12

TABLE 4.5 (b). Average precision for each CACM query.
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193 194
W
CISI . ; CISI
Percent Change in - A Percent Change in
Average Precision Average Prezisicn ) Average Precision Average Precision
(b-a)/a ) . (b-al/a |
(D (2) (3) 4) (5) 6 “ 1) (2) (3) (4) (5) (6)
Query Single Phrase Indexing (a) ST {a) ST (a) Syn. : Query Single Phrase Indexing (a) ST (a) ST (a) Syn.
Term vs. vs. vs. m A Term vs. vs. vs.
. Non- .- ' . Non- .
Indexing | oo iactic  SYR2CHC | 1) Nsyn!  (b) Syn.  (b) Nsyn. w Indexing | . tactic  SYBt8CHC | (1 Novn.  (b) Syn.  (b) Nsya.
, (ST (Nsyn.) (Syn.) (ST) (Nsyn.) {Syn.)
1 0.5120 0.4941 0.4946 -3.50° -3.40 -0.10 : 27 0.3333 0.3496 0.347 4.89 3.42 1.42
W 2 0.0318 0.0321 0.0318 0.94 0.00 0.94 : 28 0.2378 0.2273 0.2425 4.46 1.93 -6.27
3 0.2300 0.2300 0.2300 0.00 0.00 0.00 29 0.2003 0.1967 0.2106 -1.80 5.14 -6.60
4 0.0598 0.0545 0.0590 .8.86 -1.34 .7.63 : 30 0.4319 0.4307 0.4319 -0.28 0.00 -0.28
5 0.0518 0.0511 0.0512 -1.35 -1.16 .0.20 : . 31 0.1476 0.1362 0.1366 -1.72 -7.45 -0.29
6 0.0233 0.0222 0.0233 4.72 0.00 -4.72 w 32 0.1763 0.1662 0.1697 -3.73 -3.74 -2.06
7 0.0184 0.0167 0.0241 -9.24 - 30.98 -30.71 : 33 0.0489 0.0485 0.0528 -0.82 7.98 -8.14
8 0.0467 0.0450 0.0462 -3.64. -1.07 -2.60 | 34 0.1841 0.1925 0.1946 4.56 5.70 -1.08
9 0.1222 0.1198 0.1297 .1.96 6.14 .7.63 ; 35 0.2167 0.2221 0.2265 2.49 4,52 -1.94
10 0.2141 0.2338 0.2159 9.90 0.84 8.29 37 0.1554 0.1849 0.1503 18.98 -3.28 23.02
11 0.2269 0.2249 0.2265 .0.88 -0.18 .0.71 39 0.0670 0.0643 0.0656 -4.03 -2.09 -1.98
12 0.0511 0.0511 0.0512 0.00 0.20 -0.20 41 0.3128 0.3116 0.2866 -0.38 -8.38 8.72
13 0.3037 0.2995 0.3050 -1.38 0.43 -1.80 42 0.0952 0.0878 0.0941 2.713 -1.16 3.93
14 0.0070 0.0070 0.0070 0.00 . 0.00 0.00 43 0.0406 0.0370 0.0398 -8.87 -1.97 -7.04
15 0.2254 0.2222 0.2360 .1.42 4.70 .5.85 44 0.2325 0.2861 0.2833 1.27 0.28 0.99
16 0.0716 0.0692 0.0714 .3.35 -0.98 .3.08 45 0.1218 0.1220 0.1224 0.16 0.49 -0.33
17 0.0214 0.0214 0.0214 0.00 0.00 0.00 46 0.3182 0.3180 0.3196 -0.05 0.44 -0.50
18 0.1664 0.1846 0.2022 10.94 21.51 -8.70 49 0.0977 0.0840 0.0921 -14.02 -5.73 -8.79
19 0.2956 0.2888 0.2877 -2.30° -2.67 0.38 5¢ 0.4811 0.4705 0.4707 -2.20 -2.16 -0.04
20 0.2379 0.2371 0.2388 .0.34 0.38 .0.71 52 0.8339 0.7784 0.8297 -6.66 -0.50 -6.18
21 0.0658 0.0625 0.0656 .5.02 ©.0.30 4.13 54 0.1258 0.1451 0.1399 15.34 11.21 3.72
22 0.0786 0.0798 0.0780 1.53 -0.76 2.31 55 0.9476 0.9268 0.9399 -2.19 -0.81 -1.39
23 0.1016 0.1231 0.1075 21.16 5.81 14.51 . 56 0.1442 0.1399 0.1438 -2.98 -0.28 2m
24 0.3110 0.3027 0.3158 2.67 1.54 415 57 | 0.1418 0.1427 0.1514 0.63 671 -5.15
25 0.2223 0.2187 0.2156 .1.62 .3.01 144 58 0.5044 0.5293 0.5281 1.94 4.70 0.23
26 0.4371 0.4373 0.4321 0.05 -1.14 1.20 - TABLE 4.6 E.V,. Average precision for each CISI query.
TABLE 4.6 {a). Average precision for each CISI query. : .
. | .
7 4
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CISI
Percent Change in
Average Precision Average Precision
(b-a)/a
(1) (2) (3) ) (5) 6)
Query Single Phrase [ndexing (a) ST (a) ST (a) Syn.
Term vs, vs. vs.
. Non- .
[ndexing syntactic Syntactic (b) Nsyn. {(b) Syn. (b} Nsyn.
(ST) (Nsyn.) (Syn.)
61 0.0463 0.0434 0.0420 -6.20 -9.29 3.33
62 0.6668 0.6634 0.6420 -0.51 -3.72 3.33
65 0.5559 0.5879 0.5684 3.76 2.25 3.43
66 0.5926 0.5755 0.5819 -2.89 -1.81 -1.10
67 0.1392 0.1572 0.1566 12.93 12.50 0.38
69 0.2206 0.2492 0.2547 12.96 15.46 -2.16
71 0.3393 0.3124 0.3021 -7.93 -10.96 3.41
76 0.5603 0.5952 0.5867 6.23 4.71 1.45
79 0.1869 0.1787 0.2077 -4.39 11.13 -13.96
81 0.0847 0.0783 0.0699 -1.56 -17.47 12.02
82 0.0704 0.0573 0.0640 -18.61 -9.09 -10.47
84 0.2094 0.1962 0.2024 -6.30 -3.34 -3.06
90 0.1528 0.1652 0.1639 8.12 7.26 0.79
92 0.0810 0.0798 0.0810 -1.48 0.00 -1.48
95 0.1415 0.1217 0.1415 -13.99 0.00 -13.59
96 0.3080 0.3839 0.4315 24.64 40.10 -11.03
97 G.5718 0.5421 0.5715 -5.14 0.00 -5.14
98 0.3885 10,3368 0.4120 -12.86 6.60 -18.25
99 0.3470 0.3078 0.3504 -11.30 0.98 -12.16
100 0.0244 0.0235 0.0248 -3.69 1.64 -5.24
101 0.5000 1.0000 0.5000 100.00 0.00 100.00
102 0.6016 0.5975 0.5977 -0.68 -0.65 -0.03
104 0.0661 0.0592 0.0634 -10.44 -4.08 -6.62
109 0.2469 0.3009 0.2651 21.87 1.37 13.50
111 0.7365 0.6721 0.7289 | -8.74 -1.03 -1.19

TABLE 4.6 (). Average precision for each CiSI query.

3
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Columns (1)-(3) contain average precision values for single term, non-

syntactic, and syntactic phrase indexing, respectively. Columns (4)-(6) indi-

cate the percent change in average precision.

This data shows that for both collections, the effects of both syntactic and
non-syntactic phrase indexing are quite variable. For CACM, four mxun.:u_m.
the change in mcm;m,mu.mmmﬁmmou due to non-syntactic phrase indexing in com-
parison to single term indexing ranges {rom a maximum increase of +474%
for query 20, to a iwxmaca decrease of -69% for query 48. For syntactic
phrase indexing, the n,..wbmm is from +158% for query 8 to -36% for query 32.
in each column, maximum increases are given in italics, .pbu maximum
decreases are given in boldface. A broad range of variation in performance is

also exhibited by the CISI collection, but the range is not as extreme as that

for CACM. The maximum increase in average precision for non-syntactic

phrase indexing in comparison to single term indexing is +100% for query

o

101, whereas the maximum decrease is -18% for query 82. For syatactic
phrase indexing in comparison to single term indaxing, the range is from

+40% for query 96 to -17% for query 81.

Table 4.7 summarizes® the performance of individual queries further.
Taking a change in average precision of 5% as a difference threshold, each
query can be n_mmmmmmm according to whether it performs better, equivalently,

or worse for each pair of indexing methods. For example, the first row of part

(a) of Table 4.7 nanm..._.mm syntactic phrase indexing to single term indexing

$
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and non-syntactic phrase indexing for the CACM collection. The first cell of
this row shows that 23 queries perform better with syntactic phrase indexing
than with single term indexing. That is, 23 queries :u.«.o an increase in aver-
age precision of 5% or more with syntactic' phrase indexing in comparison to
single term indexing. [n addition, 20 queries have the same level of perfor-
mance, and 9 queries E.:.p.o..S worse ..ig syntactic phrase indexing in com-

'

parison to single term indexing.

Indexing Single Non-syntactic

J»m”won._.m Terms Phrases

Svntactic 23 better 12 better

“h 20 same 6 same

L arases 9 worse 34 worse
Non-syntactic 39 better

4 same
Phrases 9 worse
(a) CACM
Syntactic 16 better 22 better
hr ) 53 same 47 same

Phrases 7 worse "7 worse
Non-syuntactic 13 better

Ph 44 same

) rases 19 worse

(b) CISI

TABLE 4.7. Summary of relative performance of three in-
dexing methods. Difference threshold: 5.0% change in
average precision.

The figures in Tables 4.1 and 4.7 are relatively consistent in their por-
trayal of the relative effectiveness of syntactic phrase indexing, non-syntactic
phrase indexing, and single term indexing for the CACM collection. That is,

both views of performance indicate that phrase indexing performs better than
3

198

single term indexing, and that non-syntactic phrase immﬁ.nm is more effective

than syntactic phrase indexing.

The situation is somewhat different for the CISI collection, vmime.m... The
average precision figures ?.ommuﬁma in Tables 4.1 and 4.2 indicate that the
three indexing methods M,c..m essentially equivalent in retrieval effectiveness.
There is a very slight mn&.nmnou that phrase indexing is an improvement over
single term indexing, PE._ a similarly slight indication that non-syntactic
phrase indexing is more m..m.mnn?m than syntactic indexing. The figures in part
(b) of Table 4.7 present a similar picture in that phrase indexing appears to
have only a slight influence on retrieval effectiveness. This is indicated by
the substantial E.ouo_.:ou. of queries that umlo_,.a ecuivalently under phrase
indexing and single term indexing. However, the figures in Table 4.7 lead to
quite different conclusions about the relative value of syntactic and non-
syntactic phrase indexing. With syntactic phrase indexing, 16 queries per-
form better than with mm,m.m_m term indexing, and only 7 perform worse. In
contrast, with =oa.u.§8.nmn phrase indexing, 13 queries perform better than
with single term ::_m.ﬁ_.um. and 19 perform worse. Further, with syntactic
or;.mm indexing, 22 queries perform better than with non-syntactic phrase
indexing, whereas only 7 queries perform worse with syntactic phrase index-

ing.

o
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The information in part (b) of Table 4.7 thus provides some evidence that

syntax-based phrase indexing may offer some advantages over non-syntactic

phrase indexing.

oo iy

4.1.3. Analysis of the Performance of some wmv_.mmougm@o Queries

In order to to -provide further insights into how syntactic and non-
syntactic phrases influence document ranking, this section compares the
behavior of some representative queries from both collections. The queries
were chosen in order to illustrate situations in which non-syntactic phrases
perform better than syntactic phrases, as well as situations in which syntactic

phrases perform better than non-syntactic phrases.

4.1.3.1. Non-syntactic phrases better than syntactic phrases

The queries examined in this section were chosca on the basis of the
number of relevant documents retrieved at a rank oﬁuo or higher. These are
queries for which the non-syntactic phrase indexing method succeeded in
retrieving more relevant documents at high ranks than either single term

indexing, or syntactic phrase indexing.

The text of Query 13 from the CIS] collection appears in Figure 4.1.
With regard to the number of relevant documents retrieved in the top 30, this
query represents one of the largest cuntrasts in the performance of single
term indexing and the two phrase indexing methods. With non-symtactic

phrase indexing, this query retrieves 12 relevant documents in the top 30,

i
i
i
H
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What criteria have been developed for the objective evaluation of information
retrieval and dissemination systems?

EOQWM 4.1, Text of CISI query 13.

Non-syntactic Phrases Syntactic Phrases

eriteria developed objective m<w_=wcou
developed objective m<m88 ) evaluation
objective evaluation information system
evaluation information  retrieval system
information retrieval dissemination mv.mnwa
dissemination retrieval information _.m.:;mi_ )
dissemination system - information dissemination

FIGURE 4.2. Phrases identified in CISI query 13.

e Descriptor . Descriptor vwnwum

Zw_ﬁmn . Z:Bmﬁ Weight Type Descriptor
Non-syntactic Phrases

13 10030 0.3837 1 &mmmi retrief

13 16894 0.2390 1 m<.=_c inform

13 16949 0.3715 1 . 2..;2. davelop

i3 33593 0.3353 1 dissem system

13 35639 0.3281 1 develop object

Syntactic Phrases
13 27795 0.3815 1 ov._.mnn evalu
13 36467 0.3353 1 dissem system

FIGURE 4.3. Zo.m..mwunmn:n and syntactic phrase subvectors for
CISI query 13.

I
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whereas syntactic phrase indexing retrieves only ten, and single term index-

ing retrieves just nine.

Figure 4.2 shows the phrases identified by the two phrase indexing
methods in unstemmed form. After restrictions on the document frequency of

phrases are applied, the final vectors contain the phrases shown in Figure

4.3,

The nine relevau! documents retrieved in the top 30 with single term

indexing are also retrieved in the top 30 by non-syntactic phrase indexing. In

addition to these, non-syntactic phrase matches raise the ranks of relevant -

documents 134, and 137 due to matches on evalu infurm. Relevant document

175 also moves into the top 30 due to a match on dissem system. Syntactic -

phrase indexing moves relevant documents 59 and 175 into the top 30 due to
matches on dissem system. However, with syntactic phrase indexing, the

rank of relevant document 474 is not maintainad, so it moves out of the top

30.

Syntactic phrase Eamwmnm fails to perform as well as non-syntactic phrase
indexing in this case because it fails to construct a urnmmm containing the
stems evalu and inform. Absence of this phrase accounts for the failure of
syntactic phrase indexing to move relevant documents 134 and _mq. into the
top 30, as well as its {ailure to maintain the rank of relevant document {74.
Such a phrase could not be constructed from query 13 by the syntactic phrase

indexing methad without vialating the basic strategy. of constructing phrases
A S
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only from words that are nm,_mnmm as head and modifier.

Though for this ncﬂ‘w non-syntactic phrases retrieve more relevant docu-
ments at high ranks than syntactic phrases, the syntagtic method moves
relevant document 59 into the top 30, whereas the non-syntactic method does
not. This is because n:m.mwnnPA.cﬂmu method constructs the phrase descriptor
dissem system from the .ﬁ.xn cW...mm,_m in (4.1).

4.1) Selective Dissemination of Information (SDI) Systems

In order for the non-syntactic method to identify this phrase, the value of the
proximity parameter would have to be increased {rom one to three. As indi-
cated in chapter 2, :oim,.,\m... less restrictive proximity values have substantial

negative effects on overdll retrieval performance for CISL

Query 21 irom :.5, CACM collection has 11 relevant documents. of
these, single term maamwmum mo.mm oot retrieve any at a rank of 30 or higher.
Non-syntactic phrasé r..amxm:m. however retrieves four in the top 30, whereas
syntactic phrase indexing retrieves just ope in the top 30. Of all CACM
queries, this one has .?m largest increase in the pumber of relevant docu-
ments retrieved in nrm. tcp 30 by non-syntactic indexing .:— no_.uwmﬂmmou to sin-
gle term indexing and syntactic phrase indexing.

The text of this .ach appears in Figure 4.4. Because of the highly
unrestrictive :w?:.m of :.,m pon-syntactic phrase construction method applied
to the CACM no:mnao.m. a large aumber of non-syntactic phrases are assigned.

. . .. 5.
The final subvector containing non-syntactic phrases is shown in Figure 4

LR
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Syntactic phrases appear in Figure 4.8. Although the three phrases class
reductions, complete reductions, and class complete are identified by the syn-
tactic phrase indexing rules, they are not assigned  as phrase descriptors

because they do not accur in the document collection.

computational complexity, intractability, class-complete reductions,
algorithms and efficieacy :

FIGURE 4.4. Text of CACM query 21.

Query Descriptor Weigh Descripior Phrase
Number Number eight Type Descriptor
21 4441 0.3272 1 clas comples
21 4456 0.3104 1 clas complec
21 4611 0.3286 1 complec comples
21 10141 0.2892 1 clas effic
21 10284 0.3908 1 algorithm intract
21 10924 0.3009 { effici reduc
21 14518 0.4116 1 comput intract
21 14580 0.5023 1 complec intract
21 16394 0.5126 1 - intract reduc
21 19419 0.2211 1 complec comput
21 20237 0.2002 1 algorithm complec
21 20253 0.21711 1 slgorithm comples
21 20772 0.2196 1 clas comput
21 25816 . 0.2105 1 algorithm reduc
21 " 25945 0.3389 1 comples reduc
21 28039 0.3074 1 comples effici
21 29671 0.2313 1 comput reduc
21 30050 0.2906 1 complec effici
21 30329 0.3221 1 ‘complec reduc
21 30753 0.1998 1 comput effici
21 32741 0.1988 1 algorithm clas
21 33355 0.1790 1 algorithm effici
21 38671 0.2379 1 comples comput
21 39034 0.3206 1 clas reduc
FIGURE 4.5. Non-syntactic phrase subvector for CACM query
21.

A}
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The non-syntactic phrases that ere responsible for retrieving four

relevant documents in the top 30 are listed in Figure 4.7. Of these 16

phrases, the syntactic method identifies four equivalent phrases. However,

because the syntactic method fails to identify three of these in the documents,

they are not assigned s phrase descriptors. This is a major part of the rea-

son that syntactic phrases fail to retrieve as many documents at high ranks

as non-syutactic phrases do.

{t is instructive to examine the text of the documents coataining the

aon-syntaciic versions of these phrases in order to determine why the syntac-

tic phrase construction procedure did not identify them. Relevant document

2701, which was retrieved at rank 2 with non-syntactic phrase indexing, con-

- ]
tains the phrase descriptors comples reduc and class reduc.’ The sources of

these phrase descriptors -appear in boldfece in the text of this document in
Figure 4.8. Though the elements of these phrase descriptors are not related

in any meaningful way in the document, they help to improve the rank of

. . . . - » . o
this relevant document. A similar situation arises to document 2703, where a

-a - .
phrase is constructed from the word 3335&53:? occurring in the

abstract, and Sav?k:w.;onn::.mcm in the title. The text of this document

appears in Figure 4.9.

3 The stemmed forms comples, reduc, and class correspond to unstemmed forms completr,

reducible, and classtesh, respectively.
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Syntactic phrases identified
computational complexity

class reductions ’
complete reductions
class complete

Syuntactic phrase assigned as a descriptor

comput complec
FIGURE 4.6. Syntactic phrases in CACM query 21.

Phrase Descriptor Text Source

algorithms class algorithms class
algorithms complec algorithms complexity
algorithms comples algorithms complete
algorithms  effici algorithms efficiency
algorithms intract algorithms intractibility
algorithms reduc algorithms reductions
class complec class complexity
class reduc class reductions
complec comples complexity complete
complec comptt complexity computational
complec intract complexity intractibility
comples reduc complete reductions
comput effici computational efficiency
comput intract computational intractibility
comput reduc computational reductions
effici reduc efficiency reductions

FIGURE 4.7. Non-syntactic phrase descriptors from CACM
query 21 that match relevant documents retrieved at rank 30
or higher. . .

206

- Title:

A Fast and Usually Linear Algorithm for Global Flow Analysis (Abstract
only-Complete paper JACM 23,1 January, 1976)

Abstract:

A new algorithm for global flow analysis on reducible graphs is presented.
The algorithm is shown to treat a very general class of function spaces. For
a graph of e edges, the algorithm has a worst case time bound of O(e log e)
function aperations. It is also shown that in programming terms, the number
of operations is proportional to e plus the number of exits from program loops.
Consequently a restriction to one-entry one-exit control structures linearity.
The algorithm can be extended to yet larger classes of function spaces and
graphs by relaxing the time bound. Examples are given of code improvement
problems which can be solved using the algorithm.

FIGURE 4.8. Text of CACM document 2701.

Title: -
The [ntrinsically Exponential complexity of the Circularity Problem for
Attribute Grammars

Abstract:

Attribute grammars are an extension of context-free grammars devised by
Knuth as a mechanism for including the semantics of a context-free language
with the syntax of the language. The circularity problem {or a grammar is to
determine whether the semantics for all possible sentences (progfams) in fact
will be well defined. It is proved that this problem is, in general, .
computationally intractahle. Specifically, it is shown that any deterministic
algorithm which solves the problem must {or infinitely many cases use an
exponential amount of time.An improved version of Knuth's circularity
testing algorithm is also given, which actually solves the problem within
exponential time.

FIGURE 4.9. Text of CACM document 2703.

e
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With queries of this kind, it appears that the major strength of non-
syntactic phrase indexing is its unrestrictive quality. That is, from a query
that is short and well-focused, practically any pair of .io&m yields a reason-
able phrase, regardless of proximity or syntactic relationship. Examples from
this query include computational efficiacy, algorithms complexity, and compu-
tational intractability. Phrases like these are not Emrzmmm by the syntax.
based phrase construction rules because the elements do not enter into a rela-

tionship of modification with one another.

Though the less restrictive nature of the uoa-mxunmnzn approach does
yield phrase descriptors that enhance retrieval effectiveness in some cases, it
also has zome negative effects. For example, relevant document 2932 has a
retrieval rank of 72 with single term indexing. With syntactic phrase index-
ing, a match on the phrase descriptor comput complec raises this document to
a rank of 20. The source of this phrase is the title of the document, Complex-
ity of Computations (see Figure 4.10). With non-syntactic phrase indexing,
however, the .rank of this document is lowered ta 84, even though it matches
the corresponding non-syntactic query phrase, SSE.% comput. The prablem
here is that many of the phrase descriptors that result from unrestricted com-
bining of word pairs, as is done with the con.wwnnm.n:n phrase construction
method, frequently match on phrases resulting from superfluous combinations
of words in* non-relevant documents. The result is that many non-relevant

documents get retrieved at higher ranks.

Title:
Complexity of Computations

Abstrazt:

The {ramework for resaarch in the theor

y of complexity of computations is
described, emphz

sizing the in terrelation between seemingly diverse problems
ard methods. [llustrative examples of practical and theoretical significance
are given. Directions for new research are discussed.

FIGURE 4.10. Text of CACM document 2932.

Title: .
The Self-Judgment Method of Curve Fitting
Abstrac:: )

A computer-oriented method for processing and communicating numerical
data is described. The Instrument Reliability Factors (IRF), which exactly
define the limits of reliability of each measured item of information, are used
to compute the Maximum Permitted Error (MPE) associated with each
values of each ordinate. The Self-Judgment Principle {SJP) is used to discard
wrong inlormation and to compute mean values of the parameters and their
MPE's in terms of the IRF. Data compatibility tests with any number of
different equations can be mada quickly, Otherwise intractable problems are
easily solved, and the design of many experiments is greatly simplified.

The computational and mathematical techniques used to reduce bias in

the SJP are discussed. Inadequacies in the statistical and graphical methods
of curve fitting are noted.

FIGURE 4.11. Text of CACM document 1206, -

An example of this is aop..q.m_mézn document 1206. With single term
indexing and syntactic phrase indexing, this document was nat retrieved in
the top 30. With non-syntactic phrase indexing, however, it was retrieved
with a rank of nine Cue to fortuitous matches on comput intract, intract reduc,

and comput reduc. From the text of document 1206 (see Figure 4.11), it is

clear that these phrase descriptors are not constructed from meaningful

e
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combinations of words, and they are not good indicators of document content.

By incorrectly increasing the ranks of several non-relevant documents
such as this one, the non-syntactic phrase indexing method causes a clearly

relevant document (2932) to be lowered in rank.

4.1.3.2. Syntactic phrases better than non-syntactic phrases

For the queries examined in this section, the syntactic phrase indueing

method retrieves more relevant documents at a rank of 30 or higher than

either single term indexing or non-syntactic phrase indexing.

With only single term descriptors, CACM query 48 retrieves twa of its w.w
relevant documents in the top 30, document 2325 at rank 6, and document
1797 at rank 8. With the addition of non-syntactic phrases, only one relevant
document has a rank of 30 or higher, whereas syntactic phrase indexing
retrieves five documents in the top 30. The text of query 48 is given in Fig-
ure 4.12, and the syntactic phrase descriptors appear in Figure 4.13. The
non-syntactic urmmmm indexing procedure assigns a total of 95 phrase descrip-
tors to this query. Al of nrmwwdgnzn phrases are En_.cama 5. this set with
the exception of algorithm gener, from .ma:msn:.:.n ... algorithms, and lin pro-
gram, from linear programming. These two phrases are .m::.:nmnma from the
set of non-syatactic phrases because their document frequencies mxnmm.a the

threshold of 90.

210

The use of computer science principles {e.g. data structures, numerical
methods) in generating cptimization (e.g. linear programming) algorithms.
This includes issues of the Khachian (Russian, ellipsoidal) algorithm and
complexity of such algorithms. :

FIGURE 4.12. Text of CACM query 48.

algorithm  eener

N optim algorithm
. comput 3ci
~lin program
avmar method

- -algorithm  complec
FIGURE 4.13. Syntactic phrases in CACM query 48.

The three mm&nonm_..‘.m_gm:p documents retrieved in the top 30 with syn-
tactic phrase indexing P.q,.a all due to matches on the phrase lin program.
Document 1797, which .rpa a rank of 8 with single term indexing, also
matches on this phrase, raising it to a rank of 4. Using the syntax-based
phrase indexing method, lin program has a document frequency of 33, so it is
not eliminated on the cwmmm of its document frequency. The corresponding
non-synotactic phrase has ‘a document frequency of 98. A phrase match on
compul sci maintains the rank of 6 for document 2325. With non-syntactic

’ b

phrase indexing, document 232§ rises to rank 2 as a result of 12 phrase

matches. Document 53. however, descends to rank 110.

[t might appear that the absence of the phrase lin program from the set
of non-syntactic phrase descriptors would account for the substantial drop in
“rank of document 1797, and the failure of the non-syntactic phrases to

retrieve the additional three relevant documents that were retrieved due to
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matches on the syntactic phrase descriptor lin program. However, the results
of an additional retrieval experiment provide evidence that the absence of lin

program is not the primary cause of the poor performance of non-syutactic

phrase indexing on this query. :

If the non-syntactic phrase indexing procedure is applied to the document
and query collections without using any restrictions on the document fre-
quency of phrases, 113 phrase descriptors are assigned to query 48, and the
phrase lin program is among them. When this phrase indexing method is
used, relevant documents 2325 and 1797 are retrieved .E the top 30, just as
with single term indexing. Due to matches on fin program and two other
phrases, document 1797 is retrieved at rank 22, However, even with lin pro-

gram 8s a phrase descriptor, the additional three relevant documents

retrieved in the top 30 by syntactic phrases are not retrieved in the top 30.

The poor performance of the non-syntactic nwnmmm.mnmm.ﬁum method on
this query 1s due primarily to the method's lack of selectivity in assigning
ur_.nm.m ;mmoiv.nc«m. An excassive number of phrase am.mn:.ugnm are assigned,
and a significant proportion of them are not good msmﬁwwno«m of the content of
either documents or queries. Non-relevant mon:Bmam. 3200 illustrates the
effect that phrases of low quality can have on ﬂmnlmi_ performance. With
single term indexing, this document is not retrieved at a rank of 30 or above.

With non-syntactic phrase indexing, however, 15 of its 29 phrase descriptors

match phrase descriptors of query 48, so it is retrieved with a rank of 19. The

Y

—

comput lin

inclus n
comput  aumer inclus o:%._mw
comput  optim lin an im
gener ~inclus lin : c”ﬂm_.
geaer lin ptim

- aumer opti
gener ptim
gener MM.H“_. fhumer  program
inclug fin optim prageam

FIGURE 414, Phegana in s;..m."..\”.s_.:.m;:.as: VI

’

s Trngram ine s Seenvane, A Linene PovinAar g ann (hivial Tatan

Abstract: )

A computer program is described which has heen devalopad for ablaining
approximate solutions to lincar initial and boundary-value problems
involving differential equations. For each problem, input to the program
includes: 1. The equations (in symbolic form) te ba satisfied - the
differential equations, equations describing auxiliary conditions such as
boundary conditions, etc. 2. A numerical description of the regions in which
each of the equations are to be satisfied. 3. Sets of functions (in symbolic
form) to be used in linear combinations to approximate the solution
functions. Give the above input, the program generates an approximation to
the solutions of the specified prablemm in terms of the specified functions

which is optimum in the least-squares sense.

L

FIGURE 4.15. Text of CACM document 3200.

The drop in rank of relevant documesnt 1797 from 8 with single term

indexing to 110 with non-syntactic phrase indexing, and the f{ailure of non-

syntactic phrases to retrieve the additional three relevant documents

i
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retrieved in the top 30 with syntactic phrases is thus uo..n caused primarily by
the lack of the single, semantically appropriate phrase descriptor lin program.
Rather, these shortcomings are the result of many matches between
superfluous phrase descriptors in the query and many no.a...m_m«.mnn documents

like decument 3200. E

Query 11 {rom the CISI collection has 127 relevant documents. Single
term indexing retrieves nine of these at ranks of 30 or higher. Syntactic
phrases increase this count to ten, while non-syntactic phrases reduce it to
eight. The eight documents retrieved in the top 30 using non-svntactic
phrases were also retrieved in the top 30 using single terms alone. However,
with non-syntactic phrases, relevant document 156 was displaced from wrm top
30 due to phrase matches that moved six non-relevant documents into the top
30 that did not achieve such high ranks with single term indexing. »L:_ of the
relevant documents retrieved in the top 30 with mmnm_.m term indexing were
also retrieved with syntactic phrases. [n addition, another relevant document
moved into z.i top 30 due to a phrase match. Syntactic phrases did not

match on any non-reievant documents retrieved in the top 30.

The text of query 11 is given in Figure 4.16. The phrases identified by
the syntactic and non-syntactic phrase indexing procedures wucmmn in Figure
4.17. The actual query subvectors are m.?wg in Figure 4.18. Phrases in Fig-

ure 4.17 that are not assigned as phrase descriptors .:m<w been eliminated

What is the need for information consolidation, evaluation, and retrieval in

scientific research?

FIGURE 4.16. Text of CISI query 11.

Syntactic Phrases

consolidation  need

Non-syntactic Phrases

information need

evaluation need consolidation  information
retrieval need consalidation  evaluation
information consolidation  evaluation retrieval
informution evaluation retrieval scientific
information retrieval research scientific
scieatific research

research consolidation

research evaluation

research - retrieval

FIGURE 4.17. Phrases in CISI query 11.

Query Descriptor
Number Number .

. Descriptor Phrase
Weight Type Descriptor

Non-syntactic Phrases

11 6020 0.2451 1 evalu retriel
11 26183 -  0.18486 1 wotrief sci
. Syntactic Phrases
11 22836  0.1969 1 research retriel
i1 26416 0.1924 1 inform evalu
11 35114 0.2210 1 retrief need
11 357158 0.2319 1 research evalu

FIGURE 4.18. Non-syntactit und syntactic phrase subvectors for

CISI query 11

Fes
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either because of document frequency restrictions, or because they do not
4

occur in any of the documents.

The additional relevant document retrieved with syntactic phrase index-
ing (document 1098) is due to a match on inform evalu. The syntactic phrase
indexing rules are able to construct this phrzse because .om the strategies of
(a) associating heads with modifiers, and (b) distributing the premodifier of
the first conjunct of a group of nou_.om:ma noun phrases over all the conjuncts
of the noun phrase (see sections 3.2.1 and 3.4.2.3). The non-syntactic phrase
indexing procedure does not identify this phrase in either the query or in

relevant document 1098 because of the restrictive proximity requirements

used for the CISI collection.

The non-syntactic phrase indexing method resulted in moving six non-
relevant documents into the top 30 ranks due to matches on two phrases,

evalu retrief and retrief sci. The sources of these n_mmnlv.no_.m are displayed in

(4.2),
4.2) 61: it evaluates retrieval performance relative to random
© searching
509: the evaluation of retrieval strategies

523:  the design, operation and evaluation of retrieval
aystems

525: establishing, operating, and m<E=w3Anm retrieval
systems

634: the best way to evaluate a retrieval system
for evaluating retrieval systems on this basis

686: publication, distribution, storage, and retrieval of
scientific information

———

216

Though retrief sci in .m.o.EEman 686 is not a good indicator of document
content, each of the occurrences of the phrase ewalu retrief identified in these
documents is a mmﬂmsnnm:w appropriate indicator of the content of the docu-
ment. However, this phrase is not appropriate as an indicator of the content
of the query. The query is concerned more with the evaluation of informa-
tion, or the evaluation of the quality of various sources of informutian, rather
than with evaluation of information retrieval systems. This is indicated bv
the text of the query mﬁm._wh. as well as the docu.ments that are judged to be
relevant. As an example, -the title and abstract of relevant document 1098
(see Figure 4.19) indicate ,nbmn the study focuses on evaluation = ‘nformation
sources {e.g., periodicals mE,_ bibliographies) .B:E. than information retrieval

systems.®

The essence of the E..mEmB iillustrated by this example is that the non-
syntactic phrase indexing method has constructed identical phrase descriptors
from textual sources that differ significantly in meaning. This is an example
of incorrect normalizatizn.: The resulting phrase matches Ho<m oon-relevant
documents to higher _.mnlm<,u_ ranks. Because the syntactic phrase indexing

method makes use of inforraation about the syntactic structure of text, it is

‘1t should be ooted thut even though evalu tnfuorm is a semantically sppropriate descrip-
tor for the first five dccument appearing in (4.2), the syntactic phrase indexing rules do not
succced ia identiying them. This ia due to difficulties related to apalyzing the structure of
complex noun phrases, as discussed in section J.4.6.1, and the currently limited treatment of
verbal constructions. Howevar, with appropriate extensions of the strategy of raising heads
to modifiers (see 3.4.6.1), and more adequate treatment of verbul constructioas. it should be
possible to solve wmost of these -problems. Recognition of this phrase in these documaents
would not, bowever, chunge the degree of similurity botween query {1 and these documents,
since the phrase ia correctly oot assigned as a descriptor ts the query.
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able to recognize that even though evaluation and EN:.@E are in close prox-
imity in the query, they are not related syntactically as head and modifier,
and therefore tkat they should not be combined to form a phrase descriptor.
On the other hand, the syntactic structure of prm.ncma.\ indicates that infor-

mativn and evaluation are related as modifier and head, and therefore that

they should be combined to form a phrase.

Title: i
Concerning the Criterion for Evaluation of Current Secondary Information

Abstract:

The findings are described of a study aimed at determining the prospects and
methods for improving the system of current bibliographic information.. The
umm_.wmmm has shown that the existing criteria for evaluation of special
bibliographies (scope, coverage, arrangement, speed of arinouncement, etc.)
are .mum%pcmpm for an unbiased .characterization of their exhaustivity and
w.EEmn” contents.. This hampers a correct choice of the sources of secondary
information and leads to duplication, parallelisms and loss of information..
Judgements of the leading Soviet and foreign bibliographers relating to the
problems unde~ zansideration are reviewed, which are all essentially in favor
of a reconstruction af the publishing processes, issuing of scientific
publications on a world scale, and algorithmization of the information
processes.. [t is suggested that the first objective of research should be a
method of comparative evaluation of periodicals..

FIGURE 4.19. Text of CISI document 1098.

4.2, Other Phrase Indexing muumn.:unu:w

In order to place this study into a broader context, this mmn:or compares

4
the syntactic zad noc-syntactic phrase indexing procedures presented in
chapters 2 and 3 with several previous studies. Though a substantial number

of methods have been proposed for constructing phrases for use as content

indicators (sec sections 1.3.2 and 1.4.1), lew of these praposals :m<m, been

218

accumpanied by experiments that test the influence of phrase descriptors on
retrieval effectiveness. This section discusses only work that has involved

substantive retrieval experiments.

Three categories o.m...vrwmmn construction methods can be recognized:
(a) non-syntactic Bm?oaw. (b) methods involving simplified syntactic process-
ing, and (c) mathods mc‘xm,_.ﬁcm actual parsing of document and/or query text.
For purposes of this ammnommmcc. non-syutactic and syantactic nwnwm.m indexing
can be distinguished as follows:

(a) Non-syntactic phrase indexing takes into consideration only the statisti-
cal and positiona! characteristics of words in text. Such characteristics
may include the frequency of a word in a document or in a collection, or
the cooccurrence characteristies (including proximity) of twe or more
terms. A phrase dictionary constructed by apy available means may
also be used. )

(b) Syntactic phrase indexing involves at least the use of information about
the grammatical categories of words and their patteros of cooccurrence.
Any information used io pon-syntactic phrase indexing may also be
used. Methods involving manual identification of syntactically correct
natural language phreses are also included in this category.

4.2.1. Non-syuntactic Methods .

The experimeats no,.c.mcnpmm by the SMART project in the mid-1960s are
among the earliest tests of the use of phrase descriptors.® The approach made

use of a dictionary of vr._.mmmm that was either compiled manually by a subject

SA general overview of the non-syntactic phrase indexing procedurces used hy the SMART
project at this time can be found in Salton and Lesk (1965), Salton (1968:23-24, 33-38, 4749,
93-96, 334-340), and Salton and Lesk (1971:117. 126-127). Details of the algorithms used for
phrase recogoition are available in Lesk apd Evslin (1964), Evslin (1965:3-), and Shapire
(1965).
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experi, or constructed on the basis of statistical term associations. A phrase
was assigned as a descriptor if all of its elements were :.Ena ﬂownoonncn in a
document. Most experiments required that the terms ¢ooccur in the same
sentence of a document, but it appears that in some cases, simple cooc-
currence in the document was held to be sufficient. Fﬂiuw not required that
the terms be adjacent or in 2 specified order in the text.’ Using three different
document collections, experiments were conducted to evaluate the
effectiveness of this phrase indexing procedure. Using both the phrase dic-
tionary and term associations, there was no consistent evidence of improve-
ment offered by this method of phrase indexing. Small improvements in pre-
cision were achieved at certain levels of recall, but for only one collection was
the improvement statistically significant for the term association method, and
none of the improvements resulting from the phrase dictionary were

significant (Salten and Lesk 1968:24, 26-27, 30-31).

More recent work by Salton and his co-workers has yielded experimental
results that are among the best reported to date for experiments oD automatic
phrase indexing. A number of experiments based on the term discrimination
mode! were conducted, and the details of the phrase identification E.on.ma::w

differ somewhat in each study (Salton, Yang, and Yu 1974; Salton and Wong

¢ {n the literature, a phrase recognized on this basis is called a statistical phrase. Note,
mowever, that this name is not necessarily indicative of the method of phrase recognition
(Salton 1968:93): "Tha term statistical phrase is thus used not because uny statisucal tech-
niques are included i the phrase detection process, but by epposiliua to symtactic phrase

where a definite syntactic relationsbip is acaumed among the phrase companents.”
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1976). However, the best overall retrieval results arc these reported by Sal-

ton, Yang, and Yu (1975). This approach is the basis for the non-syntactic

phrase indexing method presented in chapter 2.

For experimental purposes Salton, Yang, and Yu (1975) used as phrase
descriptors oanly _uE.pmm,m, occurring in the query cellection. The criteria for
identifying pairs of S«&Wum phrases were: {1) terms must cooccur in a query
or document and be mmnmnmnmm by at most one other term, (2) at least one of
the terms must be a high document frequency, poor discriminator, and (3) the

elements of a phrase .Bm< not be identical. The phrase descriptor then

replaced the two single term descriptors.

A summary of Salton, Yang, and Yu's experimental results is given in
Table 4.8. This nw.o_m contains two sets of comparisons for three small docu-
ment collections. The row labeled "t{" compares the average precision
attained with simple single term indexing with term frequency (LD weights to
the results of phrase indexing. This data appears in Salton, Yang, and Yu
(1975), and it shows Em.n phrase indexing yields an increase {h average preci-
sion of between 17% ms.m 39% over single term indexing with term [requency
weights. The row labeled “t{Xidl" compares the same phrase indexing results
to results &. single term indexing with weights calculated as a product of
term (requency and m.u<mnmm document frequency. These figures are based on
results reported by mm,:ou and Yang (1973). In comparing phrase indexing

with single term muamx‘mnm and this better weighting method, their phrase
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indexing sti}l shows an increase in average precision, but the magnitude of
the increase is much less. Rather nrm.u canging between 17% and 39%, the
range is from 6% to 20%. In comparing Salton, Yang, and Yu's results with
the results of the current study, the tfXidf figures are more appropriate, since
single term indexing with tfXidf weighting is used 3s.the basic af reference

for evaluating retrieval results,

Single Term ><m_.mmm Precision
CRANFIELD MEDLARS TIME
Weighting Method 424 documents 450 documents. 425 documents
ST PH ST PH ST PH
0.4287 | - 0.5468 0.6783
tf 0.3207 +32% | 04158 +39% | 0.5794 +17%
tfxidf 0.3788 +11% | 0.4722 +20% | 0.6440 +6%

TABLE 4.8. Average precision figures for single term indexing (ST}
with tf and t{Xidf weights and for Salton, Yang, and Yu's phrase
indexing (PH). Percentages indicate changes in average precision
attained by phrase indexing.

By comparing these results with the figures in Table 2.2 (section 2.3) it
can be seen that Salten, 55.@. and Yu's results are approximately equal to,
or better than, the non-syntactic phrase indexing results obtained in this
study. In the present study, the best average precision -increase using non-
syntactic phrases was 22.7% for CACM. This is noavm_..uv_m to Salton, Yang,
and Yu’s result for the MEDLARS collection. The average precision increases
obtained for INSPEC and CRAN are close to the 11% increase obtained by

Salton, Yang, and Yu for the CRANFIELD collection and their 6% mnmnmmmw
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for the TIME collection. Hrm results obtained in this study for CISI and

MED, however, are lower than any of the results obtained by Salton, Yang,

and Yu.

In comparison to the syntax-based method used in this study, Salton,
Yang, and Yu's results for the MEDLARS collection are substantially better
than the 8.7% increase cwmmm syntactic phrases with the CACM collection.
This level of mu::.oﬁwamnn., for CACM is, however, comparable to Salton,
Yang, And Yu's result for the CRANFIELD and TIME collections. Like the
non-syatactic results f{or nmm. CISI collection, the increase in average nrecision
achieved with syntactic nr_....m.mmm on the CISI collection are lower than any of

the recults obtained by Salton, Yang, and Yu.

4.2.2. Simplified Syntactic Methods

Martin Dillon (Dillon and Gray 1983, Dillon and McDonald 1983) has
devcloped a phrase indexing system (FASIT) that makes use of syntactic
information in a simplified:way. The basic strategy is to determine the syn-
tactic category of each text word by mwnpwoupn« look-up, and w.rmn to match
sequences of category mzamonm against a dictionary of acceptable patterns.
Sequences of text words that match one of the patterns in the dictionary are
used as phrase mmmnlnnoqm...; The system also includes simple methods of

phrase normalization and grouping of phrases that are likely to be related in

meaning.
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FASIT's effect on retrieval performance was evaluated cw an experiment
comparing it with two other indexing methods: (1) a simple automatic index-
ing procedure that used single term descriptors, a small stopword list, and
consolidation of singular and plural forms, and (2) indexing based on a manu-
ally constructed thesaurus. The indexing procedures were applied to a collec-
tion of 250 documents on topics in !ibrary science and 22 natural language
queries. [nverse document frequency (idf) weights and the .nommnm similarity
function were used for retrieval with all three indexing methods. The results
showed that both FASIT and single term indexing are better than th
thesaurus indexing method, and that FASIT vields slightly better precision
than single term indexing at most recall levels below 80%. .mv» phrase index-
ing procedure proved to be slightly better than the single term procedure as
indicated by increases in precision at B.omn recall levels below 80%. At 4n.

60% recall, the increase in precision ranged between 3% and 7%.

[t is difficult to directly compare these results with those of the present
study, since different collections and weighting were used. ..mo£m<2.. when
applied to the O>O?.A. CRAN, and INSPEC collections, the noa-syntactic pro-
cedure tested in this mw:mw appears to be as good as or vmz‘,mn than Dillon’s
syntax-based procedure. Compared to the syntax-based phrase indexing
results reported in chapter 3, Dillon's results are nanE.mEm, to the improve-

ment achieved for the CACM collection, and better than the ._.mmczm for CISI.

224

A precursor to Dillon’s work is the system dezvsloped by Klingbiel (1973a,
1973b). The basic strategy is word class assignment and matching against a
dictionary of stored patterns. Nymuwcmm~.m system is significantly less sophisti-
zated than Dillon's in three respects: (1) assignment of word classes is less
accurate since each word can belong to only one cless, (2) no phrase normali-

zation is done, and (3) no m«mcnmnw of semantically related phrases is
m:m:.énmm. | ,

Klingbiel and Rinker Soq.mv. reported on some retrieval experiments that
compared Klingbiel’s automatic indexing method and marual indexing. The
results showed that manual indexing yielded slightly better recall, and
automatic indexing yielded slightly better precision. The differences were in
the range of 4-7%. Since no mWUmlBocH were done to compare mﬁ.:umamm_.m
system to any other automatic m‘v%xmnm systems, Klingbiel's results cannot be

compared to the results of the nmmmmnﬁ study.

Croft (1986a) has tested a method of incorporating information about

phrases that oceur in natural language queries into a v..ovmvzmmnwn retrieval

model. Though Croft presents his approach as a method of incorporating

[information about term dependéncies, rather than phrases, into the retrieval

process, his approach is, in effect, equivalent to phrase indexing. This is also

the case for Smeaton’s wark (see below).

‘For queries, phrases were generated manually from the query text, so

these phrases correspond to syntactically correct natural language phrases.
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[n indexing the documents, phrase descriptors were not explicitly assigned.
Rather, at retrieval time, simple cooccurrence of a set of dependent am_.am‘_..
(that is, the elements of a query phrase) was taken to be indicative of the
presence of the phrase. For example, the nwEB_ language phrase hidden line
would be interpreted as indicating an mBnozmbn,mmumsmmSnw relationship
between the terms hidden and line, and thus the v..mmm:n.m of both terms any-

where in a document would result in an increase in its retrieval rank.

Croft used single term indexing with idf weights as Pn approximation for
a document ranking produced by a probabilistic retrieval madel assuming
term independence. This yielded an average precision of 0.2110. After
correcting the idf ranking by taking into consideration the dependency rela-
tionships of elements of query phrases, the average precision rose to 0.2270,

an increase of 7.6%.7

The 7.6% increase in average precision achieved by Croft's use of term
dependencies derived manually from natural language n_.‘_mQ phrases is sub-
stantially lower than the 22.7% increase achieved by nrm.u,on.mw.unmnzn phrase
indexing procedure as applied to the CACM no:mn.:on. Croft's 7.6% increase
is closer to the 8.7% increase resulting from the mwn»wn:n phrase indexing
method used in this study. In comparing Crofts results with those of this

study, however, it should be pointed out that Croft compared his phrase-based

f—.rmnomm:nuu-..o.un-omeomwt—mpn_.o..p:wmmnnm.dnv_mmr ><n2nmv8nrman£=
calculated at recall levels 0.10-0.90. E
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results to single term muamx.mnm with simple idf weights, while the results of
the current study are based on a comparison of phrase indexing and single
term indexing using t{Xidf weights. The use of idl vs. t!Xidf weights is dis-

cussed further below.

Smeaton (1986) has conducted an experiment on the CACM collection

with an indexing method that uses information sbout the syntactic structure

of natural language query ‘u.ra,w%m to identify term dependencies. The gen-
eral strategy for Eno«nonmzn.m term dependency information into the retrieval
process is essentially the .m.mam as Croft's method. First, natural language
query phrases are am:zmmn,g performing a manual syntactic analysis of the
text of queries. Then, dependeat pairs and triples of terms are identified in
the natural language query phrases. For a particular query, dependencies are
then identified in all relevant and non-relevant documents retrieved at ranks
of 20 or higher in a single term retrieval run. Identification of dependent
terms in documents is based on a much shallower syntactic analysis. The
only requirement is that the elements of a set of dependent ﬁm_‘:..m@,nconn:n ina
sentence, clause, or uvnmm,m. in the document text. [L is apparently mnot
required that terms be related syntactically in the document text. The pres-

ence of a set of dependent terms in a document increases the retrieval rank of

that document. .

Smeaton's best term mmvmummDQ results show an increase of 23.9% in
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average precision over single term indexing.® In comparing this result with
the results of the present study, it is important to aote that Smeaton (like
Croft) compares the term dependency results to single term indexing with
simple idf weights, rather than tfXidf weights, as wm..m been done in this
study. Takle 4.9 compares retrieval results for the CACM collection for single
term indexing using two different weighting methods, idf and tfXidl. Two
mmm.mnmun query collections were tested: (1) the 25 queries used by Smeaton,’

and (2) the complete collection of 52 queries. Smeaton's 25 queries are a sub-

zet of the larger collection. This table shows that single terma indexing with

tfXid{ weights performs better than single term indexing with idf weights for
both query collections. The tfXidf weights yield an increase of 7.3% in aver-
age precision for the collection of 25 queries, and an increase of 21.0% for the
collection of 52 queries. Using single term indexing with tfXidf weights as a
vomup. of snmparisen thus provides a mare stringent basis for evaluating the

performance of a phrase indexing method.

As can be seen from Table 4.10, the non-syntactic phrase indexing pro-
cedure yields an increase in average precision of 38.3% over single term
indexing with tfXidf weights when applied to Smeaton's set of 25 queries.

This 38.3% increase is higher than the 23.9% increase achieved by Smeaton’s

¥ This caleulation is hased oc Smeaton's data for single term indexing and his corrected
results that yield the best aversnge precision fgures. The dats is given in Smesaton
(1986:107}, Table 8, columns labeled "IDF Uncorvected” and ..Oonn»n:& 5.10,5,10." Averages
were calculatad at recall lavels 0.10-0.90.

* { am grateful to Alan Smeston for providing me with iaformation about the query col-
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svntax-based procedure. dr,m syntax-based procedure of chapter 3 yields an
increase of 14.7% over mmum._m term indexing. Since the point of comparison
here is single term indexing with tfXidl weights, this 14.7% increase may be

roughly comparable to Smeaton’s 23.9% increase over single term indexing

with idf weights.

Query- ~ Single Term Single Term
Collection (idn (fxidn
Smeaton’s 0.2079 0.2230

25 . +7.3%
Standard  0.2153 0.2604
52 +21.0%

TABLE 4.9. ><m~mwm precision for the CACM collection
using single term indexing with two weighting methods
and two query collections.

Query mmum_m, Term Non-syntactic Syntactic
Collection (tfXidf Phrasing Phrasing
Smeaton’s 0.2230 0.3083 0.2557

25 v +38.3% +14.7%
Standard 0.2604 0.3165 0.2830 ¢
52 +22.7% +8.7

TABLE 4.10. ><mn.wwm precision for the CACM collection us-
ing two query collections. Single term indexing with tfXidf
weights compared to non-syntactic and syntactic phrase index-
ing.

lection used for his experiments.
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4.2.3. Syntactic Methods

In their review of the appiication of linguistics to information science,
Sparck Jones and Kay characterize Salton’s work on m,v.u"mx.wmmma content
analysis as a major effort in the field anﬁ.nw Jones and Kay 1973:105-106).
This work is also distinctive in that some comparative evaluation of the con-

tent anaiysis method was done.

,Eum, objective of incorporating syntactic analysis into the process of con-
tent analysis was to recognize phrases consisting of u,w:m of descriptors that
stand in specified relationships to one another (Salton 1966, Salton 1968:166-
178).19 The method also provided for a significant ammwm.m of both syntactic and

lexical normalization. The procedure can be summarized as follows:

(1) Manually construct a thesaurus in which op,nr class contains a set of
reiated word stems.

(2) Manually construct a dictionary of phrases; these are called criterion
phrases ot criterion trees. Each entry in the criterion tree dictionary
specifies a pair of descriptors (thesaurus classes), and a set of possible
syntactic relationships that must hold between the pair of Jescriptors.
The syntactic relationships could be one or more of: (a) head-modifier in
a noun phrase, (b) subject-verb, (c) verb-object, or (d) subject-object.

(3) Perform a syntactic analysis of a query or document sentence (Kuno
and Osttinger 1962).

19 4 reluted discussion of gruphical representuations of term relationships enn be found in
Salton (1962).
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(4) Using an automatic structure matching proccdure, match phrases m._u the
sentence against. phrases in the criterion tree dictionary. Assign a
phrase as a descriptor if the document contains terms from the
thesaurus classes specified by a criterion tree, and the m«.nnmnn.n rela-
tionship of the terms in the document matches one of the syntactic rela-
tionships specified in the criterion tree.

This procedure accomplishes significant lexical normalization, since each
criterion tree entry mumnmmmm thesaurus ciasses rather than individual word
stems. Syntactic aoam_gmon is accomplished becausc a single entry may
allow more than o:m“_,mvdnwn:n relationship to hold between the specified

descriptors. For example, the three constructions text analysis, analysis of

text, and analyzes text could all be mapped to the same criterion tree entry.

The syntactic v?.wwa indexing procedure was evaluated by comparing its
retrieval vmlo_.am:nm..ipr that of a non-syntactic phrase indexing method.
Based ~a a retrieval .,m.wcm_.mamun involving 17 queries, the syntactic method
,..mwc:mm in slightly .o,.tm_. precision than the non-syntactic method at all lev-

els of recall (Salton. 1968:198). The change in average precision was

about 7%.

: . . .
vomwmzmmxn*m:mzoum__o_.orm..m:cqm of the syatactic procedure to realize

more substantial mau.,noé_dmunm are of two types. One is that the syntactic
criteria are mxnmmm?m.,_w stringent, and therefore prohibit the assignment of
phrase descriptors when they are actually quite appropriate. This is the poiat
of view taken by .wm.:op (1968:198). In contrast, Sparck Jones and Kay
(1973:106) express n:ﬁm strongly the opinion that the use of a phrase diction-

ary limits the acarmn of possible phrases 3o severely that significant
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improvement cannot be achieved. [t should also be pointed out that the small
scale of the experiment (17 queries) does not provide a firm basis for drawing
final conclusions concerning the possible usefulness of syntax in content

analysis.

A more recent effort to construct multi-term ammnlw:o_.m on a syntactic
basis is that of Tait and Sparck Jones (Tait 1984: Sparck Jones and Tait
1984a, 1984b). Their work goes beyond the use of strictly syntactic informa-
tion, however, since it incorporates general, non-domain specific information
provided by the parser developed by Boguraev (1979). Their objective is to
identify syntactically related groups of 32..3 in query texts, and then to gen-
erate a set of variant phrases that express mmmau.:m:u. the mem concept. Each
of these variants can then be used as a search ‘8..3. and matched against the
text of documents. By identifying phrase descriptors, the system provides
high precision u:m.‘w terms. By generating variant forms of the ohrase
descriptors, decreases in retrieval performance due to losses in recall can be

minimized,

Their analysis procedure makes it possible to identify source phrases like
circuit details, and retrieval of information. The variant generation procedure
can then produce related phrases fike details about circuits, details of a cir-

cuil, and informaiion retrieval,

In order to successfully generate the noun phrases nou»rwnmnm preposi-

tional phrase modifiers from the corresponding nous phrase with nominal

Y .

232

premodifier, it seems clear ,mrmn some degree of semantic 1nformation must be
provided in order to mm_mnn.., the appropriate prepositions. However, some of
their apparently more complex examples of variant generation could be
accomplished in a straightforward way from a purely syntactic surface struc-
ture parse. This is the case, for example, with the phrase high frequency
oscillator using slew mE:nmm:m germanium transistors (Tait 1984). A surface
structure parse yields sufficient information to construct the phrase oscillator
using transistors, and to avoid constructing the incorrect high frequency
?n:.ummss.m. Examples u:nr. as this inevitably lead one to ask whether the
level of general semantic information currently available to this system actu-
ally provides significant capabilities beyond that provided by a simpler syn-

tactic parse.

Another question prompted by this sppreach is whethewor not the stra-
tegy of query term <plmnn. generation and text searching is actually prefer-
able to indexing of both dacuments and queries using a process that identifies
phrases in document and anQ texts and normalizes them to descriptors of a
standard form. There is certainly some validity to Sparck Jones and Tait's
argument that :nmcmm:nm:w mouEumnmEm analysis of large document collec-
tions is currently not E.mnz.n.m_. There is, however, reason to believe that the

variant generation approach may not be viable.

The success of the variant generation approach depends on correctly gen-

erating a large proportion' of the most likely paraphrases of each source
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expression found in a query. Relatively simple paraphrases of the kind exhi-
bited in the papers by Sparck Jones and Tait are nmnm..nwu_w useful and
appropriate. However, to be fully successful, a great variety of other kinds of
related expressions would need to generated, and it may not be possible to
accomplish this. Sparck Jones and Tait (1984a:63) provide an example that
Ecmc.mnmm.m problem of this kind. From ﬁru query phrase relrieval of infor-
mation, it would be difficult to generate all useful related phrases like
retricval of relevant information. Coustructions involving conjunctions pose a
related problem. For example, a query phrase like preparation of extracts
does not provide an adequate basis for generating a phrase an would match
preparation and evaluation of computer-prepared abstracts and extracts.
Examples of this kind are not uncommon. For example, a .mmB_u_m of 20 out of

1460 documents in the CISI collection contains 25 such expressions.

The variant generation approach certainly does have seme advantages.
However, the difficuities related to successful gereraticn owm. large variety of
paraphrases suggest that the .alternative approach should not be abandoned.
The alternative is .8 index both documents and queries by decompesing com-
plex expressions and constructing simpler descriptors of a normalized form.

The syantactic phrase indexing method of chapter 3 takes this approach.

Sparck Jones and Tait applied the variant generation procedure to 10
queries and processed them against a collection of 11,429 abstracts. Their

purpose in doing this was to demonstrate the feasibility of the overall pro-

1
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cedure, rather than to m<m_=m8 the merits of this indexing method. Their
results vmwoi that nmc.mm«,mm effectiveness with phrase descriptors was lower
than with single term am.mnlunonm. They emphasize, however, that results due
to such a small query mmim_m cannot be taken as indicative of the value of the

procedure (Sparck Jones and Tait 1984a:60-63).

Lewis and Croft Swm..: have done some v?:BENQ work toward extend-

ing Croft's approach ..E.mano_ao,.m:um term dependencies into the retrieval

process (Croft 1986a).!! E,mnmma of constructing groups of dependent terms by
identifying syntactically correct natural language phrases in the text of
queries, a frame-based representation of query content is used. Rather than
representing a query as wmn unstructured set of word stems, their representa-
tion language is based on a controlled vocabulary of concepts designed to be
appropriate for unmmnamn_vmbm technological fields in genegal. These concepts
are represented as frames that also provide for the specification of relation-

ships among 8 set of {rames used to represent a query.

For the mxumlamnﬂ. discussed in Lewis and Croft (1987), (rame-based
representations of 50 ncnw.lmm from the CACM collection were constructed by
hand and used as the gmmm for retrieval experiments. An expectation-based
parser is being mm<m_oumm. with the objective of constructing query representa-
tions mcEBmznm:* arm.wm representations were used both to select indivi-

dual terms for use in query-documeant matching, and for identifying groups of

! See Croft and Lewis (1987) for aa earlier discussion of this work.
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CHAPTER 5
CONCLUSION

3.1. The Effectiveness of Phrase indexing

3

Based on average precision figures, the experimental results of chapters 2
and 3 show that under some circumstances phrase descriptors can have a
significant pesitive influence on retrieval performance. :, a sufficient number
of phrase descriptors are assigned to documents and queries, aud i these
descriptors are predominantly good indicators of document content and infor-
mation need, then substantial improvements can be achieved. This is indi-
cated by the 22.7% increase in average precision achieved using non-syntactic
phrase indexing on the CACM collection. However, if only a few phrase
descriptors are assigned, or il the quality of the mmmnlvnonm is uneven, then
ocly moderate to slight increases in effectiveness result. This is indicated by
the smaller increases in average precision of 11.9%, 8.9%, 4.0%, and 2.2%
using non-syntactic phrase mummxm:m on the INSPEC, OW..».Z. MED, and CISI
collections, and the 8.7% and 1.2% increases using syntactic phrase indexing

on CACM and CISI.

With regard to the relative value ‘of non-syntactic and syntactic phrase
indexing, the precision averages show that non-syntactic phrase indexing is

significantly better than syntactic phrase indexing for the CACM collection,

but that the difference is insignificant for the CISI collection. Examinatién of

237

238

individual queries, however, m:os..m that there is great variability in the per-
formance of both mwﬂmnnmn and non-syntactic phrase indexing. Further, the
CISI collection provides some evidence suggesting that syntax-based phrase
indexing offers some benefits over non-syntactic phrase indexing. That is,
when syntactic phrases m.mm used, the performance of more queries improves
over single term Emmxmnm...mrma when non-syntactic phrases are used. [n addi-
tion, 22 queries perform better with syntactic phrases than with non-syntactic
phrases, whereas only 7 ‘.n:mlmm perform better with non-syntactic phrases

than with syntactic phrases.

Analysis of the performance of individual queries also revealed some
strengths and weaknesses of both phrase wummxmsm methods. The primary
strength of nou.mwngnzn.vrnmmm indexing appears to be the unrestrictive
nature of the method. As shown in section 4.1, this nrmwmnmmm_.mmzn makes it
possible for the con.mxoS,nnn method to identify many phrases that could not
be recognized when mwuﬁm:n relationships among words are taken into con-
sideration. When the upn:‘_.m of the text is such that unrestricted word combi-
nations yield good content indicators (for example, with short, well-focused
queries), then this n:mnunﬁlm:n of the method is beneficial. This characteris-
tic, however, also appears to be a serious weakness of the method. When
decuments and queries w..m longer, such un unrestrictive approach yields

many undesirable phrases. A further short-coming of the method as it is

currently implemented is that it can be made more selective only by adjusting
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CHAPTER 5

CONCLUSION

5.1. The Effectiveness of Phrase indexing

Based on average precision figures, the experimental results of chapters 2
and 3 show that under some circumstances phrase descriptors can have a
significant positive influence on retrieval performance. :. a sufficient number
of phrase descriptors are assigned to documents and queries, aud if these
descriptors are predominantly good indicators of document content and infor-
mation need, then substantial improvements can be achieved. This is indi-
cated by the 22.7% increase in average precision achieved using non-syntactic
phrase indexing on the CACM collection. However, if only a few phrase
descriptors are assigned, or if the quality of the mmmnlvno_.m is uneven, then
ouly moderate to slight increases in effectiveness result. This is indicated by
the smaller increases in average precision of 11.9%, .m.mn\w. 4.0%, and 2.2%
using non-syntactic phrase mu.mmx_.:m on the INSPEC, Om...PZ. MED, and CISI

collections, and the 8.7% and 1.2% increases using syntactic phrase indexing

on CACM and CISI.

With regard to the ralative value of non-syntactic and syntactic phrase
indexing, the precision averages show that non-syntactic phrase indexing is
significantly better than syntactic phrase indexing for the CACM collection,

but that the difference is insignificant for the CISI collection. Examination of*
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individual queries, however, shows that there is great variability in the per-
formance of bath mﬁnmnnmn and non-syntactic phrase indexing. Further, the
CISI collection provides some evidence suggesting that syntax-based phrase
indexing offers some benefits over non-syntactic phrase indexing. That is,
when syntactic phrases m.mm used, the performance of more queries improves
over single term mummxmun...»rmnzfvmu uou.mv&gnan phrases are used. Ia addi-
tion, 22 queries perform better with syntactic phrases than with non-syntactic
phrases, whereas only 7 ..p:mlmm perform better with non-syntactic phrases

than with syntactic phrases.

Analysis of the performance of individual queries also revealed some
strengths and weaknesses of both phrase indexing methods. The primary
strength of non.mu\nwmnzn_crnmwm indexing appears to be the unrestrictive
nature of the method. >w,uraid.;?A§nu 4.1, this nrmwmnnmlm%o makes it
possible for the noc.mwupm_nzn method to identify many phrases that could net
be recognized when wvﬁﬂm:n relationships among words are taken FB con-
sideration. When the nature of the text is such that unrestricted word combi-
nations yield good no:nm:..ﬁ indicators (for example, with short, well-focused
queries), then this characteristic of the method is beneficial. This characteris-
tic, however, also appears to be a serious weakness of the method. When
documents and queries are longer, such un uarestrictive approach yields

.many undesirable phrases. A further short-coming of the methed as it is

currently implemented is that it can be made more selective only by adjusting
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the {requency and proximity parameters. When made very restrictive on this
basis {as for the CISI collection), the averall effect of phrase indexing is very

small because only a few phrase descriptors are assigned to each query and

document.

The primary strength of syntactic phrase indexing is its selectivity. By
taking intc consideration the syntactic .q.:,.:nn.E.m of text, many undesirable
phrase descripters can be avoided. Examples and their effects on document
ranking appesr in section 4.1. The ability to identify important relationships
among words at fairly long distances, while avoiding the construction of
phrases from unrelated words at closer proximities, is also an advantage.
This is evidence that it can be beneficial to take text structure into considera-
tion when constructing complex descriptors. A serious mr.o_.pnoa:am of the
syntactic method is that its selectivity results in the mumm,mdamun of a rela-

tively small number of descriptors, so the net effect of phrase indexing is

smatl.

There is potential for iriprovement of bath methods. Greater selectivity
could be muc.oa:nma, into the non-syntactic method in mm<m3_‘ ways. One pos-
sibility would be to use dictionary information to exclude no..ibmn words {rom
use as phrase elements. This could be done on the basis of word classes, or
use of an extended stoplist. Further benefit couid be derived from being more
selective in combining words into phrases, and in regularizing the order of

phrase elements. This could be done, for example, by plac¢ing limits on the
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anumber of stopwords that may intervene between phrase elements, treating
conjunctions differently {rom other non-content words, changing the order of
phrase elements oaly if a stopword {e.g., a preposition) intervenes, and S._c.um
into consideration punctuation between potential phrase elemens.t improve-
ments of this kind, however, m:..,. m_mnlw, moving in the direction of simplified
mvﬁppx.. since some information about _....o,nn_ classes is involved, and relation-
ships among words are Emnzmmm_ on the basis of text characteristics other
than simple proximity. T‘omﬂomm?m refinement of improvements along these

lines would almost ccrtainly become increasingly syntactic in orientation.

There appears to be much greater potential for improvement and exten-
sion of the syntax-based mvu_.omnr to phrase indexing. This is the topic of the

next section.

5.9. Refinements and Extensions of Syntax-based Indexing <

Refinements of syntactic phrase indexing should concentrate on the selec-
tivity of the method. As mn&nm.ﬂmm by the examples discussed in chapter 4,
the selectivity offered by syntactic phrase indexing appears to be beneficial in
most cases. Howaver, in order (or this method to have & greater effect on
retrieval performance, more nr_..ummm must be generated while at the same
time maintaining an appropriate level of selectivity. The existing implemen-

tation could be modified in several ways to accomplish this.

! Por further discussion, see section 2.4.1.
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Currently only nominal constructions (noun phrases and prepositional
phrases) are treated in detail. Among verbal noumﬁ.cnnmo.uw. only .Fm.En?m_
and participial clauses are used as sources of phrase descriptors. By extend-

;
ing the phrase construction rules to include a comprehensive treatment of

. verbal constructions, many more useful phrase descriptors mo:E be generated

(see section 3.5.2 for an example)

ar» present treatment of adjective phrases has Enmnﬁo,uﬁ; been made
very selective in order to avoid constructing many inappropriate phrases. [t
is clearly too restrictive, however. For example, by sliowing anly adjective
phrases with participles as heads to be the source of phrase aﬁnlunonm. some
good phrases are lost. One example is computationally intractable. The
phrase indexing rules could rm extended to m..w_momsw:‘ include constructions of
this type. This would necessitate compiling further lexical subclasses, how-
ever, in order to avoid using certain low-content words mm both heads and

madifiers.?

~oe

The strategy discussed in section 3.4.8.1 of replacing certain semaantically
general heads of nn.,Bme noun phrases with a premodifier, has proven to be a
useful method of increasing the number of good phrases identified. This
approach cuu be extended, however, to yield additional useful descriptors.

Currently, this strategy is applied only to heads of constructions. Further

? Por example, evaluative words such as admirable, admirably, h&ﬁ&aBE«. consider-
ably, enjuyable, notable, notably, preferable, and prefercbly should be avoided.
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vmr.mmn could be realized by also applying it to heads of modifying construc-
tions. An example E&Sz:.m,nrm usefulness of this extension appears in sec-
tion 4.1. [n that example, »wm.vv_d.mmm indexing rules fail to construct refrieval
evaluetion from evaluation o\.??..mc& syslems, since systems (not retrieval) is

a modifier of evaluation.

The class of mmBu::nm:%.mm‘JwB_ {or semantically empty) nouns could be
employed to improve the mbw_wmmm of camplex noun phrases, which could in
turn have a positive effect om. phrase indexing. For example, in phrases like
information system architecture, nominal modifiers preceding a general noun
like system should most o:mm.co analyzed as modifiers of the general noun,
rather than as modifiers of the head of the entire noun phrase, in this case,
architecture. This kind of information could be used at various steps of
analysis: (a) directly in the grammar, to aid in disambiguating tie syntactic
structure of the noun phrase, (b) in calculation of the parse metriz, to assign
greater value to the parse vn,\.mum this structure, {c) as a post-processing step

to adjust the final parse tree, or (d) as part of the phrase construction process.

More selective use of prepositional phrases as postmodifiers of nouns may
yield improvements in the quality of phrases. Subject to other constraints on
phrase construction, presently all prepositional phrases are potential sources

of modifiers of notns. It may be poasible to avoid constructing some undesir-

able phrases by excluding some prepositional phrases based on the preposition

that the phrase contains, or based on the preposition together with the head
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of the noun phrase object of the prepositional phrase (see section 3.5.2).

[n addition io refinement of the phrase construction rules, phrase index-
ing could also benefit from refinement of the syntactic analysis system. One
step that could be taken to improve the quality of syntactic parsing would be
to take into consideration information about the noBEmB,mDn structure of
verbs. This would help to do a better job of prepositional phrase attachment.
for example, if a grammar had access to information indicating m?un the verb

submit typically has a prepesitional phrase complement with (o as the prepo-

sition (submit NP 1o NP,), it would be possible to avoid attaching the prepo-

sitionnl phrase as a modifier of the first noun phrase, rather than as a

modifier of the verb.

Much better use could be made of hyphenated forms as sources of phrases
if they could be analyzed syntactically and then mnno«um_dwmm into the parses
of the sentences in which they occur. Presently, the nmnmm..n prevides no infor-
mation about the internal syntactic structure of hyphenated forms.

Though the parse metric provided by the PLNLP system is a very useful
facility ?n. an mvu.:ou:oa like document content analysis, it may be possible
to marmunm.mﬁ useflulness by tailoring the evaluation procedure to behave
differently for different kinds of constructions. The parses in (3.70) and (3.71)

of section 3.5 provide an example. [n this case, the construction not only ...

but also provides information that could be used to help identify (3.71) as the

preferred parse. This information could be taken into consideration in calcu-
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lating the parse metric in order to give this parse 2 bsttsr rank. Refinement

of this parse ranking strategy could itself be the subject of interesting and

substantive research, the results of which would be useful not only for appli-

cations like document content analysis, but also for the field of syntactic pars.
ing in general. |

Aside from direct refinement of the phrase identification process, other
approaches to increasing the rr\icm« of good phrase descriptors should also be
examined. One approach would be to use the collection dictionary as a source
of information for query m%nmbmmoc. A problem noted in section 4.1 was that a
aumber of good phrases may be identified in a query, but that often oaly a
few of these phrases oceur ,E the documents. It would be useful to expand the
query by adding to it vrm»mmm that occur in documents and that are clogely
related to the content of the query, even though they were not igentified in
the text of the query. Thiz'can be done by finding phrases in the collection
dictionary that contain i..,uam occurring in the query, and then adding such
phrases to the query. An medv_m of such a situation would be a query con-
taining the phrase descriptor aigorithm complexity {from Em text phrase com-
plexity of algorithms), cc‘n. not computational no:.b?.m..c.. A phrase wmatch
would not result between ..,.?mm query and a document containing only compu-
tational complexity. O?ms_..&m single nm...Bm in the query, phrases in the col-
iection dictionary nocﬁmmuwnm complexity could be extracted and presented to

the user for inspection. The user could then select phrases from this list to be

3
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added to the query. This expanded query would then be used as the basis for
retrieval. This approach to query expansion is based on .m. similar method

implemezted by Hillman (1968).

A simplified version of this strategy has been mBu_mB,munmm and tested
experimentaily with non.syntactic phrases (Scott 1986). The major problem
that mE.umE.mn in these experiments was that f{ar too many phrases were
identified. It is not realistic to expect a user to be able to successfully select a
few additional useful phrases from an extensive list of candidates. Here
again, the problem is one of selectivity. This approach may be more success-
ful if used in conjunction with the syntax-based phrase indexing method
rather than the non-syntactic method, since many fewer .v.*:.mwmm would bhe
identified. Further refinement could be gained if a thesaurus .nocE be used to
help reduce the list of candidate phrases presented to the user. This approach
would be especially helpful, for example, with a query that contains a phrase
like synlactic analysis, and documents that contain only. grammalical
analysis. A list of all phrases ncnx:.umn.m analysis as head would be far too
long to present 3.:5 user for inspection, because analysis has a high fre.
quency of occurrence. A thesaurus could te used, however, to reduce the list
to phrases related to language and :u.m.:mmnnm. which would be more manage-

able.

The issue of phrase weighting could also be examined more extensively.

Smeaton (1987) has done some experimentation with sssigning different
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weights to groups of amumnam‘,un terms depending on how the individual terms

are related in the source text. For example, he found that effectiveness could

be improved by giving more f&mrn to pairs consisting of a head and modifier

than to pairs consisting of two heads. This general idea could be extended to
take into consideration whether a phrase comes from an unambiguous parse,
a fitted parse, or a m«BSn:mEQ ambiguous construction. A phrase weight
could be reduced or mba—.mmmm.m.mu mnnoawrnm with the probable degree of accu-

racy of the parse from which it is taken.
The immediate objective of this study has been to develop and test ways

of using information ahout .n.rm syntactic structure of text to construct phrase
descriptors that are good indicators of document content. This immediate
objective, nowever, is viewed as part of a more general goal, namely, the
development of ways of mnno&onmnum information about text structure in gen-
eral into the averall process of document content analysis. The next stage of
development, then, should no. beyond the use of syntactic and simple lexical
information in analyzing text structure, and should involve the entire content

analysis process, not just phrase indexing.

It appears that information about syntactic relationships among words
could be used as a basis for being more selective in assigning single terms as
descriptors, and also for assigning weights to single term descriptors. For

example, query 10 frcm the CISI collection contains the noun phrase abstract

mathematics. Several of the non-relevant decuments retrieved at a rank of 30

ey
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or higher by this query contain the word abstract or a derivationally related
form like abstracting. In all of these non-relevant documents, abstract has
the sense “short summary” rather than the sense "non-concrete” or “theoreti-
cal,” as in the query. All of these documents thus have to do with topics like
production and evaluation of abstracts, rather than topics related to theoreti-

cal endeavors like abstract mathematics.

The negative effects of such matches could be reduced if an indexing pro-
cedure could reccgnize that the word abstract should be treated differently
when it occurs as a modifier in a phrase like abstract mathematics than when

it occurs as the head of a phrase like informative abstracts or simply abstracts.

When occurring as a modifier, 2 word such as n.f.:.m& could either be
rejected as a single term descriptor, or be given a reduced smm.mrn. thus elim-
inating or reduciag its effect on query-document similarity wm_cmm. and poten-
tially lowering the rank of documents that match just on the single term
ebsiract and not on the entire phrase abstract SnSE:n:ﬁ.. This would also
increase the likelihood that documents containing the single term mathemat-
ics would be retricved at higher ranks than documents containing the mmumﬁ

term abstract.

Recent experimental work of Lewis and Croft (1987) indicates that taking
information about text structure into consideration in selecting single term
descriptors can lead to improvements in retrieval performance (see section

4.2). Further investigation along these lines thus may be of value.

248

[nformation about text structure that goes beyond direct syntactic rela-
tionships among words can also be incorporated into Em content analysis pro-
cess. One area that could easily be examined within the general mum_.ounr of
the present study would be the development of a set of rules lor ideatilying
commonly occurring expressions that are used primarily to provide coherence
to text rather than to convey its basic content. Same simpie examples of such
constructs were discussed briefty in sections 3.4.6.2 and 3.5.2; these include: a
group of, in terms of, and as a function of. By qmno.mdgum expressigas such as

these, undesirable single terms and phrases can be avoided.

This approach could be extended to larger constructs, such as common

expressions used to mu:oa:n.m queries (for example, [ am interested in informa-
tion on ..., Find ducuments related to ...), as well as expressions that introduce
the topic of 8 document, as stated in its abstract (for example, The objective of
this research ..., This paper discusses ..)3 A systematic attempt to develop
rules for identifying mxnnmmm.mobm that introduce queries and topics rould serve
as a useful test of this mm:mnm_ idea. If this attempt were successiul, then the

technique could probably am..mm:a_.w_mumm to deal with other kinds of essen-

tially content-less constructions.

The objective of the above approach is to identify expressions that give
coherence to discourse but that are law in content, and exclude them from use

as content indicators. A similar approach could be taken to use discourse

1 john Tait {1984) has dane same preliainary work in this area.
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clues to identify textual elements that are likely to be good content indica-
tors. Much of the work on automatic abstracting mnn.mws.mnznm that adve-
cates the use of clue words and expressions for identifying important text pas-
sages could be exploited for this purpose (Rush, Salvador, and Zamora 1971;
Paice 1981). A further level of refinement would be te use discourse structure
to identify _.m_wmoumivm among concepts mx,v._.mmmmu in"an 'abstract that go
beyond syntactic relationships, mrcm adding further E.mnm.mmo: to the represen-

tatior of document content (Liddy 1987).

The general approach advocated here is to mm<m_on .mEmm that constitute
knowledge about the structure of document and query texts, and that mnman
how that knowledge can be used for purposes of analyzing and representing
the content of these texts. The xuoimm.mm (or information) these rules con-
tain, however, is general knowledge about syntactic wnu discourse structure
rather than knowledge about a restricted domain. The PLNLP system for
natural language processing, tegether with the SMART system for retrieval
experimentation, would n_‘.oinm a convenient mui_.ouiunﬂ for implementing

and testing additional refinements such as these.
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Semantics and Logical Form 227

- 8.1

This chapter introduces the basic ideas underlying theories of meaning, or
semantics. It introduces a level of context-independent meaning called the logical
form, which can be produced directly from the syntactic structure of a sentence.
Because it must be context independent, the logical form does not contain the
results of any analysis that requires interpretation of the sentence in context.
Section 8.1 introduces the basic notions of meaning and semantics, and
describes the role of a logical form in semantic processing. Section 8.2 introduces

* word senses and the semantic primitives, and discusses the problem of word-

sense ambiguity. Section 8.3 then develops the basic logical form language for
expressing the context-independent meaning of sentences. This discussion is

“extended in Section 8.4 with constructs that concisely encode certain common -

forms of ambiguity. Section 8.5 discusses the representation of verbs and
introduces the notion of state and event variables. Section 8.6 then discusses
thematic roles, or cases, and shows how they can be used to capture various
semantic generalities across verb meanings. Section 8.7 introduces the notion of
surface speech acts and discusses the treatment of embedded sentences in the
logical form. This completes the description of the logical form language, which
is concisely characterized in Figures 8.7 and 8.8. The optional Section 8.8 is for
the student interested in defining a model-theoretic semantics for the logical form
language itself. It describes a model theory for the logical form language and
discusses various semantic relationships among sentences that can be defined in
terms of entailment and implicature.

Semantics and Logical Form

Precisely defining the notions of semantics and meaning is surprisingly difficult
because the terms are used for several different purposes in natural and technical
usage. For instance, there is a use of the verb mean that has nothing to do with
language. Say you are walking in the woods and come across a campfire that is
just noticeably warm. You might say This fire means someone camped here last
night. By this you mean that the fire is evidence for the conclusion or implies the
conclusion. This is related to, but different from, the notion of meaning that will
be the focus of the next few chapters. The meaning we want is closer to the usage
when defining a word, such as in the sentence “Amble” means to walk slowly.
This defines the meaning of a word in terms of other words. To make this more
precise, we will have to develop a more formally specified language in which we
can specify meaning without having to refer back to natural language itself. But
even if we can do this, defining a notion of sentence meaning is difficult. For
example, I was at an airport recently and while I was walking towards my
departure gate, a guard at the entrance asked, “Do you know what gate you are
going to?” I interpreted this as asking whether I knew where I was going and
answered yes. But this response was based on a misunderstanding of what the
guard meant, as he then asked, “Which gate ¥ it?” He clearly had wanted me to

e
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the - ball is red

semantic intefpretatiori
LOGICAL :
FORM (RED1 <THE bl BALL>)

contextual interpretation
FINAL REPRESENTATION Red(BO73)

Figure 8.1 Logical form as an intermediate representation

tell him the gate number. Thus the sentence Do you know what gate you are
going to? appears to mean different things in different contexts. "
Can we define a notion of sentence meaning that is independent of context?
In other words, is there a level at which the sentence Do you know what gate you
are going to? has a single meaning, but may be used for different purposes? This
is a complex issue, but there are many advantages to trying to make such an
- -approach work. The primary argument is modularity. If such a division can be
made, then we can study sentence meaning in detail without all the complications
of sentence usage. In particular, if sentences have no context-independent
meaning, then we may not be able to separate the study of language from the
study of general human reasoning and context- As you will see in the next few
chapters, there are many examples of constraints ‘based on the meaning of words
that appear to be independent of context. So from now on, we will use the term
meaning in this context-independent sense, and we will use the term usage for
the context-dependent aspects. The representation of context-independent
meaning is called the logical form. The process of mapping a sentence to its
logical form is called semantic interpretation, and the process of mapping the
logical form to the final knowledge representation (KR) language is called
contextual interpretation. Figure 8.1 shows a simple version of the stages of
interpretation. The exact meaning of the notations used will be defined later.
For the moment let us assume the knowledge representation language is the
first-order predicate calculus (FOPC). Given that assumption, what is the status
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of the logical form? In some approaches the logical form is defined as the literal
meaning of the utterance, and the logical form language is the same as the final
knowledge representation language. If this is to be a viable approach in the long
run, however, it would mean that the knowledge representation must be
considerably more complex than representations in present us¢ in Al systems.
For instance, the logical form language must allow indexical terms, that is, terms
that are defined by context. The pronouns I and you are indexical because’their
interpretation depends on the context of who is speaking and listening. In fact
most definite descriptions (such as the red ball) are indexical, as the object
referred to can only be identified with respect to a context. Many other aspects of

'language, including ‘the interpretation of tense and detérmining the scope of quan- =

tifiers, depend on context as well and thus cannot be uniquely determined at the
logical form level. Of course, all of this could be treated as ambiguity at the
logical form level, but this would be impractical, as every sentence would have
large numbers of possible logical forms (as in the sentence The red ball dropped,
which would have a different logical form for every possible object that could be
described as a ball that is red).

But if the logical form language is not part of the knowledge representation
language, what is its formal status? A promising approach has been developed in
linguistics over the last decade that suggests an answer that uses the notion of a
situation, which is a particular set of circumstances in the world. This corre-
sponds reasonably well to the intuitive notion of the meaning of situation in
English. For instance, when attending a class, you are in a situation where there
are fellow students and an instructor, where certain utterances are made by the
lecturer, questions asked, and so on. Also, there will be objects in the lecture hall,
say a blackboard and chairs, and so on. More formally, you might think of a
situation as a set of objects and relations between those objects. A very simple

situation might consist of two objects, a ball B00OS and a person P86, and
include the relationship that the person owns the ball. Let us encode this situation
‘as the set {(BALL B0005), (PERSON P86), (OWNS P86 BO005)}. |

Language creates special types of situations based on what information is
conveyed. These issues will be explored in detail later, but for now consider the
following to help your intuition. In any conversation or text, assume there is a
discourse situation that records the information conveyed so far. A new sentence
is interpreted with respect to this situation and produces a new situation that
includes the information conveyed by the new sentence. Given this view, the
logical form is a function that maps the discourse situation in which the utterance
was made to a new discourse situation that results from the occurrence of the
utterance. For example, assume that the situation we just encoded has been
created by some preceding sentences describing the ball and who owns it. The
utterance The ball is red might produce a new situation that consists of the old
situation plus the new fact that BOOOS has the property RED: {(BALL B0005),
(PERSON P86), (OWNS P86 B0005), (RED B000S)}. Figure 8.2 shows this
view of the interpretation process, treating the logical form as a function between
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Figure 8.2 Logical form as a function

situations. The two organizations presented in Figures 8.1 and 8.2 differ in that
the latter might not include a single identifiable expression in the knowledge
representation that fully captures the “meaning” of the sentence. Rather, the
logical form might make a variety of changes to produce the updated situation.
This allows other implications to be derived from an utterance that are not
directly captured in the semantic content of the sentence. Such issues will
become important later when we discuss contextual interpretation.

Even though much of language is highly context dependent, there is still
considerable semantic structure to language that is context independent and that
can be used in the semantic interpretation process to produce the logical form.
Much of this semantic knowledge consists of the type of information you can
find in dictionaries—the basic semantic properties of words (that is, whether they
refer to relations, objects, and so on), what different senses are possible for each
word, what senses may combine to form larger semantic structures, and so on.
Identifying these forms of information and using this information to compute a
logical form are the focus of Part II of the book. :
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8.2 Word Senses and Ambiguity

To develop a theory of semantics and semantic interpretation, we need to develop
a structural model, just as we did for syntax. With syntax we first introduced the
notion of the basic syntactic classes and then developed ways to constrain how
simple classes combine to form larger structures. We will follow the same basic
strategy for semantics. You might think that the basic semantic unit could be the
word or the morpheme, but that approach runs into problems because of the
presence of ambiguity. For example, it is not unusual for the verb go to have
more than 40 entries in a typical dictionary. Each one of these definitions reflects
a different sense of the word. Dictionaries often give synonyms for particular
word senses. For go you might find synonyms such as move, depart, pass,
vanish, reach, extend, and set out. Many of these highlight a different sense of
the verb go. Of course, if these are true synonyms of some sense of go, then the
verbs themselves will share identical senses. For instance, one of the senses of go
will be identical to one of the senses of depart.

If every word has one or more senses then you are looking at a very large
number of senses, even given that some words have synonymous senses. For-
tunately, the different senses can be organized into a set of broad classes of
objects by which we classify the world. The set of different classes of objects in a
representation is called its ontology. To handle a natural language, we need a
much broader ontology than commonly found in work on formal logic. Such
classifications of objects have been of interest for a very long time and arise in
the writings of Aristotle (384-322 B.C.). The major classes that Aristotle
suggested were substance (physical objects), quantity (such as numbers), quality
(such as bright red), relation, place, time, position, state, action, and affection. To
this list we might add other classes such as events, ideas, concepts, and plans.
Two of the most influential classes are actions and events. Events are things that
happen in the world and are important in many semantic theories because they
provide a structure for organizing the interpretation of sentences. Actions are
things that agents do, thus causing some event. Like all objects in the ontology,
actions and events can be referred to by pronouns, as in the discourse fragment

We lifted the box. It was hard work.

Here, the pronoun it refers to the action of lifting the box. Another very
influential category is the situation. As previously mentioned, a situation refers
to some particular set of circumstances and can be viewed as subsuming the
notion of events. In many cases a situation may act like an abstraction of the
world over some location and time. For example, the sentence We laughed and
sang at the football game describes a set of activities performed at a particular
time and location, described as the situation the football game.

Not surprisingly, ambiguity is a serious problem during semantic inter-
pretation. We can define a word as being semantically ambiguous if it maps to
more than one sense. But this is more complex than it might first seem, because

we need to have a way to determine what the allowable senses are. For example,
W

¥
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intuitively the word kid seems to be ambiguous between a baby goat and a human
child. But how do we know it doesn’t have a single sense that includes both
interpretations? The word horse, on the other hand, seems not to be ambiguous
even though we know that horses may be subdivided into mares, colts, trotters,
and so on. Why doesn’t the word horse seem ambiguous when each time the
word is used we might not be able to tell if it refers to a mare or a colt? A few
linguistic tests have been suggested to define the notion of semantic ambiguity
more precisely. One effective test exploits the property that certain syntactic
constructs typically require references to identical classes of objects. For
~ example, the sentence [ have two kids and George has three could mean that
George and I are goat farmers or that we have children, but it can’t mean a -
combination of both (I have goats and George has children). On the other hand
you can say [ have one horse and George has two, even-when I have a colt and
George has mares. Thus this test provides a way to examine our intuitions about
word ‘senses. The word kid is ambiguous between two senses, BABY-GOATI!
and BABY-HUMANI, whereas horse is not ambiguous between MAREIL and
COLT]1 but rather has a sense HORSE! that includes both. This brings up the
important point that some senses are more specific than others. This property is
often referred to as vagueness. The sense HORSE! is vague to the extent that it
doesn’t distinguish between mares and colts. Of course, the sense MAREI is
vague with respect to whether it is a large mare or a small one. Virtually all
senses involve some degree of vagueness, as they might always allow some more
precise specification. ~

A similar ambiguity test can be constructed for verb senses as well. For
example, the sentence [ ran last year and George did too could mean that we
both were candidates in an election or that we both ran some race, but it would be
difficult to read it as a mixture of the two. Thus the word run is ambiguous
between the senses RUNI1 (the exercise sense) and RUN2 (the political sense). In
contrast, the verb kiss is vague in that it does not specify where one is kissed. .
You can say [ kissed Sue and George did too, even though I kissed her on the
cheek and George kissed her hand. '

In addition to lexical ambiguity, there is considerable structural ambiguity
at the semantic level. Some forms of ambiguity are parasitic on the underlying
syntactic ambiguity. For instance, the sentence Happy cats and dogs live on the
farm is ambiguous between whether the dogs are also happy or not (that is, is it
happy cats and happy dogs, or happy cats and dogs of any disposition). Although
this ambiguity does have semantic consequences, it is actually rooted in the
syntactic structure; that is, whether the conjunction involves two noun phrases,
(Happy cats) and (dogs), or the single noun phrase (Happy (cats and dogs)). But
other forms of structural ambiguity are truly semantic and arise from a single
syntactic structure. A very common example involves quantifier scoping. For
instance, does the sentence Every boy loves a dog mean that there is a single dog
that all boys love, or that each boy might love a different dog? The syntactic

structure is the same in each case, but the difference lies in how the quantifiers
L.d
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8.3

._people were involved.

are scoped. For example, the two meanings correspond roughly to the following
statements in FOPC:

dd. Dog(d) & ¥ b. Boy(b) o Loves(b, d)
V b.Boy(b) D3 d. Dog(d) & Loves(b, d)

Thus, while Every boy loves a dog has a single syntactic structure, its semantic
structure.is ambiguous. Quantifiers also vary with respect to vagueness. The
quantifier all is precise in specifying every member of some set, but a quantifier
such as many, as in Many people saw the accident, is vague as to how many .

You might also think that indexical terms such as you, I, and here are

ambiguous because their interpretations depend on context. But this is not the
sense of ambiguity being discussed here. Note that the word dog is not con-
sidered ambiguous because there are many dogs to which the noun phrase the
dog could refer. The semantic meaning of the dog is precisely determined.
Likewise, the pronoun I may be unspecified as to its referent, but it has a single
well-defined sense.

While the referents of phrases are context dependent and thus beyond the
scope of this discussion, there are context-independent constraints on reference
that must be accounted for. Consider the sentence Jack saw him in the mirror.
While it is not specified who was seen, you know that it wasn’'t Jack seeing
himself. To express this meaning, you would have to use the reflexive pronoun,
as in Jack saw himself in the mirror. Thus certain reference constraints arise
because of the structure of sentences. This topic will be explored in Chapter 12.

A very important aspect of context-independent meaning is the co-
ocecurrence constraints that arise between word senses. Often the correct word
sense can be identified because of the structure and meaning of the rest of the

 sentence. Consider the verb run, which has one sense referring to the action you

do when jogging and another referring to the action of operating some machine.
The first sense is typically realized as an intransitive verb (as in Jack ran in the
park), whereas the second can only be realized as a transitive verb (as in Jack ran
the printing press for years). In other cases the syntactic structure remains the
same, but the possible senses of the words can only combine in certain ways. For
instance, consider Jack ran in the park versus Jack ran in the election. The
syntactic structures of these sentences are identical, but different senses of the
verb run must be selected because of the possible senses in the modifier. One of
the most important tasks of semantic interpretation is to utilize constraints such
as this to help reduce the number of possible senses for each word.

The Basic Logical Form Language

The last section introduced a primitive unit of meaning, namely the word sense.
This section defines a language in which you can combine these elements to form

meanings for more complex expressions. This language will resemble FOPC,
L
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LOVES!
| LOVESI l pred
/ Y 11
SUE1 JACKI agy \heme

SUEI JACK1

Figure 83 Two possible network representéxtions of Sue loves Jack

although there are many equivalent forms of representation, such as network-
based representations, that use the same basic ideas. The word senses will serve
as the atoms or constants of the representation. These constants can be classified
by the types of things they describe. For instance, constants that describe objects
in the world, including abstract objects such as events and situations, are called
terms. Constants that describe relations and properties are called predicates. A
proposition in the language is formed from a predicate followed by an
appropriate number of terms to serve as its arguments. For instance, the
proposition corresponding to the sentence Fido is a dog would be constructed
from the term FIDO1 and the predicate constant DOG1 and is written as

(DOG1 FIDO1)

Predicates that take a single argument are called unary predicates or
properties; those that take two arguments, such as LOVESI, are called binary.
predicates; and those that take n arguments are called n-ary predicates. The
proposition corresponding to the sentence Sue loves Jack would involve a binary
predicate LOVES1 and would be written as

(LOVES1 SUEI JACK1)

“You can see that different word classes in English correspond to different
types of constants in the logical form. Proper names, such as Jack, have word
senses that are terms; common nouns, such as dog, have word senses that are
unary predicates; and verbs, such as run, love, and put, have word senses that
correspond to n-ary predicates, where n depends on how many terms the verb
subcategorizes for.

Note that while the logical forms are presented in a predicate-argument
form here, the same distinctions are made in most other meaning representations.
For instance, a network representation would have nodes that correspond to the
word senses and arcs that indicate the predicate-argument structure. The meaning
of the sentence Sue loves Jack in a semantic networklike representation might
appear in one of the two forms shown in Figure 8.3. For most purposes all of
these representation formalisms are equivalent.

w

¥
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More complex propositions are constructed using a new class of constants
called logical operators. For example, the operator NOT allows you to construct
a proposition that says that some proposition is not true. The proposition corre-
sponding to the sentence Sue does not love Jack would be

(NOT (LOVES1 SUEL JACKL))

English also contains operators that combine two or more propositions to
form a complex proposition. FOPC contains operators such as disjunction (V)
conjunction (&), what is often called implication (2), and other forms (there are
16 possible truth functional binary operators in FOPC). English contains many
" similar operators including or, and, if, only if, and so on. Natural language con-
nectives often involve more complex relationships between sentences. For
instance, the conjunction and might correspond to the logical operator & but
often also involves temporal sequencing, as in [ went home and had a drink, in
which going home preceded having the drink. The connective but, on the other
hand, is like and except that the second argument is something that the hearer
might not expect to be true given the first argument. The general form for such a
proposition is (connective proposition proposition). For example, the logical
form of the sentence Jack loves Sue or Jack loves Mary would be (ORI
(LOVES! JACK! SUE1) (LOVESI JACK1 MARY1)). The logical form
language will allow both operators corresponding to word senses and operators
like & directly from FOPC. The logic-based operators will be used to connect
propositions not explicitly conjoined in the sentence. '

With the simple propositions we just defined, we can define the meaning of
only a very limited subset of English, namely sentences consisting of simple verb
forms and proper names. To account for more complex sentences, we must
define additional semantic constructs. One important construct is the quantifier.
In first-order predicate calculus, there are only two quantifiers: V and 3. English
contains a much larger range of quantifiers, including all, some, most, many, a
few, the, and so on. To allow quantifiers, variables are introduced as in first-order -
logic but with an important difference. In first-order logic a variable only retains
its significance within the scope of the quantifier. Thus two instances of the same
variable x occurring in two different formulas—say in the formulas 3x. P(x) and
3x. Q(x)—are treated as completely different variables with no relation to each
other. Natural languages display a different behavior. For instance, consider the
two sentences A man entered the room. He walked over to the table. The first
sentence introduces a new object to the discussion, namely some man. You might
think to treat the meaning of this sentence along the lines of the existential
quantifier in logic. But the problem is that the man introduced existentially in the
first sentence is referred to by the pronoun He in the second sentence. So
variables appear to continue their existence after being introduced. To allow this,
each time a discourse variable is introduced, it is given a unique name not used
before. Under the right circumstances, a subsequent sentence can then refer back
to this term.
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Quantifier Use Example
THE definite reference the dog

A indefinite reference adog
BARE bare singular NP (mass term) or water, food
BARE bare plural NP (generics) dogs

Figure 8.4 Some common quantifiers

Natural language quantifiers have restricted ranges and thus are more

" complex than those found in FOPC. In FOPC a formula of the form Vx . Py is.

true if and only if Py is true for every possible object in the domain (that is, x may

be any term in the language). Such statements are tare in natural language.

Rather, you would say all dogs bark or most people laughed, which require

constructs that are often called generalized quantifiers. These quantifiers are
used in statements of the general form

(quantifier variable : restriction-proposition body-proposition)
For instance, the sentence Most dogs bark would have the logical form
(MOST! d1: (DOG1 d1) (BARKSI d1))

This means that most of the objects d1 that satisfy (DOG1 d1) also satisfy
(BARKS1 d1). Note that this has a very different meaning from the formula

(MOST d2: (BARKS1 d2) (DOGI d2))

which roughly captures the meaning of the sentence Most barking things are
dogs.

A very important class of generalized quantifiers corresponds to the articles
the and a. The sentence The dog barks would have a logical form

(THE x : (DOG1 x) (BARKS! x))

which would be true only if there is a uniquely determined dog in context and
that dog barks. Clearly, in any natural setting there will be many dogs in the
world, so the use of context to identify the correct one is crucial for under-
standing the sentence. Since this identification process requires context, however,
discussion of it is delayed until Part III. Here it suffices to have a way to write the -
logical form. The special set of quantifiers corresponding to the articles (or the
absence of articles in bare noun phrases) is shown in Figure 8.4.

More complex noun phrases will result in more complex restrictions. For
instance, the sentence The happy dog barks will involve a restriction that is a
conjunction, namely (THE x : (& (DOG! x) (HAPPY x)) (BARKS! x)). This
will be true only if there is a contextually unique x such that (& (DOG! x)
(HAPPY x)) is true, and this x barks.

EZS
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Another construct needs to be introduced to handle plural forms, as ina
phrase such as the dogs bark. A new type of constant called a predicate
operator is introduced that takes a predicate as an argument and produces a new
predicate. For plurals the predicate operator PLUR will be used. If DOGL1 is a
predicate that is true of any dog, then (PLUR DOG1) is a predicate that is true of
‘any set of dogs. Thus the representation of the meaning of the sentence The dogs
bark would be

(THE x : (PLUR DOG]1) x) (BARKS! x))

Plural noun phrases introduce the possibility of a new form of ambiguity.

Note that the natural reading of The dogs bark is that there is a specific set of .

dogs, and each one of them barks. This is called the distributive reading, since
the predicate BARKS! is distributed over each element of the set. In contrast,
consider the sentence The dogs met at the corner. In this case, it makes no sense
to say that each individual dog met; rather the meeting is true of the entire set of
dogs. This is called the collective reading. Some sentences allow both inter-
pretations and hence are ambiguous. For instance, the sentence Two men bought
a stereo can mean that two men each bought a stereo (the distributive reading), or
that two men bought a stereo together (the collective reading).

The final constructs to be introduced are the modal operators. These are
needed to represent the meaning of verbs such as believe and want, for repre-
senting tense, and for many other constructs. Modal operators look similar to
logical operators but have some important differences. Specifically, terms within
the scope of a modal operator may have an interpretation that differs from the
normal one. This affects what conclusions you can draw from a proposition. For
example, assume that Jack is also-known as John to some people. There are two
word senses that are equal; that is, JACK1 = JOHN22. With a simple proposition,
it doesn’t matter which of these two constants is used: if (HAPPY JOHN22) is
true then (HAPPY JACKI) is true, and vice versa. This is true even in complex

. propositions formed from the logical operators. If (OR (HAPPY JOHN!) (SAD-
JOHN1)) is true, then so is (OR (HAPPY JACK!) (SAD JACK1)), and vice
versa. The same propositions within the scope of 2 modal operator such as
BELIEVEIL, however, are not interchangeable. For instance, if Sue believes that
Jack is happy, that is,

(BELIEVE SUE! (HAPPY JACKI))
then it does not necessarily follow that Sue believes John is happy, that is,
(BELIEVE SUE (HAPPY JOHN?22))

because Sue might not know that JACK1 and JOHN22 are the same person. Thus
you cannot freely substitute equal terms when they occur within the scope ofa.
modal operator. This is often referred to as the failure of substitutivity in modal

contexts. ‘
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8.4

An important class of modal operators for natural language are the tense
operators, PAST, PRES, and FUT. So far all examples have ignored the effect of
tense. With these new operators, however, you can represent the difference in
meaning between John sees Fido, John saw Fido, and John will see Fido, namely
as the propositions

(PRES (SEES! JOHN1 FIDO1))
(PAST (SEES1 JOHN1 FIDO1))
(FUT (SEES1 JOHN1 FIDOL1))

You can see that these are modal operators because they exhibit the failure of
substitutivity. For example, consider the operator PAST, and assume two.con-
stants, say JOHN1 and PRESIDENT I, that are equal now, indicating that John is
currently the president. But in the past, John was not the president, so JOHN1 did
not equal PRESIDENT1. Given this and the fact that John saw Fido in the past,
(PAST (SEES1 JOHN1 FIDO1)), you cannot conclude that the president saw
Fido in the past, that is, (PAST (SEES1 PRESIDENT1 FIDO1)), since John was
not the president at that time. Note also that a proposition and its negation can
both be true in the past (but at different times). Thus it is possible for both the
sentences John was happy and John was not happy. to be true; that is, (PAST
(HAPPY JOHNI1)) and (PAST (NOT (HAPPY JOHN1))) are both true.

This completes the specification of the basic logical form language. The
next sections discuss various extensions that make the language more convenient
for expressing ambiguity and capturing semantic regularities.

Encoding Ambiguity in the Logical Form

The previous sections defined many of the constructs needed to specify the logi-
cal form of a sentence, and if you were interested solely in the nature of logical
form, you could be finished. But representations for computational use have
another important constraint on them, namely the handling of ambiguity. A typi-
cal seritence will have multiple possible syntactic structures, each of which might
have multiple possible logical forms. In addition, the words in the sentence will
have multiple senses. Simply enumerating the possible logical forms will not be
practical. Rather, we will take an approach where certain common ambiguities
can be collapsed and locally represented within the logical form, and we will
develop techniques to incrementally resolve these ambiguities as additional con-
straints from the rest of the sentence and from context are brought into play.
Many researchers view this ambiguity encoding as a separate level of representa-
tion from the logical form, and it is often referred to as the quasi-logical form.
Perhaps the greatest source of ambiguity in the logical form comes from
the fact that most words have multiple senses. Some of these senses have
different structural properties, so they can be eliminated given the context of the
surrounding sentence. But often words have different senses that have identical
structural constraints. At present, the only way to encode these would be to build
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PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

| lAp’ﬂlicants . JohnJ. Messetly et al.

Application No. . - 08/886,814
Filed : March 7, 1997
For :  INFORMATION RETRIEVAL UTILIZING SEMANTIC
REPRESENTATION OF TEXT
Art Unit . 2783
Docket No. © 661005.512
Date . December 5, 1997

Assistant Commissioner for Patents
2011 Jefferson Davis Highway
Washington, DC 20231

GENERAL AUTHORIZATION UNDER 37 CF.R. § 1.136(a)(3)

Sir:
With respect to the above-identified application, the Assistant Commissioner is

authorized to treat any concurrent or future reply requiring a petition for an extension of time
- under 37 C.F.R. § 1.136(a)(3) for its timely submission as incorporating a petition therefor for
the appropriate length of time. The Assistant Commissioner is also authorized to charge any

fees which may be required, or credit any overpayment, to Deposit Account No. 19-1090.

Respectfully submitted,

Jo?\]. Mess7{}y t al.
KEID, PJ&YLLP
/ A

SDL:jlp

SEED and BERRY LLP

6300 Columbia Center

701 Fifth Avenue

Seattle, Washington 98104-7092
(206) 622-4900

FAX: (206) 682-6031

\Main\wpn\MICROSOFT\661005\500\512\Forms\general auth.doc
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I hereby certify that on the date specified below, this (grrespondence is being deposited with
the United States Postal Service as first-cldss\mail in & envclope addressed to the Assistant
Commissioner for Patents, 2011 Jefferson D‘av1s ngh ay, ashmgton DC 20231.

24 February 1998 } /)x [7 (.
Date ,8@31‘1 D. La\‘{v?:nz

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant : John J. Messerly et al.
Application No. . 08/886,814 )
Filed :  March 7, 1997 GHOUP
For :  INFORMATION RETRIEVAL UTILIZING SEMANTIC
REPRESENTATION OF TEXT -
Docket No. : 661005.512
Date . February 24, 1998
Box Non-Fee Amendment

Assistant Commissioner for Patents
2011 Jefferson Davis Highway

Washington, DC 20231
PRELIMINARY AMENDMENT %‘ = =
. =0
Sir: S 1, %
Please amend the above-identified application as follows: % @ It‘?:'!
) » - @ @ '
In the Specification: < o

Page 3, line 13, replace "enacts" with -- encodes --.

‘,.

R‘espectﬁxlly subm'itted
J ohn J’\Messerly e al

SE}?fD and B rz.RRY T\
s ZMN/\

&t Lalwrenz’,
é:gllstra‘uon No. 37, 3

SDL:jlp

Page 258 of 364 .




Enclosures:
Postcard
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6300 Columbia Center

701 Fifth Avenue

Seattle, Washington 98104-7092
(206) 622-4900

Fax: (206) 682-6031
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Page 259 of 364

v



+ORM PTO-1083 SEED AND BERRY LLP
‘ 6300 Columbia Center
701 Fifth Avenue
Seattle, Washington 98104-7092
Phone (206) 622-4900
Fax (206) 682-6031

DocketNo.:  661005.512
Date:  February 24, 1998

In re application of ~ John J. Messerly et al.
Application No.: 08/886,814

Filed: March 7, 1997 '
For: INFORMATION RETRIEVAL UTILIZING SEMANTIC
REPRESENTATION OF TEXT ’

Box Non-Fee Amendment

ASSISTANT COMMISSIONER FOR PATENTS
2011 JEFFERSON DAVIS HIGHWAY
WASHINGTON DC 20231

Sir:

Transmitted herewith is a preliminary amendment in the above-identified application. g ;

[ 1 Small entity status of this application under 37 CFR 1.9 and 1.27 has been establisheém rifie ment
previously submitted.

F TN
[ ] A verified statement to establish small entity status under CFR 1.9 and 1.27 is encloseéw
[ 1 A Petition for an Extension of Time for month is enclosed. P
[ 1 A General Authorization Under 37 C.F.R. § 1.136(a)(3) is enclosed. ‘ LS
[ X ] No fee is being paid at this time.
~ [ ] The fee has been calculated as shown.
OTHER THAN A
(Col. 1) (Col. 2) (Col. 3) SMALL ENTITY SMALL ENTITY
CLAIMS
REMAINING HIGHEST PRESENT RATE ADDITIONAL RATE ADDITIONAL
AFTER PREV. PAID EXTRA FEE OR FEE
AMENDMENT FOR
* *K
TOTAL MINUS x 11 |§ x 22 |§
* k¥
INDEP. MINUS x 41 |$ x 8 |§
[ ] FIRST PRESENTATION OF MULTIPLE CLAIMS +135 |§ OR | +270 |$
EXTENSION OF TIME FEE $ $
TOTAL ADDITIONAL FEE $ TOTAL $
* Ifthe entry in Col. 1 is less than the entry in Col. 2, write "0" in Col. 3. . _
** If the "Highest Number Previously Paid For" IN THIS SPACE is less than 20, write "20" in this épace. g:))
**#% If the "Highest Number Previously Paid For" IN THIS SPACE is less than 3, write "3" in this space. Lo

The "Highest Number Previously Paid For" (Total or Independent) is the highest number found from the equivalent b(%
in Col. 1 of a prior amendment or the number of claims originally filed. ro

1 Please charge my Deposit Account No. 19-1090 in the amount of $_. A duplicate copy ofgh?is s@et istenrlosed.

1 A check in the amount of $_ is attached. © ’

1 The Assistant Commissioner is hereby authorized to charge payment of the following additional fees associated
with this communication or credit any overpayment to Deposit Account No. 19-1090. A duplicate copy of this
sheet is enclosed. W

L-4d¥
AI303d

— p— ——

[ 1  Anyfiling fees under 37 CFR 1.16 for the presentation of extra claims. /

[ 1 Any patent application processing fees under 37 CFR 1.17. _ o
Respectfully submitted,
John J. MesSerly et al.
SEED AND'BERRY LLP

,41 B

~I LA e \}/ﬁw’\
' SteyenD? Lawrenz
WMain\wpn\MICROSOFT\661005\500\512\Forms\1083.doc Registration No. 37,37

Page 260 of 364




AU 2] 7’% C//
PATENT j

: ’\W,,thls corref] onderfce is being deposited wi /é ZF

te spemﬁe ?-b
:«-"class n{aill in an enﬁelope*a\gdressed to the Assistant

foob g

‘GNK : /b 75/‘""

July 7, 1998
Date { _SkVen D. Lawrenz / j
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
Applicants : John J. Messerly et al.
Application No. : 08/886,814
Filed : . March 7, 1997
For INFORMATION RETRIEVAL UTILIZING SEMANTIC
REPRESENTATION OF TEXT : g’} '
Art Unit : 2741 ©
Docket No. : 661005.512 £ =
Date : July 7, 1998 E = ";;
TLooan 3 f{
Assistant Commissioner for Patents Poo 2 j:t‘
Washington, DC 20231 & w2 C’f

SUPPLEMENTAL INFORMATION DISCLOSURE STATEMENT -

Sir;
-In accordance with 37 C.F.R. §§ 1.56 and 1.97 through 1. 98 apphcants wish
to make known to the Patent and Trademark Office the references set forth on the attached

form PTO-1449 (copies of the cited references are enclosed). Although the aforesaid

references are made known to the Patent and Trademark Office in compliance with
applicants' duty to disclose all information they are aware of which is believed relevant to the
examination of the above-identified application, applicants believe that their invention is

patentable. ,
Please acknowledge receipt of this Supplemental Information Disclosure

Statement and kindly make the cited references of record in the above-identified application.
\ Respectfully submitted,
J;ohn J M sserly al

f
SEEE) an BERR ILP

Sé\ve)n‘D Latwrenz p

Registration No. 37,376

SDL:brg
Enclosures:

Postcard

Form PTO-1449

Cited References (4)
6300 Columbia Center
Seattle, Washington 98104-7092
(206) 622-4900

Fax: (206) 682-6031
wpn/MS/661005/512/Forms/SuppIDSCoverSheet
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e R APPLICANTS '
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/w : ~ (1 L&s‘g several sheets if necessary) - FILING DATE GROUP ART UNIT
f y > March 7, 1997 2741
S "ENT DOCUMENTS
*E 3y (f?:,@CUMENT NUMBER NAME CLASS SUBCLASS | FILING DATE
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OTHER PRIOR ART (Including Author, Title, Date, Pertihent Pages, Etc.)
AR
AS
AT
EXAMINER DATE CONSIDERED
JoFPH TroMAS @/Uo/%
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April 15, 1999

g i\»..‘ -
Date Steve‘k{D. Lawrenz
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
Applicants :  John J. Messerly et al.
Application No. : 08/886,814
Filed . March 7, 1997 :
For :  INFORMATION RETRIEVAL UTILIZING SEMANTIC 3
REPRESENTATION OF TEXT o 33’?3 ﬁ?‘
Art Unit P 2741 2 r%
Docket No. : 661005.512 v, =
] ™oz T
Date April 15, 1999 S e O
Assistant Commissioner for Patents =
Washington, DC 20231 :
, SUPPLEMENTAL INFORMATION DISCLOSURE STATEMENT
Sir:

In accordance with 37 C.F.R. §§ 1.56 and 1.97 through 1.98, Applicants wish to
make known to the Patent and Trademark Office the reference set forth on the attached form

PTO-1449 (a copy of the cited reference, as required under 37 C.F.R. § 1.98, is enclosed).
Although the ‘aforesaid reference is made known to the Patent and Trademark Office in
compliance with Applicants' duty to disclose all information they are aware of which is believed

relevant to the examination of the above-identified application, Applicants believe that their
invention is patentable.

We hereby certify that the reference set forth on the attached form PTO-1449 was
cited in a communication from a foreign patent office in a counterpart foreign application not
more than three months prior to the filing of this Information Disclosure Statement
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Please acknowledge receipt of this Supplemental Information Disclosure

Statement and kindly make the cited reference of record in the above-identified application.

Respectfully submitted,
John J. Messerly /;x T
S,EED and BE

Ste‘yen D. Lawn { :
Registration NoV/37,376/
SDL:brg

Enclosures:
Postcard
Form PTO-1449
Cited Reference (1)

6300 Columbia Center-

701 Fifth Avenue

Seattle, Washington 98104-7092
(206) 622-4900

Fax: (206) 682-6031
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PROBABILISTIC METHODS IN DEPENDENCY GRAMMAR PARSING

Job M. van Zuijlen

BSO/Research
P.O.B. 8348
NL-3503 RH Utrecht
The Netherlands
e-mail: zuijlen@dlt1.uucp

June 1989

ABSTRACT

Authentic text as found in corpora cannat be described completely by a formal
system, such as a set of grammar rules. As robust parsing is a prerequisite for any
practical natural language processing system, there is certainly 2 need for lechniques
thai go beyond merely formal approaches. Various possibilities, such as the use of
simulated annealing, have been proposed recently and we have looked at their suitabil-
ity for the parse process of the DLT machine translation system, which will use a
large structured bilingual corpus as its main linguistic knowledge source. Our findings
are that parsing is not the type of task that should be tackled sokly through simulated
annealing or similar stochastic optimization techniques but that a controlled applica-
tion of probabilistic methods is essential for the performance of a corpus-based parser.
On the basis of our explorative research we have planned a number of small-scale
implementations in the near future.

1. Introduction

Usually a parser is viewed as a program that takes a sentence in a particular language as its
input and delivers one or more analyses for that sentence. This is no different in the present
prototype of DLT (Distributed Language Translation), a multilingual translation system under
development at the Dutch software house BSO. In the prototype, we use an ATN-parser that
delivers all syntactic analyses of an input sentence in the source language (SL). Each analysis
undergoes structural and lexical transfer resulting in one or more target language (TL) wrees. !

In order to limit the size of the ATN, we have used Technical English as the basis for our
grammar. This type of English has been specially designed for writing technical manuals. It
has cenain limitagons, such as the number of verb forms o be used, the number of elements
that may be coordinated, sentence length and the like. Nevertheless, it proves to be very diffi-
cult to specify a complete grammar, let alone formulate grammar rules. Moreover, even with
such a limited grammar we have 10 deal with the combinatorial explosion due to the parsing of
ambiguous sentences.

! In fact, DLT consists of two separate but similar ransiation procasses. The first yansiates the SL into
the IL, DLT's Esperanto-based Intermediste Language; the second wanslates from the IL into the TL.

-142. International Parsing Warkshop '89
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A typical complicaton of a transladon system is that, apart from the SL grammar for the
parser, we need a grammar for TL generation and a contrastive grammar (metataxis) 10 link
source and target language. Then, there are three dictionaries, one for each language and one
for the language pair. Finally, semantic information has to be included. On a prototype scale, it
is already difficult ©0 mainwain consistency between the various knowledge sources, but for a
large-scale industrial version this is almost impossible.

Two recent inventions by members of the DLT research team have contributed to the solution
of the complicatons mentioned previously. Van Zuijlen (1988) has introduced the Structured
Syntactic Network (SSN) to achieve the compact representation of all dependency-type ana-
lyses of a sentence in a single structure. The problem of consistency of knowledge sources has
been tackled by Sadler (1989), who has proposed the Bilingual Knowledge Bank (BKB), a
large structured bilingual corpus. It contains for each sentence the preferred syntactic analysis
and translation in the given context, as well as cerain other referential and co-referenual infor-
mation.” An important strucrural element is the Translation Unit (TU), a dependency subtree for
which there is a non-compositional translation, e.g. expressions like kick the bucker.

- The introduction of the BKB places the various processes commonly found in a translation sys-
tem (parsing, structural transfer, semantic evaluation, generation) in a different perspective. We
will not deal here with structural transfer and generation but concentrate on the consequences
for the parse process, which will be dealt with in a number of sections:

linguistic theory and representation;
interfacing parser and BKB;
' corpus-based parsing;
probabilistic methods.
We conclude with a few remarks about research we have planned for the near future.

2, Linguistic Theory and Representation

The linguistic theory used in DLT is Dependency Grammar, one of the less frequently used
formalisms in natural language processing projects (see Schubert (1987) for a discussion on its
suitability for machine transiation). The dependency grammar of a language describes syntac-
tic relations or dependencies between pairs of words. The relation is directed, i.e. one word,
the governor governs (dominates) the other, the dependent. In general, the dependencies range
over word classes (syntactic categories) rather than specific words. A useful feature of depen-
dency grammar is that the resulting analysis may be used directly by the semantic component
of the translation system, i.e. a single type of representation suffices for all processes in the
system.

‘The syntactic relations in dependency grammar are derived from the function of a word in the
sentence. For example, man is the subject of walks in The man walks. It is important 10 realize
that dependency grammar is primarily concerned with words; there are no phrasal categories.

A dependency tree has a geometry that is quite different from that of a'constituent tree (Figure
1). Notice that in a constituent tree nodes are either phrasal or lexical, but that in a depen-
dency tree nodes are always lexical. The branches of a dependency tree are labeled with syn-
tactic relations. A dependency tree is not ordered, which means that a particular relation is
only defined by the governor and the dependent and not by the position of the dependent with
respect to other dependents. [n the example word order does play a role to identify the subject
and the object of the sentence but order is not reflected in the representation.

[n order o facilitate the interfacing between the BKB and the parse process (see Section 3), we
use an altemative representation, which we will refer t0 as a Dependency Link

-143- International Parsing Workshop '89
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{a] (5]
=~ /s\

scs.:[ CBJ Np Ve

boy man
/\' NP
DET | DET! ATR1] /]\
ART N \'4 ART A N

the the old the boy sees the old man

Figure 1. [a] dependency tree and (b} constituent tree for the sentence The bay sees the old
man, v

0BJ
DET
DET SUBJ /T ATRL

the boy sees the old man

Figure 2. The dependency link representation of The boy sees the old man.

~  Representation (DLR). A dependency link consists of a govemor, 2 dependent and their rela-
 tion. The link is projective, i.e. it takes the position of governor and dependent with respect to
each other into account. We obtain a graphical representation of a DLR by writing down the
sentence as a linear string of words and then draw the dependencies as arcs (Dependency
Links) connecting the words. Figure 2 shows the dependency link representation of The boy
sees the old man. . :

CIRC
0BJ
DET PARG
DET SUBJ ATRI1 ATR2 DET
the bdy sees the old man with a telescope

Figure 3. The dependency link representation of The boy sees the old man with a telescope.

The DLR shown in Figure 2 has the same representative power as 3 dependency tree. How-
ever, in contrast to a tree, connections in a DLR are by reference and, as a consequence. it is
possible to represent directed graphs as well. Graphs are a means to represent multiple analyses
of a sentence in a single representation. The ideas behind such a representation for dependency
grammar, the SSN, are discussed in Van Zuijlen (1988). The dependency link may be viewed
as a common building brick for trees as well as SSNs. This is shown in Figure 3 where we see
the two analyses for The boy sees the old man with a telescope in a single DLR. By selecting
either the link man-ATR2-with or sees-CIRC-with we obtain the respective interpretations. The
set of dependency links that constitute one interpretation is called an ensemble.
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3. Interfacing Parser and BKB

As the BKB is the only source of linguistic knowledge in the DLT system, interfacing between
the BKB and each process is needed. In this section, we will give a brief sketch of how the
interfacing between parser and BKB is organized. The BKB is bilingual, but the parser has
only to deal with the SL side of the BKB. It is convenient, therefore, to view it as a large
dependency tree bank. This tree bank contains the dependency trees of a large number of sen-
tences, with each dependency tree consisting of one or more translation units. The TUs have
no direct significance for the parser, but it is important to establish which TUs are contained in
the input scntence. This'is done in the following way.

After recognition of 2 word in the input string the TUs of which it is part are retrieved from
the BKB. The parser does not deal with the TUs directy but interprets them as one or more
dependency links. For each word there is a (possibly empty) set of DLs that either govemn or
depend on the word. By combining DLs into ensembles we obtain dependency trees the pro-
jection (linearization) of which has to match the input string. So parsing is not carried out by
parse tree construction guided by the input string but by matching the input string with the pro-
jection of a parse tree synthesized from dependency links (Figure 4).

TUs from BKB

words

input atring

Figure 4. Parsing with a treebank. The words in the input string control the retrieval of TUs
from the BKB. Each TU consists of a number of DLs which are used to synthesize an analysis

tree, The projection of this tree should match the input string.

The dependency links that are "used” for the analysis (in Figure 4 connected with the analysis
tree by dotted lines) select in tum those pans of the TUs retrieved from the BKB that are

relevant for the translation of the input string,
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4. Corpus-Based Parsing )

An imporant requirement for the parse process is that the analysis result matches with the
BKB, such that it may be syntactically as well as semantically evaluated. In that respect the
use of a structured corpus has a number of advantages.

(1) the coverage of the parser is such that all linguistic phenomena in the corpus will be dealt
witl; ,

(2} the syntactic knowledge retricved from the corpus on a particular item is consistent with
other types of knowledge;

(3) since various types of knowledge are available simultaneously, incremental evaluation of
(partial) analyses is relatively simple.

This is evident for input sentences that are literally present in the BKB and for which - in a

manner of speaking — direct pattem matching is possible. However, we want to extend the cov-

erage beyond that and, therefore, we have done some explorative research in the field of

corpus-based parsing, primarily by reviewing work of others in the light of our specific needs.

Recent work in corpus-based parsing has a common characteristic. A parsed corpus is used as
a source of linguistic knowledge and probabilistic methods are used to artive at an analysis.
Basically, parse trees are randomly generated untl the optimal parse tree is found with respect
to an evaluation measure based on comparison of the parse tree with the corpus. Robustness is
guaranteed since, whatever the value of the evaluation, one of the analyses will be better than
all others. The search space associated with the investigation of all possible parse trees for a
sentence is very large and, therefore, Haigh, Sampson & Atwell (1988) apply simulated anneal-
ing in their Annealing Parser for Realistic Input Language (APRIL) as an efficient way lo find
this optimal parse tree for a complete sentence. Atwell, O'Donoghue & Souter (1989) have
developed the Realistic Annealing Parser (RAP) which also uses simulated anneating but works

. incrementally, thus reducing the search space drastically. Both projects evaluate the resulting
trees with corpus information, either in the form of a tree bank (Haigh et al. 1988) or firs. -
order recursive Markov chains (Atwell et al. 1989),

Comparing APRIL and RAP shows that a slightly different approach to the same problem
already results in a large reduction of the search space. This justifies the question whether
simulated annealing is really a very suitable lechnique. If we examine the literature on that
point (e.g. Aarts and Korst 1989) we find that the problems for which it is successfully applied
are of the "traveling salesman” type, in other words, problems that are highly unstructured and
have a large search space which is defined in advance. The search space consists of the dis-
tances associated with all possible tours. There is a clear relation between a tour and the total
distance: it is obtained by summation of the distances of each pair of connected cities. The dis-
tance is always defined between two points and it can be measured: there is no configuration
of cities for which no solution ¢an be found. The search space may become very large and
simulated annealing serves as a means to investigate it efficiently.

At first sight, parsing a language seems to be a similar problem. We have a number of words
(cities) and, in the case of a dependency grammar representation, we have to find optimal con-
nections between them. For each connected pair of words we compute the grammaticality of
the connection (distance) by comparing it with the linguistic information we have available.
Here the problem starts. The "syntactic distance” cannot be calculated straightforwardly but has
to be approximated on a probabilistic basis, ¢.g. by counting the number of occurrences of the
panticular relation in a corpus. If the relation never occurs it is not possible to say anything
sensible about the distance. We might assign a default value to it, but we have no centainty that
it contributes to an optimal solution. This in contrast with the "traveling salesman” problem
where a long distance between two points does not exclude the connection from being part of
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the optimal solution.

The temporary acceptance of "odd” constructions in simulated annealing parsers is motivated
by the fact that during the search of 2 new solution the current solution is changed by means
of a number of primitive modifications which may lead o intérmediary results which are not
well-formed. The acceptance of these results doesn’'t depend on their leading to a solution
which may be evaluated by comparing it with the linguistic informaton available but on a sto-
chastic function that states the probability with which a "bad" result is to be accepted. What is
missing is the observation that language is structured and enables predictions on the basis of
available partial information. So instead of a random waik (or unguided city tour) it is possible
to select those transformations that are most likely to lead to an optimal soluton.

A corpus is very useful to make such predictions and if we intend o usc the same corpus for
the evaluation of the solutions we have the certainty that we only generate those solutions that
are verifiable. : '

Again we may observe a difference with the “traveling salesman” problem. The latter has a
predefined solution space and it is easy to specify primitve transformations that will lead from
. one solution to the other. In the case of parsing the solution space is not predefined but has to
be generated on the basis of the linguistic information available. This is either a set of gram-
mar rules or a tree bank based on a parsed corpus.
Souter (1989) discusses how difficult it is to express the grammatical information contained in
a such corpus in a limited number of rules. In fact, thousands of rules are needed, many of
which are only applied once or twice. He observes a close resemblance between a rule-
frequency curve and the more familiar word-frequency curve (Zipf 1936). These findings sup-
port the idea that the usual grammar with a few hundred rules is not very adequate and may
contain "gaps". Also, our experience with the DLT prototype has made clear © us that a rule-
based approach has unacceptable limitadons. Still, we are not convinced that it is necessary to
apply statistical optimization all the time when a corpus is used to find the correct analysis.
When dealing with input that is covered by the corpus the later may be viewed as large set of
rules and a solution will be found in a straightforward, efficient manner. Nevertheless, there is
room for probabilistic methods and in the next section we will discuss some applications.

5. Probabilistic Methods

It should be clear from the discussion in the previous section that probabilism is only useful
when it is applied in a controlled way. For the parse process in a BKB-based DLT system

there are three application arcas:
handling input errors and unusual input;
- restricting the number of analyses;
- ordering of altematives.
We will discuss each of these areas in the following subsections.

5.1. Incorrect and Unusual Input

As far as the parser is concemed incorrect and unusual input relate to input for which no
acceptable solution can be found by straightforward matching with the BKB. The main differ-
ence is that if the input is incorrect the user should be consulted for clarification. If the input is
unusual a solution should preferably be found without asking. The border between the two is

2 {n RAP (Arwell et al. 1989) the rate of convergence is improved by introducing a bias towards the
wansformation of low-valued parnts of the tree.

Intermational Parsing Workshop ‘89

Lo

Page 271 of 364-




From: CIST! To: PHILLIP CAMERON Dale: 4/6/99 Time: 14:50:40 Page 8 of 11

determined by the fact whether it is possible to find a single analysis that matches with the
BKB. '

The ability to process deviant input is a requirement for any robust parser. In RAP and APRIL
this is achieved by always generating a parse tree, even if the result is implausible. For our
application this will not do. Each analysis should match with the BKB, otherwise translation is
not possible. If such an analysis cannot be obtained the parser should try and find out what is
wrong and, if necessary, consult the user - preferably by making some sensible suggestions.

S.1.1. Input Errors

Input errors may be of various types which ask for different approaches. However, a general

principle is that we need to know what the "correct” version is in order to say something sensi-

ble about the deviations. This is a severe requirement, but if an error has only local conse-

quences and if there is enough surrounding context it should be possible to determine the cause

of the deviation. '

Since error analysis may need a combined effort of different knowledge sources, the BKB "
_ approach seems to be ideal for intelligent error handling. Some types of errors we may con-

sider are: :

(1) word form errors;

(2) syntactic deviations;

(3) spelling mistakes.

Errors of type (1) or (2) are relatively easy 1o detect by comparing the input to the linguistic

information available. An interesting method to deal with such grammatical errors has been

suggested by Chamiak (1983). In a rule-based parser a rule for which one or more atomic tests

(e.g. agreement) fail is not applied. By modifying the tests it is possible to assign a kind of

applicability measure to a rule. [nstead of returning simply “yes" or “no” each test retums a

value that is added to the current value of the applicability measure if the test succeeds and

subtracted if the test fails.

Charniak’s proposal is also very useful when a grammar is based on a corpus. For instance, it

could be that, considering their word class, two words have a relation but that there is a

mismatch between their features. An example is The boy see the man, in which subject-verb,

agreement i§ violated. However, by establishing that the bay could be a subject and that see

takes one and that complete feature unification is not possible the parser classifies the error.

The user will then be consulted for clarification, e.g. by being presented two comect alterna-

tives one of which must be chosen: -

(a) The boys see the old man

(b) The boy sees the old man

By using corpus information a likelihood value could be assigned to each alternative, which

may be decisive if one altenative tums out 10 be far more plausible than any of the others, in

which case user consuitation is not needed.

There are errors that cannot be described on the basis of features or syntactic strugtures, but

may be solved by using knowledge on individual words or their refations. In sug¢h cases a

corpus-based system is superior. A typical example is a misspelled word, such as foz, which

might be fez or fox. By taking the context into account and comparing it with corpus informa-

tion the selection of one or the other alternative is supported. Compare:

(a) In Morocco men wear a caftan and a foz.

(b) The foz hunts at night.
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The context in (a) points to the interpretaton fez, whereas the context in (b) points to the
interpretation fox.

$.1.2. Unusual Input

In this section we will show by means of a simple example how use of a corpus supports the
handling of unusual input. We mentoned earlier that in dependency grammar dependencies
range over word classes. There are cases, however, (n which a word has a syntactic function
that is not typical for its word class. Nouns, such as week, month and year. may be used as
time adverbials, as in / saw him last week. We don't want to call week an adverb because it
cannot perform the same functions as an adverb. On the other hand, we don't want to extend
the functions that are possible for nouns because only 3 small number of nouns may be used in
the same way as week.

In a rule-based parser categories are used to formulate some general distributional criteria, as it
is not feasible to state for a each word the syntactic functions it may perform. Such informa-
tion is, however, available in a corpus. We may find:

(1) He came last week.
(2) 1 have had a very bad week.

(3) A week is enough o finish this job.

From the available parse trees we derive the distribution of week in terms of governing of
depending relations. Now suppose that we have the input sentence He arrives nexs month, but
that we don't have direct evidence that month could perform the same function as week in (1).
The parser will then compare the distribution of month and week, in order 10 establish if they
are used in the same way, i.c. show syntactic synonywmity. The more correspondence is found,
the higher the probability that month may indeed be used as a time adverbial.

The method to establish the possibility for month to be used as ume adverbial may also be
applied in other cases. The syntactic context of a word may suggest a function or even word
class for which there is no direct evidence. For example, in He computers all the fime the noun
computer is used as verb. From the corpus we may deduce that in English "any rioun may be
“verbed” and that the use of computer as a verb is acceptable.

5.2. Restricting the Number of Alternatives

An exhaustive parser often generates altematives without taking aspects of language use into
account. For a system that features user interaction this results in asking the user guestons
about altematives that are counter-intuitve. Consider, for example,

Daily inspections should be performed.

Here daily modifies inspections and although it could modify the verb in a9 altemative
analysis, this interpretation is only evident when daily is placed at the end of the sentence:

Inspections should be performed daily. :
This is an example in which a corpus could be used to limit the number of possible analyses
and, thus, assist the system to behave sensibly in the eyes of the user.
The fact that the corpus sometimes extends and sometimes restricts the number of possible
interpretations indicates that there is an important lexical influence in syntax which causes
words to behave differently from what we expect, considering their word classes. This sug-
gests that a strict separation beiween syntax and semantics (or at least language use) is not pos-
sible in the case of "realistic" language. The acceptability of certain distributions cannot be
explained syntactically; there is no reason why only specific nouns may serve as adverbials.
By the same loken, there is no reason o exclude some potential analyses other than by
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observing that a language user would never interpret them that way.

3.3. Ordering Alternatives

An interactive translation system will have to deal with alternative analyses of the SL sentence,
even if some of them may be excluded in advance. Particularly in the case of ccordinaton or
post-modifier sequences there may by a number of alternatives that have to be taken into
account. By using the graph rcpresentation we introduced in Section 2 it is possible to
represent the aliernatives in a compact way. There are various techniques to prevent the com-
binatorial explosion caused by the generation of the alternatives (see e.g. Tomita 1985), but
thet we are faced with the problem of evaluating them efficiently. We intend to solve this in
the following way. ’

We start with the incremental generation of all dependency links that are part of one or more
of the potential analyses, resulting in a2 DLR of the input. The DLs that constitute the best
analysis according to a given evaluation function arc made active, all others are made dor-
mant. [f the multiple analyses are caused by structural ambiguity, such as alternative attach-
ment points, then a simple transformation suffices to generate an alternative analysis. In Fig-
ure 3, for example, the activation of DL man-ATR2-with and the deactivaton of DL sees-
CIRC-with or vice versa results in an allernative analysis. So, a transformation is performed by
activating/deactivating of a pair of DLs with a common dependent.

The set of DL§ with a common dependent forms a choice point. Only DLs that are elements
of choice points will have to be considered in the search for alternatives. To order the alterna-
tives, that is to find the second best given the current optimum, it may be necessary (o perform
more than one transformation without knowing what the sequence of transformations is. If
there is a large number of choice points, systematic evaluation of all analyses is not feasible
and a stochastic optimization technique is necessary. In contrast with the parsing of arbitrary
input, such a technique is applicable here since certain requirements are met (Aarts & Korst
1989: 100). The solution space (i.e. a representation of all possible solutions) is given by the
DLR and there is a primitive transformation (the activation/deactivation of a pair of DLs) 10
generate an altemative solution. All the same, in very simple cases it is better to evaluate and
compare alternatives directly. In view of this, it is advantageous to have an adaptive optimiza-
tion technique that is able to select the most efficient strategy. :

6. Future Work

The result of our explorative research has been that we see many interesting aspects in corpus-
based parsing in connection with probabilistic methods. However, application in a BKB-based
DLT system asks for an approach that is different from related proposals by others. Therefore,
we have planned a number of small-scale implementations in order to find out to what extent
the- various ideas and suggestions put forward in this paper are indeed feasible.
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[ X ] The fee has been calculated as shown. &
“OTHERCTHAN A
(Col. 1) (Col.2) |(Col.3) SMALL ENTITY " SMALL ENTITY
CLAIMS
REMAINING HIGHEST PRESENT RATE ADDITIONAL RATE ADDITIONAL
AFTER ‘ PREV. PAID EXTRA FEE OR FEE
AMENDMENT FOR
* %ok
TOTAL 23 MINUS 54 0 x9 |$ x 18 |$
* * ok %k
INDEP. 3 |mmus 9 0 x 39 {$ x 78 |$
[] FIRST PRESENTATION OF MULTIPLE CLAIMS +130 |$ OR | +260 |$
EXTENSION OF TIME FEE $ $ 110
TOTAL ADDITIONAL FEE $ TOTAL $ 110

* Ifthe entry in Col. 1 is less than the entry in Col. 2, write "0" in Col. 3.
**  If the "Highest Number Previously Paid For" IN THIS SPACE is less than 20, write "20" in this space.
***  If the "Highest Number Previously Paid For" IN THIS SPACE is less than 3, write "3" in this space.
The "Highest Number Previously Paid For" (Total or Independent) is the highest number found from the equivalent box
in Col. 1 of a prior amendment or the number of claims originally filed.

[ 1 Please charge my Deposit Account No. 19-1090 in the amount of $_. A dui)licate copy of this sheet is enclosed.

[ X1 A check in the amount of $_110.00 is attached.

[X] The Assistant Commissioner is hereby authorized to charge payment of the following additional fees associated with
this communication or credlt any overpayment to Deposit Account No. 19-1090. A duplicate copy of this sheet is

enclosed.

{X] Any filing fees under 37 CFR 1.16 for the presentation of extra claims. [
{X] Any patent application processing fees under 37 CFR 1.17, ( S, i
08/06/1999 CVORACHA 00000103 08886814 Respectfully ‘fbmmed ) \ v' !t
John J. Messerly' et{ al;
01 FC:113 110.00 0P SEED AND BERﬁg‘ ; ;

. Steven D. La

Wpn/MS/661005/512/Forms/PTO-1083 ' Registration \O; 37, 37 6
a4

b
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PATENT

I hereby certify that on the date spe01ﬁed below, this correspondence 's‘ beirlg deposited with the
- - United States Postal Service as first-class mail in }an envelope addr sed to the Assistant
Commissioner for Patents, Washington, DC 20231. 1}/

August 2, 1999 D e
Date Stevénh\l},ﬁ’\gvrenz \/ \ Y

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants :  JohnJ. Messerly et al. ,
Application No. : 08/886,814 <
Filed : March 7, 1997 =
For :  INFORMATION RETRIEVAL UTILIZING SEMAN TIC —‘::;
REPRESENTATION OF TEXT FJV'
Examiner :  Joseph Thomas =
Art Unit 1 2747
Docket No. : 661005.512
Date : August 2, 1999

Assistant Commissioner for Patents
Washington, DC 20231

RESPONSE TO RESTRICTION REQUIREMENT

Sir:
In response to the Restriction Requirement dated June 1, 1999, please extend the
period of time for response one month, to expire on August 1, 1999 (Sunday). Enclosed are a

Petition for an Extension of Time and the requisite fee.

In the Claims: M
Please ¢ ‘ el claims 22-54.

Please add the following new claims:

- >
7 5/5 A computer system adapted to identify passages of a first body of text

@) \ 2 relating to a passage of a second body of text, comprising:
3 an indexing component adapted to process each of a multiplicity of passages of

4  the first body of text each having a location in the first body of text by:
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23
24
25
26
27

constructing a first logical form characterizing a semantic relationship
between selected words in the passage,

expanding the constructed first logical form to include alternative words
for at least some of the selected words in the passage, and

storing in an index a mapping from the expanded first logical form to the
location of the passage in the first body of text;

~ a semantic relationship characterization component adapted to characterize a

semantic relationship between selected words in the passage of the second body of text by:

constructing a second logical form characterizing a semantic relationship
between selected words in the passage of the second body of text, and ‘

expanding the second logical form characterizing a semantic relationship
between selected words in the passage of the second body of text to include alternative words for
at least some of the selected words in the passage; and

a related passage identification component adapted to compare the expanded

-second logical form characterizing a semantic relationship between selected words in the passage

of the second body of text to the expanded first logical forms from which the index maps to
identify a passage of the first body of text whose expanded logical form intersects with the
expanded logical form characterizing a semantic relationship between selected words in the
passage of the second body of text, in that, for pair of corresponding selected words between the
intersecting expanded logical forms, the selected word or one of its alternative words in the
expanded first logical form matches the selected word or one of its alternative words in the
expanded second logical form, such that a passage of the first body of text relating to the passage
of the second body of text is identified.
23 | 7>

?6. The computer system of claim S/é further comprising a parser component

adapted to parse the multiplicity of passages of the first body of text and the passage of the

second body of text to discern their syntactic and semantic structures. - -

e
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REMARKS |

Applicarits herein cancel claims 22-54 and present new claims 55 and 56 to clarify

the subject matter that Applicants consider to be their invention. As a result, claims 1-21, 55,
and 56 are presently pending.

In the Office Action dated June 1, 1999, the Examiher restricted prosecution to

one of the following groups:

Group Claims

1 1-21
I 22-47
I 48-54

In response to the Restriction Requirement, Applicants herein elect Group I
without traverse. Applicants submit that all the currently pending claims fall in Group I and
should now be examined.

Based upon the apparent patentability of the pending claims, Applicants

“respectfully request the early allowance of all of the pending claims.

Regspectfully submitted,

John J. Messerly etal.¢ )
h\n 17/1 y"?“/
/ LLP

,St(evé\nJD. Lawrenz 0
: Registration No. 37,376
SDL:ag
Enclosures:
Postcard
Check for $110

Form PTO-1083 (+ copy)
Petition for an Extension of Time (+2 copies)

6300 Columbia Center

701 Fifth Avenue

Seattle, Washington 98104-7092
(206) 622-4900

Fax: (206) 682-6031

WPN/MS/661005/512/Forms/Resp. Restr. Req./v3 ‘ T
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FCRMP

TO-1083 SEED AND BERRY LLP
6300 Columbia Center
701 Fifth Avenue
Seattle, Washington 98104-7092
Phone (206) 622-4900
Fax (206) 682-6031
"Docket No.:  661005.512
Date:  August 2, 1999
In re application of John J. Messerly et al.
Application No.: 08/886,814
Filed: March 7, 1997
For: INFORMATION RETRIEVAL UTILIZING SEMANTIC
REPRESENTATION OF TEXT

ASSISTANT COMMISSIONER FOR PATENTS

WASHINGTON DC 20231

Sir:

Transmitted herewith is a Response to Restriction Requirement in the above-identified application. s

[ 1 Small entity status of this application under 37 CFR 1.9 and 1.27 has been established by a verlﬁe&statement
previously submitted. :_z;

[ 1 A verified statement to establish small entity status under CFR 1.9 and 1.27 is enclosed.
[ X 1 A Petition for an Extension of Time for one month is enclosed.
[ ] A General Authorization Under 37 C.F.R. § 1.136(a)(3) is enclosed.
[ X ] No additional claim fee is required.
[ X ] The fee has been calculated as shown.
OTHER THAN A
(Col. 1) (Col. 2) (Col. 3) SMALL ENTITY SMALL ENTITY
CLAIMS
REMAINING HIGHEST PRESENT RATE ADDITIONAL RATE ADDITIONAL
AFTER PREV. PAID EXTRA FEE OR FEE
AMENDMENT FOR
* * %
TOTAL 23 MINUS 54 0 x 9 |$ x 18 |$
%* ok ok
INDEP. 3 MINUS 9 0 x 39 |$ x 78 |$
[ ] FIRST PRESENTATION OF MULTIPLE CLAIMS +130 |$ OR | +260 |§
EXTENSION OF TIME FEE $ § 110
TOTAL ADDITIONAL FEE $ TOTAL $ 110

*%

*k K

If the entry in Col. 1 is less than the entry in Col. 2, write "0" in Col. 3.
If the "Highest Number Previously Paid For" IN THIS SPACE is less than 20, write "20" in this space.

If the "Highest Number Previously Paid For" IN THIS SPACE is less than 3, write "3" in this space.

The "Highest Number Previously Paid For" (Total or Independent) is thechighest number found from the equivalent box
in Col. 1 of a prior amendment or the number of claims originally filed.

[ ] Please charge my Deposit Account No. 19-1090 in the amount of $_. A duplicate copy of this sheet is enclosed.

[ X'] A check in the amount of $_110.00 is attached.

[X] The Assistant Commissioner is hereby authorized to charge payment of the following additional fees associated with
this communication or credit any overpayment to Deposit Account No. 19-1090. A duplicate copy of this sheet is
enclosed.

[X] Any filing fees under 37 CFR 1.16 for the presentation of extra claims.
[X] Any patent application processing fees under 37 CFR 1.1

Respectfully ubmitted,
John J. Messe y\e al

Steven D. La '
wpn/MS/661005/512/Forms/PTO-1083 Registration 37 376
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%% UNITED STATES Dt .RTMENT OF COMMERCE g

© | g Patent and Trademark Office
5%, 4 § Address: COMMISSIONER OF PATENTS AND TRADEMARKS
Srares of Washington, D.C. 20231

N,

LFIUNGDATE | ~ FIRSTNAMED INVENTOR ATTORNEY DOCKET NO.

APPLICATION NO, ..

| EXAMINER |

N

| ARTUNIT PAPER NUMBER |

DATE MAILED:

.Please find below and/or attached an Office communication concerning this appiication or
proceeding.

Commissioner of Patents and Trademarks

PTO-90C (Rev. 2/95) ) 1- File Copy
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Application No. Applicant(s)

08/886,814 MESSERLY, et al.
Notice of Allowability Sep—— —TGroup AL Unit
JOSEPH THOMAS 2747

All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included
herewith (or previously mailed), a Notice of Allowance and Issue Fee Due or other appropriate communication will be
mailed in due course.

in This communication is responsive to Aug 5, 1999

X] The allowed claim(s} @/are 7-21 and 55-56, now renumbered 1-23

[X] The drawings filed on Dec 11, 1997 are acceptable.

[ Acknowledgement is made of a claim for foreign priority under 35 U.S.C. § 119{a)-(d}.
OJ Al [0 Some* [ None of the CERTIFIED copies of the priority documents have been
[ received.
[ received in Application No. (Series Code/Serial Number)

[] received in this national stage application from the International Bureau (PCT Rule 17.2(a)).

*Certified copies not received:

1 Acknowledgement is made of a claim for domestic priority under 35 U.S.C. § 119(e).

A SHORTENED STATUTORY PERIOD FOR RESPONSE to comply with the requirements noted below is set to EXPIRE
THREE MONTHS FROM THE "DATE MAILED" of this Office action. Failure to timely comply will result in
ABANDONMENT of this application. Extensions of time may be obtained under the provisions of 37 CFR 1.136(a).

] Note the attached EXAMINER'S AMENDMENT or NOTICE OF INFORMAL APPLICATION, PTO-152, which discloses
that the oath or declaration is deficient. A SUBSTITUTE OATH OR DECLARATION IS REQUIRED.

[ Applicant MUST submit NEW FORMAL DRAWINGS

[] because the originally filed drawings were declared by applicant to be informal.

[J including changes required by the Notice of Draftsperson's Patent Drawing Review, PTO-948, attached hereto or
to Paper No.

[ including changes required by the proposed drawing correction filed on , which has been
approved by the examiner.

[ including changes required by the attached Examiner's Amendment/Comment.

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the reverse side of the
drawings. The drawings should be filed as a separate paper with a transmittal lettter addressed to the Official
Draftsperson.

(] Note the attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

Any response to this letter should include, in the upper right hand corner, the APPLICATION NUMBER (SERIES
CODE/SERIAL NUMBER). If applicant has received a Notice of Allowance and issue Fee Due, the ISSUE BATCH NUMBER
and DATE of the NOTICE OF ALLOWANCE should also be included. ‘
Attachment(s)

X! Notice of References Cited, PT0-892

Information Disclosure Statement(s), PTO-1449, Paper Nois). 1,4 & 5

[] Notice of Draftsperson's Patent Drawing Review, PTO-948

[] Notice of Informal Patent Application, PTO-152 '

] Interview Summary, PTO-413

[] Examiner's Amendment/Comment

7] Examiner’s Comment Regarding Requirement for Deposit of Biological Material

Xl Examiner's Statement of Reasons for Allowance

U. S. Patent and Trademark Office

PTO-37 (Rev. 9-9b) Notice of Allowability Part of Paper No. 9

L
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Serial No: 08/886,814 ' -2-
Art Unit: 2747 ’

EXAMINER'S REASONS FOR ALLOWANCE

(Attachment to Paper # 9)

Notice to Applicant
1. This communication is iﬁ response to the amendment and
election in response to the requirement restriction, filed
8/5/99. Claim 1-21 remain pending. Claims 22-54 are canceled.

Claims 55-56 are newly added.

Election/Restriction
2. No claims are withdrawn from further consideration by the
examiner, 37 CFR 1.142(b), as being drawn to a non-elected
invention, the requireﬁent having been electedlwithout traverse
‘in tﬁe communication filed 8/5/99 (paper number 8). As per
Applicant’s election and amendment, the subject matter of claims
1-21 (Group I) have been examined, as well as newly added claims

55-56.. All other remaining claims (claims 22-54) were canceled

by Applicant in the amendment filed 8/5/99.

Reasons for Allowance.

3. The following is an Examiner's Statement of Reasons for
Allowance:

The prior art of record fails to teach or fairly suggest,
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Serial No: 08/886,814 ) -3-
Art Unit: 2747

either singly or in combination, a computer.system, method, and
computer-readable medium for identifying passages of a first body
of text relating to e second body ef text and comprising the
steps of constructing, index-mapping, and expanding first and
second logical forms characterizing semantic relationships
petween selected words in each passage of text within the first
body and the second body of text, respectively, and comparing the
expanded second logical form to the expanded first logical forms
from which the index maps, to identify a passage of the first
body of text whose expanded logical form intersects with the
expanded logical form in the second body of text such that, for a
pair of corresponding selected words between the intersecting
expanded logical forms, the selected word or its alternatives in
the eﬁpanded first logical form matches that of the expanded
secoﬁd logical form, in order to identify that a passage of the
first body of text relates to the passage from the second body of
text, in the specific manner and combinations recited in
independent claims 1, 17, and 55 (now renumbered claims 1,_17,

and 22, respectively).

Claims 2-16, 18-21, and 56 (now renumbered claims 2-16, 18-
21, and 23, respectively) incorporate the features of the
independent claims 1, 17, and 55 (now renumbered claims 1, 17,

and 22, respectively), through dependency, and likewise

s
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Serial No: 08/886,814 : ; -4-
Art Unit: 2747

distinguish over the prior art of record.

Any comments considered necessary by Applicant must be
submitted no later than the payment of the Issue Fee and, to
avoid processing delays, should preferably accompany the Issue
Fee. Such submissions should be clearly labeled "Comments on

Statement of Reasons for Allowance."

Citation of References

4. Attached to this Examiner’s Reasons for Allowance is the
.citation of several reference, namely U.S. Patents to Deerwester,
‘et al. (4,839,853); Pedersen, et al. (5,278,980); Gallant
(5,325,298); Eisenberg, et al. (5,592,661); Caid, et al.
(5,6;9,709); Oku, et al. (5,675,745); Schuetze.(5,675,819){
Dahlgren, et al. (5,794,050); Caid, et al. (5,794,178); Dixon
(5,799,308); Liddy, et al. (5,873,056); and Braden-Harder, et al.
(5,933,822). These cited patents and publications generally
teach various systems and methods for semantic information
retriéval, phrase query formation, generatingxcontext vectors for
information retrieval, versioned database manggement, global word
cQ—occurrence patterns for document retrieval, and semantic
vector representations for data retrieval. The prior art made of
record and not relied upon is considered pertinent to Applicant’s

disclosure as background material and is not of particular
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Serial No: 08/886,814 . -5-
Art Unit: 2747

significance. These prior art patents and publications fail to
teach or fairly suggest the novel and non-obvious features of the
instant claims, as described above in section 1. In particular,
the cited»prior art of record fails to a computer system, method,
and computer-readable medium for identifying passages of a first
body of text relating to a second body of text and comprising the
constructing, index-mapping, and expanding of first and second
logical forms characterizing semantic relationships between
selected words in each passage of text within the first body and
the second body of text, respectively, and comparing the expanded
second logical form to the expanded first logical forms from
which the index maps, to identify a passage of the first body of
text whose expanded logical form intersects with the expanded
logical form in the second body of text such that, for a pair of
corresponding selected words between the intersecting expanded
logical forms, the selected word or its alternatives in the
expanded first logical form matches that of the expanded second
logical form, in order to identify that a passage of the first

body of text relates to the passage from the second body of text.

Please note that the cited patents are NOT being submitted

with this Office Action.

5. Any response to this action should be mailed to:

I
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Serial No: 08/886,814 -6-
Art Unit: 2747 -

Commissioner of Patents and Trademarks
Washington, D.C. 20231

or faxed to:

(703) 305-9051, (for formal communications
intended for entry)

Or:

(703) 305-5356 (for informal or draft
communications, please label "PROPOSED" or
" DRAFT " )

Hand-delivered responses should be brought to Crystal
park II, 2021 Crystal Drive, Arlington. VA., Sixth
Floor (Receptionist).

we

6. Any inquiry concerning this communication or earlier
communications from the examiner should be directed to Joseph
Thomas, whose telephone number is (703) 305-9588. The examiner
can normally be reached on Monday through Thursday from 8:30 AM
to 5:00 PM. The examiner can also be reached on alternate
Fridays.

If attempts to reach the examiner are unsuccessful, the
examiners' supervisor, Forester W. Isen, can be reached at (703)
305-4386.

Any inquiry of a general nature or relating to the status of
this application should be directed to the Group receptionist
whose telephone number is (703) 305-3900.

jt
August 27, 1999

Joseph THomas
Primary Examiner
Art Unit 2741

e
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Application No. Applicant(s,

MESSERLY, et al.

. v L 08/886,814
Notice of R&f@fiﬁnCéSt‘ftf?d Examiner TGroup Art Unit
JOSEPH THOMAS 2747 Page 1 of 1
U.S. PATENT DOCUMENTS ‘
! % ‘ DOCUMENT NO. DATE NAME CLASS - SUB&LASS-V-.—
Px | A 4,839,853 6/13/89 DEERWESTER, ot al. 707 5
xie 5,278,980 1/11/94 PEDERSEN, ot al. 707 4
< C 5,325,298 . 6/28/94 GALLANT 704 9
b 5,592,661 1/7/97 EISENBERG, et al. 707 104
e 5,619,709 4/8/97 CAID, et al. 707 532
e 5,675,745 10/7/97 OKU, et al. 705 7
|G| 5,675,819 10/7/97 SCHUETZE 704 10
x | H 5,794,050 8/11/98 DAHLGREN, et al. 395 708
x| 5,794,178 8/11/98 CAID, et al. 704 9
x| 5,799,308 8/25/98 DIXON 707 100
x| K 5,873,056 2/16/99 LIDDY, et al. 704 9
x|t 5,933,833 8/3/99 BRADEN-HARDER, et al. 707 5
B M
- FOREIGN PATENT DOCUMENTS
* ! . DOCUMENT NO. DATE COUNTRY NAME CLASS SUBCLASS
N
-
P
- -
B R
s
T -
NON-PATENT DOCUMENTS
* DOCUMENT (including Author, Title, Source, and Pertinent Pages} DATE

* A copy of this reference is not being furnished with this Office action.
{See Manual of Patent Examining Procedure, Section 707.05(a).)

i, S. Patent and Trademark Office

PTO-892 (Rev. 9-95)
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UNITED STATk. DEPARTMENT OF COMMERCE E
Patent and Trademark Office

APPLICATION NO. FILING DATE TOTAL CLAIMS " EXAMINER AND GROUP ART UNIT . DATE MAILED

First Named
Applicant -

TITLE OF
INVENTION

. ATTY'S DOCKET NO. -] CLASS-SUBCLASS BATCH NO. APPLN. TYPE SMALLENTITY | FEEDUE DATE DUE -

S L EN FREETC RS I PN PP Ry i

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT.
PROSECUTION ON THE MERITS IS CLOSED. ‘

THE ISSUE FEE MUST BE PAID WITHIN THREE MONTHS Fl-;iOM THE MAILING DATE OF THIS NOTICE OR THIS
APPLICATION SHALL BE REGARDED AS ABANDONED. THIS STATUTORY PERIOD CANNOT BE EXT ENDED.

HOW TO RESPOND TO THIS NOTICE:
1. Review the SMALL ENTITY status shown above.

If the SMALL ENTITY is shown as YES, verify your If the SMALL ENTITY is shown as NO:
current SMALL ENTITY status: ‘

A. If the status is changed, pay twice the amount of the | -
FEE DUE shown above and notify the Patent and A. Pay FEE DUE shown above, or
Trademark Office of the change in status, or “

B. If the status is the same, pay the ' FEE DUE shown . . ‘ N .
above. : B. File verified statement of Small Entity Status before, or with,

payment of 1/2 the FEE DUE shown above.

II. Part B-lssue Fee Transmittal should be completed and returned to the Patent and Trademark Office {PTO) with your
ISSUE FEE. Even if the ISSUE FEE has already been paid by charge to deposit account, Part B Issue Fee Transmittal
should be completed and returned. If you are charging the ISSUE FEE to your deposit account, section “4b” of Part
B-Issue Fee Transmittal should be completed and an extra copy of the form should be submitted.

Ill. All communications regarding this application must give application number and batch number.
Please direct all communications prior to issuance to Box ISSUE FEE unless advised to the contrary.

IMPORTANT REMINDER: Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of
maintenance fees. It is patentee’s responsibility to ensure timely payment of maintenance
fees when due.

PATENT AND TRADEMARK OFFICE COPY
PTOL-85 (REV. 10-96) Approved for use through 06/30/99. (0651-0033) Y7U.5.GOVERNMENT PRINTING OFFICE 1997-433-221/62716

LS
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v : il this form, together with appi.cable fees, to:  Box ISSUE FEE

Assistant Commission for Patents

Washington, D.C. 2°2°(L DEC X 6 1999

PART B—ISSE;QC%F/ANJ;M%LL}/ O, 0] : 3

a‘é‘\

MAILING INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE. Blocks 1
through 4 should be completed where appropriate. All further correspondence including the Issue Fee
Receipt, the Patent, advance orders and notification of maintenance fees will be maited to the current
torrespondence address as indicated unless corracted below or directed otherwise in Block 1 , by (a)
specifying a new correspondence address; and/or (b) indicating a separate “FEE ADDRESS” for
maintenance fee notifications.

e
Py
1g-helo

N;?é:)@byceniﬁcate of m, Hr:‘g?b( w can only be used for domestic
mailingS-eishEipgas:ResMiansmittal, This certificate cannot be used
forany other a parlying papers. Each additional paper, such as an
assignment or formal drawing, must have its own certificate of mailing.

Certificate of Mailing

CURRENT CORRESPONDENCE ADDRESS (Note: Legibly mark-up with any corections or use Block 1)

| hereby certify that this Issue Fee Transmittal is being deposited with
the United States Postal Service with sufficient postage for first class
mail in an envelope addressed to the Box Issue Fee address above on
the date indicated below.

(Depositor's name)

z

(Slgnatdfe)

(Date)

FILING DATE

APPLICATION NO. TOTAL CLAIMS

DATE MAILED

EXAMINER AND GROUP ART UNIT

First Named
Applicant

TMLEOF 4
INVENTION  *

s

ATTY'S DOCKET NO. CLASS-SUBCLASS BATCH NO. APPLN. TYPE

SMALL ENTITY FEE DUE

1. Change of correspondence address or indication of * Fee Address” (37 CFR 1.363).
Use of PTO form(s) and Customer Number are recommended, but not required.

TgChange of correspoﬁdencé address (or Change of Correspondence Address form
PTO/SB/122) attached.

[J“Fee Address” indication (or “Fee Address” Indication form PTO/SB/47) attached.

2. For printing on the patent front page, list
(1) the names of up to 3 registered patent 4
attorneys or agents OR, alternatively, (2)

the name of a single firm (having as a -
member a registered attorney or agent)
and the names of up to 2 registered patent 4
attorneys or agents. if no name is listed, no ’
name will be printed.

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type)
PLEASE NOTE: Unless an assignee s identified below, no assignee data will appear on the patent.
Inclusion of assignee data is only appropiate when an assignment has been previously submitted to
the PTO or is being submitted under separate cover. Completion of this form is NOT a subsititue for
filing an assignment.

(A) NAME OF ASSIGNEE

4a. The following fees are enclosed (make check payable fo Commissioner

. of Patents and Trademarks):
X 1ssue Fee :

XX Advance Order-#of Copies__10

Microsoft Corporation -
(B) RESIDENCE: (CITY & STATE OR COUNTRY)

Redmond, Washington, U.S.A. ) )
Please check the appropriate assignee caiegory indicated below (will not be printed on the patent)

O individuat I:l corporation or other private group entity (] government

4b. The following fees or deficiency in these fees should be charged to:

DEPOSIT ACCOUNT NUMBER__23-1123

{ENCLOSE AN EXTRA COPY OF THIS FORM)
O 1ssue Fee
(] Advance Order - # of Copies

K COMMISSIONER OF PATENTS AND TRADEMARKS IS requested to apply the Issue Fee to the application identified above. ’

\ori/zeﬁ Signature) (Date)
Leodoee A1 Mop— 11/30/99

-; The Issue Fee will not be acceptec’! from anyone other than the applicant; a registered attomey
Jent; or the assignee or other party in interest as shown by the records of the Patent and
.agdemark Office. ’

“Yen Hour Statement: This form is estimated to take 0.2 hours to complete. Time will vary -
g on the needs of the individual case. Any comments on the amount of time required
» this form should be sent to the Chief Information Officer, Patent and Trademark
'gton, D.C. 20231. DO NOT SEND FEES OR COMPLETED FORMS TO THIS
'D FEES AND THIS FORM TO: Box Issue Fee, Assistant Commissioner for
- D.C. 20231 : -

Juction Act of 1995, no ,pérsons are required to respond to a collection
Jlays a valid OMB control number.

TRANSMIT THIS FORM WITH FEE

igh 06/30/99. OMB 0651-0033
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IN THE UNTIED STATES PATENT AND T

Applicant

Serial No.

Filed

For

Docket No.:

o!ps
E%&RK OFFICE

o ECxg . G

¥, E%@
John J. Messerly et al. @? /}
08/886,814 Py n 0FES
March 7, 1997 Group Art Unit: 2747
INFORMATION RETRIEVAL Examiner: J. Thomas

UTILIZING SEMANTIC
REPRESENTATION OF TEXT

M61.12-0214

Assistant Commissioner for Patents
Washington, D.C. 20231

Sir:

NOTICE OF CHANGE OF ADDRESS

| HEREBY CERTIFY THAT THIS PAPER IS BEING
SENT BY U.S. MAIL, FIRST CLASS, TO THE
ASSISTANT COMMISSIONER FOR PATENTS,

WASHINGTON D.C.20231, THIS

AYOF /M 19 7f

doe ]

PATENTATTORNE)/

Please change the correspondence address of record for
all purposes including notices of maintenance fees to:

TMM:blt

Theodore M. Magee

WESTMAN CHAMPLIN & KELLY

Suite 1600 - International Centre
900 Second Avenue South
Minneapolis, MN 55402-3319

Respectfully submitted,

WESTMAN, CHAMPLIN & KELLY, P.A.

o Thoed -

Theodore M. Magee, . No.

Ead
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S
IN THE UNITED STATES PATENT AND TRADEMAR QQEFICE

“Phemany OFEF
Applicant : Terry R. Fahley Batch No: T62
Serial No.: 08/984,377 : Allowed: May 25, 1999
Filed : December 3, 1997 Group Art Unit: 1733

For : METHOD AND APPARATUS FOR Examiner:
MAGNETIC/BACKIRON BONDING
USING SLIP FIT PINS.

Docket No.: S01.12-0410 ' F. Lorin

CERTIFICATE OF MAILING

Box Issue Fees
Assistant Commissioner for Patents
Washington, D.C. 20231

Sir:

Submitted herewith 1is our check in the amount -of
“$1,240.00 as payment of the Issue Fee in the above-identified
‘application and Advanced Order for ten (10) soft copies of the
issued patent, .along with the Issue Fee Transmittal.

In the event the attached check ‘is unacceptable, or the
check is omitted, or if there are any additional fees associated
with this application, please charge the required fee or credit
any overpayment to Deposit Account No. 23-1123.

I hereby certify that this correspondence is being
deposited with the United States Postal Service as first class
mail in an envelope addressed to: Assistant Commissioner for
Patents, Box Issue Fee, Washington, D.C. 20231, on November 30,
1899. - '

Respectfully submitted,

WESTMAN, CHAMPLIN & KELLY, P.A.

o T e

Theodore M. Magee, Reg. No. 39,758

Suite 1600 - International Centre

900 Second Avenue South

Minneapolis, Minnesota 55402-3319

Phone: (612) 334-3222 Fax: (612) 334-3312

TMM:blt

5
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE _,««-“”'

FER |

. Applicant : John J. Messerly et

“Serial No.: 08/886,814
Filed :  March 7, 1997 3 11\959 / Group Art Unit: 2747
For :  INFORMATION RETRIEVAL ;?‘ Examiner: J. Thomas

UTILIZING SEMANTIC gy, s
REPRESENTATION OF TEX

Docket No.: M61.12-0214

REVOCATION OF PRIOR POWERS OF ATTORNEY
AND POWER OF ATTORNEY

| HEREBY CERTIFY THAT THIS PAPER IS ¥

Assistant Commissioner for Patents BEING SENT BY U.S. MAIL, FIRST CLASS,

Washington , D.C. 20231 TO THE ASSISTANT COMMISSIONER FOR
: PATENTS WASHINGTON,D.C. 20231, TH|S

/é DAY OF Dé@'f fer 157
T

PATENT ATTORNEY

The undersigned, authorized to act on behalf of Microsoft

Corporation, the owner by assignment (recorded at reel 8066, frame
‘0302) of the entire right, title and interest in and to the above-
~identified application, hereby revokes all previous powers of
attorney and appoints the following attorneys and/or agents to

prosecute this application and to transact all business in the U.S.

atent and Trademark Office connected therewith: Nickolas E.
estman, Reg. No. 20,147; Judson K. Champlin, Reg. No. 34,797; Joseph
R. Kelly, _ Reg. No. 34,847; Steven M. Koehler, Reg. No. 36,188; David
D. Brush, Reg. No. 34,557; John D. Veldhuis-Kroeze, Reg. No. 38,354;
Deirdre Megley Kvale, Reg. No. 35,612; Theodore M. Magee, Reg. No.
39,758; John A. Wiberg, Reg. No. 44,401; Brian D. Kaul, Reg. No.
41,885; Katie E. Sako, Reg. No. 32,628 and Daniel D. Crouse, Reg. No.
32,022. , '
Address all telephone calls to Theodore M. Magee at
telephone number (612) 334-3222. |
Address all correspondence to Theodore M. Magee, Westman,
Champlin & Kelly, P.A., Suite 1600 - International Centre, 900 Second

Avenue South, Minneapolis, Minnesota 55402-3319.

Respectfully submitted,

MICROSOFT CORPORATION

Date: \L/4/84 By: X}Mﬂud%l/hfw

DAL DL (2o ie
Title: AISTANT (G“LTZET}:\YZY
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PUBS Application Status Query . hitp://A16/PALM/OBIECT/PUBSQUERY?SER_NUM=08886814

1of1

W@ Day : Thursday

Date: 2/10/2000
Time: 07:11:21

. ® _ PALM INTRANET

PUBS Application Status Query for 08/886814

View Work Flow Content Search Another: Serial Number | H Search |

Class/Subclass : 704/009.000

Status : 093/ALLOWED - NOTICE OF ALLOWANCE MAILED - RELEASED TO OFFICE OF
PUBLICATIONS

Location : 7540/FILE MAINTENANCE FACILITY - 308-6789
Charge to Location : /

Potential Issue Ready No

Requirements | Needed @K@%
Drawing Required No . %@’%’ :
Issue Fee Required Yes Faln,

On Query No

Under Signatory Review No

PUBS Unmatched Paper No

Unmatched Petition No

Biotech No

Petition No

PCT - No

Needs Panel Review at TC No

Under Quality Review No

[ Serialinfo || Contents |[ Attomeyinfo ][ Continuity Data || Foreign Data I[ Inventors || Add

(To Go BACK Use BACK Button on Your BROWSER Tool Bar)

Back to || PUBS || PALM || OASIS || Home Page

2/10/00 7:11 AM

e
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant

Serial No.: 08/886,814

Filed March 7, 1997

For :- INFORMATION RETRIEVAL
UTILIZING SEMANTIC
REPRESENTATION OF TEXT

Docket No.: Me61.12-0214

John J. Messerly et al.

Batch No: A89
Allowed: August 30, 1999

Group Art Un;&ﬁ@ 7\\

Examiner: f&)

J. Thomas ‘&, N

TRANSMITTAL LETTER

Agsistant Commissioner for Patents
Washington, D.C. 20231

| HEREBY CERTIFY THAT THIS PAPER IS BEING
SENT BY U.S. MAIL, FIRST CLASS, TO THE
ASSISTANT COMMISSIONER FOR PATENTS,
WASH|NGTON,D.C. 20231, THIS

Aoy ot Lecwlx ,1QZZ
T oot

PATENT ATTORNEY <

The following paper (s) and/or fee(s) are being deposited with
the United States Postal Service "First Class Mail Post Office to

Addressee" addressed to Assistant Commissioner for Patents,
Washington, D.C. 20231:
1. Revocation of Prior Powers of Attorney and Power of
Attorney.
Respectfully submitted,
WESTMAN, CHAMPLIN & KELLY, P.A.
Theodore M. Magee, R —No. 39,758

Suite 1600 - Internatlonal Centre .
~ 900 Second Avenue. South
Minneapolis, Minnesota 55402-3319
Phone: (612) 334-3222
Fax: (612) 334-3312
TMM:blt .

ay
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file:///c:/APPS/preexam/correspondence/1_A. Etm(

UNITED STATES DEPARTMENT OF COMMERCE
Patent and Trademark Office

N

'OCOOb0000051 07196* Address: COMMISSIONER OF PATENT AND TRADEMARKS
4 Washington, D.C. 20231
AP?LICATION NUMBER FILING DATE FIRST NAMED APPLICANT ATTY. DOCKET NO./TITLE
08/886,814 03/07/1997 JOHN J. MESSERLY 661005512
SEED AND BERRY
6300 COLUMBIA CENTER

SEATTLE, WA 98104

Date Mailed: 05/10/2000

NOTICE REGARDIi’ 7 POWER OF ATTORNEY

This is in response to the Power of Attorney filed 12/22/1999.

The Power of Attorney to you in this application has been revoked by the assignee who has intervened as provided
by 37 CFR 3.71. Future correspondence will be maile to the new address of record(37 CFR 1.33).

e s

Customer ice Cenfer
Initial Pateslt Examination Division (703) 308-1202 ,
’ FORMER ATT.RNEY/AGENT COPY

lof 1 5/10/00 7:23 AM
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file:///c:/APPS/preexam/correspondence/1_A.htm

UNITED STATES DEPARTMENT OF COMMERCE
Patent and Trademark Office

AR

TN G R O

*QC000000005107211* - Address: COMMISSIONER OF PATENT AND TRADEMARKS
Washington, D.C. 20231
APPLICATION NUMBER FILING DATE FIRST NAMED APPLICANT ATTY. DOCKET NO./TITLE
08/886,814 03/07/1997 JOHN J. MESSERLY M61.12-0214

THEODORE M. MAGEE

WESTMAN CHAMPLIN & KELLY

SUITE 1600 - INTERNATIONAL CENTRE
900 SECOND AVENUE SOUTH
MINNEAPOLIS, MN 55402-3319

Date Mailed: 05/10/2000

NOTICE REGARDING POWER OF ATTORNEY

This is in response to the Power of Attorney filed 12/22/1999.

Tr:e Power of Attorney in this application is accepted. Correspondence in this application will be mailed to the above
address as provided by 37 CFR 1.33.

~ \
Customer ﬁ[viee Celnf’er'
Initial Patesf Examination Division (703) 308-1202

ATTORNEY/APPLICANT COPY

5/10/00 7:29 AM
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PATENT

Inventor : John J. Messerly et al.

Appln. No : 08/886,814
Filed : March 7, 1997 Group Art Unit: 2747

For : INFORMATION RETRIEVAL Examiner: J. Thomas
UTILIZING SEMANTIC
REPRESENTATION OF TEXT

Patent No.: 6,076,051 Batch No: A89

Issued : June 13, 2000 e :
Docket No.: M61.12-0214 R

REQUEST FOR CERTIFICATE OF CORRECTION e

| HEREBY CERTIFY THAT THIS PAPER IS BEING
SENT BY U.S. MAIL, FIRST CLASS, TO THE
ASSISTANT COMMISSIONER FOR PATENTS,
WASHINGTON, D.C. 20231, THIS

ff DAY OF OcAhotlyer , 2000.
7 Ce o 2

PATENT ATTORNEY

Commissioner for Patents
Washington, D.C. 20231

. /
Sir:

‘ In conformity with 37 C.F.R. § 1.322, applicant hereby
requests a Certificate of Correction in connection with the
above-identified patent.

Form PTO-1050 entitled CERTiFICATE OF CORRECTION
setting out the printer's errors has been completed and is
~enclosed. It is respectfully requested that the enclosed
Certificate be approved and signed by an Attesting Officer, and
that d copy be returned to applicant's attorney for attachment to

the original Certificate of Letters Patent.

Respectfully submitted,

WESTMAN, CHAMPLIN & KELLY, P.A.

v T ot

Theodore M. Magee/ Reg. No. 39,758

Suite 1600 - International Centre

900 Second Avenue South

Minneapolis, Minnesota 55402-3319

Phone: (612) 334-3222 Fax: (612) 334-3312

PUBLISH

CRC:ajm

Fe
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APPROVER 1 (), @G, FiG. ;
i BY ICIASS| susCLAass i
DRAFTSMAN é

( | beiin >

for each sentence 1n\

target documents

tokenize sentence

A

store tokens in index
with occurrence
locations

next sentence

N /

A

receive query text

e 306 rank target e 308
tokenize query documents in which
text matching tokens
occur

A

identify matching
tokens in index

Fig. 3

Page 307 of 364-




Page 308 of 364

( tokenize )
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construct primary
logical form from
input text

A 4

expand primary
logical form using
hypernyms

-

Fig. 4
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deep subject deep object
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(man, kiss, pig) e

Fig. 5
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\ 600
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ArPROVER 1 0),G, FIG, | |
BY - ICIASS! SUBCLASS

DRARTSMAN
[ e e e e e e A _i
: Ve 1122
: touch (sense 2) :
| |
1121
kiss (sense 1) s
b
bt 1120
1110 1130
N deep subject deep object L
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Fig. 11
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APP{:K)‘,']:ZQ Q.G. FIG
BY CLASS SUBCLAGS
DRAFTSMAN '
deep deep
verb object subject
man person
pig (man, kiss, pig) (person, kiss, pig) } 123 n
kiss swine (man, kiss, swine) (person, kiss, swine) } 1232 > 1230
animal (man, kiss, animal) (person, kiss, animal) > 1233
J
: N
pig (man, touch, pig) (person, touch, pig) 1241
touch  swine (man, touch, swine) (person, touch, swine) > 1242 > 1240
animal (man, touch, animal) | (person, touch, animal) > 1243
J
k _A J
N v
1210 1220
1200 Ve ((man OR person), (kiss OR touch), (pig OR swine OR animal))
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APRROVED | (3.3, FIG3,
oY |Cliss ] suBCiass
DRAFTSMAN d

1300
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document word
token number number
.
[ ]
animal# 5 152
.
kiss,. 5 151
[ ]
[ ]
[ ]
man_ 5 150
person_ 5 150
pig# 5 152
swine# 5 152
touch, 5 151
g A
Y Y Y
1310 1320 1330
Fig. 13
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DATE: . _ 3_\_;_\__ f__;_b
FROM: CUSTOMER CORRECTIONS
| APPLICATION ®IVISION

LOC. 0380

'SUBJ.: APPLICATION FILESNEEDED™
FOR CORRECTION/UPDATE

GROUP ARTUNIT: =2 7.7

APPLICATION NUMBER __ ©¥ Jspl S0 TS
NEEDED IMMEDIATELY FOR CORRECTION.

PLEASE ATTACH THIS FORM TO THE ABOVE
APPLICATION AND RETURN IT TO THE
APPLICATION PROCESSING DIVISION,
CUSTOMER CORRECTIONS CP2-6C17.

IF YOU ARE UNABLE TO LOCATE THE )
APPLICATION OR HAVE A QUESTION, PLEASE
CALL ME AT 308-1202.

THANK YOU FOR YOUR ASSISTANCE

DORA STROUD
SUPERVISOR
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=> d his full

Ll
L2
L3
L4
L5
L6
L7
L8
L9
L10
L1l
R T

Ll12
13
L14
L15
Ll6
L17
L18
L19S
L20
<A B

-L21
L22
123
L24
L25
L26
L27
128
L2%
L30
L3l
L32
L33
L34
OCI

L35
L36
L37
REA

L.38
L39
L40
L41
L42
L43
L44

(FILE

P T )

'USPAT'
77898) SEA
1954581) SEA
318332) SEA
164460) SEA
755549) SEA
582972) SEA
119838) SEA
39570) SEA

106)SEA
13129) SEA
8956 SEA

ENTERED AT 16:20:35 ON 26 AUG 1999)

LOGICAL?
FORM#
GRAPH?
CHART#
DIAGRAM?
TABLE
TRBLES
TREE#
TRIE
TRIES

(LOGICAL?) .(5A) (FORM# OR GRAPH? OR CHART# OR DIAGRAM? O

ABLE OR TABLES OR TREE# OR TRIE OR TRIES)

79112) SEA
80472)SEA
165274) SEA
21259) SEA
520935) SER
1284226) SEA
21565)SER
414777)SEA
28091 SEA

SEARCH?

RETRIEV?

ENGINE#

DATABASE?

DATA

BASE?

DATA BASE?

INFORMATION?

{SEARCH? OR RETRIEV?) (10A) (ENGINE# OR DATABASE? OR DAT

ASE? OR INFORMATION?)

3033)SEA
2218838) SEA
115802) SEA
380036) SEA
919398) SEA
1607211)SEA
30665)SER
357921) SEA
356282) SEA
637182)SEA
100056) SEA
29837) SEA
280) SEA
220 SEA

AT?

SEMANTIC?
RELAT?
CORRELAT?
LINK###
ASSOCIAT?
CONNECT?
INTERRELAT?
INTERCONNECT?
WORD#

TERM#
EXPRESSION#
PHRASE?
IDIOM?
(SEMANTIC?) (15A) (RELAT? OR CORRELAT? OR LINK### OR ASS

OR CONNECT? OR INTERRELAT? OR INTERCONNECT?) (15A) (WORD

R TERM# OR EXPRESSION# OR PHRASE? OR IDIOM”)

33 SEA
12 SEA
613 SEA

L1l AND L34
HYPERNYM? OR HYPONYM?
(EXPAND? OR EXPANSION? OR EXTEND? OR EXTENSION? OR INC

S? OR SPREARD?) (P)L11

117 SER
2 SER
19 SEA
16 SEA
228 SEA
0 SEA
0 SEA

L37 AND L20

L38 AND L34

L38 AND L21

L40 NOT FD>=19970307

(INTERSECT? OR CROSS### OR INTERCROSS?) (P)L11l
L41 AND L42

L41 AND L36
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L45" 19 SEA (739 OR LA40)
L46 1 SEA . AND (L36 OR L42)
L47 3 SEA L5 NOT L4l

FILE 'JPO' ENTERED AT 17:17:46 ON 26 AUG 1999

L48 1118 SEA (LOGICAL?) (5A) (FORM# OR GRAPH? OR CHART# OR DIAGRAM? O
R T
ABLE OR TABLES OR TREE# OR TRIE OR TRIES)
L49% 64 SEA LZ20 AND L21
L50 0 SEA L48 AND L49
L51 29 SEA L48 AND L20
L52 3 SEA 148 AND LZ21
L53 73 SEA L37 OR L42
L54 3 SEA L51 AND LS53
L55 6 SEA L52 OR L54
L56 0 SEA HYPERNYM? OR HYPONYM?

FILE ‘'USPAT' ENTERED AT 17:27:48 ON 26 AUG 1999

FILE USPAT :
* k Kk Kk Kk Kk Kk k Kk Kk Kk Kk K Kk K k A Kk Kk Kk k Kk Kk Kk Kk Kk kK Kk Kk * K

U. s. PATENT TEXT FIULE

* o kA

THE WEEKLY PATENT TEXT AND IMAGE DATA IS CURRENT )
THROUGH AUGUST 24,1999 *

*

* % % %k ko
*

* Kk Kk Kk Kk k Kk * Kk Kk Kk Kk * k Kk Kk k *k Kk Kk *k *x *k Kk Kk Kk *k Kk * K *

FILE JPO

* k Kk Kk Kk Kk Kk Kk Kk Kk Kk Kk Kk Kk *k Kk Kk Kk *k Kk Kk Kk Kk * Kk Kk *k Kk K« Kk %

G P
JAPANESE PATENT ABSTRACTS

b B

THE FILE IS CURRENT THROUGH APRIL 31, 1999.
* k Kk Kk ok ok Kk Kk Kk Kk Kk Kk Kk Kk k Kk k Kk Kk Kk Kk *k * ¥ *k Kk * Kk Kk *

* %k F ot

L&
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File 1:ERIC 1966-1999/Aug
(c) format only 1999 The Dialog Corporation

Set Items Description
?b 411
26aug99 16:33:07 User219581 Session D273.1

File 411:DIALINDEX (R)

DIALINDEX (R)
{c) 1999 The Dialog Corporation plc

*+* DIALINDEX search results display in an abbreviated ***
*+** format unless you enter the SET DETAIL ON command. ***

?sf allpat, compsci, eecomp, electron, pcinfo, software, telecom, telebus,
You have 75 files in your file list.
(To see banners, use SHOW FILES command)

Your SELECT statement is:

s {logic or logical?) (5n) (form or forms or graph? or diagram? or chart?
or table or tables or tree or trees or trie or tries) and
semantic? (10n) (relat? or link? or connect? or interrelat? or 1nterconnect7)

Items File
7 340: CLAIMS(R)/US Patent 1950-99/Aug 17
1 342: Derwent Patents Citation Indx 1978-98/9928
49 348: European Patents 1978- 1999/Aug W33
. 2 652: US Patents Fulltext 1971-1979
13 653: US Patents Fulltext 1980-1989
182  654: US Pat.Full. 1990-1999/Aug 24

44 2: INSPEC 1969-1999/Aug W3

7 6: NTIS 64-1999/Sep W3

16 8: Ei Compendex(R) 1970-1999/Aug W3 .

25 34: SciSearch(R) cited Ref Sci 1990-1999/Aug W4
32 35: Dissertation Abstracts Onllne 1861-1999/Aug

5 103: Energy SciTec 1974-1999/Aug B1
2 108: Aerospace Database 1962-1999/Aug
20 144: Pascal 1973-1999/Jul
4 202: Information Science Abs._l966—1999/Apr
38 239: Mathsci (R) 1940-1999/Aug
26 275: Gale Group Computer DB(TM) 1983- 1999/Aug 26
1 647: CMP Computer Fulltext 1988-1999/Aug W3
23 15: ABI/INFORM(R) 1971-1999/Aug 25
2 16: Gale Group PROMT(R) 1972-1999/Aug 26
13 148: Gale Group Trade & Tndustry DB 1976-1999/Aug 26
1 256: SoftBase:Reviews, Companles&Prods 85-1999/Jul
Examined 50 files
2 621: Gale Group New Prod.Annou.(R)_1985-1999/Aug 26
2 624: McGraw-Hill Publications_1985- ~1999/Aug 26
1 211: Gale Group Newsearch (TM) 71997-1999/Aug 26
1 649: Gale Group Newswire ASAP(TM) 1999/Aug 26
2 1: ERIC_1966-1999/Aug
4 7: Social SciSearch(R) 1972-1999/Aug W4
7 11: PsycINFO(R) 1967~ 1999/Aug
1 36: Ling.& Lang.Behav.Abs 1973-1998/04
1 37: Sociological Abstr. 1963-1999/Feb
77 88: Gale Group Business "A.R.T.S. 1976-1999/Aug 26
13 436: Humanities Abs Full Text_ 1984-1999/Jul

7

33 files have one or more items; file list includes 75 files.
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$18.11 14.4. DialUnits File4dll

SYSTEM:05 - DIALOG OneSearch
File 340:CLAIMS(R)/US Patent 1950-99/Aug 17
(c) 1999 IFI/Plenum Data Corp
*File 340: Price increase effective June 1, 1999. U.S. Provisional
Applications now searchable. See HELP NEWS 340 for more information.
File 342:Derwent Patents Citation Indx '1978-98/9928
(e¢) 1999 Derwent Info Ltd
*File 342: Derwent changes DialUnit pricing from May 1, 1899. See
HELP DERWENT for details.
File 348:European Patents 1978-1999/Aug W33
(c) 1999 European Patent Office
*File 348: ** NEW FEATURE ** English language translations of French
and German abstracts now searchable. See HELP NEWS 348 for info.
File 652:US Patents Fulltext 1971-1979
(¢) format only 1999 The Dialog Corp.
*File 652: Reassignment data now current through 07/09/99
Reexamination, extension, expiration, reinstatement updated weekly.
File 653:US Patents Fulltext 1980-1989
(c) format only 1999 The Dialog Corp.
*File 653: Reassignment data now current through 07/09/99.
Reexamination, extension, expiration, reinstatement updated weekly.
File 654:US Pat.Full. 1990-1999/Aug 24
(c) format only 1999 The Dialog Corp.
*File 654: Reassignment data current through 07/09/99.
File  2:INSPEC 1969-1999/Aug W3
{c) 1999 Institution of Electrical Engineers
File 6:NTIS 64~1999/Sep W3
Comp&distr 1998 NTIS, Intl Copyright All Righ
File 8:Ei Compendex (R) 1970-1999/Aug W3
(c) 1999 Engineering Info. Inc.
Eile 34:SciSearch(R) Cited Ref Sci 1990-1999/Aug W4
(c) 1999 Inst for Sci Info
File 35:Dissertation Abstracts Online 1861-1999/Aug
(c) 1999 Bell & Howell
File 103:Energy SciTec 1974-1999/Aug Bl
(c) 1999 Contains copyrighted material
*File 103: Energy Science and Technology has been brought up to date.
File 108:Aerospace Database 1962-1999/Aug
©(e) 1999 AIAA
File 144:Pascal 1973-1899/Jul
(¢) 1999 INIST/CNRS
File 202:Information Science Abs. 1966-1999/Apr
(c) Information Today, Inc
File 239:Mathsci(R) 1940-1999/Aug
(c) 1999 American Mathematical Society
File 275:Gale Group Computer DB(TM) 1983-1998/Aug 26
(c) 1999 The Gale Group
File 647:CMP Computer Fulltext 1988-19399/Aug W3
(c) 1999 cMPp
File 15:ABI/INFORM(R) 1971-1999/Aug 25
(c) 1999 Bell & Howell
File 16:Gale Group PROMT(R) 1972-1999/Aug 26
(c} 1999 The Gale Group
File 148:Gale Group Trade & Industry DB 1976-1899/Aug 26
(c) 1999 The Gale Group
File 256:SoftBase:Reviews,Companies&Prods. 85-1999/Jul
(c)1999 Info.Sources Inc
File 621:Gale Group New Prod.Annou. (R) 1985-1999/Aug 26
(c) 1999 The Gale Group '
*File 621: has been RELOADED! and ACCESSION numbers have changed!
For more details see article on the IAC/GALE reloads in the MAY/JUNE chron
File 624:McGraw-Hill Publications 1985-1999/Aug 26
(e¢) 1999 McGraw—-Hill Co. Inc
File 211:Gale Group Newsearch (TM) 1997-1999/Aug 26 '
(c) 1999 The Gale Group
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File 649:Gale Group Ne..wire ASAP(TM) 1999/Aug 26
(c) 1999 The Gale Group
File  1:ERIC 1966-1999/Aug
(c) format only 1999 The Dialog Corporation
File 7:Social SciSearch(R) 1872-1999/Aug W4 _
(c} 1999 Inst for Sci Info
File 11:PsycINFO(R) 1967-1999/Aug
{c) 1999 Amer. Psychological Assn.
*File 11: File has been reloaded. Accession numbers may have changed.
File 36:Ling.& Lang.Behav.Abs 1973-1998/0Q4
(c) 1998 Sociological Abstr. Inc.
File 37:Sociological Abstr. 1963-1999/Feb
(c) 1998 Sociological Abstracts Inc
File 88:Gale Group Business A.R.T.S. 1976-1999/Aug 26
(c) 1999 The Gale Group
File 436:Humanities Abs Full Text 1984-1999/Jul
(cy 1999 The HW Wilson Co
?ds
Set Items Description ‘
sl 93954 (LOGIC OR LOGICAL?) (5N) (FORM OR FORMS OR GRAPH? OR DIAGRAM?
OR CHART? OR TABLE OR TABLES OR TREE OR TREES OR TRIE OR TRI-
ES)
s2 28187 (EXPAND? OR EXPANSION? OR EXTEND? OR EXTENSION? OR INCREAS?
OR SPREAD?) (S)sS1
sS3 12640 (INTERSECT? OR CROSS? OR INTERCROSS?) (S)S1
S4 53080 (BUILD? OR CONSTRUCT? OR DEVELOP? OR GENERAT? OR CREAT? OR
ORIGINAT? OR MAKE OR MAKES OR MADE OR MAKING) (S)S1
S5 41757 SEMANTIC? (15N) (RELAT? OR LINK? OR CONNECT? OR INTERRELAT? -
OR INTERCONNECT? OR CORRELAT? OR ASSOCIAT?)
56 259 HYPERNYM? OR HYPONYM?
57 71184 SYNONYM?
58 9113 S2 AND S3 AND S3 AND sS4
S9 114 S8 AND S5
510 1 S9 AND 36
S11 542199 (SEARCH? OR RETRIEV?) (15N) (ENGINE? OR DATABASE? OR DATA BA-
SE? OR INFORMATION?)
S12 73 S9 AND S11
513 73 RD (unique items)
514 85514 (MAP? OR LOCAT? OR POSITION?) (15N) (PASSAGE? OR TEXT? OR PO-
‘ RTION? OR SECTION? OR SUBSECTION? OR PART OR PARTS) (15N) (DOCU-
MENT? OR CORPORA OR CORPUS OR FILE OR FILES OR RECORD?)
S15 21 S13 AND S14
516 21 RD (unique items)
517 16 S16 NOT PY>1997
s18 0 S17 AND S6
s19 31429 (MATCH? OR COMPAR? OR PARALLEL?) (S} S1
S20 16 S17 AND S19
S21 1786560 INDEX? OR INDICE?
522 111413 (ALTERNATIVE? OR OPTIONAL? OR SUBSTITUT? OR SYNONYM?) (5N) (-
WORD? OR TERM? OR EXPRESSION? OR PHRASE? OR IDIOM?)
523 8 516 AND S22 :
S24 3 321 AND S23 ‘
325 3 RD (unique items)
326 1 525 NOT PY>1997
527 0 26/6/1
7t s25/6/1-3
25/6/1 (Item 1 from file: 653)
01472363
CONVERSATIONAL VIDEO SYSTEM HAVING LOCAL NETWORK CONTROL
FULL TEXT: 3956 lines
25/6/2 (Item 1 from file: 654)
02981833

APPARATUS AND METHODS FOR AN INFORMATION RETRIEVAIL SYSTEM THAT EMPLOYS

¥
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NATURAL LANGUAGE PROCESS...G OF SEARCH RESULTS TO IMPROVE ./ ERALL PRECISION

FULL TEXT: 2026 lines

25/6/3 (Item 2 from file: 654)
02827667
NATURAL LANGUAGE UNDERSTANDING SYSTEM
FULL TEXT: 1021 lines

?cost

26aug99 17:58:50 User219581 Session D273.3
$43.64 3.423 DialUnits File340
Estimated cost File340

$7.93 0.688 DialUnits File342

$43.64

$7.

$30.

$19.

$30.

$58.
$11.
$3.
$6.
$21.
$2.
$7.
$2.
$9.
$2.
$1.
$6.

$2

$12

$16.
$21.
$1.
$6.

$4

93

09

31

16

69
15
99
51
12
33
32
54
04

le6

57

03

.29

.21

87

07

20

10

.25

Estimated cost
$27.09 6.373
$3.00
$0.00
$3.00 4 Types
Estimated cost
$19.31 3.511
Estimated cost
$26.56 4.829
$3.60
$0.00
$3.60
Estimated cost
$47.89
$10.80
$0.00
$10.80
Estimated cost
$11.15 2.124
Estimated cost
$3.99 0.726
Estimated cost
$6.51 1.084
Estimated cost
$21.12 1.782
Estimated cost
$2.33 0.581
Estimated cost
$7.32 1.540
Estimated cost
$2.54 0.596
Estimated cost
$9.04 2.782
Estimated cost
$2.16 0.361
Estimated cost
$1.57 0.418
Estimated cost
$6.03 1.149
Estimated cost
$2.29 0.458
Estimated cost
$12.21 2.326
Estimated cost
$16.87 3.214
Estimated cost
$21.07 4,014
Estimated cost
$1.20 0.252
Estimated cost
$6.10 1.161
Estimated cost
$4.25 0.773
Estimated cost

2 Type(s)
2 Type(s)

6 Type(s)
6 Typel(s)
12 Types

18 Type(s)
19 Type(s)
37 Types

File342
DialUnits

File348
DialUnits
File652
DialUnits

File653

File654
DialUnits
File2
DialUnits
File6
DialUnits
File8
DialUnits
File34
DialUnits
File35
DialUnits
Filel03
DialUnits
Filel08

‘DialUnits

Fileld4
DialUnits
File202
DialUnits
File239
DialUnits
File275
DialUnits
File647
DialUnits
Filel5
DialUnits
Filelé
DialUnits
Filelds
DialUnits
File256
DialUnits
File621
DialUnits
File624
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Fileld4
FileéOZ
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File275
File647
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Filelé6
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File256
File621l

File624
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$1.
$11.
$1.
$6.
$1.
$0.
S1.
$8.
$0.

$361.
$379.

~

logoff hold
26aug99 18:04:15 User219581 Session D273.3
$361.
$379.

### Status:

75

43

25

89

46

79

16

17

77

24
55

24
55

$1.75 0.a. .
Estimated cost
$11.43 2.1717
Estimated cost
$1.25 0.385
Estimated cost
$6.89 0.505
Estimated cost
$1.46 0.449
Estimated cost
$0.79 0.315
Estimated cost
$1.16 0.387
Estimated cost
$8.17 1.923
Estimated cost
$0.77 0.342
Estimated cost
OneSearch,
FTSNET 1.200

33 files,

DialUnits
File211l
DialUnits
File649
DialUnits
Filel
DialUnits
File7
DialUnits
Filell
DialUnits
File36
DialUnits
File37
DialUnits
File88
DialUnits
Filed36

Hrs.

File2ll

File649

Filel

File7

Filell

File36

File37

File88

File4d36

59.768 DialUnits FileOS

Estimated cost this search

Estimated total session cost

74.318 DialUnits

Estimated cost this search

Estimated total session cost

Signed Off.

(92 minutes)
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[57] ABSTRACT

The present invention is directed to performing information
retrieval utilizing semantic representation of text. In a pre-
ferred embodiment, a tokenizer generates from an input
string information retrieval tokens that characterize the
semantic relationship expressed in the input string. The
tokenizer first creates from the input string a primary logical
form characterizing a semantic relationship between
selected words in the input string. The tokenizer then
identifies hypernyms that each have an “is a” relationship
with one of the selected words in the input string. The
tokenizer then constructs from the primary logical form one
or more alternative logical forms. The tokenizer constructs
each alternative logical form by, for each of one or more of
the selected words in the input string, replacing the selected
word in the primary logical form with an identified hyper-
nym of the selected word. Finally, the tokenizer generates
tokens representing both the primary logical form and the
alternative logical forms. The tokenizer is preferably used to
generate tokens for both constructing an index representing
target documents and processing a query against that index.

23 Claims, 18 Drawing Sheets
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INFORMATION RETRIEVAL UTILIZING
SEMANTIC REPRESENTATION OF TEXT

TECHNICAL FIELD

The present invention relates to the field of information
retrieval, and, more specifically, to the field of information
retrieval tokenization.

BACKGROUND OF THE INVENTION

Information retrieval refers to the process of identifying
occurrences in a target document of words in a query or
query document. Information retrieval can be gainfully
applied in several situations, including processing explicit
user search queries, identifying documents relating to a
particular document, judging the similarities of two
documents, extracting the features of a document, and
summarizing a document.

Information retrieval typically involves a two-stage pro-
cess: (1) In an indexing stage, a document is initially
indexed by (a) converting each word in the document into a
series of characters intelligible to and differentiable by an
information retrieval engine, called a “token” (known as
“tokenizing” the document) and (b) creating an index map-
ping from each token to the location in the document where
the token occurs. (2) In a query phase, a query (or query
document) is similarly tokenized and compared to the index
to identity locations in the document at which tokens in the
tokenized query occur.

FIG. 1 is an overview data flow diagram depicting the
information retrieval process. In the indexing stage, a target
document 111 is submitted to a tokenizer 112. The target
document is comprised of a number of strings, such as
sentences, each occurring at a particular location in the
target document. The strings in the target document and their
word locations are passed to a tokenizer 120, which converts
the words in each string into a series of tokens that are
intelligible to and distinguishable by an information retrieval
engine 130. An index construction portion 131 of the infor-
mation retrieval engine 130 adds the tokens and their
locations to an index 140. The index maps each unique token
to the locations at which it occurs in the target document.
This process may be repeated to add a number of different
target documents to the index, if desired. If the index 140
thus represents the text in a number of target documents, the
location information preferably includes an indication of, for
each location, the document to which the location corre-
sponds.

In the query phase, a textual query 112 is submitted to the
tokenizer 120. The query may be a single string, or sentence,
or may be an entire document comprised of a number of
strings. The tokenizer 120 converts the words in the text of
the query 112 into tokens in the same manner that it
converted the words in the target document into tokens. The
tokenizer 120 passes these tokens to an index retrieval
portion 132 of the information retrieval engine 130. The
index retrieval portion of the information retrieval engine
searches the index 140 for occurrences of the tokens in the
target document. For each of the tokens, the index retrieval
portion of the information retrieval engine identifies the
locations at which the token occurs in the target document.
This list of locations is returned as the query result 113.

Conventional tokenizers typically involve superficial
transformations of the input text, such as changing each
upper-case character to lower-case, identifying the indi-
vidual words in the input text, and removing suffixes from
the words. For example, a conventional tokenizer might
convert the input text string
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The father is holding the baby.

into the following tokens:

the

father

is

hold

the

baby

This approach to tokenization tends to make searches based
on it overinclusive of occurrences in which senses of words
are different than the intended sense in the query text. For
example, the sample input text string uses the verb “hold” in
the sense that means “to support or grasp.” However, the
token “hold” could match uses of the word “hold” that mean
“the cargo area of a ship.” This approach to tokenization also
tends to be overinclusive of occurrences in which the words
relate to each other differently than the words in the query
text. For example, the sample input text string above, in
which “father” is the subject of the word “held” and “baby”
is the object, might match the sentence “The father and the
baby held the toy,” in which “baby” is a subject, not an
object. This approach is further underinclusive of occur-
rences that use a different, but semantically related word in
place of a word of the query text. For example, the input text
string above would not match the text string “The parent is
holding the baby.” Given these disadvantages of conven-
tional tokenization, a tokenizer that encodes semantic rela-
tionships implicit in the tokenized text would have signifi-
cant utility.

SUMMARY OF THE INVENTION

The invention is directed to performing information
retrieval using an improved tokenizer that parses input text
to identify logical forms, then expands the logical forms
using hypernyms. The invention, when used in conjunction
with conventional information retrieval index construction
and querying, reduces the number of identified occurrences
for which different senses were intended and in which words
bear different relationships to each other, and increases the
number of identified occurrences in which different but
semantically related terms are used.

The invention overcomes the problems associated with
conventional tokenization by parsing both indexed and
query text to perform lexical, syntactic, and semantic analy-
sis of this input text. This parsing process produces one or
more logical forms, which identify words that perform
primary roles in the query text and their intended senses, and
that further identify the relationship between those words.
The parser preferably produces logical forms that relate the
deep subject, verb, and deep object of the input text. For
example, for the input text “The father is holding the baby,”
the parser might produce the following logical form:

deep subject verb deep object

father hold baby

The parser further ascribes to these words the particular
senses in which they are used in the input text.

Using a digital dictionary or thesaurus (also known as a
“linguistic knowledge base™) that identifies, for a particular
sense of a word, senses of other words that are generic terms
for the sense of the word (“hypernyms”), the invention
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changes the words within the logical forms produced by the
parser to their hypernyms to create additional logical forms
having an overall meaning that is hypernymous to the
meaning of these original logical forms. For example, based
on indications from the dictionary that a sense of “parent™ is
a hypernym of the ascribed sense of “father,” a sense of
“touch” is a hypernym of the ascribed sense of “hold,” and
a sense of “child” and sense of “person” are hypernyms of
the ascribed sense of “baby,” the invention might create
additional logical forms as follows:

deep subject verb deep object
parent hold baby
father touch baby
parent touch baby
father hold child
parent hold child
father touch child
parent touch child
father hold person
parent hold person
father touch person
parent touch person

The invention then transforms all of the generated logical
forms into tokens intelligible by the information retrieval
system that compares the tokenized query to the index, and
submits them to the information retrieval system.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is an overview data flow diagram depicting the
information retrieval process.

FIG. 2 is a high-level block diagram of the general-
purpose computer system upon which the facility preferably
operates.

FIG. 3 is an overview flow diagram showing the steps
preferably performed by the facility in order to construct and
access an index semantically representing the target docu-
ments.

FIG. 4 is a flow diagram showing the tokenize routine
used by the facility to generate tokens for an input sentence.

FIG. 5 is a logical form diagram showing a sample logical
form.

FIG. 6 is an input text diagram showing an input text
fragment for which the facility would construct the logical
form shown in FIG. 5.

FIG. 7A is a linguistic knowledge base diagram showing
sample hypernym relationships identified by a linguistic
knowledge base.

FIG. 7B is a linguistic knowledge base diagram showing
the selection of hypernyms of the deep subject of the
primary logical form, man (sense 2).

FIG. 8 is a linguistic knowledge base diagram showing
the selection of hypernyms of the verb of the primary logical
form, kiss (sense 1).

FIGS. 9 and 10 are linguistic knowledge base diagrams
showing the selection of hypernyms of the deep object of the
primary logical form, pig (sense 2).

FIG. 11 is a logical form diagram showing the expanded
logical form.

FIG. 12 is a chart diagram showing the derivative logical
forms created by permuting the expanded primary logical
form.

FIG. 13 is an index diagram showing sample contents of
the index.
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FIG. 14 is a logical form diagram showing the logical
form preferably constructed by the facility for the query
“man kissing horse.”

FIG. 15 shows the expansion of the primary logical form
using hypernyms.

FIG. 16 is a linguistic knowledge base diagram showing
the selection of hypernyms of the deep object of the query
logical form, horse (sense 1).

FIG. 17 is a partial logical form diagram showing a partial
logical form corresponding to a partial query containing
only a deep subject and a verb.

FIG. 18 is a partial logical form diagram showing a partial
logical form corresponding to a partial query containing
only a verb and a deep object.

DETAILED DESCRIPTION OF THE
INVENTION

The present invention is directed to performing informa-
tion retrieval utilizing semantic representation of text. When
used in conjunction with conventional information retrieval
index construction and querying, the invention reduces the
number of identified occurrences for which different senses
were intended and in which words bear different relation-
ships to each other, and increases the number of identified
occurrences in which different but semantically related
terms are used.

In a preferred embodiment, the conventional tokenizer
shown in FIG. 1 is replaced with an improved information
retrieval tokenization facility (“the facility”) that parses
input text to identify logical forms, then expands the logical
forms using hypernyms. The invention overcomes the prob-
lems associated with conventional tokenization by parsing
both indexed and query text to perform lexical, syntactic,
and semantic analysis of this input text. This parsing process
produces one or more logical forms, which identify words
that perform primary roles in the query text and their
intended senses, and that further identify the relationship
between those words. The parser preferably produces logical
forms that relate the deep subject, verb, and deep object of
the input text. For example, for the input text “The father is
holding the baby,” the parser might produce logical form
indicating the deep subject is “father,” the verb is “hold,”
and the deep object is “baby.” Because transforming input
text into a logical form distills the input text to its funda-
mental meaning by eliminating modifiers and ignoring dif-
ferences in tense and voice, transforming input text seg-
ments into the logical forms tends to unify the many
different ways that may be used in a natural language to
express the same idea. The parser further identifies the
particular senses of these words in which they are used in the
input text.

Using a digital dictionary or thesaurus (also known as a
“linguistic knowledge base™) that identifies, for a particular
sense of a word, senses of other words that are generic terms
for the sense of the word (“hypernyms”), the invention
changes the words within the logical forms produced by the
parser to their hypernyms to create additional logical forms
having an overall meaning that is hypernymous to the
meaning of these original logical forms. The invention then
transforms all of the generated logical forms into tokens
intelligible by the information retrieval system that com-
pares the tokenized query to the index, and submits them to
the information retrieval system.

FIG. 2 is a high-level block diagram of the general-
purpose computer system upon which the facility preferably
operates. The computer system 200 contains a central pro-
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cessing unit (CPU) 210, input/output devices 220, and a
computer memory (memory) 230. Among the input/output
devices is a storage device 221, such as a hard disk drive.
The input/output devices also include a computer-readable
media drive 222, which can be used to install software
products, including the facility which are provided on a
computer-readable medium, such as a CD-ROM. The input/
output devices further include an Internet connection 223
enabling the computer system 200 to communicate with
other computer systems via the Internet. The computer
programs that preferably comprise the facility 240 reside in
the memory 230 and execute on the CPU 210. The facility
240 includes a rule-based parser 241 for parsing input text
segments to be tokenized in order to produce logical forms.
The facility 240 further includes a linguistic knowledge base
242 used by the parser to ascribe sense numbers to words in
the logical form. The facility further uses the linguistic
knowledge base to identify hypernyms of the words in the
generated logical forms. The memory 230 preferably also
contains an index 250 for mapping from tokens generated
from the target documents to locations in the target docu-
ments. The memory 230 also contains an information
retrieval engine (“IR engine”) 260 for storing tokens gen-
erated from the target documents in the index 250, and for
identifying in the index tokens that match tokens generated
from queries. While the facility is preferably implemented
on a computer system configured as described above, those
skilled in the art will recognize that it may also be imple-
mented on computer systems having different configura-
tions.

FIG. 3 is an overview flow diagram showing the steps
preferably performed by the facility in order to construct and
access an index semantically representing the target docu-
ments. Briefly, the facility first semantically indexes the
target documents by converting each sentence or sentence
fragment of the target document into a number of tokens
representing an expanded logical form portraying the rela-
tionship between the important words in the sentence,
including hypernyms having similar meanings. The facility
stores these “semantic tokens” in the index, along with the
location in the target documents where the sentence occurs.
After all of the target documents have been indexed, the
facility is able to process information retrieval queries
against the index. For each such query received, the facility
tokenizes the text of the query in the same way it tokenized
sentences from the target documents—by converting the
sentence into semantic tokens together representing an
expanded logical form for the query text. The facility then
compares these semantic tokens to the semantic tokens
stored in the index to identify locations in the target docu-
ments for which these semantic tokens have been stored, and
ranks the target documents containing these semantic tokens
in the order of their relevance to the query. The facility may
preferably update the index to include semantic tokens for
new target documents at any time.

Referring to FIG. 3, in steps 301-304, the facility loops
through each sentence in the target documents. In step 302,
the facility invokes a routine to tokenize the sentence as
shown in FIG. 4.

FIG. 4 is a flow diagram showing the tokenize routine
used by the facility to generate tokens for an input sentence
or other input text segment. In step 401, the facility con-
structs a primary logical form from the input text segment.
As discussed above, a logical form represents the funda-
mental meaning of a sentence or sentence fragment. The
logical forms are produced by applying the parser 241 (FIG.
2) to subject the input text segment to a syntactic and
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semantic parsing process. For a detailed discussion of the
construction of logical forms representing an input text
string, refer to U.S. patent application Ser. No. 08/674,610,
which is hereby incorporated by reference.

The logical form used by the facility preferably isolates
the principal verb of the sentence, the noun that is the real
subject of the verb (“deep subject”) and the noun that is the
real object of the verb (“deep object”). FIG. 5 is a logical
form diagram showing a sample primary logical form. The
logical form has three elements: a deep subject element 510,
a verb element 520, and a deep object element 530. It can be
seen that the deep subject of the logical form is sense 2 of
the word “man.” The sense number indicates, for words
having more than one sense, the particular sense ascribed to
the word by the parser as defined by the linguistic knowl-
edge base used by the parser. For example, the word “man”
could have a first sense meaning to supply with people and
a second sense meaning adult male person. The verb of the
logical form is a first sense of the word “kiss.” Finally, the
deep object is a second sense of the word “pig.” An
abbreviated version of this logical form is an ordered triple
550 having as its first element the deep subject, as its second
element the verb, and as its third element the deep object:

(man, kiss, pig)

The logical form shown in FIG. § characterizes a number
of different sentences and sentence fragments. For example,
FIG. 6 is an input text diagram showing an input text
segment for which the facility would construct the logical
form shown in FIG. 5. FIG. 6 shows the input text sentence
fragment “man kissing a pig.” It can be seen that this phrase
occurs at word number 150 of document 5, occupying word
positions 150, 151, 152, and 153. When the facility is
tokenizing this input text fragment, it generates the logical
form shown in FIG. 5. The facility would also generate the
logical form shown in FIG. 5 for the following input text
segments:

The pig was kissed by an unusual man.
The man will kiss the largest pig.
Many pigs have been kissed by that man.

As discussed above, because transforming input text into a
logical form distills the input text to its fundamental mean-
ing by eliminating modifiers and ignoring differences in
tense and voice, transforming input text segments into the
logical fonns tends to unify the many different ways that
may be used in a natural language to express the same idea.

Returning to FIG. 4, after the facility has constructed the
primary logical form from the input text, such as the logical
form shown in FIG. 5, the facility continues in step 402 to
expand this primary logical form using hypernyms. After
step 402, the tokenized routine returns.

As mentioned above, a hypernym is a genus term that has
an “is a” relationship with a particular word. For instance,
the word “vehicle” is a hypernym of the word “automobile.”
The facility preferably uses a linguistic knowledge base to
identify hypernyms of the words in the primary logical form.
Such a linguistic knowledge base typically contains seman-
tic links identifying hypernyms of a word.

FIG. 7A is a linguistic knowledge base diagram showing
sample hypernym relationships identified by a linguistic
knowledge base. It should be noted that FIG. 7A, like the
linguistic knowledge base diagrams that follow, has been
simplified to facilitate this discussion, and omits information
commonly found in linguistic knowledge bases that is not
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directly relevant to the present discussion. Each ascending
arrow in FIG. 7A connects a word to its hypernym. For
example, there is an arrow connecting the word man (sense
2) 711 to the word person (sense 1) 714, indicating that
person (sense 1) is a hypernym of man (sense 2).
Conversely, man (sense 2) is said to be a “hyponym” of
person (sense 1).

In identifying hypernyms with which to expand the pri-
mary logical form, the facility selects one or more hyper-
nyms for each word of the primary logical form based upon
the “coherency” of the hypernyms’ hyponyms. By selecting
hypernyms in this manner, the facility generalizes the mean-
ing of the logical form beyond the meaning of the input text
segment, but by a controlled amount. For a particular word
of a primary logical form, the facility first selects the
immediate hypernym of the word of the primary logical
form. For example, with reference to FIG. 7A, starting with
man (sense 2) 711 which occurs in the primary logical form,
the facility selects its hypernym, person (sense 1) 714. The
facility next bases its determination of whether to also select
the hypernym of person (sense 1) 714, animal (sense 3) 715,
on whether person (sense 1) 714 has a coherent hyponym set
with respect to the starting word man (sense 2) 711. Person
(sense 1) 714 has a coherent hyponym set with respect to
man (sense 2) 711 if a large number of hyponyms of all
senses of the word person other than the starting word (sense
2) 711 bear at least a threshold level of similarity to the
starting word man (sense 2) 711.

In order to determine the level of similarity between the
hyponyms of the different senses of the hypernym, the
facility preferably consults the linguistic knowledge base to
obtain similarity weights indicating the degree of similarity
between these word sentences. FIG. 7B is a linguistic
knowledge base diagram showing similarity weights
between man (sense 2) and other hyponyms of person (sense
1) and person (sense 5). The diagram shows that the simi-
larity weight between man (sense 2) and woman (sense 1) is
“0.0075”; between man (sense 2) and child (sense 1) is
“0.0029”; between man (sense 2) and villain (sense 1) is
“0.0003”; and between man (sense 2) and lead (sense 7) is
“0.0002”. These similarity weights are preferably calculated
by the linguistic knowledge base based on a network of
semantic relations maintained by the linguistic knowledge
base between the word sense pairs. For a detailed discussion
of calculating similarity weights between word sense pairs
using a linguistic knowledge base, refer to U.S. patent
application Ser. No. 08/904,223, entitled “DETERMINING
SIMILARITY BETWEEN WORDS,” which is hereby
incorporated by reference.

In order to determine whether the set of hyponyms is
coherent based on these similarity weights, the facility
determines whether a threshold number of the similarity
weights exceed a threshold similarity weight. While the
preferred threshold percentage is 90%, the threshold per-
centage may preferably be adjusted in order to optimize the
performance of the facility. The similarity weight threshold
may also be configured to optimize the performance of the
facility. The threshold similarity weight is preferably coor-
dinated with the overall distribution of similarity weights
provided by the linguistic knowledge base. Here, the use of
a threshold of “0.0015” is shown. The facility therefore
determines whether at least 90% of the similarity weights
between the starting word and the other hyponyms of all of
the senses of the hypernym are at or above the “0.0015”
threshold similarity weight. It can be seen from FIG. 7B that
this condition is not satisfied by the hyponyms of person
with respect to man (sense 1): while the similarity weights
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between man (sense 1) and woman (sense 1) and between
man (sense 1) and child (sense 1) are greater than “0.00157,
the similarity weights between man (sense 1) and villain
(sense 1) and between man (sense 1) and lead (sense 7) are
less than “0.0015”. The facility therefore does not select the
further hypernym animal (sense 3) 715, or any hypernyms of
animal (sense 3). As a result, only the hypernym person
(sense 1) 714 is selected to expand the primary logical form.

To expand a primary logical form, the facility also selects
hypernyms of the verb and deep object of the primary logical
form. FIG. 8 is a linguistic knowledge base diagram show-
ing the selection of hypernyms of the verb of the primary
logical form, kiss (sense 1). It can be seen from the diagram
that touch (sense 2) is the hypernym of kiss (sense 1). The
diagram also shows the similarity weights between Kiss
(sense 1) and the other hyponyms of all of the senses of
touch. The facility first selects the immediate hypernym of
the verb of the primary logical form kiss (sense 1), touch
(sense 2). To determine whether to select the hypernym of
touch (sense 2), interact (sense 9), the facility determines
how many similarity weights between kiss (sense 1) and the
other hyponyms of all of the senses of touch are at least as
large as the threshold similarity weight. Because only two of
these four similarity weights are at least as large as the
“0.0015” threshold similarity weight, the facility does not
select the hypernym of touch (sense 2), interact (sense 9).

FIGS. 9 and 10 are linguistic knowledge base diagrams
showing the selection of hypernyms of the deep object of the
primary logical form and pig (sense 2). It can be seen from
FIG. 9 that the facility selects the hypernym swine (sense 1)
of pig (sense 2) to expand the primary logical form, as well
as the hypernym animal (sense 3) of swine (sense 1), as more
than 90% (in fact, 100%) of the hypernyms of the only sense
of swine have similarly weights at or about the “0.0015”
threshold similarity weight. It can be seen from FIG. 10 that
the facility does not continue to select the hypernym organ-
ism (sense 1) of animal (sense 3), as fewer than 90%
(actually 25%) of the hyponyms of senses of animal have
similarity weights at or about the “0.0015” threshold simi-
larity weight.

FIG. 11 is a logical form diagram showing the expanded
logical form. It can be seen from FIG. 11 that the deep
subject element 1110 of the expanded logical form contains
the hypernym person (sense 1) 1112 in addition to the word
man (sense 2) 1111. It can be seen that the verb element 1120
contains the hypernym touch (sense 2) 1122 as well as the
word kiss (sense 1) 1121. Further, it can be seen that the deep
object element 1130 of the expanded logical form contains
the hypernyms swine (sense 1) and animal (sense 3) 1132 in
addition to the word pig (sense 2) 1131.

By permuting, in each element of the expanded logical
form, the hypernyms with the original words, the facility can
create a reasonably large number of derivative logical forms
that are reasonably close in meaning to the primary logical
form. FIG. 12 is a chart diagram showing the derivative
logical forms created by permuting the expanded primary
logical form. It can be seen from FIG. 12 that this permu-
tation creates eleven derivative logical forms that each
characterize the meaning of the input text in a reasonably
accurate way. For example, the derivative logical form

(person, touch, pig)

shown in FIG. 12 is very close in meaning to the sentence
fragment

man kissing a pig

The expanded logical form shown in FIG. 11 represents the
primary logical form plus these eleven derivative logical
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forms, which are expressed more compactly as expanded
logical form 1200:

((man OR person), (kiss OR touch), (pig OR swine OR animal))

The facility generates logical tokens from this expanded
logical form in a manner that allows them to be processed by
a conventional information retrieval engine. First, the facil-
ity appends a reserved character to each word in the
expanded logical form that identifies whether the word
occurred in the input text segment as a deep subject, verb, or
deep object. This ensures that, when the word “man” occurs
in the expanded logical form for a query input text segment
as a deep subject, it will not match the word “man” stored
in the index as part of an expanded logical form in which it
was the verb. A sample mapping of reserved characters to
logical form elements is as follows:

logical form element identifying character

deep subject -
verb
deep object #

Using this sample mapping of reserved characters, tokens
generated for the logical form “(man, kiss, pig)” would
include “man_” “kissA”, and “pig#”.

Indices generated by conventional information retrieval
engines commonly map each token to the particular loca-
tions in the target documents at which the token occurs.
Conventional information retrieval engines may, for
example, represent such target document locations using a
document number, identifying the target document contain-
ing the occurrence of the token, and a word number,
identifying the position of the occurrence of the token in that
target document. Such target document locations allow a
conventional information retrieval engine to identify words
that occur together in a target document in response to a
query using a “PHRASE” operator, which requires the
words that it joins to be adjacent in the target document. For
example, the query “red PHRASE bicycle” would match
occurrences of “red” at document 5, word 611 and “bicycle”
at document 5, word 612, but would not match occurrences
of “red” at document 7, word 762 and “bicycle” at document
7, word 202. Storing target document locations in an index
further allows conventional information retrieval engines to
identify, in response to a query, the points at which queried
tokens occur in the target documents.

For expanded logical forms from a target document input
text segment, the facility preferably similarly assigns arti-
ficial target document locations to each token, even though
the tokens of the expanded logical form do not actually
occur in the target document at these locations. Assigning
these target document locations both (A) enables conven-
tional search engines to identify combinations of semantic
tokens corresponding to a single primary or derivative
logical form using the PHRASE operator, and (B) enables
the facility to relate the assigned locations to the actual
location of the input text fragment in the target document.
The facility therefore assigns locations to semantic tokens as
follows:

Page 359 of 364

10

15

20

25

30

35

40

45

50

55

60

65

10

logical form element location

deep subject (location of 1st word of input
text segment)

(location of 1st word of input
text segment) + 1

(location of 1st word of input

text segment) + 2

verb

deep object

The facility therefore would assign target document loca-
tions as follows for the tokens of the expanded logical form
for “(man, kiss, pig)”, derived from a sentence beginning at
document 5, word 150: “man_ ” and “person__“—document

5, word 150; “kissA” and “touchA”—document 5, word 151;
and “pig#”, “swine#”, and “animal#”—document 5, word
152.

Returning to FIG. 3, in step 303, the facility stores the
tokens created by the tokenize routine in the index with
locations at which they occur. FIG. 13 is an index diagram
showing sample contents of the index. The index maps from
each token to the identity of the document and location in the
document at which they occur. It should be noted that, while
the index is shown as a table to more clearly show the
mappings in the index, the index is actually preferably stored
in one of a number of other forms that support more efficient
location of a token in the index, such as in tree form. Further,
the contents of the index are preferably compressed to
minimize the size of the index, using such techniques as
prefix compression.

It can be seen that, in accordance with step 303, the
facility has stored mappings in the index 1300 for each of the
words in the expanded logical form. Mappings have been
stored in the index from deep subject words “man” and
“person” to the target document location at document num-
ber 5, word number 150. Word number 150 is the word
position at which the input text segment shown in FIG. 6
begins. It can be seen that the facility has appended the
reserved character “__* to the tokens corresponding to the
deep subject words. By appending this reserved character,
the facility is able to retrieve, when later searching the index,
instances of these words that occur as the deep subject of a
logical form without retrieving occurrence of these words
that occur as verbs or deep objects of a logical form.
Similarly, the index contains tokens for verb words “kiss”
and “touch.” The entries for these verb words map them to
the target document location at document number 5, word
number 151, one word after the target document location of
the deep subject words. It can further be seen that the

reserved character “A” has been appended to the tokens for
these verb words so that this occurrence of these words does
not later appear to be an occurrence as a deep subject or deep
object element. Likewise, the index contains tokens for the
deep object words “animal,” “pig,” and “swine,” mapping
them to the target document location at document number 5,
word number 152, two words past the target document
location at which the phrase begins. The reserved character
“#” is appended to the tokens for the deep object words to
identify them as deep objects in the index. With the index in
the condition shown, the input text fragment shown in FIG.
6 can be found by searching the index for any of the
derivative primary logical forms shown in FIG. 12.

In a preferred embodiment in which the facility stores
both a mapping of the words literally occurring in the target
documents to their actual locations of the target documents
and the semantic representation of the target documents in
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the same index, the word number values for each semantic
token of the semantic representation is preferably incre-
mented by a constant larger than the number of words in any
document to distinguish semantic tokens of the semantic
representation from literal tokens when accessed in the
index. To simplify FIG. 13, the addition of this constant is
not shown.

In the example, the facility adds a token for each of the
words in the expanded logical form to the index to form the
semantic representation of the target documents. In one
preferred embodiment, however, the facility limits the set of
expanded logical form tokens that it adds to the index to
those logical form tokens that are likely to be effective at
distinguishing between documents among the target docu-
ments. To so limit the set of expanded logical form tokens
added to the index, the facility preferably determines the
Inverse Document Frequency of each token, whose formula
is shown by equation (1) below. In this embodiment, the
facility adds to the index only tokens whose Inverse Docu-
ment Frequency exceeds a minimum threshold.

Returning to FIG. 3, after storing the tokens in the index
before the current sentence in the target document, in step
304, the facility loops back to step 301 to process the next
sentence in the target documents. When all of the sentences
of the target document have been processed, the facility
continues at step 305. In step 305, the facility receives the
text of a query. In steps 306-308, the facility processes the
received query. In step 306, the facility invokes the token-
ized routine to tokenize the query text. FIG. 14 is a logical
form diagram showing the logical form preferably con-
structed by the facility for the query “man kissing horse” in
accordance with step 401 (FIG. 4). It can be seen from the
logical form diagram that the deep subject is man (sense 2),
the verb is kiss (sense 1), and the deep object is horse (sense
1). This primary logical form is more succinctly represented
as

(man, kiss, horse)

in primary logical form 1450.

FIG. 15 shows the expansion of the primary logical form
using hypernyms in accordance with steps 402 (FIG. 4). It
can be seen from FIG. 15 that, like the sample input text
from the target document, the deep subject man (sense 2) has
been expanded with the hypernym person (sense 1), and the
verb kiss (sense 1) has been expanded with the hypernym
touch (sense 2). Further, it can be seen that the deep object
horse (sense 1) has been expanded with hypernym animal
(sense 3).

FIG. 16 is a linguistic knowledge base diagram showing
the selection of hypernyms of the deep object of the query
logical form, horse (sense 1). It can be seen from FIG. 16
that the facility does not select the hypernym organism
(sense 1) of animal (sense 3), since fewer than 90% of the
hyponyms of animal (sense 3) have similarity weights at or
above the “0.0015” threshold similarity weight. The facility
therefore uses only the hypernym animal (sense 3) to expand
the logical form.

Returning to FIG. 3, in step 307, the facility uses the
expanded logical form 1550 (FIG. 15) constructed using
hypernyms of the word senses in the primary logical form to
retrieve from the index locations in the target documents at
which matching tokens occur. The facility preferably does so
by issuing the following query against the index:

(man__ OR person_) PHRASE (kiss OR touch™) PHRASE
(horse# OR animal#)

The PHRASE operator matches occurrences of the operand
following it at a word position 1 greater than the operand
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preceding it. Therefore, the query matches where the deep
subject man__ or person__ precedes the verb kissA or

touch?, which precedes the deep object horse# or animal#.
It can be seen from the index in FIG. 13 that this query is
satisfied at document number 5, word number 150.

If this query was not satisfied in the index, the facility
would continue to submit the query in two different partial
queries. The first partial form contains only the deep subject
and the verb, and not the object:

(man__ OR person_) PHRASE (kiss® OR touch®)

FIG. 17 is a partial logical form diagram showing the
partial logical form corresponding to this first query. The
second partial form of the query contains the verb and deep
object, but not the deep subject:

(kiss® OR touch™) PHRASE (horse# OR animal#)

FIG. 18 is a partial logical form diagram showing the
partial logical form corresponding to this second partial
query. These partial queries would match logical forms in
the index having a different deep subject or deep object, and
would match partial logical forms not having a deep subject
or deep object. These partial queries take into consideration
differences between the query input text segment and target
document input text segments including pronoun usage and
implied deep subjects and deep objects.

Returning to FIG. 3, after identifying matches of tokens in
the index, the facility continues in step 308 to rank the target
documents in which matches of particular combinations of
matching tokens, corresponding to a primary or derivative
logical form, occur in the order of their relevance to the
query. In various embodiments of the invention, the facility
employs one or more of a number of well-known approaches
to ranking documents by relevancy, which include Jaccard
weighting and binary term independence weighting. The
facility preferably uses a combination of inverse document
frequency and term frequency waiting to rank the matching
target documents.

The inverse document frequency weight characterizes a
token combination’s ability to distinguish between
documents, giving greater weight to a token combination
appearing in fewer of the target documents. For example, for
a group of target documents directed to the subject of
photography, the logical form

(photographer, frame, subject)

could occur in each document of the group, and thus would
not be a very good basis for distinguishing between docu-
ments. Because the above logical form occurs in every target
document, it has a relatively small inverse document fre-
quency. The formula for inverse document frequency of a
token combination is as follows:

¢9)

Inverse Document Frequency (token combination) =

total number of target documents

lo
number of target documents containing token combination

The term frequency weight of a token combination in a
document measures the extent to which the document is
dedicated to the token combination, and assumes that a
document in which a particular query token occurs a large
number of times is more relevant than a document in which
the query token occurs fewer times. The formula for the term
frequency weight of a token combination in document is as
follows:



6,076,051

13

Term Frequency (token combination, document)=number of times
token combination occurs in document 2

The facility uses a score for each matching document to
rank the documents. The facility first calculates a score for
each matching token combination in each document, using
the following formula:

Score (token combination, document)=Inverse Document Fre-
quency (token combination)xTerm Frequency (token combina-
tion, document) (©)]

The facility then calculates the score for each matching
document by choosing the highest score for any matching
token combination in each matching document in accor-
dance with the following formula:

()

Score (document) =

ma v
token combination
in document

Once the facility has calculated a score for each document,
the facility may augment these scores to reflect terms of the
query other than those directed to semantic matching. After
augmenting the score for each document, if necessary, the
facility calculates a normalized score for each document by
taking the size of the document into account as shown in the
following formula:

(Score (token combination, document ))

®

. Score (document)
Normalized Score (document) = ————
Size (document)

The Size (document) term may be any reasonable measure
of the size of a document—for example, the number of
characters, words, or sentences or sentence fragments in the
document. The document score may alternatively be nor-
malized using a number of other normalization techniques,
including cosine measure normalization, sum of term
weights normalization, and maximum term weights normal-
ization.

After calculating normalized scores for each matching
document, the facility ranks the matching documents in
order of the normalized scores for the documents. A user
may preferably select one of the matching documents from
the ranked list to obtain a location of the matching tokens in
that document, or to display the matching portion of that
document.

Returning to FIG. 3, after ranking the matching target
documents in step 308, the facility preferably continues at
step 305 to receive the text of the next query against the
index.

The above discusses ranking by relevancy the documents
containing matching tokens. Additional preferred embodi-
ments of the invention similarly rank by relevancy document
groups and document sections, respectively, that contain
matches. For target documents that are organized into docu-
ment groups each containing one or more documents, the
facility preferably ranks the document groups in which
matches occur by relevancy in order to identify the most
relevant document groups for further querying. Further, the
facility is preferably configurable to divide each target
document into sections and rank the relevancy of document
sections in which matches occur. These document sections
may be identified contiguously within a target document
either by selecting a certain number of bytes, words, or
sentences, or by using structural, formatting, or linguistic
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cues occurring in the target document. The facility may also
preferably identify non-contiguous document sections deal-
ing with particular themes.

While the present invention has been shown and
described with reference to preferred embodiments, it will
be understood by those skilled in the art that various changes
or modifications in form and detail may be made without
departing from the scope of the invention. For example, the
tokenizer may be straightforwardly adapted to produce and
store in the index tokens each corresponding to a complete
logical form construction instead of tokens each correspond-
ing to one word of a logical form construction. Also, various
well-known techniques may be applied to incorporate other
types of searching in a query having a semantic matching
component. Further, a query may contain a number of
semantic matching components. In addition, semantic rela-
tionships identified between words other than hypernyms
may be used to expand the primary logical form. The facility
may also use precompiled lists of substitutable words for
each word in a primary logical form to expand the primary
logical form, rather than generating lists of hypernyms from
a lexical knowledge base at runtime as described above.
Further, for additional matching precision, the tokenizer
may encode in the token for a word the sense number
identified for the word. In this case, the test for coherency of
the hyponym set is reduced from testing similarity with all
senses of the selected hypernym. In the example, only the
hyponyms of sense 1 of the word person need to bear a
threshold level of similarity with the starting sense of the
word man (sense 2). Because the possible matching terms in
the index are less ambiguous we can constrain the set of
terms which might produce false hits. For this reason it is
only necessary to test for the senses which have a hypernym
relation to the word in the logical form.

We claim:

1. Amethod in a computer system for identifying passages
of a first body of text relating to a passage of a second body
of text, the method comprising the steps of:

for each of a multiplicity of passages of the first body of

text each having a location in the first body of text:

constructing a first logical form characterizing a seman-
tic relationship between selected words in the
passage,

expanding the constructed first logical form to include
alternative words for at least some of the selected
words in the passage, and

storing in an index a mapping from the expanded first
logical form to the location of the passage in the first
body of text;

constructing a second logical form characterizing a

semantic relationship between selected words in the
passage of the second body of text;

expanding the constructed second logical form character-

izing a semantic relationship between selected words in
the passage of the second body of text to include
alternative words for at least some of the selected
words in the passage; and

comparing the expanded second logical form character-

izing a semantic relationship between selected words in
the passage of the second body of text to the expanded
first logical forms from which the index maps to
identify a passage of the first body of text whose
expanded logical form intersects with the expanded
logical form characterizing a semantic relationship
between selected words in the passage of the second
body of text, in that, for pair of corresponding selected
words between the intersecting expanded logical forms,
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the selected word or one of its alternative words in the
expanded first logical form matches the selected word
or one of its alternative words in the expanded second
logical form, such that a passage of the first body of text
relating to the passage of the second body of text is
identified.

2. The method of claim 1 wherein the expanding steps
each include the step of, for one or more of the selected
words in the passage, identifying as an alternative word a
word having a positive semantic correlation with the
selected word.

3. The method of claim 2 wherein the expanding steps
each include the step of, for one or more of the selected
words in the passage, identifying as an alternative word a
hypernym of the selected word.

4. The method of claim 1 wherein the constructing steps
each include the step of parsing the passage to discern its
syntactic and semantic structure.

5. The method of claim 1 wherein the storing step includes
the steps of:

for each selected word of the passage of the first body of

text:

storing in the index a mapping from the selected word
to a location in the first body of text relative to the
location of the passage that corresponds to the
selected word; and

storing in the index a mapping from each alternative
word for the selected word to the location relative to
the location of the passage that corresponds to the
selected word,

and wherein the comparing step includes the step of:
for each selected word of the passage of the second body

of text:

identifying a word mapped by the index to a location in
the first body of text relative to the location of the
same passage that corresponds to the selected word
of the passage of the second body of text, the
identified word being either the selected word of the
passage of the second body of text or an alternative
word for the selected word of the passage of the
second body of text.

6. The method of claim 1, further comprising the step of
returning the location of the identified passage of the first
body of text.

7. The method of claim 1 wherein the location in the first
body of text of each of the multiplicity of passages of the
first body of text comprises a position within the first body
of text at which the passage occurs.

8. The method of claim 1 wherein first body of text is
comprised of a plurality of documents, and wherein the
location in the first body of text of each of the multiplicity
of passages of the first body of text comprises the identity of
the document that contains the passage.

9. The method of claim 1 wherein the second body of text
is a query on the first body of text.

10. The method of claim 1 wherein the constructing steps
each construct a logical form relating a verb, a deep subject
of the verb, and a deep object of the verb.

11. The method of claim 1 wherein the constructing steps
each construct a logical form relating a verb and a deep
subject of the verb.

12. The method of claim 1 wherein the constructing steps
each construct a logical form relating a verb and a deep
object of the verb.

13. The method of claim 1 wherein the comparing step
identifies a plurality of passages in the first body of text
whose expanded logical forms intersect with the expanded
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logical form characterizing a semantic relationship between
selected words in the passage of the second body of text.

14. The method of claim 13 wherein the first body of text
is divided into documents, further including the step of
ranking the documents containing an identified passage by
applying a combination of term frequency and inverted
document frequency weighting.

15. The method of claim 13 wherein the first body of text
is divided into documents organized into groups of
documents, further including the step of ranking the docu-
ment groups containing an identified passage by applying a
combination of term frequency and inverted document fre-
quency weighting.

16. The method of claim 13 wherein the first body of text
is divided into documents that are further divided into
document sections, further including the step of ranking the
document sections containing an identified passage by
applying a combination of term frequency and inverted
document frequency waiting.

17. A computer-readable medium whose contents cause a
computer system to identify passages of a first body of text
relating to a passage of a second body of text by performing
the steps of:

for each of a multiplicity of passages of the first body of

text each having a location in the first body of text:

constructing a first logical form characterizing a seman-
tic relationship between selected words in the
passage,

expanding the constructed first logical form to include
alternative words for at least some of the selected
words in the passage, and

storing in an index a mapping from the expanded first
logical form to the location of the passage in the first
body of text;

constructing a second logical form characterizing a

semantic relationship between selected words in the
passage of the second body of text;

expanding the second logical form characterizing a

semantic relationship between selected words in the
passage of the second body of text to include alterna-
tive words for at least some of the selected words in the
passage; and

comparing the expanded second logical form character-

izing a semantic relationship between selected words in
the passage of the second body of text to the expanded
first logical forms from which the index maps to
identify a passage of the first body of text whose
expanded logical form intersects with the expanded
logical form characterizing a semantic relationship
between selected words in the passage of the second
body of text, in that, for pair of corresponding selected
words between the intersecting expanded logical forms,
the selected word or one of its alternative words in the
expanded first logical form matches the selected word
or one of its alternative words in the expanded second
logical form, such that a passage of the first body of text
relating to the passage of the second body of text is
identified.

18. The computer-readable medium of claim 17 wherein
the expanding steps each include the step of, for one or more
of the selected words in the passage, identifying as an
alternative word a word having a positive semantic corre-
lation with the selected word.

19. The computer-readable medium of claim 18 wherein
the expanding steps each include the step of, for one or more
of the selected words in the passage, identifying as an
alternative word a hypernym of the selected word.
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20. The computer-readable medium of claim 17 wherein
the constructing steps each include the step of parsing the
passage to discern its syntactic and semantic structure.

21. The computer-readable medium of claim 17 wherein
the storing step includes the steps of:

for each selected word of the passage of the first body of

text:

storing in the index a mapping from the selected word
to a location in the first body of text relative to the
location of the passage that corresponds to the
selected word; and

storing in the index a mapping from each alternative
word for the selected word to the location relative to
the location of the passage that corresponds to the
selected word,

and wherein the comparing step includes the step of:

for each selected word of the passage of the second body
of text:
identifying a word mapped by the index to a location in
the first body of text relative to the location of the
same passage that corresponds to the selected word
of the passage of the second body of text, the
identified word being either the selected word of the
passage of the second body of text or an alternative
word for the selected word of the passage of the
second body of text.

22. A computer system adapted to identify passages of a
first body of text relating to a passage of a second body of
text, comprising:

an indexing component adapted to process each of a

multiplicity of passages of the first body of text each

having a location in the first body of text by:

constructing a first logical form characterizing a seman-
tic relationship between selected words in the
passage,

expanding the constructed first logical form to include
alternative words for at least some of the selected
words in the passage, and
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storing in an index a mapping from the expanded first
logical form to the location of the passage in the first
body of text;
a semantic relationship characterization component
adapted to characterize a semantic relationship between
selected words in the passage of the second body of text
by:
constructing a second logical form characterizing a
semantic relationship between selected words in the
passage of the second body of text, and

expanding the second logical form characterizing a
semantic relationship between selected words in the
passage of the second body of text to include alter-
native words for at least some of the selected words
in the passage; and

a related passage identification component adapted to
compare the expanded second logical form character-
izing a semantic relationship between selected words in
the passage of the second body of text to the expanded
first logical forms from which the index maps to
identify a passage of the first body of text whose
expanded logical form intersects with the expanded
logical form characterizing a semantic relationship
between selected words in the passage of the second
body of text, in that, for pair of corresponding selected
words between the intersecting expanded logical forms,
the selected word or one of its alternative words in the
expanded first logical form matches the selected word
or one of its alternative words in the expanded second
logical form, such that a passage of the first body of text
relating to the passage of the second body of text is
identified.

23. The computer system of claim 22, further comprising

a parser component adapted to parse the multiplicity of
passages of the first body of text and the passage of the
second body of text to discern their syntactic and semantic
structures.



UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

PATENT NOC 6,076,051
DATED : June 13, 2000
INVENTOR(S) : Messerly et al.

It is certified that error appears in the above-identified patent and that said Letters Patent
are hereby corrected as shown below:

Col. 5, line 46, delete "-" and insert —— == —--.
Col. 6, line 48, delete '"fonns" and insert --forms--.
Col. 9, line 30, after "man " add --,--.

Col. 10, line 15, delete "-" and insert —— —-— —-.
Col. 10, line 16, delete "-" and insert -- — --,
Col. 10, line 17, delete "-" and insert —— — ——,
C0l. 13, line 35, delete "-" and insert —— —--— —-,
Signed and Sealed this

Twenty-fourth Day of April, 2001

NICHOLAS P.GODICI

Attesting Officer Acting Director of the United Stares Pateni and Trademark Office

Page 364 of 364




