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106 Chapter 3. Modulation and Frequency-Division Multiple Access

off increased transmission bandwidth for improved system performance in the
presence of noise.

3. Modulation permits the use of multiple-access techniques.
A cellular radio channel represents a major capital investment and must there-
fore be deployed in a cost-effective manner, permitting mobile users access to
the channel. Multiple accessis a signal-processing operation that makesthis pos-
sible. In particular, it permits the simultaneous transmission of information-
bearingsignals from a numberof independentusers over the channel and on to
their respective destinations.

In wireless communications, the carrier, denoted by c(t), is typically sinusoidal andis
written as

c(t) = A,cos(27f,t+ @) (3.1)

whereA,is the amplitude, f. is the frequency, and @ is the phase. With these three car-
rier parameters individually available for modulation, we have three basic methods of
modulation whose specific descriptions depend on whether the information-bearing
signal is of an analog or a digital nature. These two families of modulation are dis-
cussed in whatfollows.

3.2.1 Linear and Nonlinear Modulation Processes

Figure 3.3 shows the block diagram of a modulator supplied with a sinusoidalcarrier
c(t). The modulating signal, acting as input, is denoted by m(t). The modulatedsignal,
acting as output, is denoted bys(¢). The input-outputrelation of the modulatoris gov-
erned by the mannerin which the output s(¢) depends on the input m(t). On this basis,
we mayclassify the modulation process as one of twobasic types:linear and nonlinear.

Input Output
(modulating) Modulator (modulated)

signal signal
m(t) s()

i

| Sinusoidal
carrier

e(t)

FIGURE 3.3 Block diagram of modulator.
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The modulation processis said to be linear if the input-output relation of the
modulatorsatisfies the principle ofsuperposition. According to this principle, the mod-
ulation process, or equivalently, the modulator,satisfies two conditions:

1. The output of the modulator produced by a numberof inputs applied simulta-
neously is equal to the sum of the outputs that result when the inputs are applied
one at a time.

2. If the input is scaled by a certain factor, the output of the modulator is scaled by
exactly the samefactor.

The modulation process, or equivalently, the modulator, is said to be nonlinear if the
principle of superposition is violated in part or in full.

The linearity or nonlinearity of a modulation process has important conse-
quences, in both theoretical as well as practical terms, as we shail see in the remainder
of the chapter.

3.2.2 Analog and Digital Modulation Techniques

 

 

Another wayofclassifying the modulation process is on the basis of whether the mes-
sage signal! m(¢) is derived from an analog or a digital source of information. In the ana-
log case, the message signal m(r) is a continuous function of time ¢. Consequently, the
modulated signal s(¢) is, likewise, a continuous function of time t. It is for this reason
that a modulation process of the analog kind is commonly referred to as continuous-
wave (CW) modulation.

In the digital case, by contrast, the modulated signal s(¢) may exhibit discontinui-
ties at the instants of time at which the message signal m(f) switches from symbol1 to
symbol 0 or vice versa. Note, however(as wewill find out later on in the chapter), that
under certain conditionsit is possible for the modulated signal to maintain continuity
even at the instants of switching,

In other words, we maydistinguish between analog and digital modulation pro-
cesses as follows:

* All analog modulated signals are continuous functions of time.

* Digital modulated signals can be continuous or discontinuous functionsof time,
depending on how the modulation processis performed.

3.2.3 Amplitude and Angle Modulation Processes
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Yet another wayofclassifying modulation processes is on the basis of which parame-
ter of the sinusoidal carrier c(t) is varied in accordance with the message signal m(/).
Accordingly, we speak of two kinds of modulation:

1. Amplitude modulation, in which the amplitude of the carrier, A,, is varied
linearly with the message signal m(2).

3
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2. Angle modulation, in which the angle of the carrier, namely,

w(t) = 2af,t+ 0 (3.2)

is varied linearly with the message signal z(t).

Angle modulation may itself be classified into two kinds:

2.1. Frequency modulation, in which the frequency of the carrier, f,, is varied linearly
with the messagesignal m(t).

2.2. Phase modulation, in which the phase of the carrier, 0, is varied linearly with the
message signal m(t).

In historical terms, the design of communication systems was dominated by analog
modulation techniques. Nowadays, however, wefind that the use of digital modulation
techniquesis the methodof choice, due to the pervasive use of silicon chips and digital
signal-processing techniques. For this reason, the focus in what follows is on digital
modulation techniques.

3.3. LINEAR MODULATION TECHNIQUES

3.3.1 Amplitude Modulation!
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By definition, amplitude modulation (AM), produced by an analog message signal
m(t),is described by

s(t) = A.(1+k,m(t))cos(27f,t) (3.3)

where k, is the sensitivity of the amplitude modulator. For convenience of presenta-
tion, we have set the carrier phase @ equalto zero,as it has no bearing whatsoever on
the transmission of information.

Appendix A briefly reviews Fourier theory, which is basic to the spectral analy-
sis of signals. In light of the theory presented therein, we may portray the spectral
characteristics of amplitude modulation as illustrated in Fig. 3.4. The figure clearly
showsthat the bandwidth of the AM signal s(t) is 2W, where W is the bandwidth of
m(t) itself. Most important, except for the frequency shift in the spectrum of the
message signal m(r), denoted by M(f), and the retention of the carrier, exemplified
by the impulses at +f., amplitude modulation has no other effect on the spectrum
S(f) of s(t).

Problem 3.1 Show that amplitude modulationis a nonlinear process, as it violates the prin-
ciple of superposition. a
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FIGURE 3.4 (a) Message spectrum. (b) Spectrum of corresponding AM signal.

Note, however, that the violation of the principle of superposition described in
Problem 3.1 is of a mild sort which permits the application of the Fourier transform to
an AM signal, as described in Fig. 3.4.

Another important point to note is that, insofar as information transmissionis
concerned, retention ofthe carrier in the composition of the AM signal represents a
loss of transmitted signal power. To mitigate this shortcoming of amplitude modula-
tion, the carrier is suppressed, in which case the process is referred to as double
sideband-suppressed carrier (DSB-SC) modulation. Correspondingly, the DSB-SC
modulated signal is defined simply as the product of the message signal m(t) and
the carrier c(t); that is,

s(t)=c(t)m(t)

A m(t) cos (2.Af,t) G4)

Figure 3.5 depicts the spectrum of the new s(t). Comparing this spectrum with that of
Fig. 3.4, we see clearly that the absence of the delta functionsat +f, is testimonyto the
suppression of the carrier in Eq. (3.4). Nevertheless, the AM signal of Eq. (3.3) and
the DSB-SC modulated signal of Eq. (3.4) do share a common feature: They both
require the use of a transmission bandwidth equal to twice the message bandwidth,
namely, 2W.
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FIGURE 3.5 (a) Message spectrum. (b) Spectrum of corresponding DSB-SC modulated
signal.

Problem 3.2 Consider the sinusoidal modulating signal

m(t) = A,,cos(2Tf,,t)

Showthat the use of DSB-SC modulation producesa pairof side frequencies, one at f,+/,, and
the other at f.—/,,, where f, is the carrier frequency. Whatis the condition that the modulator
hasto satisfy in order to make sure that the two side-frequencies do not overlap?
Ans. f.>f, an°

3.3.2 Binary Phase-Shift Keying

Consider next the case of digital modulation in which the modulatingsignal is in the
form of a binary data stream. Let p(t) denote the basic pulse used in the construction
of this stream. Let T denote the bit duration (i.e., the duration of binary symbol 1 or 0).
Then the binary data stream,consisting of a sequenceof 1’s and 0’s, is described by

m(t) = ¥byp(t—kT) (3.5)
k

where

b, = | +1 for leary symbol 1 (3.6)-1 for binary symbol 0
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FIGURE 3.6 Rectangularpulse.

For example,in the case of a rectangular pulse we have

ptt) _ +] for O<¢<T (3.7)
0 otherwise

which is depicted in Fig.3.6.

In binary phase-shift keying (BPSK), the simplest form of digital phase modula-
tion, the binary symbol 1 is represented by setting the carrier phase @(¢) =0 radians,
and the binary symbol0 is represented by setting 6(f) = radians. Correspondingly,

s(t) = A,cos(27f,t) for binary symbol 1 (3.8)
A,cos(2nf,t+#) for binary symbol 0

Recognizing that

cos(O(4) +7) = —cos(@(1)) for all time z,

we may rewrite Eq. (3.8) as

s(t) = A,cos(2nf.é) for symbol 1 (3.9)
-A ,cos(2mf.t) for symbol 0

In light of Egs. (3.6), (3.7), and (3.9), we may express the BPSK signal in the compact
form

s(t) = e(Hm(t) (3.10)
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where m/(f) is itself defined by Eq. (3.5). Most important, Eq. (3.10) shows that BPSK
is another example of linear modulation.

Problem 3.3 Consider a binary data stream m(r) in the form of a square wave with ampli-
tudes +1, centered on the origin. Determine the spectrum of the BPSK signal obtained by multi-
plying m/(t) by a sinusoidal carrier whose frequency is ten times that of the fundamental
frequency of the square wave.
Ans.

sin(km/2) ( Kf, )t= Se 2n—t 2af.ts(t) _ Tka7D) cos| 207 cos (27/1)
1 ane (2 ( =) ( ( 2)==—>= + 2nt| f_-—3EATLOSE * Ty)PM Ve“TH

. ; . ; he, ;
The spectrum of the BPSK signal consists of side-frequencies at f,, = To with decreasing ampli-
tude in accordance with sin (k/2)/(kn/2) , Where k =1,3,5.... a

3.3.3 Quadriphase-Shift Keying

Page 132 of 474

As with DSB-SC modulation, BPSK requires a transmission bandwidth twice the
message bandwidth. Now, channel bandwidth is a primary resource that should be
conserved, particularly in wireless communications. How then can we retain the
property of linearity that characterizes BPSK, yet accommodate the transmission of
a digital phase-modulated signal over a channel whose bandwidth is equal to the
bandwidth of the incoming binary data stream? The answer to this fundamental
questionlies in the use of a digital modulation technique known as quadriphase-shift
keying (QPSK).

To proceed with a description of QPSK, suppose the incoming binary data
stream is first demultiplexed into two substreams, m,(f) and (ft). Next, note that, as
the name implies, the phase of the carrier in QPSK assumesone of four equally spaced
values, depending on the composition of each dibit, or group of two adjacentbits, in
the original binary data stream. For example, we may use 0, 7/2, 2, and 37/2 radians as
the set of four values available for phase-shift keying the carrier. Specifically, the val-
ues 0 and radians are used to phase-shift key one of the two substreams, m,(f), and
the remaining values, 7/2 and 32/2 radians, are used to phase-shift key the other sub-
stream, m>(f).

Accordingly, we can formulate the block diagram for the QPSK modulator as
shownin Fig. 3.7. On the basis ofthis structure, we can then describe the OPSK modu-
lator as the parallel combination of two BPSK modulators that operate in phase
quadrature with respect to each other. By phase quadrature, we mean the arrangement
of phases such that the phase of the carrier in the lower path of the modulator is 90°
out of phase with respect to thecarrier in the upper path.
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FIGURE 3.7 Block diagram of a OPSK generator, using a phase-quadrature pair of carriers
A,cos(2af.2} and A,sin(2af.0).

As remarked previously, m,(f} and s(t) denote the two binary substreams that
result from demultiplexing of the binary data stream w(t). Extending the mathemati-
cal description of Eq. (3.5) to the situation at hand, we may express the corresponding
descriptions of binary substreams m1(/) and m7>(¢) as follows:

mi) = Sb, :p(t- kT) forf=1,2 BAL)
k

For i= 1,2 we have

be, = +1 for symbol 1 (3.12)
~1l for symbol 0

and for the case of a rectangular pulse,

p(t} = +1 for O<¢<2T (3.13)
0 otherwise

Then the BPSKsignal produced in the upper path of Fig. 3.7 is described by

8,(1) = Amy (t}cos(2 77,1) (3.14)

The BPSKsignal produced in the lower path of Fig. 3.7 is described by

So(t) = A,my(t)sin(2Af,0) (3.15)

The OPSKsignal is obtained by adding these two BPSKsignals:

s(t)
li

31(t) + s2(4)

= Am,(t)cos(2aft) + A,m,(fsin (2772)
(3.16)
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Since both BPSKsignals s;(t) and s(t) are linear, the QPSK signal s(t) is likewise
linear.

The transmission bandwidth requirement of the QPSK signals(t) is the same as
that of the original binary data stream m(f). We justify this important property of
OPSKsignals as follows:

The original binary data stream m/(t) is based on bits, whereas the substreams
m(t) and m(t) are based on dibits. The symbol duration of both (tf) and m»(t)
is therefore twice the symbol duration of m(f).
The bandwidth of a rectangular pulse is inversely proportional to the duration
of the pulse. Hence, the bandwidth of both m(rt) and 77(f) is one-half that of
m(t).
The BPSKsignals s;(t) and s(t) have a common transmission bandwidth equal
to twice that of m4(t) or m(t).
The OPSKsignals(t) has the same transmission bandwidth as s;(¢) or s(t).
Hence, the transmission bandwidth of the OPSKsignalis the sameas that of the
original binary data stream m(f).

EXAMPLE 3.1 QPSK Waveform

Figure 3.8(a) depicts the waveform of a OPSKsignal for which the carrier phase assumes one of
the four possible values 0°, 90°, 180°, and 270°. Moreover, the waveform is the result of transmit-
ting a binary data stream with the following composition over the interval 0 <¢s 107:

e
The input dibit (i.e., the pair of adjacent bits in m(r)) changes in going from the interval
0<1<2Tto the next interval 27 <¢<4T.

In going from the interval 27 <1<4Tto the next interval 47 <¢< 67, there is no change in
the input dibit.

The input dibit changes again in going from the interval 47 <¢< 67 to 67 <t<8T.

The input dibit is unchanged in going from the interval 6T < ¢ < 8T to the next interval
8T <t<10T. a

Examining the waveform of Fig. 3.8(a), we see that OPSKsignals exhibit two unique
properties:

1.

2.
The carrier amplitude is maintained constant.

The carrier phase undergoes jumps of 0°, +90° or +180° every 2T seconds, where
T is the bit duration of the incoming binary data stream.

3.3.4 Offset Quadriphase-Shift Keying
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Property 2 of the conventional QPSKsignal, namely, the fact that the carrier phase
may jump by 90° or +180° every two bit durations can be of particular concern when
the OPSKsignalis filtered during the course of transmission over a wireless channel.
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FIGURE 3.8 Waveforms of (a} conventional OPSK (b) offset OPSK, and (c) 2/4-shifted
OPSK.

Thefiltering action can, in turn, cause the carrier amplitude (Le., the envelope of the
OPSKsignal) to fluctuate, thereby making the receiver produce additional symbol
errors over and above those due to channel noise.

The extent of amplitude fluctuations exhibited by conventional QPSK signals
may be reduced by using offset quadriphase-shift keying (OQ@PSK), which is also
referred to as staggered QPSK.In this variant of OPSK, the second substream miy(/),
multiplied by the 90° phase-shifted carrier A,sin(2af.0), is delayed (i.e., offset) by a bit
duration 7 with respect to the first substream om,(f), multiplied by the cartier
A,cos(2xf,i). Accordingly, unlike the phase transitions in conventional QPSK, the
phase transitionslikely to eccur in offset QPSK are confined to 0°, 190°, as illustrated
in the next example. However, the +90° phase jumps in OOPSK occur twice as fre-
quently, but with a reduced range of amplitude fluctuations, compared with those of
conventional QPSK. Since, i addition to 290° phase jumps, there are +180° phase
jumps in conventional OPSK,we usually find that amplitude fluctuations in OOPSK
due to filtering have a smaller amplitude than in conventional OPSK.
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EXAMPLE 3.2 OQPSK Waveform

Part (b) of Fig. 3.8 depicts the waveform of the OOPSKfor the same binary data stream respon-
sible for generating the conventional OPSK waveform depicted in part (a) of the figure. Here
again, we see that the carrier amplitude of OQPSKis maintained constant. However, unlike the
carrier phase in the conventional OPSKofFig. 3.8(a), the carrier phase of the OQPSK shownin
Fig. 3.8(b) has jumpsof only +90°. =

3.3.5 a/4-Shifted Quadriphase-Shift Keying

As mentioned previously, ordinarily the carrier phase of a conventional QPSKsignal
mayreside in one of two possible discrete settings:

1. 0, 2/2, x, or 37/2 radians.

2. 1/4, 37/4, 57/4, or 77/4 radians.

These two phase settings are shifted by 7/4 radians relative to each other. The OPSK
waveform depicted in Fig. 3.8(a) follows setting 1. In another variant of OPSK known
as m/4-shifted QPSK,the carrier phase used for the transmission of successive dibits is
alternatively picked from settings 1 and 2.

An attractive feature of 7/4-shifted OPSKsignals is that amplitude fluctuations
duetofiltering are significantly reduced, compared with their frequency of occurrence
in conventional QPSKsignals. Thus, the use of 2/4-shifted QPSK provides the band-
width efficiency of conventional OPSK, but with a reduced range of amplitudefluctua-
tions. The reduced amplitude fluctuations become important when the transmitter
includesa slightly nonlinear amplifier, as we shall see in Section 3.9. Indeed,it is for this
reason that 7/4-shifted QPSK has been adopted in the North American digital cellular
time-division multiple access (TDMA) standard, IS-54 as well as the Japanese digital
cellular standard.”

EXAMPLE 3.3 2/4-Shifted QPSK Waveform

Figure 3.8(c) depicts the z/4-shifted OPSK waveform produced by the same binary data stream
used to generate the conventional OPSK waveform of Fig. 3.8(a). Comparing these two wave-
forms, we see that (1) the phase jumpsin the z/4-shifted QPSKarerestricted to +m/4 and +372/4
radians and (2) the +m phase jumps of OPSKare eliminated—hence the advantage of z/4-
shifted OPSK over conventional OPSK. However,this advantageis attained at the expense of
increased complexity. =

3.4 PULSE SHAPING
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The pulse defined in Eq. (3.7) for representing binary symbol 1 or 0 is rectangular in
shape. Fromapractical perspective, the use of a rectangular pulse shape is undesirable
for two fundamental reasons:

1. The spectrum(i.e., Fourier transform) of a rectangular pulseis infinite in extent.
Correspondingly, the spectrum of a digitally modulated signal based on the use
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of a rectangular pulse is shifted by an amount equal to the carrier frequency but,
most important, its frequency content is also infinite in extent. However, a wire-
less channel is bandlimited, which means that the transmission of such a digi-
tally modulated signal over the channel will introduce signal distortion at the
receiving end.

2. A wireless channel has memory due to the presence of multipath. Consequently,
the transmission of a digitally modulated signal over the channel results in a spe-
cial form of interference called intersymbolinterference (ISI), whichrefers to inter-
ference between consecutive signaling symbols of the transmitted data sequence.

Now, in a wireless communication system, the goal is to accommodate the largest pos-
sible number of users in a prescribed channel bandwidth. To satisfy this important
requirement we must use a premodulation filter, whose objective is that of pulse
shaping. Specifically, the shape of the basic pulse used to generate the digitally modu-
lated signal must be designed so as to overcomethe signal distortion and ISI problems
cited under points 1 and 2.

The design criteria for pulse shaping are covered by the fundamental theoretical
work of Nyquist.> Let P(f) denote the overall frequency response made up of three
components: the transmit filter, the channel, and the receive filter. According to
Nyquist, the effect of intersymbol interference can be reduced to zero by shaping the
overall frequency response P(f) so as to consist of a flat portion and sinusoidalrodloff
portions, as illustrated in Fig. 3.9(a). Specifically, for a data rate of R bits/second, the
channel bandwidth may extend from the minimum value W=A/2 to an adjustable
value from W to 2W by defining P(/) as follows:

i <Ti Os If Shi

Pf} sy 1 ( Th ng } c (3.17)—_ —_ _ ~ = 2hgpttsylfl-WA-py)) Asifl<2MA
0 [f, 22V-f,

The frequency parameter f, and bandwidth W are related by the parameter

fi
=l-Z 3,18; p=1l-_ (3.18)

Called the roll-offfactor, p indicates the excess bandwidth over the ideal solution cor-
responding to p = 0. An important characteristic of the frequency response P(f) is
that its inverse Fourier transform, denoted by p(s) (Le., the overall impulse response of
the transmit filter, the channel, and the receivefilter) has the value of unity at the cur-
rent signaling instant (ic, p(0) = 1) and zero crossings at all other consecutive signal-
ing instants (i.e., p(nT)} = 0 for nonzero integer n), as shown in Fig. 3.9(b). The zero
crossings of the impulse response p(r) ensure that the [SI problem is reduced to zero,
The frequency response of Fig. 3.9(a) is called the raised-cosine (RC) spectrum, so
called becauseofits trigonometric form as defined in Eq. (3.17).
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The variability of the rolloff factor p over the range (0,1) allows the designer to
tradeoff transmitted signal bandwidth for robustness of the pulse shape.

2WP(f)  
P(t)   

FIGURE 3.9 (a) Frequency responseof the raised cosine spectrum for varying roll-off rates.
(b) Impulse response of the Nyquist shapingfilter (i.e., inverse Fourier transform of the
spectrum plotted in part (a) for varying roll-off rates).
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Problem 3.4

(a) Starting with the RC spectrum P(/) of Eq. (3.17), evaluate the inverse Fourier transform
of P(f) and thus show that.

p(t) = (<eeCxp ihe|sinc (20 (3.19)1-t6p° Hs
(b) Determine P(f) and p(t) for the special case of p = 1, which is known as the fili-cosine

roll-offpluse.

Ans, (b) p(t) = sinc(4W/(1 - 169°) J.

3.4.1 Root Raised-Cosine Pulse Shaping*

A more sophisticated form of pulse shaping uses the root raised-cosine (RC) spec-
frum vather than the regular RC spectrum of Eq. (3.17). Specifically, the spectrum of
the basic pulse is now defined by the square root of the right-hand side of this equa-
tion. Thus, using the trigonometric identity

cos’6 = stl + cos? @)
where, for the problem at hand,

g= " (f|-wa-a9Blt |-W1-p))
and retaining P(f) as the symbol for the root RC spectrum, we may write

aR Oslfish
PO = eglawgll/l- ae] A Slfi<2W-s

0 If|22W¥-f,

(3.20)

where, as before, the roll-off factor p is defined in terms of the frequency parameter
f, and the bandwidth W asin Eq. (3.18).

If, now, the transmitter includes a pre-modulation filter with the transfer func-
tion defined in Eq. (3.20) and the receiver includes an identical filter, then the overall
pulse waveform will experience the spectrumP(f) , which is the regular raised cosine
spectrum. In effect, by adopting the root RC spectrum P(f) of Eq. (3.20) for pulse
shaping, we would be working with P’(/) in an overall transmitter-receiver sense. On
this basis, we find that in the context of wireless communications, if the channel is
affected by both flat fading and additive white Gaussian noise, and the pulse-shapefil-
tering is partitioned equally between the transmitter and the receiver in the manner
described herein, then effectively the receiver would maximize the output signal-to-
noise ratio at the sampling instants,
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FIGURE 3.10 (a) P(f) for rootraised - cosine spectrum.(b) p(t) for root raised - cosine
spectrum.
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The inverse Fourier transform of Eq. (3.20) defines the root RC shaping pulse

pti) = OW(sinap)0+ 4P cos(2K + py) (3.21)(1- (8p) ) Jat t

The important point to note here is the fact that the root RC shaping pulse p(t) of
Eq.(3.21) is radically different from the standard RC shaping pulse of Eq. (3.19). In
particular, the new shaping pulse satisfies an orthogonality constraint under T-shifts,
as shown by

Fp@ptt~nTat =0forn=+41, #2... © (3.22)

where Tis the symbol duration.Yet, p(‘) has exactly the same excess bandwidth as the
standard RC pulse.

It is important to note, however, that despite the added property of orthogonal-
ity, the root RC shaping pulse of Eq.(3.21) lacks the zero-crossing property of the reg-
ular RC shaping pulse defined in Eq. (3.19).

Figure 3.10(a) plots the root RC spectrum P(f) for roll-off factor p = 0, 0.5, 1; the
corresponding time-domain plots are shown in Fig. 3.10(b). These plots are different
from those of Fig. 3.9 for nonzero p. The following example contrasts the waveform of
a specific binary sequence using the root RC shaping pulse with the corresponding
waveform using the regular RC shaping pulse.

EXAMPLE 3.4 Pulse Shaping Comparison

Using the root RC shaping pulse p(#) of Eq.(3.21) with roll-off factor p= 0.5, plot the waveform
for the binary sequence 01100, and compare it with the corresponding waveform obtained by
using the regular RC shaping pulse p(4) of Eq. (3.19) with the same roll-off factor.

Using the root RC pulse p(Z) of Eq. (3.21) with a multiplying plus sign for binary symbol1
and multiplying minussign for binary symbol 0, we get the dashed and dotted pulse train shown
in Fig. 3.11 for the sequence 01100. The solid pulse train shownin the figure corresponds to the
use of the regular RC pulse p(¢) of Eq. (3.15). The figure shows the root RC waveform occupies
a larger dynamic range than the regular RC waveform. a

Problem 3.5

(a) Starting with Eq. (3.20), derive the root RC pulse shape p(t) of Eq. (3.21).
{b) Evaluate p(i) at (i}r=0, and (ii) ¢ = 41/(8pF).

(c) Show that the p(s) derived in part (a) satisfies the orthogonality constraint described in
Eq. (3.22)

Ans.(b) (i) p(0) = im ~p+ 4e)

(i) = PAEa(tZh)
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Binary sequence el: =i +] — ol

Timet/T;,

FIGURE 3.11 Two pulse trains for sequence 01100, one using regular RC pulse and the other
using root RC pulse.

3.5 COMPLEX REPRESENTATION OF LINEAR MODULATED SIGNALS

AND BAND-PASS SYSTEMS?

The linear modulation schemes considered in Section 3.3 may be viewed as special
cases of the canonical representation of a band-pass signal:

s(t) = s/(t)cos(22f,1) —so()sin (2af,t) (3.23)

It is customaryto refer to sj/(¢) as the in-phase componentof s(t) and to s¢(t) as the
quadrature component. This terminology follows from the definition of the sinusoi-
dal carrier c(t) in Eq. (3.1). Table 3.1 summarizes descriptions of AM, DSB-SC, BPSK,
and QPSKin terms of the componentss(t) and s¢(v).

We maysimplify matters further by introducing the complex signal

S(t) = s,(t) +jso() (3.24)
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TABLE 3.1 Special Cases of the Canonical Equation (3.23),  

   In-phase component Quadrature component Defining
Type of modulation st) sg(t} equation

Analog Amplitude modulation AU + k(t) 0 3.3

Double sideband- Am(t) a 3.4 |
suppressed carrier modulation |

Digital Binary phase-shift keying G | 35
A>byp(t~ kT)k

Quadriphase-shitt keying Ayby wp(t—2kT) ASby op(t—2kT) 3.11
k &
 

where j is the square root of -1. For obvious reasons, the new signal $(f) is referred to
as the complex envelope of the modulated signal s(r). Next, we invoke Euler's for-
mula

exp(j2af_t) = cos(2xf,t) +/sin(2af.p (3.25)

Hence,in light of Eqs. (3.24) and (3.25), we may considerably simplify the formulation
of the modulated signal s(t) of Eq. (3.23) as  

s(f) = Re{sespti2ar| (3.26)
Equation (3.26)is referred to as a single-carrier transmission.

‘The material presented in this section is of profound theoretical importance in
the study of linear modulation theory, beit in the context of analog ordigital modula-
tion techniques. Specifically, we may make the following four statements:

1. The in-phase components/(t) and the quadrature component So(t) are both real-
valued functionsof time that are uniquely defined in terms of the baseband(i.c.,
message) signal m(t). Given the two components st) and Sg(4), we may thus use
the scheme shownin Fig, 3.12(a) to synthesize the modulated signals(t).

2. Given the modulated signal s(t), we may use the scheme shownin Fig. 3.12(b) to
analyze the modulated signals(f) and thereby construct the in-phase component
s,(t) and the quadrature component sald).

3. The in-phase and quadrature components are orthogonal to each other, occupy-
ing exactly the same bandwidth as the message signal m/().

4. The complex envelope 5(t) given in Eq. (3.24) completely preserves the infor-
mation contentof the modulatedsignals(#) exceptfor the carrier frequencyf..
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In-phase component

  
 
 
 

 

 

sit) x)

Modulatedsignal
One

90° phase
shifter

Quadrature component

5) QQ)
(a)

In-phase component
s(t)  

 
 
    

 

Low-pass
filter

Modulated signal
s(t)

Quadrature componentLow-pass
y so(t)filter

(b)

FIGURE 3.12 (a) Synthesizer for constructing a modulatedsignalfrom its in-phase and
quadrature components. (b) Analyzer for deriving the in-phase and quadrature components
of the modulated band-passsignal.

3.5.1 Complex Representation of Linear Band-Pass Systems

In a communication system, modulators exist alongside linear band-pass systems rep-
resented by band-pass filters and narrowband communication channels. As with any
otherlinear system, these band-pass systems are uniquely characterized by an impulse
response in the time domain and the corresponding transfer function in the frequency
domain. From an analytic viewpoint, we find it highly instructive to develop complex
representations of linear band-pass systems in a manner analogous to that followed
for linear modulated(i.e., band-pass) signals. This form of representation not only sim-
plifies the mathematical analysis of communication systems, but also provides the
basis for their simulation on a digital computer.

Consider, then, a linear band-pass system with impulse response A(t) and fed by
an input signal x(f) to produce an output signal y(s), as depicted in Fig. 3.13. Two
assumptions are made:
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0 A(t) wo)

(a)

a hit) 2¥()
(b) |

FIGURE 3.13 (a) Block diagram oflinear band-pass system driven by a modulatedsignal x(1)
to preduce the band-pass signal y(t} as output. (b) Equivalent complex baseband modelofthe
system, where the input signal, the impulse response, and output signalaveall complex and in
their baseband form.

1. The system is narrowband, which means that the system bandwidth is small
compared with the midband frequency.

The inputsignal is a modulated signal whose carrier frequency,f,,, is the same asN

the midband frequencyof the system.

The analysis of the system depicted in Fig. 3.13(a) is considerably simplified by replac-
ing it with the equivalent complex baseband model of Fig.3.13(b). This equivalent
modelis said to be complex in that its impulse response may be expressed as

A(t) = h(t) +jho(?) (3.27)
where fi7(t)is the in-phase component of h(t) and Ao(t) is the quadrature compo-
nent. In a manner similar to the complex representation of modulated signals, the
impulse response of the original band-pass system,A(#), is related to the complex
impulse response f(t) as

A(t) = Refi exp(ami0| (3.28)
‘The inputsignal supplied to the equivalent model, namely, X(7}, is the complex enve-
lope of the original input signal x(t). Likewise, the output signal of the equivalent
model, namely, (7), is the complex envelope of the original output signal y(#). These
two complex envelopes are related by the complex convolutional integral

x) = cr LAMAd2 — oO
(3.29)

=i fr A(AR(t— A)ddh2
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Using shorthand notation, we may simply write

HE) = 52() @ hi
(3.30)

5h) ® x(t)
where the symbol ® stands for convolution. The two lines of Eq. (3.29) and those of
Eq.(3.30) simply emphasize the commutative property of convolution. Note the need
for adding the multiplying factor 1/2 in these two equations, which is required to main-
tain the exact equivalence between the real system of Fig.3.13(a) and its complex
equivalent baseband model of Fig. 3.13(b). Note also that this equivalence assumes
that the midband frequency of the system and the carrier frequency of the modulated
input x(t) are coincident.

The important point to take from the equivalence between the two systems, one
real and the other complex,is that the carrier frequency f,, has been eliminated from
the equivalent model. In effect, we have traded complex analysis for the elimination
of the carrier frequency, thereby simplifying the analysis considerably without any
loss of information. In particular, having determined the complex envelope (rt) of the
output signal by convolving the complex envelope x(t) of the input signal with the
complex impulse response f(t), we may readily determine the actual outputsignal
y(t) in Fig. 3.13(a) by using the formula

y(t) = Re{rinexp(i2ai| (3.31)
A similar formula holds for the input signal x(f) in terms of its complex envelope x(f).

SIGNAL-SPACE REPRESENTATION OF DIGITALLY MODULATED

SIGNALS®

Digital modulation distinguishesitself from analog modulationin that the transmitted
signal s(t) assumes oneof a discrete set of possible forms. The corresponding mapping
of the complex envelope 5(t) onto a signal space is referred to as a signal constella-
tion or signal pattern. Muchof the literature on digital modulation techniques focuses
on two-dimensional signal constellations whose structure naturally depends on the
specific form of modulation under study. The traditional approach is to use energy-
normalized versions of the in-phase components;(t) and quadrature components¢(‘)
of the modulated signal s(t) as the horizontal axis and vertical axis of the two-dimen-
sional signal space, respectively. In what follows, these normalized coordinates of unit
energy are denoted by $,(¢) and @)(¢), respectively, defined in turn by

@,(t) = feosnfo O<t<T (3.32)
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and

$5(f) = [sin(af) Osr¢sT (3.33)
where 7 is the symbol duration and the carrier frequency is an integer multiple of 1/7.
From these two equations we readily see the following two properties:

T

1. I, 6, (t)9,(t)dt = 0 (3.34)
which confirms the orthogonality of 6,(4) and @2(¢) over the intervalO <r 7.

Poo i 3
2.|@) (Hd = (ndt = 1 3.35J, dita=Je (3.35)

which shows that both ¢:(r) and ¢2(f) have unit energy.

Thus, $)(¢) and @2{f) are said to constitute an orthonormalset.
Figure 3.14(a) shows the constellation of bmary phase-shift keying (BPSK). The

constellation is one dimensional as the coordinate @,({f) is sufficient for the descrip-
tion of BPSK. The constellation has two signal points along the @, - axis at +Es.
which correspond to the transmission of symbol | (the plus sign) and the symbol 0
(the minussign).

Figure 3.14(b) shows the two-dimensional signal constellation of guadriphase-
shift keying (OPSK), in which the phase of the transmitted signal takes on one of four
possible values: 45°, 135°, 225°, and 315°. The radius of the circle on which the four
points of the constellation lie is equal to ,/2£,, denoting the square root of the
transmitted signal energy per symbol. Table 3.2 summarizes the coordinates of the
four possible message points characterizing the QPSK. signal constellation of
Fig. 3.14(b). In terms of the message pomts (5,;,5;) defined in the table, we may now
express the OPSKsignal as

i= 1,2

OsrsT

Each point in the constellation of Fig. 3.14(b) corresponds to a specific dibit made up
of a group of two binary symbols; hence, the symboi period T for OPSKis twice the bit
duration of the incoming binary stream. Figure 3.14(b) includes the four dibits corre-
sponding to the message points of the constellation. Note that as we go around the
constellation from one message point to the adjacent one, only one of the two binary
symbols in a dibit experiences a change. This form of message representation is
referred to as a Gray code. Table 3.2 also includes the Gray encoding descriptions of
the four input dibits.

Ags remarked previously, the QPSK signal may also be constructed from the dis-
crete set of phase values: 0°, 90°, 180°, and 270°. Figure 3.14(c) shows the signal con-
stellation for this second construction of QPSK.

SE) = 5;401() + SGD, (3.36)
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(Symbol0) (Symbol1)

V2E,¢(Dibit 01)

(Dibit 11 ) (Dibit 00)

_V2E,¢(Dibit 10)

FIGURE 3.14 Signal constellations for (a) BPSK,(b) one version of QPSK,and (c) another
version of QPSK.

TABLE 3.2 Signal-space characterization of the QPSKsignal constellation described in Fig. 3.14(b).

Gray-encoded phase of Coordinates of message points
Input dibit QPSKsignal(radians) Sid

10 Trld +E,

11 5a/4 3|B

01 3a/4 _E,

00 ala +,/E,
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Problem 3.6 Construct a table summarizing the signal-space characterization of the OPSK
signal constellation described in Fig. 3.14(c).
Ans.

Input dibit Coordinates of message points

00 (BE,0)

a1 (0, BF)

u (-,/2E,, 0)

10 (0, ~,2E,)

Figure 3.15 showsthe signal constellation of another commonly used linear form
of modulation: /6-quadrature amplitude modulation (16-QAM). The modulated signal
illustrated is hybrid in that it combines amplitude and phase modulations. Each mes-
sage pointof the constellation corresponds to a specific guadbit, which is made up of a
group of four adjacent bits. Here again, we have used Gray coding in that, as we go
from one message point to the adjacent one, only one of the binary symbols in a quad-
bit experiences a change. However, there is a major difference between the signal con-
stellations of Figs. 3.14 and 3.15: In the QPSKsignal represented by the constellation of

 
FIGURE 3.15 Signal-space diagram of M-ary QAM for M = 16; the message points in each
quadrantare identified with Gray-encoded quadbits.
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Fig. 3.14(a) and(b), the energy transmitted remainsfixed; in the 16-QAMsignalrep-
resented by the constellation of Figs. 3.15, the energy transmitted is variable, depend-
ing on the particular quadbit(i.e., 4-bit symbol) chosen for transmission. Note that
OPSKsignal can be transmitted over a nonlinear channel, whereas the transmission of
the 16-QAMsignal requires the use of a linear channel.

3.7 NONLINEAR MODULATION TECHNIQUES

The canonical representation of Eq. (3.23) naturally provides the Cartesian basis for
the construction ofsignal constellations of linear modulatedsignals. Equivalently, we
may recast that equation in the polar form

s(t) = a(t)cos[2zf,t+ 0(t)] (3.37)

a(t) = Js7(t)+so(t)
is called the envelope of the modulatedsignal s(t) and

a(t) = tan-1(“20) (3.39)s(t)

is the phase ofs(t). Equation (3.37) provides the natural basis for the study of nonlin-
ear modulation techniques, as discussed next.

3.7.1 Frequency Modulation

Page 150 of 474

In frequency modulation (FM), a form of angle modulation, the instantaneous
frequency of the sinusoidal carrier, denoted by y(f), is varied in accordance with the
information-bearing signal m(t). A complete oscillation occurs whenever the phase
y(t) changes by 27radians. If y(t) increases monotonically with time, the average
frequencyin hertz, over an incremental interval from f to t+ Ar, is given by

fal) = ee (3.40)
Letting Ar approach zero leads to the following definition for the instantaneousfre-
quency of the FM signal:

f(t) jimfal

lim ae + At) — KoAt>0 2mAt

_ 1 dy
In dt
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Equation (3.41) states that, except for a scalingfactor, the instantaneous frequency A)
is the derivative of the instantaneous phase y(} with respect to time f. Conversely, we
may define the instantaneousphase as the integralof the instantaneous frequency with
respect to time; thatis,

t

win) = |fade (3.42)

where, for convenience of presentation,it is assumed thatthe initial phase

0

yO) = [fede
is zero.

To formally describe frequency modulation in mathematical terms, we write

ft) = f+ kym(s) (3.43)

where ky is the sensitivity of the frequency modulatorandf. is the frequency of the
unmodulated carrier. Substituting Eq. (3.43) into Eq. (3.39) and multiplying the result
by 27, we get

wit) = aft + 2mkfm(a)de (3.44)

‘The frequency-modulatedsignal is thus described in the time domain by

s(t) A cos (y(t)

(3.45){

=A-00s(22, t+2%Kka“m(a\dr]

From Eq.(3.45), we see that frequency modulation is a nonlinear process, in that the
dependence of the modulated signal on the information-bearing signal violates the
principle of superposition. Consequently, unlike the spectrum of the AM signal of
Eq.(3.2), the spectrum of the FM signalof Eq. (3.45) is not related to the spectrum of
the information-bearing signal m(r) in a simple manner. This meansthat, in general,
the spectral analysis of an FM signalis a more difficult task than that of an AM signal,
Elsewhere,’ it is shown that the transmission bandwidth of the FM signal s(t) is
approximately given by Carson’s rule, which states that

By~ 2ay(1 + 3) (3.46)
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Carson’s rule involves two parameters:

1. The frequency deviation, Af, which is defined as the maximum deviation in the
instantaneous frequency of the FM signal away from the carrier frequencyf..

2. The deviation ratio, D, which is defined as the ratio of the frequency deviation
to the highest frequency component contained in the modulating signal #2(¢).

Unfortunately, Carson’s rule does not always provide a good estimate of the band-
width requirement of a wireless communication system using frequency modulation.
For a more accurate estimate of the bandwidth requirement, we may haveto resort to
the use of computer simulations or actual measurements.

Unlike amplitude modulation, frequency modulation offers the means for
exchanging the increased transmission bandwidth for an improved noise performance.
Specifically, under the simplifying assumption of a high carrier-to-noise ratio, we may
make the following statement:

An increase in the FM transmission bandwidth By produces a quadratic
increase in the signal-to-noise ratio at the outputof the receiver.

Indeed,it is because of the bandwidth-noise trade-off capability that frequency mod-
ulation was adoptedin the first generation of wireless communication systems, based
on frequency-division multiple access (FDMA).

However, with the ever-increasing emphasis on the use of digital signal-processing
techniques, analog frequency modulation is being superseded byits digital counterparts,
discussed in the rest of the section.

3.7.2 Binary Frequency-Shift Keying

In binary frequency-shift keying (BFSK), the symbols 1 and 0 are distinguished from
each other by the transmission of one of two sinusoidal wavesthat differ in frequency
by a fixed amount. A typical pair of sinusoidal wavesis described by

2E,
wate) Fr 608 (27f;t) O<t<T, (3.47)

0 otherwise

where i= 1,2, T is the symbol(bit) duration, and E, is the energy transmitted per bit;
the frequency transmittedis

Pei E

i= = ' for somefixed integer n, andi=1,2 (3.48)
 

The symbol 1 is represented by s(t) and the symbol 0 by s>(t). The BFSKsignal
described here is known as Sunde’s FSK, in recognition of its inventor.It is a contin-
uous-phase signal in the sense that phase continuity is maintained everywhere,
including the interbit switching times. This form of digital modulation is an example
of continuous-phase frequency-shift keying (CPFSK), on which we have moreto say
in the next subsection.
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Figure 3.16 shows the signal constellation of BFSK, with the two coordinates of
the constellation defined by

2g(t) = [posaf) O<srsT (3.49)
0 otherwise

where i= 1,2, and j; is itself defined by Eq. (3.48).

Problem 3.7=What conclusion can you draw from the signal-space diagram of Fig. 3.16 for
BFSK, compared with that of Fig. 3.14(a)} for BPSK?
Ans, The signal-space diagram of BPSK in Fig. 3.14(a) is one-dimensional, whereas that ofBFSK
in Fig. 3.16 has two dimensions. Dimensions as two coordinates, $,(1) and (t), are required for
the description ofBFSK. |

Problem 3.8 How is BFSK extended to M-ary FSK?
Ans. The dimensionality of the BFSK signal is two, exactly the same as the number of symbols
embodied in the generation of the signal. In the M-ary FSK signal, there are M distinct signals to
be accounted for; hence, the dimensionality of the M-ary FSK signal is M. M-ary FSK includes
BFSK as a special case. a

 
3.7.3 Continuous-Phase Modulation: Minimum Shift Keying®

In constructing the BFSK signal constellation of Fig. 3.16, the only design constraint
we imposed on the construction is that the two frequencies f, and jf) {representing
symbols 1 and 0, respectively) satisfy the requirement of Eq. (3.48). However, through
a more constrained choice of these two frequencies, we can makea significant differ-
ence to two important characteristics of this nonlinear method of digital signaling,
namely, improved spectral efficiency and improved noise performance.

 
 

FIGURE 3.16 Signal constellation of binary FSK signal.
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Consider, then, a CPFSK signal, which,for the interval 0 <t< T, is defined as

2E,
+cosl2aft + @(0)] for symbol 1

s(t) = (3.50)
2E

[eos i2afye+ aay] fF Symbo! 0

where E), is the energy transmitted per bit and T is the symbol (bit) duration. The
phase (0), denoting the value of the phase at time r=0, sums up the past history of
the modulation process up to time ¢= 0. The frequencies f; and f, are sent in response
to binary symbols 1 and 0 respectively appearing at the modulatorinput.

Another useful way of representing the CPFSK signal s(t) is to expressit in the
conventional form of an angle-modulated signal as

QE,
s(t) = ar cos [2 af,+ A(t) ] (3.51)

where @(t) is the phase of s(t); Eq. (3.51) is a special form of Eq. (3.37) with
a(t) = ,/2E,/T. When the phase @(¢) is a continuous function of time, we find that
the modulated signal s(1) itself is also continuousatall times, including the interbit
switching times. The phase @(f) of a CPFSKsignal increases or decreases linearly
with time during each bit duration of T seconds, as shown bythe relationship

Q(t) = (0) + he O<¢<T (3.52)
where the plus sign corresponds to sending symbol 1 and the minus sign corresponds
to sending symbol 0; the parameter / is to be defined. Substituting Eq. (3.52) into
Eq. (3.51), and then comparing the angle of the cosine function with that of Eq. (3.50),
we deduce the following pair of relations:

f+ “ =f; (3.53)

fe- ae ah (3.54)
Solving Eqs.(3.53) and (3.54) for f. and h, we thus get

fo = 54 +h) (3.55)
and

h = T(fi-f) (3.56)
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The nominal carrier frequency f, is therefore the arithmetic mean of the transmit fre-
quencies f; and jf). The difference between the frequencies f, and f>, normalized with
respect to the bit rate 1/T, defines the dimensionless parameter h, which is referred to
as the deviation ratio of the CPFSK signal. We have purposely used a different symbol
for this deviation ratio to distinguish it from the deviation ratio of an analog FM signal.

From Eq. (3.52) we find that at time r = T,  
A(T) ~ (0) = | Th tor symbol 1 (3.57)

-th for symbol 0

Thatis to say, sending of the symbol 1 increases the phase of a CPFSKsignal s(t) by
ah radians, whereas sending of the symbol 0 reduces the phase by an equal amount.

The variation of phase @(¢} with time f follows a path consisting of a sequence of
straight lines, the slopes of which represent changes in frequency. Figure 3.17 depicts
possible paths starting from time r= 0. A plot like that shown is called a phase tree. The
tree makes clear the transitions of phase across interval boundaries of the incoming
sequence of data bits. Moreover, it is evident from the figure that the phase of a
CPFSKsignal is an odd or even multiple of ah radians at odd or even multiples,
respectively, of the bit duration 7.

‘The phase tree described in Fig. 3.17 is a manifestation of phase continuity, which
is an inherent characteristic of a CPFSK signal. To appreciate the notion of phase con-
tinuity, let us go back for a moment to Sunde’s FSK, which is the simplest form of a
CPFSK scheme. In this case, the deviation ratio h is exactly unity, in accordance with
Eq. (3.56). Hence, according to Fig. 3.17 the phase change over onebit interval is t7
radians, But a change of +7 radiansis exactly the same as a change of —z radians, mod-
ulo 27. It follows, therefore, that in the case of Sunde’s FSK, there is no memory;that
is, knowing which particular change occurred in the previousbit interval provides no
help in the currentbit interval.

|

|

4
i

of
a

 

 

 

 

 

 
a(t}—(0),radians
 

 
 

FIGURE 3.17 Phase tree of a CPFSKsignal. i 
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A(t)—a(0),radians 
FIGURE 3.18 Phasetrellis; boldfaced path represents the sequence 1101000.

In contrast, we have a completely different situation when the deviation ratio h
is assigned the special value 1/2. We now find that the phase can take on only the two
values t7/2 at odd multiples of T and only the two values 0 and wat even multiples of
T, as shown in Fig. 3.18. This second graphis called a phasetrellis, since a trellis is a
treelike structure with reemerging branches. Each path from left to right through the
trellis of the figure corresponds to a specific binary sequence input. For example, the
path shownin boldface in Fig. 3.18 corresponds to the binary sequence 1101000 with
@(t) = 0. Henceforth, we assumethat A = 1/2.

With fA = 1/2, we find from Eq.(3.56) that the frequency deviation (i.e., the dif-
ference between the twosignaling frequencies /; and f>) equals half the bit rate. This
is the minimum frequency spacing that allows the two FSKsignals representing the
symbols 1 and 0, as in Eq. (3.51), to be coherently orthogonal, in the sense that they
do not interfere with one anotherin the processof detection.It is for this reason that
a CPFSKsignal with a deviation ratio of one-half is commonly referred to as mini-
mum shift keying (MSK).

Table 3.3 delineates how the memory of the MSK generator manifestsitself. For
example, if 6(0)=0, then the transmission of the symbol 0 results in 6(7) =—7/2.If,
however, (0) = z, then the transmission of the symbol0 results in @(T) = 7/2.

Problem 3.9 Assumethatthe frequencies f; and f, are both odd integer multiplies of 1/4T.
Then show that the MSK signal may be expressed in termsof the orthonormal pair of coordinates

@,(t) = fFeos(Zrleos ami O<t<T (3.58)
and

$,(t) = fFsin(Be)sinap O<t<T (3.59)
In particular, show that

s(t) = 51, (1) + 579,(0) (3.60)
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TABLE 3.3 ‘Transition characterization of MSK.
 

Transmitted Coordinates

 

 

Binary Symbol, Phase States of Message
O<tsT (radians) Points

0) QT) 5 52

0 0 —ri2 +JE +/Ey
1 ™ ~at2 JE; +JE,Al th

0 T +af2 _JE -Epfy

1 0 +a/2 +JEs -JE»
where

f's@ooato = s

V Jo ! -TSisT (3.61)
= JEcos(0))

and

Sy = f’ s()O5(tdtAlpe O<rsar (3.62)
= JEsin(@(T))

Hence, using the formulas of Eqs. (3.61) and (3.62), verify the entries for s, ands, in Table 3.3. il

Problem 3.10 Using the results of Problem 3.9, construct the waveform of the MSK signal
for the binary sequence 1101006, assuming that f, = 5/(47), and f5 = 3/(47) by plotting the com-
ponents s,@,(¢) and so@(t).
Ans. See Fig. 3.19, where the input sequence occupies the time interval 0 < t/T

3.7.4 Power Spectra of MSK Signal
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It is informative to formulate the power spectrum of an MSKsignal. To that end, we
assume that the input binary sequence is random, with the symbols 1 and 0 equaily
likely and the symbols transmitted during different time slots beingstatistically inde-
pendent. We may thus makethe following observations:

1. Depending on the value of the phase state @(0), the in-phase component equals
+g7(t) or ~g7(t), where

i
—rcos|2) —PersfTg(t) = 27.

0 otherwise

(3.63)
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FIGURE 3.19 Waveforms for Problem 3.10: (a) s, @,(¢),(b)s2@>(t), and (c) MSK signal s(¢).

. Depending on the value of the phase state @(7), the quadrature component
equals +g¢(t) or —g¢(¢), where

BE

=;sin(7) -T<t<TPONE (3.64)

0 otherwise

Sol) =

. The in-phase and quadrature components of the MSKsignal are statistically
independent, yielding the baseband powerspectral density of the MSKsignal:

of vat fi"27

_ —enwe l16rf-1

 
Spf)

(3.65)
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where w,(f) is the common powerspectral density of g(t) and g(t). According to
Eq.(3.65), the baseband powerspectral density of the MSKsignalfalls off as the inverse
fourth power of frequency, compared with the inverse square power of frequency for
QPSK. Accordingly, MSK does not produce as much interference outside the signal
bandof interest as does OPSK.This is a desirable characteristic of MSK, especially when
the digital communication system operates with a bandwidth limitation.

Problem 3.11 Find the frequencies at which the baseband power spectrum of the MSK
signal attains its minimum value of zero.
Ans. f = 1/47, ag

3.7.5 Gaussian-Filtered MSK
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From the study of minimum shift keying (MSK) just presented, we may summarizethe
desirable properties of the MSK signal. The MSKsignal should have

1. a constant envelope,
2. arelatively narrow bandwidth, and

3. acoherent detection performance equivalentto that of OPSK.

However, the out-of-band spectral characteristics of MSK signals, as good as they are,
still do not satisfy the stringent requirements of wireless communications.To illustrate
this limitation, we find from Eq. (3.65) that at fT =0.5, the baseband power spectral
density of the MSKsignal drops by only 10 log), 9 = 9.54 dB below its midbandvalue.
Hence, when the MSKsignal is assigned a transmission bandwidth of 1/T, the adja-
cent channel interference of a wireless communication system using MSK is not low
enough to satisfy the practical requirements of such a multiuser communications
environment,

Recognizing that the MSKsignal can be generated by direct frequency modula-
tion of a voltage-controlled oscillator, we may overcome this serious limitation of
MSKby modifying the power spectrum of the signal into a compact form, while main-
taining the constant-envelope property of the signal. This modification can be
achieved through the use of a premodulation low-passfilter, hereafter referred to as a
baseband pulse-shapingfilter. Such a filter should have

1. a frequency response with a narrow bandwidth and sharp cutoff characteristics,
2. an impulse response with relatively low overshoot, and
3. a phasetrellis which evolves in such a mannerthat the carrier phase of the mod-

ulated signal assumes the two values +7/2 at odd multiples of T and the twoval-
ues Q and wat even multiples of T, as in MSK.

Condition 1 is needed to suppress the high-frequency components ofthe transmitted
signal. Condition 2 avoids excessive deviations in the instantaneous frequency of the
FM signal. Finally, condition 3 ensures that the modified FM signal can be coherently
detected in the same way as the MSKsignalis, or else it can be noncoherently detected
as a simple BFSKsignal.
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These desirable properties can be achieved by passing a polar nonreturn-to-zero
(NRZ) binary data stream through a baseband pulse-shapingfilter whose impulse
response (and, likewise, frequency response) is defined by a Gaussian function. In
this line code, the binary symbols 0 and 1 are represented by levels —1 and +1, respec-
tively. The resulting method of binary frequency modulation is naturally referred to
as Gaussian-filtered MSK or just GMSK.The useoffiltering has the effect of intro-
ducing additional memory into the generation of GMSK.

Let W denote the 3-dB baseband bandwidth of the pulse-shaping filter. We may
then respectively define the transfer function H(f) and impulse response h(f) of the
pulse-shapingfilter as

 ACf\ = exp(-3-(Z)) (3.66)
and

2

at) = |ea5 Wexr(-=5m) (3.67)
The response of this Gaussian filter to a rectangular pulse ot unit amplitude and dura-
tion T (centered on the origin) is given by

P/2

g(t) = [nh t)dt
Lo

= oe Ww]aaa”w-2log,2aPu ®"le
which may be expressed asthe difference between two complementary error functions:

(3.68)

i) = 5| exte(x oe wr(5 5))-exte(x im5WT(t+I (3.69)
(For a formal definition of the complementary error function and its properties, see
Appendix E.) The pulse response, g(¢) constitutes the frequency-shaping pulse of the
GMSK modulator, with the dimensionless time-bandwidth product WTplaying the
role of a design parameter.

The frequency-shaping pulse g(r), as defined in Eq.(3.69), is noncausal, in thatit
is nonzero for ¢t < —T/2, where t=—T/2 is the time at which the input rectangular pulse
(symmetrically positioned around the origin) is applied to the Gaussian filter. For a
causal response, g(f) must be truncated and shifted in time. Figure 3.20 presents plots
of g(t), which have been truncated at t=+2.5T and then shifted in time by 2.57, for
WT= 0.2, 0.25, and 0.3. Note that as WT is reduced, the time spread of the frequency-
shaping pulse is correspondingly increased.
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FIGURE 3.20 Frequency-shaping pulse g(f} of Eq. (3.63), shifted in time by 2.57 and
truncated at £2.57 for varying time-bandwidth product WT.

Figure 3.21 shows some machine-computed power spectra of MSK_ signals
(expressed in decibels) versus the normalized frequency difference (f—f.)T, wheref. is
the midband frequency and 7 is the bit duration. The plots are for varying values of the
time-bandwidth product WT. From the figure, we may makethe following observations:

* The curve for the limiting condition WT = » correspondsto the ordinary MSK.
* When W’7is less than unity, increasingly more of the transmit power is concen-

trated inside the passband of the GMSKsignal.

An undesirable feature of GMSK,readily apparent from Fig.3.20,is that the processing
of NRZ binary data by a Gaussianfilter generates a modulating signal that is no longer
confined to a single bit interval as in ordinary MSK.Stated in another way, thetails of
the Gaussian impulse response of the pulse-shapingfilter cause the modulating signal to
spread out to adjacent symbolintervals. The net result is the generation of a controlled
form of intersymbolinterference, the extent of which increases with decreasing W7. In
light of this observation and the observation we made onthebasis of Fig. 3.21 about the
power spectra of GMSKsignals, we may say that the choice of the time-bandwidth
product WToffers a trade-off between spectral compactness and a reduction in receiver
performance. The compromise value WT = 0.3 ensures that the sidelobes of the power
spectrum of the GMSKsignal drop by an amountlarger than 40 dB relative to the mid-
band frequency, which meansthat the effect of adjacent channel interferenceis practi-
cally negligible. (The issue of adjacent channel interference is discussed in Section 3.9.)
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PowerSpectralDensity(dB) 
0.0 0.5 1.0 1.5 2.0 2S

Normalized frequency, |f — f.|7

FIGURE 3.21 Power spectra of MSK and GMSKsignals for varying time—bandwidth
product.

The corresponding degradation in noise performance incurred by the choice of
WT =0.3 is about 0.46 dB, compared with the standard MSK,whichis a small price to
pay for the highly desirable spectral compactness of the GMSKsignal; this degrada-
tion in performanceis justified in Section 3.12.

3.8 FREQUENCY-DIVISION MULTIPLE ACCESS”

In frequency-division multiple access (FDMA), the available spectrum is divided into a
set of continuous frequency bands labeled 1 through N, and the bandsare assigned to
individual mobile users for the purpose of communications on a continuous-time basis
for the duration of a telephone call. An issue of particular concern in the design of
FDMaAsystemsis that of adjacent channel interference, whichis discussed in Section 3.9
in the context of different modulation techniques. In any event, to reduce this form of
interference, two precautionary measuresare usually taken:

1. The powerspectral density of the modulated signal is carefully controlled so that
the powerradiated into the adjacent bandis 60 to 80 dBs below that in the desired
band; this system requirement, in turn, requires the use of highly selectivefilters.

2. Guard bands are inserted as buffer zones in the channel assignment, as illus-
trated in Fig. 3.22. The guard bands provide additional protection because of the
impossibility of achieving theideal(i.e., brick wall) filtering characteristic to sep-
arate the different users.
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Channels: 1 2 3 N i 2 3 N

 
Frequency f

Total channel bandwidth &y |Total channel bandwidth B; 
FIGURE 3.22 Channelallocations in FOD/FDMAsystem.

In a wireless communication system,it is highly desirable for a mobile user to send
information-bearing signals to the base station while receiving information-bearing
signals from the basestationitself on the same antenna. To provide for such a capability,
some form of duplexing is used, either in the frequency domain or in the time domain.
Figure 3.23 shows the block diagram of a frequency-division diplexer (FDD), which 4
incorporates a modulator and demodulator, with the modulator acting on input con- :
trol data and the demodulator producing corresponding output data.

For frequency-division diplex (FDD) transmissions in an FDMA system accommo-
dating, N users, asillustrated in Fig. 3.22, there are two groups of subbands or channels:

 
* One group of N contiguous subbands, occupyinga total bandwidth of By hertz,is

used for ferward-link radio transmissions from a base station to its mobile Users;
a forward-link is also referred to as a downlink.

* A similar group of N subbands also occupying a total bandwidth of By hertz.
These subbands are used for reverse-link radio transmissions from the mobile
users to their base station; a reverse-link is also referred to as an up-link.,

Separation of these two groups of subbandsis facilitated by the FDD,asillustrated in
Fig, 3.23. Each mobile user is allocated a subband in both groups of subbands,as well
as the FDD band,

The first generation of analog wireless communication systems uses FDMA/
FDD, with speech signals being transmitted over the forward or reverselinks through
frequency modulation (FM). The data control functions are performed digitally by
meansof frequency-shift keying (FSK)for data transmission, whichis the simplestdigital
form of frequency modulation,Specifically, one frequencyis used for the transmission

 
 
 

input control data

 
 

 ‘Transmit Modulator
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FIGURE 3.23 Frequency-division diplexer.  
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of binary symbol 0 and a different frequency is used for the transmission of binary
symbol 1. (See Subsection 3.7.2.)

A useful feature of FDMA systemsis that, for each mobile user, the radio trans-
mission takes place over a narrow channel of bandwidth (B/N) hertz, in which case
any fading encountered in the course of transmission tends to beflat.From Chapter 2
werecall that flat fading is relatively easy to handle, hence the adoption of FDMAfor
thefirst generation of analog wireless communications. However, FDMAsystemssuffer
from a serious practical limitation: A separate transmitter-receiver, termed transceiver,
is needed at the base station for each of the mobile users actively operating in its cover-
age area. This limitation is mitigated by using TDMA,whichis discussed in Chapter 4.

3.9 TWO PRACTICAL ISSUES OF CONCERN

Asalready stated, modulationlies at the heart of an FDMAsystem. Moreover, modu-
lation, in one form or another, features prominently in the other types of multiple-
access techniques. It is therefore important that we provide a comparative assessment
of the various modulation techniques in the context of wireless communications, keep-
ing in mind twopertinent practical issues:

1. Adjacent channel interference

2. Power amplifier nonlinearity
These two issues are discussed in this section. The comparison of modulation strate-
gies in the context of these issues is deferred to the next section.

10

A performance measure of profound practical importance in the design of wireless
communication systems is that of spectral efficiency. Formally, spectral efficiency is
defined as the ratio of the permissible source rate (in bits per second) to the available
channel bandwidth (in hertz); hence, spectral efficiency is measuredin bits/s/Hz. The
more spectrally efficient a multiple-access system is, the greater will be the numberof
mobile users that can operate satisfactorily inside the prescribed channel bandwidth.
In the FDMAsystem discussed in Section 3.8, the spectral efficiency depends on how
closely the individual channels (frequency bands) can be spaced. There are several fac-
tors that limit this spacing, the most important of whichis adjacent channelinterference
(ACI), referred to in the preceding discussions on GMSK and FDMA.

To illustrate the ACI problem, consider a rectangular pulse p(f) of duration 7
and whose energy spectral censity is defined by

sin(xfT)|?
(2fT) (3.70)

sinc-(fT)
Equation (3.70) also defines the power spectrum of a random binary data stream in
which the symbols 0 and 1, represented by the amplitudes +1, occur with equal

IPA =  
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probability. Suppose the pulse p(t} is transmitted simultaneously over two channels
labeled 0 and 1. Figure 3.24 presents two plots of Eq. (3.70). One plot, shown as a solid
line, pertains to channel 0; the other plot, shown as a dashed line, pertains to channel 1.
Pulse transmission over these two channels is accounted for by the main lobes of the
respective spectra. The sidelobes account for the ACI problem. Specifically, the first two
sidelobes to the left of the main lobe of channel 1 give rise to ACT in channel 0. By the
same token,the first two sidelobes to the right of the main lobe of channel0 giverise to
ACI in channel 1. In both cases, however, the levels of the sidelobes are suppressed by
only 13 and 17 dB relative to the main lobes (i.e., desired signals). If we combine the
interference generated in channel 0 by signal transmission in channel 1 with the inter-
ference generated by the next adjacent channels +2 and ~1, we see that the transmission
of the desired signal in channel 0 is significantly affected by the presence of ACT.

In Fig. 3.24, the received signals are all assumed to be at the same powerlevel.
In wireless communications, signals may be transmitted at the same power level.
Because of the effects of propagation over different distances to the receivers, the
transmitted signals are then received at widely differing power levels with the result
that in some systems, the range of received signal levels can vary by as much as 80 dB
or more. If, for example, the signal on channel 1 is received 30 dB stronger than the
signal on channel0, it is possible for the ACI produced by channel 1 to completely
overwhelm the desired signal in channel 0. This phenomenon is called the near-far
problem.

 
 

 

    Spectrum(dB}
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Frequency (1/T)

FIGURE 3.24 Adjacent-channel interference problem, illustrated with the spectrum of a
rectangular pulse of duration 7
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3.9.2 Power Amplifier Nonlinearity

Oneof the mostcritical constraints imposed on mobile radio terminals is their limited
battery power. Terminals are designed for a certain battery life or time between
recharges, and the corresponding circuitry must respect the underlying power budget. A
significant consumer of power in mobile radios is the transmit power amplifier. For this
reason, considerable attention is always paid to this componentof the wireless system.

There are many amplifier designs, and they have been traditionally categorized
in the electronics literature as Class A, Class B, Class AB, Class C, Class D, and so on,
where Class A represents a linear amplifier and the amplifier classes that follow are
typically increasingly nonlinear. Although Class A is considered to be a linear ampli-
fier, no amplifier is truly linear; what linearity meansin this context is that the operat-
ing point is chosen such that the amplifier behaveslinearly over the signal range. The
drawback of a Class A amplifier is that it is power inefficient. Typically, 25 percent or
less of the input poweris actually converted to radio frequency (RF) power; the power
that is left is converted to heat and, therefore, wasted. The remaining amplifier classes
are designed to provide increasingly improved powerefficiency, but at the expense of
making the amplifier increasingly more nonlinear.

In Fig. 3.25, we show the measured gain characteristic of a solid-state power
amplifier at two different frequencies: 1626 MHz and 1643 MHz. The curves show that
the amplifier gain is approximately constant, that is, the amplifier is linear over a wide
range of inputs. However,as the input level increases, the gain decreases, indicating
that the amplifier is saturating, It can also be seen thatthereis a significant difference in
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FIGURE 3.25 Gain characteristic of a solid-state amplifier at two different operating
frequencies: 1626 MHz and 1643 MHz.
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amplifier performance at different frequencies. If this amplifier is operated at an aver-
age input level of -10 dBm with an amplitude swing of =2 dB, then the amplifier would
be considered linear. [f, however, the signal has an amplitude swing of +10 dB, the
amplifier would be considered nonlinear. The fact that the gain is not constant over all
input levels means that the amplifier introduces amplitude distortion in the form of
amplitude modulation (AM). Since the amplitude distortion depends upon the input
level, it is referred to as AM-to-AM distortion.

An ideal amplifier does not affect the phase of an input signal, except possibly
for a constant phase rotation. Unfortunately, a practical amplifier behaves quite differ-
ently, as illustrated in Fig.3.26, which shows the phase characteristic of the same
power amplifier considered in Fig. 3.25. The fact that the phase characteristic is not
constant over all input levels means that the amplifier introduces phase distortion in
the form of phase modulation (PM). Since the phase distortion depends upon the
input level, this second form of distortion is called AM-to-PM distortion.

An “ideal” amplifier nonlinearity has the AM-to-AM characteristic illustrated in
Fig. 3.27. That is, the amplifier acts linearly up to a given point, whereafter it sets a
hard limit on the input signal. This can sometimes be achieved by placing appropriate
compensation around a nonideal amplifier. With this ideal nonlinearity, the phase dis-
tortion is assumedto be zero. The operating point of the amplifier is often specified as
the input back-off, defined as the root-mean-square (rms) input signal level Vinsms
relative to the saturation input level Fo sat 1 dB. Thatis,
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FIGURE 3.26 Phase characteristic of a nonlinear amphfierat two different operating
frequencies: 1626 MHz and 1643 MHz.
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FIGURE 3.27. AM/AM characteristic of an “ideal” form of amplifier nonlinearity.

Alternatively, the operating point can be expressed in terms of the output back-off,
defined as follows:

V -\2

Output back-off = 10log;o(2) (3.72)out, sat

where V4 sms iS the rms output signal level and V,,,, 44 is the saturation output
level. In both Eqs.(3.71) and (3.72), the closeness to saturation determines the amount
of distortion introduced by the amplifier.

3.10 COMPARISON OF MODULATION STRATEGIES FOR WIRELESS
COMMUNICATIONS

With the material presented in Section 3.9 at hand, we are now ready to addressthe
issue of comparing the modulation strategies described in Sections 3.3 and 3.7, linear
and nonlinear modulation strategies for wireless. The comparison will be made under
two headings: linear and nonlinear channels, which is determined by whether the
transmit power amplifier is operated inits linear or nonlinearregion. In both cases, the
discussion will focus on digital modulation techniques because of the ever-increasing
pervasiveness of digital wireless communications.

3.10.1 Linear Channels

Page 168 of 474

Considerfirst the effect of adjacent channel interference, in which case the transmit
spectrum is clearly an importantcriterion for selecting between modulationstrategies
in a wireless system. The transmit spectrum is determined by three factors:
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1. Pulse shaping that is performed as part of the modulation process, for example,
rectangular pulse shaping, Gaussian filtering, and so on.

2. Otherfiltering that may be necessary m the transmitter RF chain, to remove the
presence of images that may occur during the up-conversion to an RF frequency.

3. Presence ofnonlinearities in the transmitter RF chain, for example, power ampit-
fiers that may be operated close to saturation.

 
In general, the “other filtering” is often the least significant of the three and we shall
ignore it in this presentation. This subsection is devoted to linear channels; nonlinear
effects will be covered in the next subsection.

In Fig. 3.28, we compare the baseband transmit spectra of the three modulation
strategies discussed in this chapter.!! The baseband spectra shown in the figure are
normalized to the same peak spectral density. The three spectra correspond to

1. QPSK with rectangular pulse shaping; this spectrum is characterized as the
sinc?(fT) function where T is the symbol duration.

2. MSK with its pulse shape corresponding to half a sine wave.

3. QPSK with root raised-cosine (RC) pulse shaping with 50% rolloff as defined in
Section 3.4,

Comparing QPSK with rectangular pulse shaping to MSK,we find that QPSK hasa nar-
rower mainlobe but the sidelobes decrease much more slowly than MSK. For f>> 1/T,
the baseband power spectrum of MSKsignalfalls off as the inverse fourth powerof fre- 4
quency, whereas in the case of QPSK,it falls off as the inverse square of frequency. Con-
sequently, the ACT produced by MSKis less troublesome than that produced by OPSK.

 
 

 

 

 
 Spectrum(dB)  
   

Normalized Frequency (|f -— #7)

FIGURE 3.28 Comparison of the spectra of QPSK with rectangular pulse shaping, MSK, and
QPSK with 50% root-raised-cosine puise shaping.
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Comparing QPSK with root pulse shaping to the other two modulation strate-
gies, the advantages of the formerlinear method of modulation are clear:

e The main lobe of OPSK with root RC pulse shapingis the narrowest amongthe
three modulation strategies considered herein.

¢ The QPSK with root RC pulse shaping has negligibly smallsidelobes.

In a linear channel, the QPSK with root RC pulse shapingis clearly the superiorstrat-
egy in terms of minimizing adjacent channel interference. In practical implementa-
tions of root RC filters, there are sidelobes; however, by careful filter design, these
sidelobes can be easily kept 40 to 50 dB below the level of the main lobe. Note that in
a linear channel, the spectra of the three modulations—QPSK, OQPSK,and m/4-
OQPSK—areidentical when they use the same pulse shaping.

3.10.2 Nonlinear Channels

Page 170 of 474

The use of a nonlinear transmit power amplifier may havea significant effect on system
performance, depending upon on howclose to saturation the amplifier is operated. The
effect of the amplifier also depends on the type of modulation employed. The two
examples of Subsection 3.10.1, namely, rectangular QPSK and MSK,are constant-
envelope modulations. Since the nonlinear effects depend upon envelope variation,
the spectra of these modulations are unaffected by a nonlinear amplifier. The same can
be said of the GMSK,the powerspectrum,whichis illustrated in Fig. 3.21.

However, the same cannot be said of modulations such as OPSK with root RC

filtering, which rely on its envelope variations to produce a compact spectrum. In
fact, because the envelope characteristics of the three modulation schemes OPSK,
OOQOPSK, and 7/4 -shifted OPSK are different, the effect of the nonlinear amplifier
on the respective modulated signals will differ. In Fig. 3.23, we compare the spectra
of these three modulations after passing through an “ideal” nonlinear amplifier.
This ideal nonlinearity has a linear response up to the saturation point, at which
point it clips the complex envelope of the signal to a constant level in accordance
with Fig. 3.27. For the results shown in Fig. 3.29, the average input power was 1 dB
below saturation.

For this ideal nonlinearity, the different responses of the three modulation types
are evident but the variation between them is small. Of the three, OOPSK hasthe bet-

ter spectral response. Compared to the spectrum experiencedin a linear channel, the
nonlinear channel hasraised the sidelobes up to 30 dB with a slow rolloff. This is still
superior to MSK,but not as good as various forms of GMSK, whose powerspectra are
shown in Fig. 3.21.

In practice, the choice of modulation is a tradeoff between various characteris-
tics. The transmit spectrum is an important consideration in the tradeoff. Other consid-
erations include the simplicity of detection and error-rate performance; the latter issue
is discussed in Section 3.12. For many new wireless communication systems,it appears
that linear modulation strategies, such as OPSK with root raised-cosine filtering, have
emerged as the methodsof choice.
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FIGURE 3.29 Comparison of different OPSK spectrum when passed through anideal
nonlinear amplifier with a 1 dB input backoff, All three modulation schemesuse root-raised-
cosine pulse shaping with 50%rolloff.

One last commenton phase distortion is in order. Just as with AM-to-AM distor-
tion, AM-to-PM distortion varies with the signal level at the power amplifier input.
With small signal levels, there is little phase distortion to be concerned with. As the
signal level approaches the point of saturating the amplifier, the phase distortion
increases. For modulation schemes with a constant envelope, AM-to-PM distortion
amounts to a simple phaserotation of the signal andis notreally a distortion at all. For
nonconstant envelope modulations, the amount of distortion that can be tolerated
depends upon the constellation. With BPSK modulation—wherethereis a shift of 180
degrees between constellation points—significant phase distortion can be tolerated.
However, with more complicated modulation schemes such as 64-QAM,where the
phase shift between constellation points can be as low as 10 degreesorless, the toler-
ance to phase distortion is much lower.

3.11 CHANNEL ESTIMATION AND TRACKING

From Chapter 2 we recall that fading is a major source of channel impairment in
wireless communications. By definition, however, with slowly fading channels, the
phase change over one symbol interval due to fading is small compared with the
phase changein the transmitted signal. Accordingly, we can exploit this property and
use differential detection to track phase variations in the transmitted signal. Differ-
ential detection is simple to implement—henceits wide application in practice. But
the use of differential detection is usually limited to phase modulation systems,
although there are some extensions to systems that combine amplitude and phase
modulation.
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Another method for tracking a slowly fading channel is based on pilot symbol
transmission, which operates by sending known symbolsat regular intervals (bursts)
throughoutthe course of data transmission. Pilot symbol transmission schemesoffer a
potential performance advantage over differential detection in that, in addition to
tracking, they can be used to estimate the impulse response of the channel; hence, they
can improve the noise performanceof the receiver. This performance advantage, how-
ever, is attained at the cost of a somewhat reduced spectral efficiency and increased
system complexity.

3.11.1 Differential Detection

In pass-band transmission systems, the primary concernis the recovery of the desired
signal from its assigned frequency channel. If we assume linear modulation, then in
light of the material presented in Section 3.3, the transmitted band-passsignal can be
represented as

st) aremade (3.73)
where m(t) is to be defined, A is the transmit amplitude and f, is the transmit carrier
frequency. In previous sections of this chapter, we have assumed perfect recovery of
the carrier frequency and phase in converting to complex baseband. Although the
nominal frequency of the channel may be known,there will be some frequency errors
due to inaccuracies of the transmit and receive oscillators. In practice, the received
complex basebandsignal is accurately represented as

J(2mAft + 9)
x(t) = A’m(t)e +w(f) (3.74)

where 4’ is the received amplitude, Afis the residual frequency error after downconvet-
sion, @ is the residual phaseerror, and w(t)is the additive channel noise. Equation (3.74)
assumes an AWGNchannel.It is left to the basebandcircuitry to acquire andtrack this
residual frequency and phase error.

In wireless channels, the coherent recovery and tracking of the residual fre-
quency error Af can be difficult. A simple, robust technique for recovering the carrier
frequency is differential detection.” In this technique, it is assumed that the receiver
“knows”the transmit frequency to within a certain accuracy; typically, this erroris less
than 5% of the data rate.

Differential detection can be illustrated with linear modulation, with the com-

plex basebandsignal written as

m(t) = Sb,pt- kT) (3.75)
k

wherep(t) is the pulse shape used to modulate each data symbolb,.If the residualfre-
quency error is small compared with the signal bandwidth,it is practically transparent
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to the matched-filtering process, in which case the sampled value of the matchedfilter
outputis given by the convolution integral

(1 +1)T . ~
y= | 7 Pet RDVR( dtn

which approximates to

yp = AefOMIT +O gy, (3.76)

whereit is assumed that the pulse shape is normalized to unit energy. (The character-
ization of matched filters is discussed in Appendix D.) To simplify the presentation, the
received amplitude 4’ is hereafter ignored withoutloss of generality.

If the data stream is differentially encoded at the transmitter such that b;, = a,b,_1,
where a, is the original data symbol, then the original data can be recovered with the
“delay-and-multiply” circuit shown in Fig. 3.30, Mathematically, this circuit performs
the following operation:

a” se

Gk = VV

F2TASKT j2mAf(k-1)T
[b,e mAf +?) wiltby_1e” RANK —1)T+9) weal (3.77)

SPAT
*

= bby _4 Nk

Say Ny

In the last line of Eq. (3.77), it is assumed that Af is small enough for ght1 The
noise term 7), represents the sum of three noise-related terms resulting from the multi-
plication of terms in the secondline of the equation. The approach described hereinis
well suited for both BPSK and OPSK forms of modulation.

To sum up, the practical significance of differential detection is twofold:

J. Differential detection is based on phase differences. It therefore lendsitself nat-
urally to linear phase modulation schemes, but it can also be applied to nonlinear
phase modulation schemes,” so long as the phaseis differentially encoded.

 
  
 

Received signal
x(t) Matchedfilter

FIGURE 3.30 Delay-and-multiply circuit for differential detection.
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2. If amplitudeis not important(i.e., the data stream is phase modulated), then the
effects of fading are similar to a small time-varying frequency error on the
received signal. Provided that the fading is slow relative to the data rate, differ-
ential detection may be applied to such wireless systems.

For these reasons, differential detection has established itself as a robust strategy for
the detection of phase modulation overflat-fading channels.

13

In someapplications, it may be necessary to perform coherent detection so as to avoid
the degradation in receiver performance associated with differential detection; or it
could be that some of the information about the data is encoded in amplitude varia-
tions, as in QAM for example. In these cases, the insertion of known pilot symbols in
the transmit data stream is the preferred approach.

If the channel exhibits flat fading, then the complex basebandreceived signal of
Eq. (3.74) may be modeled as

x(t) = &(t)m(t) + w(t) (3.78)

where a(t) is a complex Rayleigh fading process. In Eq. (3.78), we have included the
received amplitude 4’ as part of the fading process a(t) . Also, to simplify matters, we
have neglected the small frequency error Af. In a manner analogous to the develop-
ment of Eq. (3.76), with linear modulation and Nyquist pulse shaping, the samples at
the output of the matchedfilter can be representedin discrete time as

Var by + We (3.79)

where b; is the data symbol in symbolperiod k, w;, is the corresponding white Gauss-
ian noise sample, and a, is the complex gain due to the fading process. The model of
Eq.(3.79) is based on the assumption that the fading is approximately constant over
the significant portion of the pulse length. If we use a Rayleigh-fading channel model,
then {a} are samples of a Rayleigh fading process.

If the pilot symbols are known at regular times—say, at k= Ki, where K is the
pilot-symbol spacing and i is an integer—(i.e., the pilot symbols are known at the
receiver), then we can use Eq. (3.79) to form the equation

hg; = OK;
24 4f 80Oxlox] + OKMK: G80)

= OK t Wig

The development from the secondto thethird line of Eq. (3.80) assumesthat the pilot
symbols are BPSK modulated—thatis, bg; = +1. (The random natureof the noise term
wx; is unaffected by whether b;; equals —1 or +1). It is straightforward to show that,
under these assumptions,the statistical properties of the noise samples are unchanged.

4
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The samples {4x} can be used as estimates of the fading process, since the known mod-
ulation has been removed. However, they are corrupted by noise.

In practice, we usually wish to improve upon this estimate of the fading process
by smoothing adjacent estimates. In particular, we make a linear estimator of the fad-
ing, based on the 2, + 1 surrounding samples, obtaining

£

o. = S Onc; +m) (3.81)
mand

where the a,, are complex weighting parameters for smoothing the estimate. These
parameters are often chosen to minimize the expected error in the estimate. That is,
the {a,,} are chosen to minimize the cost function

J = El|ag;~|

=e
where E is the statistical expectation operator. Equation (3.82) can be expanded as
follows:

L

¥ OneG 4 my~ OK:
maul

] (3.82)  

ZL E
2 kkd= B * > ¥ Onl« mytalkt + 2)

L mark nak, . (3.83)He Cd

~ ¥ Anlegc; + my OKs ¥ hee; + nyOKi
maeLE n=~L

Next, we define the average power

P = Elaty|” (3.84)

and the autecorrelation of the fading-plus-noise samples as

Elka: + mea + ay) = Elgg «my t MKCG + my ORG + nyt MEG + ny)!
zk Bg

= El@ge 5 my KG + 2) t El+ myKG + ny!
(3.85)

’eim—ny men
2 _

rato n=
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where r,, = R(mT)is the sampled autocorrelation function of the fading process and
T is the symbol period. The second line of Eq.(3.85) follows from the first line due to
the statistical independence of the noise and fading processes. The third line follows
from the second line because the noise samples are drawn from a white-noise process
and are therefore uncorrelated. Similarly, we find that

Elhgcismy%Kil = El (Cx(4m) + K(ism) Kil
_ - x 3.86= El Og(4m) %il + EWE)"K+n)! (3.86)

"Km

Now wedefine the matrix R with elements Rj =rx(j_) and the vector r with elements
rxj. Then, by using Egs. (3.84) through (3.86), we may rewrite Eq. (3.83) in the com-
pact form

J=P+a'Ra-ar-r'a (3.87)

where a= [a_pwaz] and the superscript denotes Hermitian transposition. By com-
pleting the square, Eq.(3.87) can be rewritten as

es of t _
J = P-r'R'r+(a-R¢r) R(a-Rr) (3.88)

Since the vector a is the only free parameter in this equation, the cost function J is
clearly minimizedif

a=Ror (3.89)

Equation (3.89) is a form of what is known as the Wiener-Hopf equation in thesig-
nal-processing literature. The weighting parameter vector a dependsonly on the corre-
lation properties of the fading process and the noise. It provides a solution for the
weighting that is an optimal estimate of the fading in the mean-square error sense.
(Appendix I also includes a discussion of adaptive filters in the context of adaptive
antennas.)

Problem 3.12 Alternatively, we can derive the Wiener—Hopf equation (3.89) by differentiat-
ing the cost function / with respect to the weighting parametervectora, setting the result equal to
zero, and then solving for a. Show that this procedure also leads to Eq.(3.89). a

The combination of data estimation and channel tracking may be implemented as
shownin Fig. 3.31. The signalis first matched-filtered, as described by Eq. (3.76), to
produce,atits output, {y,]. The pilot samples are then demultiplexed from the data,



Page 177 of 474

 
Section 3.11 Channel Estimation and Tracking 157

Received complex Symbol
basebandsignal estimate

#(Z) Matchedfilter [>|Demultipiexer by
Pilot

signal

 

 

 
 

 5Ki

FIGURE 3.31 Pilot scheme for tracking and compensating for channelvariations.
Note: The bx; are pilot symbols that, by definition, are known at the receiver,

and the data modulation is removed from the pilot samples according to Eq. (3.80).
‘Then the pilot samples are processed by a smoothing filter, in accordance with Eg.
(3.81). The parameter vector of the smoothingfilter is given by Eq. (3.89). Since the
smoothingfilter (Le., linear estimator) introduces a delay, the data in the upper branch
of Fig. 3.31 must be delayed to match the delay introduced by the filter. After this
delay, we compensate for the channel by multiplying the received sample stream by
the inverse of the estimated channel, by = y,/ 0to obtain estimates of the data. We
note that, since the pilot samples are spaced K symbols apart, the smoothing filter
shownin Fig. 3.31 will also need to perform some interpolation to provide estimates of
the fading channel onthe intervening symbols,

If we plot the frequency response of the finite-duration impulse-response (FIR)
filter defined by the parameter vector a, we find that this filter is approximately
matched to the fading process. In practice, if the fading bandwidth is unknown, we
would typically consider the worst-case fading in designingthisfilter. The pilot sym-
bols will not only track the fading butwill also track any residual frequency and phase
errors between the transmitter and receiver, as long as such errors fall within the
bandwidth of the tracking filter. Thus, the pilot symbols permit channel estimation,
tracking, and coherent detection in a single operation.

Pilot-symbol techniques do introduce some losses. Energy that could otherwise
be devoted to the information symbois must be devoted to the pilot symbols. In addi-
tion, the bandwidth of the transmitted signal must be expanded to accommodate the
inclusion of the pilot symbols as well as the data. Whatis the minimum number of pilot
symbols required? From Eq. (3.80), we see that the pilot symbols are effectively sam-
pling the fading process. Consequently, if the pilot symbol rate is at least twice the
bandwidthof the fading process, then, by Nyquist’s theorem, we shouldbe able to esti-
mate the channel reliably. In practice, the pilot symbol rate is typically several times
the fading process bandwidth, compensating for the effects of noise on the samples
and simplifying the interpolation process for estimating the fading on data symbols
between the pilot symbols.

 
 

Page 177 of 474



Page 178 of 474

 

Page 178 of 474

158 Chapter 3. Modulation and Frequency-Division Multiple Access

Problem 3.13 If the transmission frequency is 1.9 GHz and the receiver uses a simple quartz
crystal for regenerating the channel frequency, what is the range of residual frequency error on the
basebandsignal? A quartz crystal typically has an accuracy of 10 parts per million (ppm). If the data
rate is 9,6 kilobits/s, how much phaserotation will occur during one symbol period with this error?
Ans. +19 kHz; +21 radians (approximately). a

Problem 3.14 Show that frequency shifting and phase rotation do not affect the statistical
properties of zero-mean white Gaussian noise. a

3.12 RECEIVER PERFORMANCE: BIT ERROR RATE

A study of digitally modulated signals would be incomplete without discussing how
the presence of channel noise and channel fading would affect the performance of a
wireless receiver. Recognizing the underlying input-output binary operation of a digi-
tal wireless communication system varies randomly with time, the performance of the
system is measured in terms of the average probability of symbolerror, P,. An erroris
incurred when the symbol 1 in transmitted but the receiver decides in favor of the
symbol 0, or vice versa. The P, is obtained by averaging over these two conditional
error probabilities with respect to the prior probabilities of symbols 0 and 1. In such a
situation, P, is often referred to as the bit error rate (BER).

In whatfollows, the receiver performance is considered underthe following two
conditions:

e The presence of additive channel noise
e The presence of multiplicative noise exemplified by a frequency-flat, slowly fad-

ing channel

For coherent receivers operating on simple modulation schemes, such as BPSK,
OPSK, BFSK, and MSK,exact formulas are derivable for P,. On the other hand, in
the case of coherent receivers operating on more elaborate modulation schemes, such
as Gaussian-filtered MSK, M-ary PSK, M-ary QAM, and M-ary FSK, the analytic
approach becomes formidable and we therefore resort to the use of error bounds or
computer simulations to derive approximate formulas forP,.

3.12.1 Channel Noise’

In a coherent receiver, the locally generated carrier is synchronized with the carrier in the
transmitter in both phase and frequency. To achieve synchronization, additional circuitry is
required in designing the receiver. The receiver design can be simplified by ignoring phase
information, in which case the receiveris said to be noncoherent. However, the design sim-
plification is accomplishedat the expense of degraded noise performance.

First of all, reference to Table 3.4 presents a summaryofthe bit error rates for
the following receivers:

* Coherent binary phase-shift keying (BPSK)
e Coherent quadriphase-shift keying (QPSK)
© Coherent binary frequency-shift keying (BFSK)
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TABLE 3.4 Summary of Formulasfor the bit error rate (BER) of coherent and noncoherentdigitalcommunication receivers.
 

BER BER

Signaling Scheme (Additive white Gaussian noise channel) {Slow Rayleigh fading channel}

{a) Coherent BPSK

Coherent QPSK lertel [22 14_ [7%
Coherent MSK 3 No 2 1+ ¥o

(b) Coherent BFSK

a 1j4_ |_%IW, 2 a+ Yy

 

 

{c) Binary DPSK

{d) Noncoherent BFSK

Definitions:

£, = transmitted energy per bit

No = one-sided power spectral density of channel noise

 
% = mean value of the received energy per bit-to-noise spectral density ratio 

Coherent minimum shift keying (MSK) i
* Differential phase-shift keying (DPSK)

* Noncoherent binary frequency-shift keying (BFSK)

In noncoherent BFSK,the receiver consists basically of a frequency discrimimator that
responds only to shifts imposed on the carrier frequency by the incoming binary data.
DPSK combines differential detection with binary phase-shift keying; it may, there-
fore, be viewed as the noncoherent version of BPSK, differential detection was dis-
cussed in subsection 3.11.1,

In Fig. 3.32, we have used the formulas summarized in Table 3.4 for an additive
white Gaussian noise channel to plot the BER as a function of the signal energy per
bit-to-noise spectral density ratic, Z,/No, which is also referred to as the signal-to-
noise ratio (SNR). On the basis of the noise performance curves shown in the figure,
we can makethe following observations:

* The BERsfor ali the receivers listed in the previous paragraph decrease mono-
tonically with increasing E,/Np; the curves have a similar shape in the form of a
waterfall,

® For any prescribed F£,,/Np, coherent versions of BPSK, QPSK, and MSK produce
asmaller BER than does any of the other modulation schemes.

* For a prescribed BER, coherent BPSK and DPSK require an £,/Np that is 3 dB
less than the corresponding values for coherent BFSK and noncoherent BFSK,
respectively.
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10°

Noncoherent binary FSK
107!

Coherentbinary FSK

fw 10?Q
&
2

“& 103 (a) Coherent binary PSK
S (b) Coherent OPSK
a (c) Coherent MSK

= 10+ 
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SNR(E;/Np GB)

FIGURE 3.32 Comparison of the noise performanceof different PSK and FSK schemes.

e At high values of E,/No, DPSK and noncoherent BFSK perform almost as well
(to within 1 dB) as coherent BPSK and coherent BFSK,respectively, for the
same BERandsignal energy perbit.

The noise performance of Gaussian-filtered minimum-shift keying (GMSK) does not
lend itself to exact analysis in the way that conventional MSK does. This is rather
unfortunate, since GMSKis widely used in digital wireless communications. Neverthe-
less, the BER of GMSKis reasonably well described by the empirical formula

_1 |BE;,Pao pert mr
where # is a constant whose value depends on the time—bandwidth product of the
MSK.For f = 2, Eq. (3.90) reduces to the exact formula for the BER of conventional
MSK.Thus, we may view 10log,)($/2), expressed in decibels, as a measure of the
degradation in performance of GMSK compared with that of conventional MSK.
For GMSKwith a time—bandwidth product WT = 0.3, the degradation in noise per-
formance of the receiver is about 0.46, which corresponds to (8/2) = 0.9. This degra-
dation is a small price to pay for the highly desirable spectral compactness of the
GMSKsignal.

(3.90)
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Frequently Flat, Slowly Fading Channel
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Table 3.4 also includes the exact formulas for the bit error rates for a slow Rayleigh
fading channel, where

= ope? 3.91Yo = yyBled (3. )
is the mean value of the received signal energy per bit-to-noise spectral density ratio. In
Eq.(3.91), the expectation E[a’] is the mean value of the Rayleigh-distributed ran-
dom variable o characterizing the channel. For the derivations of the fading-channel
formulas listed in the last column of Table 3.4, the reader is referred to Problem 3.35.

Comparing these formulas with the formulas for their additive white Gaussian noise
(i.e., nonfading) channel counterparts, we find that the Rayleigh fading process results
in a severe degradation in the noise performance of a digital communication receiver,
with the degradation measured in terms of decibels of additional mean signal-to-noise
spectral density ratio. In particular, the asymptotic decrease in the bit error rate with
¥ follows an inverse law. This form of asymptotic behavior is dramatically different
from the case of a nonfading channel, for which the asymptotic decrease in the bit
error rate with y, follows an exponential law.

In graphical terms, Fig. 3.33 plots the formulas under part (a) of Table 3.4 to com-
pare the bit error rates of BPSK over the AWGN and Rayleigh fading channels. The

0.1
 

 
0.01

Gaussian
 BitErrorRate

LE-3

 
lE~4  
1E-5

         
E/N(dB)

FIGURE 3.33 Comparison of performance of coherently-detected BPSK over different
fading channels.
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figure also includes correspondingplots for the Rice fading channel with different val-
ues of the Rice factor K. We see that as K increases from zeroto infinity, the behavior
of the receiver varies all the way from the Rayleigh channel to the AWGN channel.
Note that the results plotted in Fig. 3.33 for the Rice channel were obtained using a
procedure based on computersimulation.

From Fig. 3.33 we see that as matters stand, we have a serious problem caused by

channel fading. For example, at a signal-to-noise ratio of 10 dB and, the presence of
Rayleigh fading, the use of BPSK results in a BER of about 3 x 10 “, which may not
be good enough for the transmission of speech or digital data over the wireless chan-
nel. To overcome this problem,the traditional approachis to use diversity-on-receive,
whichis discussed in Chapter6.

3.13 THEME EXAMPLE 1: ORTHOGONAL FREQUENCY-DIVISION
MULTIPLEXING'®

used for wireless local area networks (LANs) that fall under TIEEE802.11a; this stan-
dard was discussed in Section 1.22. Recall that the object of the service is to provide
wireless data links supporting rates up to 54 megabits/s to link workstations, laptops,

| printers, and personal digital assistants to a network access node without the expense
of cabling. The service illustrates a numberof the topics discussed in this chapter.

The transmission bandwidth for the service is constrained to be less than

20 MHz. One of the permitted transmission rates is 36 megabits/s of user information.
If we add the overhead due to forward error-correction coding (discussed in
Chapter 4), the required throughput is 48 megabits/s. To transmit 48 megabits/s
through a channel bandwidth less than 20 MHz meansthat we need to transmit over 2
bits/Hz. This need demands that an M-ary digital modulation technique be used. The
particular technique used for the service is the 16-QAM,discussed in Section 3.6. With
that technique, the in-phase and quadrature channels are independently modulated
with a four-level signal derived from the incoming binary data stream. Nominally, the
levels are +1 and +3. Figure 3.15 plots the pattern constellation of 16-QAM.At each
symbol time, one of the 16 points of the constellation is selected for transmission.
Since the points are equally likely to be selected, log,M =4bits are transmitted at each
symbol time.

Atthis point in the discussion,it is instructive to use the complex representation
of band-pass signals presented in Section 3.5. Specifically, the complex envelope of the
16-QAMsignalis defined by

In the first theme example of this chapter, we discuss parts of a multicarrier system

|

5(t) = by p(t-kT,) (k-1)T,<t<kT, (3.92)

where p(t) is a rectangular pulse, the complex coefficient b; is selected in accor-
dance with the 16-QAM constellation, and T, is the symbol period of the 16-QAM
signal (i.e., four times the incoming bit duration). At each symbol time kT, a dif-
ferent symbolis selected to be transmitted. In a conventional system, the band-pass
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signal to be transmitted is defined by Eq. (3.26), reproduced here for convenience
of presentation:

s(t) = Re[i(r)exp(j2nf.t) } (3.93)

For reasons discussed in Chapter2, it is preferred to use muiticarrier transmission for
this application. In particular, instead of sending 36 megabits/s (effectively 48 mega-
bits/s) over one carrier, it is preferred to send 750 kilobits/s over each of 48 distinct
subcarriers. The term subcarrier is used to distinguish this set of carriers from the RF
carrier f. defined by Eq.(3.93). We denote the subcarrier frequencies as fi, f,..., fag
and consider all of the subcarriers in their complex form

eff) = exp(j2xf,1) i=1,2,...,48 (3.94)

If the data set [b;} is demultiplexed into 48 parallel streams represented by {4k ye 1?
running at 1/48 of the coming data rate, then the modulation of each subcarrier can
be represented in the complex low-pass form as follows:

5,(2) = b, e(t-kTiexp(j2af)
S _ for (k-1)Tst<kr (3.95)
Sin) = Dyyy BC kTexp (7277310) i= 1,2.....48

where the new symbol duration T= 487, and the new pulse g(f) is 48 times as long as
ptt).

Hach of the terms in Eq. (3.95) is equivalent to a band-pass signal, and the
aggregate of all the band-pass signals is the overall signal to be transmitted over the
wireless channel. The complex low-pass representation of the combined modulation
for one symbol period is given by

48

S(t) = 5M) (3.96)
i=]

Atfirst sight, the combination of Eqs. (3.95) and (3.96) appears to be a complicated
modulation strategy to implement, even though we can representit rather simply in
its complex low-pass equivalent form. However, analogous to the Fourier transform,
briefly reviewed in Appendix A,is a discrete equivalent called the discrete Fourier
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transform (DFT). The DFT transforms a set of samples in the time domain into an
equivalent set of samples in the frequency domain. The inverse discrete Fourier
transform (IDFT)!” performsthe reverse operation. This transform-pair is described
mathematically by

M-1

DFT: 6, ¥ B,exp(—j2mmn/M) n= 0,1,...,M@—-1
m=0

"a (3.97)
IDET: &, = ay b,exp(j2amn/M) m=0,1,...,M@—-1

n=0

where the sequences{b,} and {B,,} are the frequency-domain and time-domain sam-
ples, respectively. Considering Eq. (3.95) in the context of the IDFT and notingthat
g(t) has a rectangular pulse shape, we observethat, for a fixed k, we may represent
samples at each subcarrier frequencyf;,i = 1,2, ...,48. We now make two assumptions:

1. The subcarrier frequencies are selected such that

f= i i= 1, 2,...,48 (3.98)

2. Each subcarrier is sampled M times per symbolinterval T.

If we also let the output be sampled at M times per symbolinterval T, then the sam-
pled low-pass equivalent of Eq. (3.96) is given by

M-1

3(m) = ¥ b,exp(j2amn/M) m=0,1,...,M@—-1 (3.99)
n=0

Thatis, the samples of the complex low-pass equivalent of the transmitted signal are
given by the IDFTof the subcarriers.

The typical implementation of the transmitter is shown in Fig. 3.34(a). First, the
incoming binary data stream is forward error-correction encoded, followed by 16-
QAM modulation. (Error-correction encoding is discussed in Chapter 4.) Thenit goes
througha serial-to-parallel conversion device to create 48 independentdata streams.
Next, these independent data streams are combined by a computationally efficient
implementation of the IDFT known astheinverse fast Fourier transform (IFFT) algo-
rithm. The output of the IFFT consists of the time-domain samples to be transmitted
over the channel. Besides displaying the 48 data-bearing subcarriers, Fig. 3.34(a) shows
additional subcarriers, used by the receiver for synchronization and tracking purposes.
Furthermore, the figure indicates the use of a 64-point IFFT. This is because the com-
putationally efficient implementation of the FFT and IFFT algorithms requires that
the number of samples be an integer powerof 2. With this representation, any unused
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Input Forward Serial- 64-point Parallel-
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FIGURE 3.34 Block diagram of (a) OFDM transmitter, and (b) OFDM receiver.

subcarriers on the input are set equal to zero. The output of the IFFT consists of 64 of
time samples of a complex envelope for each period T, which are parallel-to-serial con-
verted and then finally digital-to-analog converted to facilitate transmission of the
incoming data stream over the wireless channel.

Figure 3.34(b) presents the corresponding implementation of the receiver, which
follows a sequence of operations in the reverse order to those performedin the trans-
mitter of Fig. 3.34(a). Specifically, to recover the original input binary data stream, the
received signal is passed through the following processors:

e Analog-to-digital converter
* Serial-to-parallel converter

* 64-point FFT algorithm
Parallel-to-serial converter

16-OAM demodulator

* Forward error-correction decoder

The twoparts of the system in Fig. 3.34 are instructive from a computationally efficient
implementation point of view. To developinsight into the underlying communication-
theoretic operationscarried out in the system, consider Fig. 3.35 that depicts another
viewpoint of what goes on basically in the system. Parts (a) and (b) of the figure per-
tain to transmission and reception aspects of the system, respectively. In particular,
focusing on the transmission depicted in Fig. 3.35(a), we may make two statements:
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FIGURE 3.35 Communication - theoretic interpretation of the OFDM system:
(a) Transmission (b) Reception.

1. The subcarriers c(t) constitute an orthogonal (orthonormal, to be more pre-
cise) set. Given that the frequencies of the subcarriers satisfy Eq. (3.98), it fol-
lows that the subcarriers themselves satisfy the conditions of orthonormality
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over the symbol period T, as the following series of manipulationsofthe cross-
correlation of the complex exponential subcarriers shows:

Lis net (nde = Lf expg oni 2 dFOR (dt = a exp(j(2ai)t/T) exp ((-/))(2ak)t/ Ty dt
1p

= aI exp(j2a(i—k)t/ThdtTig

= rf,cosa —kyt/T)dt + pfsincone ~A)t/Tidt (3,100)
sin (2a: —))

2Hi —k)

1 forallinteger i = &

0 forallinteger ik

2. The complex modulated (heterodyned) signals are multiplexed in the frequency
domain.

Put together, these two statements therefore justify referring to the communication
system of Fig. 3.34 as an orthogonal frequency-division multiplexing (OFDM) SVSLEMM.

3.13.1 Cyclic Prefix

Guard intervals are included in the serial data stream of the OFDM transmitter so as
to overcomethe effect of intersymbol interference (ISI) produced by signal transmis-
sion over the wireless channel. To take care of this matter, the pertinent OFDM sym-
bol is cyclically extended in each guard interval. Specifically, the cyclic extension of an
OFDMsymbolis the periodic extension of the DFT output, as shown by

s(-k) = s(N~-i) fork =1,2,...,v (3.101)

where N is the number of subchannels in the OFDM system andv is the duration of
the baseband impulse response of the wireless channel. In effect, v is the memory
length of the channel. The condition described in Eg. (3.101) is called a evelic prefix,
Clearly, inclusion of cyclic prefixes results in an increase in the OFDM transmission
bandwidth.

Having stuffed the guard intervals in the parallel-to-serial converter in the trans-
mitter with cyclic prefixes, the guard intervals (and with them,the cyclic prefixes) are
removed in the serial-to-parallel converter in the receiver before the conversion takes
place. Then the outputof the serial-to-parallel converter is in the correct form fordis-
crete Fourier transformation,
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To summarize, the theme example on OFDM has demonstrated the following
desirable features:

1. Spectrally efficient digital modulation schemes, such as 16-QAM can be repre-
sented simply by their complex low-pass equivalents.

2. Modulations of even greater complexity such as OFDM, can be presented and
understood easily in terms of their complex low-pass equivalents.

3. The clear understanding of these modulation schemes allows us to take advan-
tage of digital signal-processing techniques such as the fast Fourier transform
algorithm so as to simplify the implementation of some quite complicated modu-
lation schemes with the use of multiple carriers.

3.14 THEME EXAMPLE 2: CORDLESS TELECOMMUNICATIONS

Cordless telephones are almost a ubiquitous consumer item. Although commonplace,
they include some of the more advanced concepts, on a very small scale, that we will
discuss later in this book.In particular, they are an example of an FDMAsystemoper-
ating with a very small cell size. Accordingly, they usually operate with near /ine-of-
sight conditions, with a minor amount of the propagation effects considered in
Chapter 2. In this second theme example of the chapter, we will describe a European
standard for cordless telephony known as CT-2.

The CT-2 cordless telephones operate in the 4-MHz band of frequencies extend-
ing from 864.15 to 868.15 MHz. This band is divided into 40 channels, each with a
bandwidth of 100 kHz. Why so many channels? The system is designed to allow opera-
tion of many cordless phones in close proximity. This could be for multiple phones in
an office environment, or it could be just for phones in separate residences that are
closely spaced. The access strategy for using these 40 channels is known as dynamic
channel allocation (DCA) to assign frequencies. With this strategy, each base and por-
table unit selects an appropriate channel on the basis of their measurements of traffic
conditions and channel quality. This is an example of FDMAin which multiple users
share the same 4 MHz of bandwidth by dividing it up into 100-kHz channels and
accessing the free channels when needed.

Transmissions from the base to a portable and from the portable to the base use
the same frequency channel with a technique known astime-division duplex (TDD).
The framestructure for this duplex transmission is shownin Fig. 3.36. In a 2-millisec-
ond frame, the base transmits a burst of 66 bits and the portable follows with a burst of
66 bits; the sequence repeats every two milliseconds. The two bursts are separated by
guard intervals that have a duration equivalent to 5.5 and 6.5 bits, respectively. TDD is
a simple form of time-division multiple access (TDMA)in which the base station trans-
mitter and mobile transmitter share the same channel by using different time slots. A
more sophisticated form of TDMAwill be considered in Chapter4.

With CT-2, speech is encodeddigitally, using a method knownas adaptive pulse-
coded modulation (ADPCM).!8 With this technique, the analog voice signal is con-
verted into a bit stream that can be transmitted with digital modulation techniques.
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2 milliseconds<

 

    ose i 66 bits ne | 66 bits oe ae
Base to portable Portabie to base

(forward} (return)

FIGURE 3.36 Frame structure for CT-2 for cordless telecommunication.

The ADPCM standard uses a data rate of 32 kbps to provide a high-quality voice sig-
nal. From the frame structure of Fig.3.36,it is clear that the overall bit rate is 72 kilo-
bits/s; this allows for 32 kilobits/s transmission in both directions, plus the overhead for
the guard intervals.

The phones use digital modulation with a variant of FSK signalling that
includes Gaussian filtering. This form of digital modulation is closely related to Gaus-
sian minimum-shift keying (GMSK), discussed in Section 3.7. Prior to filtering, the
modulated signal at complex basebandis given by

Ej,12
a(t) = Fp cos (2aft + #) Ost<T (3.102)

where the f, 7 = 1,...,M, are the tones in the M-ary FSK modulation strategy. The trans-
mitted signal is given by (see Eq. (3.26))

s(t) = Re{s(t)exp(/2af.2) } (3.103)

wheref, is the center frequencyof oneof the 40 RF channels. The separation of the two
transmitter operations of modulation in Eq. (3.102) and upconversion in Eq. (3.103)
not only is convenient for analysis, but also has its implementation advantages. Many
advanced signal-processing techniques can be applied at complex baseband with the
use of a microprocessor that would be very difficult to carry out if the modulation pro-
cess was to be performed at higher frequencies.

The advantage of M-ary FSK for wireless channels is that it is a robust modula-
tion strategy. The demodulator is noncoherent, being implemented as a simple energy
detector situated on each of the frequency bins with center frequencyf.. The receiveris
noncoherentin that it does not require knowledgeof the phase of the signal—a prop-
erty that follows from the discussion of fading channels presented in Chapter 2.

Power control is an effective way of minimizing interference and extending
the life of the battery. The CT-2 system uses a simple two-level power control
scheme. Normal transmissions occur with a nominal transmit power of 5 milliwatts
of power. However,if the received signal strength exceeds a certain level, then in-
band signalling is used to request the transmitter to reduce its power level by
approximately 15 dB.
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Problem 3.15 What is the round-trip path delay for a 60-m path with CT-2? Does this
amount of delay explain the allocated guard intervals?
Ans, The roundtrip is 0.4 microseconds. The guard intervals include (1) processing time for the
terminals, and (2) allowancesfor other timing errors. a

Problem 3.16 The maximum frequency error allowed in the CT-2 standard is 10 kHz or
less. Whatis the relative frequency error, expressed in parts per million (ppm)?
Ans. The clock error is 22 ppm. ol

3.15 SUMMARY AND DISCUSSION

In this chapter, we discussed the modulation process, focusing on those techniques
which are of particular interest to wireless communications. Among the analog tech-
niques, frequency modulation (FM) stands out by virtue of its inherent capability to
trade off channel bandwidth for improved noise performance at the expense of
increased system complexity.

Much of the discussion, however, was devoted to digital modulation tech-
niques, which distinguish themselves from their analog modulation counterparts by
their signal-space representation, in which the transmitted message points show up
as discrete points in the signal space. The discussion also highlighted detailed treat-
ments of quadriphase-shift keying (QPSK), minimum-shift keying (MSK), and its
Gaussian-filtered version (GMSK). A variant of OPSK known as the 7/4-shifted
OPSK is used in the TDMA standard IS-54. On the other hand, GMSKfeatures

prominently in the design of aTDMAsystem, commonly referred to as GSM, which
will be discussed in Chapter 4.

The analysis of modulation systems, be they of an analog or digital nature, is
simplified considerably by using the complex baseband representation of band-passsig-
nals and systems with no loss of information. The simplification results from exchanging
the use of complex baseband signals and systems for their real counterparts, compli-
cated by the presence of a carrier frequency. Simply put, elimination of the sinusoidal
carrier permits us to get rid of tedious trigonometry at the expense of complex signal
analysis.

Frequency-division multiple access (FDMA), rooted in frequency-domain con-
cepts, relies on the use of modulation and band-passfiltering to place a user’s infor-
mation-bearing signal inside a permissible subband. It is largely because of its
conceptual simplicity and the status of technology that frequency modulation became
the technique upon which the early generation of wireless communication systems
were based. This analog method of modulation provides protection against channel
noise by virtue of its ability to exchange increased transmission bandwidth for
improved receiver noise performance in accordance with a square power law. For
data control, FDMA uses binary frequency-shift keying, a digital form of frequency
modulation.
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However, FDMAsuffers from the limitation that the system needs a separate
transceiver(i.e., transmilter-receiver) for each active user at the base station under
its coverage. It is this limitation that motivated the development of time-division
multiple access (TDMA), the deployment of which has been made possible by vir-
tue of the availability of digital signal-processing techniques. (TDMA is discussed
in Chapter 4.)

 
NOTES AND REFERENCES

‘For a detailed treatmentof analog modulation techniques including both amplitude
modulation and frequency modulation, time-domain and frequency-domain represen-
tations, methods of generation and detection, and the evaluation of noise perfor-
mances, see Chapter 2 of Haykin (2001).

* For details of the IS-54 standard, see the Telecommunication Industry Association
Report 1992. For details of the Japanese digital cellular standard using the 2/4-
shifted OPSK, see Nakahimaef al. (1990). See also Pahlavan and Levesque(1995),pp.
272-273,

>The fundamental work of Nyquist on pulse shaping is described in the classic 1928
paper.

4The root raised-cosine pulse shaping is discussed in Chennakesku and Saulnier
(1993) in the context of 2/4 -shifted differential QPSK for digital cellular radio.It is
also discussed in Anderson(1999), pp. 26-27, and Stiiber (1996), pp. 169-172.
5 The complex representation of band-pass signals and systems is discussed in Haykin
(2001). The material presented therein involves the use of the Hilbert transform, which
may be viewed as a device whose frequency responsesatisfies two conditions:

* The amplitude response is constant at all frequencies.
* The phase responseis equal to +90° for negative frequencies and —90° for positive

frequencies.

® For a detailed exposition of the signal-space analysis of digitally modulatedsignals,
see Chapter 5 of Haykin (2001). The classic book on this topic is that of Wozencroft
and Jacobs (1965).

7 For a discussion of Carson’s rule on the bandwidth of FM signals, see Chapter 2 of
Haykin (2001).

The invention of minimum shift keying (MSK) maybe traced to Doelz and Heald
(1961). Independently of this early work, deBuda (1972) derived the fast FSK, another
way of viewing MSK.For discussion of GMSK,see Stiiber (1996) and Steele and
Hanzo (1999). The noise performances of MSK and GMSKare discussed in Chapter6
of Haykin (2001).

? Frequency-division multiple access is discussed in Steele and Hanzo (1999), and Rap-
paport (2002).
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!0 The adjacent channelinterference problem is discussed in Shankar (2002).
'l Spectral analysis of QPSK and MSKsignals is presented in Haykin (2001), pp.
360-361, and pp. 394-396, respectively.

'2 Barly digital radios were made by modifying FM voice radios. An FM modulator
integrates the basebandsignal to determine the transmitted phase, analogousto the
way a differential encoder works. Since FM is a constant-envelope modulation
scheme, FM receivers typically place a hard limit on the received signal to remove
the effect of channel gain variations. In addition, the received signal is passed
through a discriminator, which, in mathematical terms, is equivalent to a differenti-
ator. The discriminator performs an operation quite similar to differential detection.
For that reason, differential detection of digital FM was an important early trans-
mission scheme for mobile radio. Generalizations of this approach are called con-
tinuous phase modulation (CPM) and the reader can find more information in
Andersonef al. (1986).

13 Moher and Lodge (1989) andearlier papers werethefirst to proposethe use ofpilot
symbols for estimating and compensating the variationsof flat-fading in mobile radio.
Pilot symbol techniques are used in a variety of forms, not necessarily just for uniform
spacing, in many current radio systems.

'4 For a detailed treatment of the noise performance of modulation schemesfor pass-
band data transmission, see Chapter 6 of Haykin (2001).

5 Benedetto and Biglieri (1999) describe a general technique for computing bit error
rates over a fading channel. The technique proceeds from a bound knownas the union
bound.Specifically, it is shown that the calculation of the bit error rate can be reduced
to the calculation of the probability that a random variable takes on a negative value.
This probability is in the form of an integral that lendsitself to numerical computation,
which can be made arbitrarily accurate.

16 OFDMtheoryis closely related to the theory of discrete multitone (DMT) modula-
tion, which is discussed in Starr et al. (1999). Bahai and Saltzberg (1999) is devoted to
OFDMtheory andapplications; this book also discusses wireless local area networks
and future trends using OFDM.

7 The Discrete Fourier Transform and its inverse are discussed in Oppenheim efal.
(1999), which also describes the Fast Fourier Transform (FFT) algorithm.

18 Pulse-code modulation (PCM)provides a technique for the conversionof an analog
signal into a binary stream. The conversion relies on three basic operations:

e Sampling
® Quantization

e Coding

PCM provides a significant improvement over FM in terms of the bandwidth-noise
trade-off issue. Whereas this trade-off follows a square-power law in FM,the law in
PCMis of an exponential form. Adaptive pulse-code modulation provides an improve-
ment over the standard PCM by making the quantizer, the encoder, or both adaptive.
For a discussion of ordinary PCM and adaptive PCM,see Chapter 3 of Haykin (2001).
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ADDITIONAL PROBLEMS

Modulation Techniques

Problem 3.17 Figure 3.37(a) presents the block diagram of a passband digital phase
modulator, which lends itself to VLSI implementation (Steele and Hanzo, 1999). The pre-
modulation filter of impulse response A(z), as configured in Fig. 3.37(b),is designed to pro-
duce a data-dependent phase signal @(1}, which addresses two read-only-memory (ROM)
units to yield values of the trigonometric terms cos(@(t)) and sin(6(1)). The resulting digital
signals are converted into analog form.

(a) In effect, the baseband model of Fig. 3.12(a) is being extended to deal with nonlinear
phase modulation. This extension is however subject to the assumption that the essen-
tially highest frequency component of both cos(6(7)) and sin(@(f}) is less than the car-
rier frequency f, . Justify the need for this assumption.

(b) Underthis assumption, show that the radiated outputof Fig. 3.37(a) can be formulated as
the phase-modulated signal

S(t) = dcos(2af,t+ Af)

where A is a constant amplitude.

Acos(2rf.f)

 
 
 
 

Input
binary datastream

{B,)   Premodulation signal s(¢)filter

ACY

  

  
  Read-only Digital-to-

memories analog Asin(27f.2)converters

(a)

 
{b)

FIGURE 3.37 Block diagrams for Problern 3.17.
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(c) The premodulationfilter can be implemented in the form of a tapped-delay-line filter, as
in Fig. 3.37(b), where T is the symbol duration.Justify this method of implementation.

Problem 3.18

(a) Construct and label the constellations of M-ary PSK for (i) M=8, and (ii) M = 16.
(b) Discuss the differences that distinguish 16-PSK considered in part (a) and 16-QAM

described in Fig. 3.15, doing so in the context of information transmission over a wireless
channel.

Problem 3.19 Quadriphase-shift keying and minimum-shift keying provide two spectrally
efficient methods for the digital transmission of binary data over a wireless channel. List the
advantages and disadvantages of these two methodsof digital modulation.

Problem 3.20 The 2/4 -shifted DOPSK is characterized by two combinedfeatures:

® the use of 8 carrier-phasestates, and
e the transmission of an information-bearing signal in the differential carrier phase.

Specifically, the differential carrier phase A@, is governed by the mapping

-3n/4 for b,=-3

—m/ 4 for b, = -1

+1/4 for b,

+3n/4 for b,

AO, =
" +1

+3
ll

where {b,} denotes the incoming data stream.
Formulate the expression or the complex envelope of the 7/4 -shifted DOPSKsignal.|

| Problem 3.21 Continuing with the z/4-shifted DOPSK described in Problem 3.20, sup-
pose that the incoming pulse amplitude is shaped in accordance with the square root raised
cosine spectrum discussed in Section 3.4.1.

|

(a) Using simulation, compute the phase trajectory of the 2/4 -shifted DOPSKsignalby plot-
ting its quadrature component versus the in-phase component for an incoming random
quaternary sequence.

(b) Demonstrate that the phase trajectory does not pass through the origin. What are the
practical implications of this property in the context of information transmission over a
wireless channel?

Problem 3.22 In this problem, we explore the effect of a multipath channel on the wave-
form of three digitally modulated signals. The multipath channel is represented by the simple
tapped-delay modelof Fig. 3.38, where T denotes the symbol duration. Values of the tap-weights
are

wo = 0.25

w, = 0.25

Ww = 0.25

| The incoming binary sequence is ...0000110101110101...
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FIGURE 3.38 Tapped-delay-line model of multipath channel.

 
(a) Plot the waveformsof the modulatedsignals at the model input, using the following three

methods:

@ OPSK

di) OQPSK

(ii) 2/4 -shifted QPSK

{b) For each of these methods, plot the waveform produced at the model output.
(c} What conclusions can you draw from the results of parts (a) and (b)?

Assumethe use of non-return-to-zero signaling.

Problem 3.23 Repeat Problem 3.22,this time using the moredifficult set of tap-weights:
 

wy = 05 7
|

w, = V0.5 4

wy = 05

Whyis this set of tap-weights moredifficult to deal with than those of Problem 3.22?

Problem 3.24

Equations (3.58) and (3.59) define the two coordinates for signal-space analysis of MSK. Given
these two orthonormal coordinates, depict the signal-space representation of the MSK signal.

Problem 3.25 Equation (3.67) defines the impulse response of the pulse-shaping filter AZ)
used to generate a GMSKsignal.

(a) Show that the time function A(z} satisfies all the properties of a probability density
function.

(b) Expanding on the interpretation of A(#) as a probability density function, determine the
vatiance of the distribution. Whatis the significance of this interpretation?

Problem 3.26 The tamed frequency modulation (TFM), due to deJager and Dekker(1978),
is designed to provide a frequency-modulated signal whose power spectrum is compact without
sidelobes. This desirable spectral characteristic is achieved by careful control of the phase tran-
sitions of the frequency-modulated signal. Figure 3.39 depicts the TFM modulator that consists
of a premodulation filter feeding a voltage-controlled oscillator. The premodulation filteritself
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Premodulationfilter: Transfer function H7(f)

 
 
 

 
 

 
Input Voltage-
binary controlled ——
sequence oscillator e

FIGURE 3.39 Block diagram of TFM modulator.

consists of the tapped-delay-linefilter cascaded with a low-passfilter whose impulse response is
the inverse Fourier transform of the example transfer function

Hy(f) = (nfT)/sin(afT) for 0<|f| <1/2T
° 0 otherwise

where T is the symbol duration.

(a) Show that the overall transfer function of the corresponding premodulationfilter is given by

(afT) 2
Hip) = man (afT) for O< |f| $1/27

0 otherwise

(b) Using computer simulation, plot the overall impulse response of the premodulationfilter,
denoted by h(¢).

(c) Thefilter defined in part (b) is noncausal. Proposethe use of a delay that would makethe
filter causal for all practical purposes.

(d) How does the impulse response of the premodulationfilter computed in part (b) compare
with that of the premodulationfilter used in the GMSK modulator?

(e) Discuss the practical benefit that could be gained by using TFM for a FDMAsystem.

Frequency-Division Multiple Access

Problem 3.27 An FDMAsystem using frequency modulation accommodates a total of
N=100 mobile users assigned to a particular cell. The largest frequency component of the
speech signal is W=3.4 kHz. Using Carson’s rule, determine the bandwidth of the uplink and
downlink of the system for each of the following frequency deviations:
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fa) Dal

(by D=2

(fc) D=3

Problem 3.28 The use of frequency hopping makes it possible for the carrier frequency
to hop randoraly from one frequency to another. Discuss how the use of frequency hopping
can improve the performance of an FDMA system operating in a wireless communication
environment.

Adjacent Channel Interference

Problem 3.29 As a measure of the adjacent channel interference problemillustrated in
fig. 3.24, consider the flowing index of performance:

P
ACE = a6

#sg£

where Pe, is the power spilling over into 4 channel of interest due to the sidelobes of an adja-
cent channel. and Py.) is the power produced in that channel due to its own niain lobe.

{a) Using Eq. (3.70), derive a formula for ACT,
(b) Calculate the index of performance for the exampleillustrated in Fig. 3.24.

Problem 3.30 A general formula for assessing the adjacent-channe! interference problem is

fo eqputy—eniar
ACK df) =ST

f_omiquirar
where G(/) is the power spectral density of the input signal, W(/)} is the frequency response of
the band-pass filter used to separate adjacent channels, and éf is the frequency separation
beiween the two channels. Justify the validity of this formula.

Amplifier Nonlinearities

Problem 3.31 One way of lmearizing a nonlinear power amplifier is to predistort the input
signal. in effect, the castade connection of two nonlinear components behaves like a linear
micmoryless system. Discuss the rationale of how such a scheme can be implemented,

Charinel Estimation and Tracking
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Problem 3.32 Plot the less in dB as a function of residual phase error using BPSK modula-
tion. For typical modem implementations, there is an alocated implementation margin that may
range from (3 dB to 2 dB, depending upon the application. This implementation margia
includes all losses due to nunideal implementation of the modem. H the portion of the imple-
mentation margin allocated for phase errors is O.221B, what is the maximum phase error
allowed if the target BER is 107°?
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Problem 3.33 The statement “The residual frequency error is small compared to the signal
bandwidth”implies that there is minimal phase rotation over between two successive symbols.
If the maximum phase rotation permitted is 10°, what is the maximum frequency errorthat
would be permitted as a fraction of the symbol rate’? What doesthis imply about the accuracy
the local oscillator for down-converting the received signal?

Problem 3.34 Showthatpilot symbols can be used to track both fading and small residual
frequency errors in the receiver. What are the constraints on this residual frequency error?

Receiver Noise Performance

Problem 3.35 Thelast column of Table 3.4 lists the exact formulas for the bit error rates of
different digital modulation schemes operating over a slow Rayleigh fading channel. The
parameter y denotes the mean value ofthe received signal-energy-to-noise spectral density
ratio.

(a) Derive these exact formulas.
(b) Assuming that % is large compared to unity,find theapproximate forms of these formulas.

Problem 3.36 A digital communication system uses MSKfor information transmission.
The requirementis to do the transmission with a bit error rate that must not exceed 10+. Cal-
culate the minimum signal-to-noise ratio needed to meet this requirement for the following
two scenarios:

(a) Additive white Gaussian noise channel
(b) Rayleigh fading channel

OrthogonalFrequency-Division Multiplexing
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Problem 3.37 In this problem, we addressthe issue of evaluating the power spectrum of an
OFDMsignal. From the discussion presented in Section 3.13, we may treat the OFDMsignal as
a modulated set of orthogonal subcarriers whose frequencies are separated by the reciprocalof
the symbol duration T. Consider an incoming signal constellation characterized by twofeatures:

® zero mean, and

* amplitude-shaping pulse P(/).

(a) Derive the expression for the power spectrum of the complex envelope of the OFDM
signal.

(b) Plot the power spectrum derivedin part (a) for the following specifications:

(i) Numberof subcarriers, N = 16,
(ii) Pulse-amplitude shaping pulse in the form of a rectangular function oftime ¢.

(c) Repeat the power spectrum computation ofpart (b) for N=48.



Page 199 of 474

CHA PT ER 4

Coding and Time-Division
Multiple Access

 
4.1 INTRODUCTION

 
In conceptual terms, FOMA operates by partitioning the prescribed radio spectrum
(.e., prescribed for wireless communications by regulatory agencies) among potential
users. Hence, FDMA belongs to the analog world. In contrast, TDMA operates by par-
titioning prescribed time intervals among potential users. This alternative to multiple
access on a frequency-division basis belongs to the ever-expanding digital world that
continues to improve over time in terms of both computing power and the cost of fabri-
cating equipment. Thus, although the many-faceted implementation of TDMArequires
the use of sophisticated digital signal-processing techniques, thanks to breakthroughs in
digital signal-processing theory, groundbreaking discoveries in solid-state physics, and
major industrial refinements of microfabrication machinery, we find the following

« For the same level of performance, TDMA systems are cheaper to build than
FDMAsystems.

¢ For the same cost, TDMA systems deliver a superior performance compared
with FDMAsystems.

Later in the chapter, we present a detailed account of the advantages of TDMA over
EDMA. Forthe present, it suffices to say that the increase in system complexity of
TDMA systems (compared with FDMA systems) comes about from a sequence of
operations, each of which is designed for a specific purpose:

Coding. For digital signal processing, the speech signal is sampled at a uniform rate,
and the speech samples are subsequently encoded into a digital sequence through two
operations:

L. Source encodingfor effective utilization of channel bandwidth

2. Channel encoding for protection against channelnoise

An attractive feature of TDMAis that it does accommodate the transmission of source-

channel encoded digital data alongside digitized speech in a straightforward manner.

Equalization. With TOMA,the channel bandwidths are wider than with FDMA,and
the fading is no longer frequency fiat, but rather frequency selective. This form of
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modification introduces a type of distortion known as intersymbolinterference (ISI).
Channel equalization provides a practical means to mitigate the ISI problem.

Modulation.Forthe transmission of digitized speech and data over a wireless channel,
we naturally require the use of passband modulation techniques, which, in turn, man-
dates the use of synchronization so as to establish a strict one-to-one correspondence
between the locally generated carrier frequency, carrier phase, and symbol timing at
the receiver, on the one hand, and their corresponding counterparts at the transmitter,
on the other. Modulation was discussed in Chapter3.

Figure 4.1 showsthe block diagram of a basic TDMAlink. The source signal (e.g.,
speech signal) is knownto contain redundantinformation. With the efficient utilization
of channel bandwidth as a primary objective of wireless communications, the transmit-
ter begins by sampling the incoming speech signal, followed by encoding the signal
through a process designed to remove as muchof the natural redundancy in the speech
signal as possible without compromising the ability of the receiver to provide a high-
quality reproduction of the original signal. The next functional block in the transmitter
is a channel encoder, whose function is to introduce controlled redundancy into the
speech-encoded signal to provide protection against channel noise. The channel
encoder fulfills this function by making the controlled redundancy known to the
receiver, One other important point to take into accountis that a wireless channeldis-
tinguishesitself from other communication channels (e.g., an ordinary telephone chan-
nel) by its tendency to produceerrors in the form of bursts, attributed to deep fades,
which degrade receiver performance. To mitigate this particular channel impairment,
an interleaveris included in the transmitter for the purpose of pseudorandomizing the
order of the binary symbols in the channel-encoded signal in a deterministic manner.
As with the controlled redundancy introduced by the channel encoder, the pseudoran-
domization introduced by the interleaver is also known to the receiver. The next func-
tional block in the transmitter is a packetizer, whose function is to convert the encoded
and interleaved sequenceof digitized speech data into successive packets, each of which
occupies a significant portion of a frame. Each framealso includes a synchronization
information-bearing signal, the purpose of which is to synchronize the timing opera-
tions in the receiver with the corresponding onesin the transmitter. The remainder of
the frame is occupied by a probing signal, whose function, as the name implies,is to
probe the channel and thereby make it possible to estimate the unknown impulse
response of the channel on a frame-by-frame basis. With the estimate of the channel
impulse responseat hand, equalization of the channelat the receiving endofthe link is
made possible. The final functional block of the transmitter is used to modulate the
packetized speech data ontoa sinusoidalcarrier for transmission over the channel.

As indicated in the figure, the receiver consists of a cascade of the following
blocks: a quadrature demodulator, a baseband processor for channel estimation and
equalization, a deinterleaver, a channel decoder, a speech decoder, and a reconstruc-
tion (low-pass) filter. The individual functions of these blocks are to reverse the
corresponding operations performed by the channel and the transmitter. The quadra-
ture demodulator converts the received RFsignal into its baseband form without any
loss of information; this conversion permits the use of digital signal-processingtools.
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FIGURE 4.1 Block diagram of a basic TDMAlink; the shaded arrow indicates a complex
signal with real and imaginary parts.

The baseband processor operates on the resulting complex baseband signal to perform
two functions: estimating the unknown channel impulse response, and using the esti-
mate obtained to reverse the convolution performed on the transmitted signal by the
channel {(e., channel equalization). The resulting output is then deinterleaved, channel
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decoded, source decoded, and, finally, low-pass filtered. In this way, an estimate of the
original speech signal is delivered to a mobile user at the receiver output. Note that
the shaded arrow connecting the baseband processor and the quadrature demodulator
indicates the transmission of complex baseband signals (i.e., signals with real and
imaginary parts).

From the block diagram of Fig. 4.1 for a basic TDMAlink,it is apparent that the
use of digital wireless communications requires a considerable amount ofelectronic
circuitry. Fortunately, nowadayselectronics are inexpensive, due to the ever-increasing
availability of very large-scale integrated (VLSI) circuits in the form ofsilicon chips.
Thus, althoughcost considerations used to be a factorin selecting analog wireless com-
munications over digital wireless communications, that is no longer the case today.

The chapter is organized as follows. Section 4.2 reviews the sampling process,
which is the first step in the digitization of an analog signal (e.g., speech signal), fol-
lowed byrationale for the use of source and channel coding techniquesin Section 4.3.
The stage is then set for a review of Shannon’s information theory, which provides the
mathematical foundation for the various signal-processing operations embodiedin the
TDMAlink of Fig. 4.1. Section 4.5 discusses speech-coding techniques that are of par-
ticular interest in wireless communications. Sections 4.6 through 4.13 examine channel-
coding and Turbo-coding techniques, including several related issues that are pertinent
to wireless communications. Section 4.14 discusses partial-response modulation.This is
followed by the treatment of channel estimation/equalization in Section 4.15. At that
point in the chapter, the stageis set for a description of TDMAinSection 4.16. Finally,
Sections 4.17 through 4.19 discuss three theme examples: the global system of mobile
(GSM) communications; joint equalization-decoding in the receiver; and random
access techniques,in that order. The chapter drawsto a conclusionin Section 4.17.

4.2, SAMPLING

Westarted our introductory discussion of the basic TDMAlink ofFig. 4.1 by considering
the sampling process, which is basic to the digital representation of all analog signals,
including speech. The purpose of sampling is to convert an analog information-bearing
signal, withoutsignificant loss of information, into a corresponding sequence of samples
that are usually spaced uniformly in time. For such a processto have practicalutility,it 1s
necessary that we choose the sampling rate properly, so that the sequence of samples
uniquely defines the original signal, which, in turn, enables the original signal to be
reconstructed from the sequence of samples. This is the essence of the sampling theorem.

A derivation of the sampling theorem follows from the Fourier transform that pro-
vides a mathematical link between the time- and frequency-domain descriptions of an
analog signal. In light of the derivation, presented in Appendix A, we maystate the sam-
pling theoremforstrictly band-limitedsignals offinite energy in two equivalentparts:

1. A band-limited signal offinite energy that has no frequency components greater
than W hertz is completely described by specifying the values of the signal at
instants of time separated by 1/2W seconds.
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2. A band-limited signal offinite energy that has no frequency components higher
than W hertz may be completely recovered from a knowledge ofits samples taken
at the rate of L/2W samples per second.

Part 1 of the sampling theorem applies to the transmitter, while Part 2 applies to the
receiver. The sampling rate of 2W samples per second for a signal bandwidth of W
hertz is called the Nyquist rate; its reciprocal, 1/2W (measured in seconds),is called the
Nyquist interval.

The statement of the sampling theorem, as presented herein, is based on the
assumption that the information-bearing signal mt) is strictly band limited. In practice,
however, mi(4) is nor strictly band limited, with the result that some degree of undersam-
pling is encountered. Consequently, some aliasing is produced by the sampling process,
resulting in (hopefully) only a minorloss of information. Afiasing refers to the phenome-
non of a high-frequency componentin the spectrum ofthe signal m(r) seemingly taking on
the identity of a lower frequency in the spectrum of the sampled version of the signal, as
illustrated in Fig. 4.2. The aliased spectrum, shown by the solid curve in Fig, 4.2(b), per-
tains to an undersampled version of the signal represented by the spectrum of Fig. 4.2{a).

To combatthe effects of aliasing in practice, we use two corrective measures:

1. Pricer to sampling, a low-pass antialiasing filter is used to attenuate high-frequency
components of the signal m(r) that are not essential to the information being
conveyed.

2. The output of the low-passfilter is sampled at a rate slightly higher than the
Nyquist rate, which has the beneficial effect of easing the design of the recon-
struction filter used to recover the original signal in the receiver.

M(f)

M(O)

  
FIGURE 4.2 (a) Spectrum of a message signal bandlimited to -W << W,
(b) Spectrum of the corresponding sampled version of the signal for a sampling rate f, < 2W,
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For example, the spectrum of a speech signal extends well into the kilohertz region.
However, insofar as telephonic communication is concerned,limiting the spectrum of
the speech signal to about 3.1 kHz is adequate for such an application. Thus,to cater to
corrective measure 1, the customary practice is to pass the speech signal through a
low-passfilter with a cutoff frequency equal to 3.1 kHz. 'To cater to corrective measure
2, the filtered speechsignal is sampled at a rate equal to 8 kHz, whichis slightly larger
than the Nyquist rate of 2 x 3.1=6.2 kHz. Indeed, the sampling rate of 8 kHz is the
international standard for the sampling of speech signals.

4.3. WHY FOLLOW SAMPLING WITH CODING?

An analog signal (e.g., a speech signal) has a continuous range of amplitudes; there-
fore, its samples will have a continuous amplitude range, too. In other words, within
the amplitude range of the signal, we find an infinite number of possible amplitude
levels. However, recognizing that any humansense(e.g., the ear) can detect only finite
intensity differences, we may approximate the analog signal by its quantized version,
which is constructed of discrete amplitudes selected from an available set on a mini-
mum-error basis. This approximation process is called quantization, and, unlike the
sampling process,it is not reversible, In any event, with the combineduse of sampling
and quantization at our disposal, the specification of the analog signal becomeslimited
to a discrete set of values—discrete in both time and amplitude. Unfortunately, such a
set is not in the form best suited for transmission over a wireless channel. Rather, to
facilitate the transmission in an efficient manner, we require the use of an encoding
process thattranslates the discrete set of sample values to a more appropriate form.In
this context, the use of a binary code (with two symbols, namely, 0 and 1) offers the
maximum benefit over the effects of channel noise on the signal. Thus, by sampling,
quantizing, and encodingthe analog signal, in that order, we end up with a digital rep-
resentation of the signal in binary form.

However, with a code word of n binary symbols used to represent each sample of
the analogsignal, the digital representation of the analog signal requires an expansion
of the channel bandwidth by a factor of n. This requirement imposes a new burden on
the design of the wireless communication system. To lessen the burden, we recognize
that when a speech signal, for example, is sampled at a rate slightly higher than the
Nyquist rate, the resulting sampled signal is found to exhibit a high degree of correla-
tion between adjacent samples. The meaning of this correlation is that the speech sig-
nal does not change rapidly from one sample to the next; the result is that the encoded
version of the signal contains redundant information. Accordingly, notall of the sym-
bols resulting from the encoding process are essential to the transmission of informa-
tion over the wireless channel. By removing the redundant elements before encoding,
we obtain a moreefficient coded signal. The operation of redundancy removal, called
source coding, has the net effect of reducing the channel bandwidth requiredto trans-
mit the speech signal over the wireless channel.

The use of an encoded version of the speech signal has another beneficial effect:It
offers the potential for mitigating the effects of channel noise on thesignal. In particular,
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through the use of channel coding as a follow-up to source coding, a wireless communi-
cation system is capable of correcting transmission errors incurred in transporting the
information-bearing signal from the source at the transmitter input to the sink (user) at
the receiver output.

Theefficient implementation of coding systemsrelies on digital signal-processing
technologyin the form ofsilicon chips. Interestingly enough,it is this same enabling
technology that has made it possible to build time-division multiple-access systems
and incorporate source-coding and channel-coding techniquesso as to realize the fol-
lowing two practical objectives of wireless communications in a cost-effective manner:

e Efficient transmission of an information-bearing signal across a wireless channel

e Reliable delivery of the signal to its destination

4.4 SHANNON'S INFORMATION THEORY

In a classic paper published in 1948, Claude Shannon laid down the mathematical
foundation of communication, which has survived the test of time. In basic terms,
Shannon’s information theory addresses two issues of practical importance: the effi-
cient encoding of a source signal and its reliable transmission over a noisy channel.
Both issues are of fundamental importance to the study of wireless communications.
In what follows, we briefly review the underpinnings of information theory.

4.4.1 Source-Coding Theorem!

Page 205 of 474

The source-coding theorem is motivated by twofacts:

e A common characteristic of information-bearing signals generated by physical
sources (e.g., speech signals) is that, in their natural form, they contain a certain
amountof information that is redundant, the transmission of which is wasteful of

primary communication resources, namely, transmit power and channel band-
width.

e For efficient signal transmission, the redundant information should be removed
from the information-bearing signal prior to transmission.

In its simplest form, the source-coding theorem maybestated as follows:

Given a discrete memoryless source characterized by a certain amount of entropy,
the average code-wordlength for a distortionless source-encoding schemeis upper
bounded by the entropy.

In information theory, entropy is a measure of the average information content per
symbol emitted by the source. According to the source-coding theorem, entropy repre-
sents a fundamental limit on the average number of bits per source symbol necessary
to represent a discrete memoryless source, in that that number can be made as smallas,
but no smaller than, the entropy of the source. We may thus express the efficiency of a
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source encoderas

7 = (4.1)

where H(S) is the entropy of the source with source alphabet S and Z is the average
number of bits per symbol used in the source-encoding process. Entropy isitself
defined by

K-1 1H(S) = pyloe{=) (4.2)
Prk=0

where p,. is the probability that a certain symbols; is emitted by the source. With the
base of the logarithm in this definition equal to 2, the entropy is measured in bits, a
basic unit of information.

4.4.2. Channel-Coding Theorem

Another practical reality is the inevitable presence of channel noise, which pro-
duces errors between the output and input data sequences of a digital communica-
tion system. For a wireless communication channel, the probability of error may
exceed 107!, which means that (on the average) only 9 out of 10 transmitted sym-
bols are received correctly. For many applications, this level of reliability is unac-
ceptable. To achieve reliable communication over a noisy wireless channel, we
resort to the use of channel coding, which consists of mapping an incoming data
sequence into an output data sequence in such a waythat the overall effect of chan-
nel noise on the system is minimized. The mapping operation performed in the
transmitter is accomplished by a channel encoder, and the inverse mapping opera-
tion performed in the receiver is accomplished by a channel decoder. The channel
encoder and channel decoder are both under the designer’s control, with the objec-
tive of optimizing the overall reliability of the wireless communication system. The
approach takento realize this objective is to purposely introduce redundancy in the
channel encoder so as to reconstruct the original data sequence as accurately as
possible. Thus, in a rather loose sense, we may view channel coding as the dual of
source coding,in that the former introduces controlled redundancy to improve data
transmission reliability, whereas the latter reduces natural redundancy to improve
data transmission efficiency.

In a theoretical context, a concept basic to channel coding is that of channel
capacity, which, for a discrete memoryless channel, represents the maximum amount
of information that can be transmitted per channel use. The channel-coding theorem
maybestated as follows:

If a discrete memoryless channel has capacity C and a source generates informa-
tion at a rate less than C, then there exists a coding technique such that the output
of the source may be transmitted over the channel with an arbitrarily low probabil-
ity of symbolerror.
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The channel-coding theorem thus specifies the channel capacity C as a fundamental
fimit on the rate at which the transmission of reliable (error-free) messages can take
place over a discrete, memoryless noisy channel.

Consider the case of a block code, in which an incoming message sequence is
subdivided into sequential blocks & bits long and each &-bit block is mapped into a
new n-bit block with n > &. The number of redundant bits added by the channel
encoder to each transmitted block is n —k bits. The ratio k/n is called the coderate.

Using r to denote the code rate, we may thus write

pak (4.3)A

where, of course, r is always less than umty. For a prescribed block length &, the code
rate r (and therefore the system’s coding efficiency) approaches zero as the encoded
block length » approaches infinity.

The most unsatisfactory feature of the channel-coding theorem, however,is its
nonconstructive nature. The theorem asserts the existence of good codes, but does not
tell us how to find them. By good codes, we mean families of channel codes that are
capable of providing reliable transmission of information(i-e., with an arbitrarily small
probability of symbol error) over a noisy channel ofinterest at bit rates up to a maxi-
mum value less than ‘the capacity of that channel. The construction of good codesis
taken up in Sections 4.6 through 4.9,

4.4.3 Information Capacity Theorem

The source-coding theorem focuses on the efficient mapping of a source sequence, The
channel-coding theorem focuses on the reliable transmission of a sequence over a
noisy channel. Shannon’s third theorem, the information capacity theorem, brings out
the trade-off between channel bandwidth and signal-to-noise ratio at the channel out-
put in the most insightful way.

Consider, then, the idealized setting of a discrete-time, memoryless, Gaussian
channel, the output of which is described by the signal-to-noise ratio Pio*,where P is the
average transmitted power and o” is the variance of the zero-mean Gaussian-distributed
channel noise. Let B denote the channel bandwidth, measured in hertz, and C denote

the corresponding channel capacity, measured in bits per second, Then, according to the
celebrated information capacity theorem, we may express the information capacity as

C = Blog{1 + 5) bits/s (4.4)oO

The information capacity theorem is one of the most remarkable results of information
theory,for, in a single formula,it highlights most vividly the interplay among three key
system parameters: channel bandwidth, average transmitted power, and channel noise
variance o7 = NB, where Nj/2 is the (two-sided) power spectral density of the additive
channel noise. More specifically, the dependence of information capacity C on the
channel bandwidthis linear, whereas its dependence on the signal-to-noise ratio P/o” is
logarithmic. Accordingly,it is easier to increase the information capacity of a wireless
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channel by expanding its bandwidth than increasing the average transmitted power,
for a prescribed noise spectral density.

Equation (4.4) applies to a single-input, single-output channel. Extension of the
information capacity theorem to multiple-input, multiple-output channels is discussed
in Chapter6.

4.4.4 Rate Distortion Theory

According to the source-coding theorem, for a discrete memoryless source, the aver-
age code-word length must beas large as the source entropy in order to represent the
source perfectly. However,in many practical situations, there are constraints that force
the source codingto be imperfect, thereby giving rise to unavoidable distortion.In sit-
uations of this kind, we speak of source coding with a fidelity criterion. The branch of
information theory that deals with this criterion is referred to as raie distortion theory,
whichfinds applications in two typesof situations:

1. Source coding, wherein the permitted alphabet of the source code cannotrep-
resent the source output exactly, thereby forcing us to put up with lossy data
compression.

2. Information transmission,whichis required at a rate greater than the permissible
channel capacity.

We may therefore view rate distortion theory as a natural extension of the source-
coding and channel-coding theorems.

In the contextof lossy data compression, we may think of a device that supplies a
code with the least number of symbols for the representation of the source output,
subject to an acceptable distortion. The data compressor thus retains the essential
information content of the source output by blurring fine details in a deliberate, but
controlled, manner. The data compressionis Jossy, in the sense that the source entropy
is reduced. In an analog system, an example of lossy compression would be removing
the frequency contentof a voice signal above 3.1 kHz for a telephonecall.

The entropy of an analog sourceis infinite by virtue of the fact that, in theory, its
amplitude may occupy an infinitely large range. Hence, encoding of the source output
atafinite rate will necessitate the use of a signal compression code. Stated another way,
regardless of the sampling rate,it is impossible to digitally encode an analog signal
with a finite numberof bits without producing some distortion (i.e., loss of informa-
tion). In addition to sampling, the digital representation of the analogsignal involves
the process of quantization, whereby the amplitude of each sample is rounded off to
the nearest level selected from a finite set of levels.

Various types of quantizers have been proposed in the literature. However,
insofar as speech is concerned—a matter that is of primary concern in wireless
communications—vector quantizers are of special interest because of their improved
signal-to-quantization noise ratio. A distinctive feature of this class of quantizersis
that each block of consecutive samples of the speechsignalis treated as a single entity,
namely, a vector. The essential operation in a vector quantizer is the quantization of a
random vector of samples by encoding it as a binary code word. The encodingis
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accomplished by comparing the vector with a codebook consisting of a set of stored
reference vectors known as code vectors or patterns, Each pattern in the codebookis
used to represent Input vectors that are identified by the encoder as similar to the
particular pattern, subject to the maximization of an appropriate fidelity criterion.
The encoding process in a vector quantizer may thus be viewed as a pattern-matching
operation. The code-excited linear predictive encoder, considered in the next section,
is an example of a vector quantizer.

4.5 SPEECH CODING?

A recurrent themein the design of digital wireless communication systems is the effi-
cient utilization of the allotted spectrum. With this important objective in mind, digital
wireless communication systems rely on the use of speech coding to remove almostall
of the natural redundancy jnherentin a speech signal, while maintaming a high-quality
reproduction of the original signal on decoding. The most common approach to speech
coding is to use a linear predictive coding (LPC) approach in one form or another, As
the name implies, linear prediction is basic to this approach—hence the devotion of
Subsection 4.5.1 to the essence of this operation. Subsections 4.5.2 and 4.5.3 discuss two
extensions of linear prediction, namely, multipulse excited LPC and code-excited LPC.

4.5.1 Linear Prediction

One of the most celebrated problems in signal processing is that of predicting the
present (or future) value of a discrete-time signal, given a set of past samples of the
signal. In so doing, we have a powerful approach for building a predictive model for
the underlying dynamics responsible for the generation of the signal. The smaller the
prediction error in a statistical sense, the more reliable the model will be. The predic-
tion error is defined as the difference between the actual future value of the signal and
the predicted value produced by the model.

To be specific, consider a discrete-time signal represented by the set of samples
x(t), x(t —T,).....x(f - NT,), where T, denotes the sampling period. The sampling rate f,
is related to the sampling period as f, = 1/7, In the one-step form of linear prediction,
the requirement is to estimate the present value of the signal x(¢), given the N past
samples x(t ~ T,), x(t ~ 27,).....x(f -NT,). Let $(2) denote the output of the predictive
model. In linear prediction, £(t) is expressed as a linear combination of the NV’ past
samples via the formula

N

R(t) = SS a,x(t—aT,
n=l :

Tr
=a x

(4.5)

where the superscript 7 denotes matrix transposition and the N-by-1 signal vector x
and parameter vector a are, respectively,

x = [x(t-T,), x(f-27,), ..¢-NT (4.6)
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x(t—2T,) x(f—NFL+ TF)(t ~ T;)
10>a} meee 7]

(S) Pree (>) ©) > Prediction

FIGURE 4.3 Structure of the FIR (i.e., tapped-delay-line) predictor.

 

  
and

a = [a4, 4, ves Ay) (4.7)

The parameters aj, a5, ..., @, in effect define the N degrees of freedom available to us
in designing the predictive model. Equation (4.5) readily suggests the tapped-delay-
line (TDL) orfinite-duration impulse (FIR) filter, shown in Fig. 4.3 as the structure for
the predictive model.

The key question is: how do we determinethefilter coefficients? To answerthis
question, we needa statistical criterion for optimizing the design of thefilter. A crite-
rion widely used in practice is the mean-square-error (MSE) criterion, defined by

MSE = E[(x(1)-8(2))J (4.8)

where E denotes the statistical expectation operator and the difference x(t) —X(t)
stands for the prediction error. It turns out thatif x(¢) is the sample value of a stationary
random process, then the optimum value of the parameter vector a is given by

a=R'r (4.9)
where the N-by-N matrix R is the correlation matrix of the tap inputs of the predic-
tive model and the N-by-1 vector r has as its elements the autocorrelation of the input
signalx(t) for lags T,,2T,,..., NT,. The symbol R™! in Eq.(4.9) stands for the inverse of
the correlation matrix. (Note the similarity between a linear predictor exemplified by
Eq. (4.9) and a smoothingfilter defined by Eq. (3.89).)

If, however, the physical process responsible for the generation of the signal x(r)
is nonstationary (i.e., its statistics vary with time), then we require the use of an adap-
tive procedure whereby the model parameters are allowed to vary with time. A brief
discussion of adaptivefiltering algorithms is presented in Appendix E.

4.5.2 Multipulse Excited LPC

This form of speech coding exploits the principle of analysis by synthesis, which means
that the encoder includes a replica of the decoder in its design. Specifically, the
encoderconsists of three main parts, as indicated in Fig. 4.4(a):
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FIGURE 4.4 Muiltipulse excited linear predictive codec. (a) Encoder. (b) Decoder whose
input (the received signal) consists of quantized filter parameters (signified by lighter arrows)
and quantized excitation, as produced by the generator.

A synthesis filter, for the predictive modeling of speech. This may consist of an
all-pole filter (.e., a linear filter whose transfer function has poles only), which is
designed to model the short-term spectral envelope of speech. The term “short-
term” refers to the fact that the filter parameters are computed on the basis of
predicting the present sample of the speech signal from 8 to 16 previous samples.
The synthesis filter may also include a /ong-term predictor for modeling the fine
structure of the speech spectrum.In such a case, the long-term predictoris con-
nected in cascade with the short-term predictor. In any event, the function of the
synthesis filter is to produce a synthetic version of the original speech thatis con-
figured to be of high quality.

An excitation generator, for producing the excitation applied to the synthesis
filter. The excitation consists of a definite number of pulses every 5 to 15 ms.
The amplitudes and positions of the individual pulses are adjustable.
Error minimization, for optimizing the perceptually weighted error between the
original speech and the synthesized speech. The aim of this minimization is to
optimize the amplitudes and positions of the pulses used in the excitation. Typi-
cally, a mean-square-error criterion (1.¢., the mean-square value of the difference
between an actual sample of the speech signal and its predicted value) is used for
the minimization.
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Thus, as shownin Fig. 4.4(a), the three parts of the encoder form a closed-loop optimi-
zation procedure, which permits the encoder to operate at a bit rate below 16 kb/s
while maintaining high-quality speech on reconstruction.

The encoding procedure itself has two main steps:

1, The free parameters of the synthesis filter are computed with the use of the
actual speech samples as input. This computation is performed outside the opti-
mization loop over a period of 10 to 30 ms, during which the speech signal is
treated as pseudostationary.

2. The optimum excitation for the synthesis filter is computed by minimizing the
perceptually weighted error with the loop closed, as in Fig. 4.4(a).

Thus, the speech samples are divided into frames (10 to 30 ms long) for computing the
filter parameters, and each frame is divided further into subframes (5 to 15 ms long)
for optimizing the excitation. The quantizedfilter parameters and quantized excitation
constitute the transmitted signal.

Note that by first permitting the filter parameters to vary from one frame to the
next and then permitting the excitation to vary from one subframe to the next, the
encoder is able to track the nonstationary behavior of speech, albeit on a batch-by-
batch basis.

The decoder, located in the receiver, consists simply of two parts: the excitation
generator and the synthesis filter, as shown in Fig. 4.4(b). These two parts are identical
to the corresponding ones in the encoder. The function of the decoder is to use the
received signal to produce a synthetic version of the original speech signal. This is
achieved by passing the decoded excitation through the synthesisfilter, whose param-
eters are set equal to those in the encoder.

To reduce the computational complexity of the codec (a contraction of coder/
decoder), the intervals between the individual pulses in the excitation are constrained
to assume a common value. The resulting analysis-by-synthesis codec is said to have a
regular-pulse excitation.

4.5.3 Code-Excited LPC

Figure 4.5 shows the block diagram of the code-excited LPC, commonly referred to as
CELP, which provides another method for speech coding. The distinguishing feature
of CELPis the use of a predetermined codebookof stochastic (zero-mean white Gaus-
sian) vectors as the source of excitation for the synthesis filter. The synthesisfilter itself
consists of two all-pole filters connected in cascade. One filter performs short-term
prediction and the other performs long-term prediction.

As with the multipulse excited LPC, the free parameters of the synthesis filter are
computedfirst, using the actual speech samples as input. Next, the choice of a particular
vector (code) stored in the excitation codebook and the gain factor G in Fig. 4.5 is opti-
mized by minimizing the average power of the perceptually weighted error between the
original speech and the synthesized speech (i.e., the output of the synthesis filter). The
address of the random vector selected from the codebook and the corresponding quan-
tized gain factor, together with the quantized filter parameters, constitute the transmitted
signal.
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FIGURE 4.5 Encoder of the code-excited linear predictive codec (CELP). The transmitted
signal consists of the address of the code selected from the codebook, the quantized gain
factor G, and quantized filter parameters.

An identical copy of the codebook is made available to the decoder, and likewise
for the synthesis filter. Hence, given the received signal, the decoderis able to parame-
terize its own synthesisfilter and determine the appropriate excitation for the synthe-
sis filter, thereby producing a synthetic version of the original speech signal.

CELP is capable of producing good-quality speech at bit rates below 8 kb/s.
However,its computational complexity is intensive, because of the exhaustive search
it makes of the excitation codebook. In particular, the weighted synthesized speech in
the encoder has to be computedfor all the entries in the codebook and then compared
with the weighted original speech. Nevertheless, real-time implementation of CELP
codecs has been made possible by virtue of advancesin digital signal processing and
VLSI technology.

4.6 ERROR-CONTROL CODING?

The next function to be addressed in the basic TDMA Link of Fig. 4.1 is that of channel
coding. There are two broadly defined categories of error-control coding techniques to
be considered for this function:

1. Forward error-correction (FEC) codes, which rely on the controlled use of redun-
dancy in the transmitted code word for both the detection and correction of
errors incurred during the course of transmission over a noisy channel. Irrespec-
tive of whether the decoding of the received (noisy) code word is successful, no
further processing is performed at the receiver. Accordingly, channel-coding
techniques suitable for FEC require only a one-way link between the transmitter
and the receiver.

2. Automatic-repeat request (ARQ) schemes, which use redundancy merely for the
purpose of error detection. Upon the detection of an error in a transmitted code
word, the receiver requests a repeat transmission of the word in question,
thereby necessitating the use of a return path (i.e., feedback channel). :
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Unfortunately, the need to retransmit a code word introduces latency into the opera-
tion of the system, making the use of ARQ unsuitable for speech communications by
wireless, which requires information transmission in real time. As for data, the ARO
technique is closely related to link-layer functions to be described in Chapter 7 and
will therefore not be discussed here further,

Historically, FEC codes have been classified into block codes and convolutional
codes. The distinguishing feature of this particular classification is the presence or
absence of memory in the encoders for the two codes.

As mentioned in Section 4.1, to generate an (n,k) block code, the channel
encoder accepts information in successive k-bit blocks and, to each block, adds n —k
redundantbits that are algebraically related to the k messagebits, thereby produc-
ing an overall encoded block of n bits, where n > k. The channel encoder produces
bits at the rate Rp = (n/k)R,, where R, is the bit rate of the information source and
r= k/nis the code rate. The bit rate Ro, coming out of the encoder,is called the chan-
nel data rate. The code rate is a dimensionless ratio, whereas the data rate produced
by the source and the channel data rate are both measured in bits per second.

In a convolutional code, the encoding operation may be viewed as the discrete-
time convolution of the input sequence with the impulse response of the encoder. The
duration of the impulse response equals the memory of the encoder. Accordingly, the
encoder for a convolutional code operates on the incoming message sequence,using a
“sliding window” equal in duration to its own memory. This, in turn, means that in a
convolutional code, as opposed to what happensin a block code, the channel encoder
accepts message bits as a continuous sequence and generates a continuous sequence of
encodedbits at a higherrate.

Both linear block codes and convolutional codes find applications in wireless
communication systems. In the next section, we discuss convolutional codes for which
there exist powerful decoding schemesthat are, in theory, capable of achieving opti-
mal performance. In Section 4.12, we discuss an equally powerful class of linear block
codes known as turbo codes.

4.6.1 Cyclic Redundancy Check Codes

An an example of a linear block code, we consider cyclic codes, which have the prop-
erty that any cyclic shift of a code word in the codeis also a code word. Cyclic codes
are extremely well suited for error detection. We make this statement for two reasons:
first, cyclic codes can be designed to detect many combinations of likely errors; sec-
ond, the implementation of both encoding and error-detecting circuits is very simple
with cyclic codes. It is for these reasons that many of the error-detecting codes used in
practice are of the cyclic-code variety. A cyclic code used for error detection is referred
to as a cyclic redundancy check (CRC) code.

Wedefine an error burst of length B in an n-bit received word as a contiguous
sequence of B bits in whichthefirst and last bits or any numberof intermediate bits are
received in error. Binary (7,4) CRC codesare capable of detecting the following error
patterns:
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TABLE 4.1 CRC Codes.

 Code Generator Polynomial, g(X)} n-k

CRC-12 code 14 D+D*+D3+ Diy DY 12
CRC-16 code (USA) 14+ D?+ D654 ple 16
CRC-ATU code 14+D°+ p+ plé 16

i. Alb error bursts of length « —& or jess.

a A traction ot error bursts of length equal to a-A+1; the fraction equalsPH BVerk*).

3. A traction of error bursts of length greater than n ~&+ 1, the fraction equals
p= 2k),

4, All combinations of dj, -—1 (or fewer) errors, where dj, is the minimum dis-
tance that defines the error-correcting capability of the code.

5. All error patterns with an odd numberof errors if the generator polynomial g(D) for
the code has an even numberof nonzero coefficients, where D denotes a unit-delay
operator; the generator polynomial of a code is responsible for generating all the
code wordsin the code in response to the incoming information bits.

The issues of generator polynomial and minimum distance are discussed in greater
detail later in the chapter.

‘Table 4.1 presents the generator polynomials of three CRC codes that have
become international standards. All three codes contain 1+ D as a prime factor. The
CRC-12 code is used for 6-bit characters, and the other two codes are used for 8-bit char-

acters. CRC codes provide a powerful method of error detection for use in automatic-
repeat request (ARQ)strategies.

4.7 CONVOLUTIONAL CODES

As already mentioned, the encoder in block coding accepts a k-bit message block and
generates an n-bit code word. Thus, code words are produced on a block-by-block
basis. Clearly, a provision must be made in the encoder to buffer an entire message
block before generating the associated code word. There are applications, however,in
which the message bits comein serially rather than in large blocks, in which case the
use of a buffer may be undesirable. In such situations, the use of convolutional coding
may be the preferred method. A convolutional coder generates redundant bits by
using mtodulo-2 convolutions—hence the name of the coder.

The encoderof a binary convolutional code with rate 1/n, measured in bits per sym-
bol, may be viewedasafinite-state machine (FSM) that consists of an M-stage shift regis-
ter with prescribed connections to n modulo-2 adders and a multiplexer that serializes
the outputs of the adders. An L-bit message sequence produces a coded output sequence
of length n(ZL + M) bits. The code rate of the convolutional code is therefore given by

r = —/_bits/symbol (4.10)
nth + M)
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Typically, L >> M. Hence, the code rate reduces to

veh bits/symbol (4.11)A

The constraint length of a convolutional code, expressed in terms of message bits, is
defined as the numberof shifts over which a single message bit can influence the
encoder output. In an encoder with an M-stage shift register, the memory of the
encoder equals M messagebits, and K = M +1shifts are required for a messagebit to
enter the shift register and finally come out. Hence, the constraint length of the
encoderis K.

Figure 4.6 shows a convolutional encoder with m =2 and K =3. Hence, the code
rate of this encoderis 1/2. The encoder operates on the incoming message sequence,
onebit at a time. Note that the convolutional code generated by the encoderis nonsys-
tematic, in that the message bits are transmitted in altered form.

Each path connecting the output to the input of a convolutional encoder may be
characterized in termsof its impulse response, defined as the response of that path to a
symbol 1 applied to its input, with each flip-flop in the encoderset initially in the zero
state. Equivalently, we may characterize each path in terms of a generator polynomial,
defined as the unit-delay transform of the impulse response. To be specific, let the gen-
erator sequence (gh), gi), 2(i) ., oh\7) denote the impulse response of the ith path,where the coefficients (ahdof(i) ain ., gi) equal 0 or 1, depending on the connec-
tions in the encoder. Conrespondingly the generator polynomial of the ith path is
defined by

g(D) = gy + iD +2)D° tot gi)pM i=1,2,....0 (4.12)

where D denotes the unit-delay variable. The complete convolutional encoderis
described by the set of generator polynomials {g'!)(D), g*)(D), ..., g(D)}.

Path 2

 
 
 

Input Output

Flip-flop

 
FIGURE 4.6 Convolutional encoder with constraint length 3 and rate 1/2.
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EXAMPLE 4.1 Convolutional Code of Constraint Length K = 3

Consider the convolutional encoder ofFig. 4.6, which has two paths, numbered 1 and 2 for con-
venience of reference. The impulse response of path 1 (the lower path) is (1,0,1). Hence, the cor-
responding generator polynomialis given by

ep) = 14)"

The impulse response of path 2 (the upper path) is (1,1,1). Hence, the corresponding generator
polynomial is given by

e'(D) = 14D4+D°

For, say, the message sequence (10011), we have the polynomial representation¥; q Pp P

m(D) = 1+D°4+p*

As with Fourier transformation, convolution in the time domain is transformed into multiplica-
tion in the D-domain, whichis, of course, performed in a modulo-2 fashion.

The output polynomial of path 1 is given by

cD) = g\Dym(D)

(l+D%)1+D° +0")
1+D°+p°+D'+p°4+p°

il

From this result, we immediately deduce that the output sequence of path 1 is (1011111). Simi-
larly, the output polynomial of path 2 is given by

cD) = gD)m(D)
(L4+D4D)(14+D° +p*)

1+D+p°+p*+p°

The output sequence of path 2 is therefore (1111001). Finally, multiplexing the two output
sequences, we get the encoded sequence

e = (11,10, 11, 11, 01, 01, 11)

Note that the message sequence of length L = 5 bits produces an encoded sequenceof length
ntl + K -1)=14 bits. Note also that, for the shift register to be restored to its zero initial
state, a terminating sequence of K~1=2 zeros is appended to the last input bit of the mes-
sage sequence. The terminating sequence of K ~ 1 zeros is called thetail of the message, or the
flush bits. a

Problem 4.1 In Example 4.1, we determined the encoded sequence ¢ by operating in
the transformed-D domain. Repeat the evaluation of ¢ by operating exclusively in the time
domain. "

To simplify the presentation, we find it convenient to use an octal representa-
tion to describe the generator polynomial of a convolutional code. Specifically, octal
refers to the value assumed by the generator polynomial gD) of Eq. (4.12) when

i
iI'
iiz;|

:
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the unit-delay variable D is set equal to the number2 and theresult is then converted
to base 8. For example, the generator polynomial of the convolutional encoder of
Fig. 4.6 is referred to simply as (5,7). For path 1, putting D = 2 in gOp) yields
1+27=5, and putting D =2 in gf \(D) for path 2 yields 1 +2 +2? =7—hencerefer-
ence to the convolutional codeas (5,7).

4.7.1 Trellis and State Diagrams of Convolutional Codes

To develop an insight into the operation of a convolutional encoder, we can use a
graphic representation knownasa trellis. This diagram is so called becausea trellis is a
treelike structure with reemerging branches. Figure 4.7 showsthetrellis diagram for
the convolutional encoder of Fig. 4.6. The convention used in Fig. 4.7 to distinguish
between input symbols 0 and 1 is as follows. A code branch produced by an input0is
drawn as a solid line, whereas a code branch produced by an input 1 is drawn as a
dashedline. Each input (message) sequence correspondsto a specific path through the
trellis. For example, we readily see from the figure that the message sequence (10011)
produces the encoded output sequence (11, 10, 11, 11,01), which agrees with the result
of Example 4.1.

A trellis is insightful in that it brings out explicitly the fact that the associated
convolutional encoder is a finite-state machine. We define the state of a convolutional
encoderof rate 1/m in terms of the (K — 1) messagebits stored in the encoder’s shift reg-
ister. At time j, the portion of the message sequence containing the most recent K bits is

written as ™,gi Kine ds veg Mp9 Ti where mi;is the current bit The (K —1)-bit state of theencoderattimej is therefore written simply as m,_ 4, --.,™;_4¢4,™;_4 -In the caseof the simple convolutional encoderof Fig. 4.6, we have (Ra 1) = 2. Hence,thestate of
this encoder can assumeanyoneof four possible values, as describedin Table 4.2(a). The
trellis contains L + K levels, where L is the length of the incoming message sequence and
K is the constraint length of the code. The /evels of the trellis are labeled j=0,1....,
L+K-—1 in Fig. 4.7 for K=3. Level j is also referred to as the depth j; both terms are
used interchangeably. Thefirst K —1 levels correspond to the encoder’s departure from
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FIGURE 4.7 Trellis for the convolutional encoderof Figure 4.6.
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an initial state, and the last K-—1 levels correspond to its return to the final state.
Clearly, not all the states can be reached in these two portions of the trellis. However,
in the central portion, for which the level j lies in the range K-1<j<L, all the states
of the encoder are reachable. Note that the central portion of the trellis exhibits a
fixed periodic structure.

Problem 4.2 The state diagram provides another graphical representation of a convolu-
tional encoder. This second representation can be derived from thetrellis diagram by focusing
on a portion of the trellis from level j to level j + 1, chosen in such a waythatall possible states
of the encoder are fully displayed. In the case of the encoder of Fig, 4.6, that requirementis
attained for j 2 2. The stale diagram is obtained by coalescing the left and right nodes of the
portion of the trellis diagram so chosen. Tne following convention is used in the construction of
the state diagram: A transition from one state to another in response to input G is represented
by a solid branch, whereas a transition in response to input 1 is represented by a dashed
branch.

(1) Starting with the trellis diagram of Fig. 4.7, justify the construction of the state diagram
shown in Fig, 4.8.

(2) Derive Table 4.2 for the encoder, with part (i) of the table showing the actual states of the
encoder and part (ii} showing the pertinent state transitions.

(3) Starting at state a, corresponding to the all-zero state, walk through the state diagram
of Fig.4.8 in response to the message sequence (10011). Hence, verify that this
sequence produces the encoded output sequence (11, 10,11, 11,01) in agreement with
Example 4.1. a

TABLE 4.2. The Convolutional Encoder of Figure 4.6. 

(i) State table 

 State Binary Description
it oo
& 10
€ on
d it 

(ii) State-transition table 

 

 

Input binary symbol Old state New state Emitted symbol
0 a a 0G

b € 10
€ a 11
d c Ol

1 a b 11
5 ad 01
c & 00
d d 10 

:
3
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FIGURE 4.8 State diagram of the convolutional encoderof Figure 4.6.

4.7.2. Free Distance of a Convolutional Code

The performance of a convolutional code dependsnot only on the decoding algorithm
used, but also on the error-correction properties of the code, In this context, the most
important single measure of a convolutional code’s ability to combat channelnoise is
the free distance, denoted by dj,... To pave the way for the definition of this important
parameter, we need to introduce a couple of related definitions:

e The Hamming weight of a linear code is the number of nonzero elements in the
code vector of the code.

e The Hamming distance between a pair of code vectors is the numberof locations
where their respective elements are different.

Onthis basis, the free distance of a convolutional code is formally defined as the mini-
mum (i.e., smallest) Hamming distance between any two code vectors in the code. The
important point to note here is that a convolutional code with free distance dg.. can
correct ¢ errors only if d;,.. 1s greater than 27. Stated another way, a convolutional
decoding algorithm will fail if the number of closely spaced errors in the received
sequence exceeds d,,,,/2.

The free distance d;,.. can be determined from the state diagram of the convolu-
tional encoder. Given the introductory nature of this book, the reader is referred
elsewhere‘ for this determination. Suffice it to say, however, that the free distance of a
convolutional code depends on the constraint length K of the code, as indicated in
Table 4.3. In this table, the free distances of two types of convolutional codes—systematic
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TABLE 4.3. Maximum Free Distances Attainable with Systematic and Nonsystematic
Convolutional Codes of Rate 1/2. 

 

Constraint

Length K Systematic Nonsystematic
2 3 3
3 4 5
4 4 6
§ 5 7
6 6 8
7 6 10
8 7 10
9 + 12 

+Thefree distance given here is the best that can be achieved by a systematic
nonrecursive code with rate 1/2, K = 8, and generator polynomials 400, 671
(Claude Berrou, private communication).
*The free distance for a systematic convolutional code for K = 9 is not knownto the authors.

and nonsystematic—are listed for varying K. In a systematic convolutional code, the
incoming message bits are transmitted in unaltered form; this constraint is removed
from the generation of a nonsystematic convolutional code. The convolutional code
generated by the encoderof Fig. 4.6 is of the nonsystematic kind. An exampleof a sys-
tematic convolutional code is presented in Section 4.12.

According to Table 4.3, the nonsystematic convolutional code of constraint length
A=3, generated by the encoder of Fig. 4.6, has a free distance dj. =5. Hence, this
convolutional codeis capable of correcting up to two errors in the sequenceit receives
over a binary symmetric channel, as will be demonstratedlater in Example 4.2.

4.8 MAXIMUM-LIKELIHOOD DECODING OF CONVOLUTIONAL CODES

Now that we understand the operation of a convolutional encoder, the next issue to be
considered is the decoding of a convolutional code. To that end, let m denote a mes-
sage vector and ec denote the corresponding code vector applied by the encoderto the
input of a discrete memoryless channel. Let r denote the received vector, which may
differ from the transmitted code vector due to channel noise. Given the received vec-

tor r, the decoder is required to make an estimate th of the message vector.Since there
is a one-to-one correspondence between the message vector m and the code vectore,
the decoder may equivalently produce an estimate é of the code vector. We may then
put mi =m if and only if @ =e; otherwise, a decoding error is committed in the
receiver. The decoding rule for choosing the estimate ¢, given the received vectorr, is
said to be optimum when the probability ofdecoding error is minimized. For equiprob-
able messages, we may state that the probability of decoding error is minimized if, in
accordance with the maximum likelihood principle, the estimate é is chosen to maxi-
mize the log-likelihood function for the receiver. Let p(rle) denote the conditional
probability of receiving r, given that ¢ was sent. Then, by definition, the log-likelihood
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function equals log p(rle). The maximum-likelihood decoder or decision rule may now
be stated as follows:

Choose the estimate € for which the (4.13)
log-likelihood function log p(r|¢)is maximum

To illustrate, consider the special case of a memoryless binary symmetric channel in
which both the transmitted code vector ¢ and the received vector r represent binary
sequences, say, of length N. The channelis also characterized by equality of the condi-
tional probabilities pp; and py9, where po; refers to the receiver making a decision in
favor of symbol 0 when symbol 1 wassent, and pj, refers to the situation in which the
reverse is true. Naturally, the two vectors e and r may differ from each other in some
locations because of errors due to channel noise. Let r be the received code vector, and

é be a candidate code vector. Then, for each @, we compute the conditional probability
N

p(r|e) = T]até) (4.14)
t= |

which follows from the memoryless property. Correspondingly, the log-likelihood
function for the convolutional decoderis

N

log p(r|é) = § log p(r,/és) (4.15)
i=l

Let the transition probability be defined as

a
p(r|e) = 4? NES (4.16)

l-p if 7, = Ci

Suppose also that the received vector r differs from the candidate code vector ¢ in
exactly d positions. The numberd defines the Hamming distance between vectors r and
é.Then we may rewrite the log-likelihood function in Eq. (4.15) as

log p(r|é) = dlogp + (N—d)log(1—p)
(4.17)

aos{2) + N log(1—p)
In general, the probability of an error occurring is low enough for us to assumethat
p < 1/2. We also recognize that Nlog(1—p) is a constant for all ¢. Accordingly, we
may restate the maximum-likelihood decoding rule for the binary symmetric chan-
nel as follows:

Choose the estimate @ that miminizes the Hamming distance d (4.18)
between the candidate code vector ¢ and the received vectorr.



Page 223 of 474

 
 

Section 4.9 The Viterbi Algorithm 203

Thatis, for a binary symmetric channel, the maximum-likelihood decoder reduces to a
minimum-distance decoder. In such a decoder, the received vector r is compared with
each possible candidate code vector ¢, and the particular one closestto r is chosen as
an estimate of the transmitted code vector. The term “closest” is used in the sense of

minimum number of differing binary symbols between the code vectors ¢ and r—that
is, the Hamming distance between them.

4.9 THE VITERBI ALGORITHM?

Page 223 of 474

The equivalence between maximum-likelihood decoding and minimum-distance
decoding for a binary symmetric channel implies that we may use a treilis to decade
the sequence received over a binary symmetric channel in response to the transmis-
sion of a convolutionally encoded sequence characterized by thattrellis. For a given
convolutional code, the decoding is performed by choosing the particular path in the
trellis whose coded sequence differs from the received sequence in the fewest num-
ber of places. The search procedure through the trellis of a convolutional code for
maximum-likelihood decoding of the received sequence is a dynamic programming
probiem, The standard approach to solving this problem in coding applications is
knownas the Viterbi algorithm.

The Viterbi algorithm operates by computing a merric (i.e., a measure} for dis-
crepancy for every possible path in the trellis. The metric for a particular path is
defined as the Hamming distance between the coded sequence represented by that
path and the received sequence. Thus, for each node (state) in the treflis of the
encoder, the algorithm compares the two paths entering that particular node. The path
with the lower metric is retained, and the other path is discarded. This computationis
repeated for every level j of the trellis in the range M <j < £, where M=K ~1is the
encoder’s memory and L is the length of the incoming message sequence. ‘The paths
that are retained by the algorithm are called survivor paths or active paths. For a con-
volutional code of constraint length K, no more than 2*~! survivor paths and their
metrics will be stored. This list of 2*~/ paths is always guaranteed to contain the
maximum-likelihood choice—that is, a binary sequence closest to the transmitted
sequence in Euclidean distance.

A summary of the Viterbi algorithm is presented in Table 4.4; its application is
best illustrated by way of an example that followsthe table.

TABLE 4.4 Summary of the Viterbi Algorithm. 

initialization

Label the states of the trellis from top to bottom as shown in Fig. T.1. Label the leftmost columnof the trel-
lis as time j = 0. Initialize the cumulative path metric to state s = 0,1, ....5—1, at time step 0 to

ion |? if s=0co if s#0

If the encoder produces L bits per transition, then we index the received vector rin groups of L bits; that is,

r= CPdeelLil2Leet2Ps Deed We also label the Z bits that are output from the encoder on a transition

 



Page 224 of 474

204

 
Page 224 of 474

Chapter 4 Coding and Time-Division Multiple Access

TABLE 4.4 Summaryofthe Viterbi Algorithm.

 
State

5

¥Coo = (0,00 (00) 0,0=(0,0)
1(01) @

2(10) @
y e3 =, 1)

3(11) ¢ ®

Level j=0 j=l p=2

FIGURE T.1_ Labeling oftrellis states and transitions.

from state ¢ to § a8 (Cg51.Cq.5.9++sCg.s,L) and let dy, be the correspondingbits at the input to the encoderfor
this transition, as shown in figure. Note that d,, and cg.) are predetermined by the definition of the code.
Define the survivorpath to state s at time 0 to be the empty set, 0.

Computation step j +1

Let j =0, 1, 2,...,and suppose that at the previous step j we have done only twothings:

e Identify all survivor paths. The survivor path to state s has the smallest cumulative path metric to
state s; that is,

Fis) = min{J,(q) +H, (45)

The smallest cumulative path metric is determined from the cumulative path metrics at the previous
step and the branch metric for the current step. The branch metric at step j + 1 from state q to state s
is given by

A; (G8) = Hamming distance {(r; 4> way Ti41, Lb (C5, #1 gy, reg:

which is the Hamming distance between the received vector in symbol period j + 1 and the symbols
on the trellis branch from state q to s. If there is no trellis branch from state q to s, then

Hy. 4(qs) = %.
© For each state, the survivor path andits metric are stored. If go(s) is the optimal solution to the mini-

mization step, then the surviving path is given by the orderedset

fyy+1(s) = (MHj(ao(8)44,¢5), 5)
and its metric is J; , 1(s).

Final Step

Continue the computation until the algorithm completesits forward search throughthetrellis and therefore
reaches the termination node(i.e., an all-zero state), at which time it makes a decision on the maximum-
likelihood path. Then, as with a block decoder, the sequence of symbols associated with that path is
released to the destination as the decoded version of the received sequence.In this sense, it is therefore
morecorrect to refer to the Viterbi algorithm as a maximum-likelihood sequence estimator.
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EXAMPLE 4.2 Decoding of a Received Binary Sequence with
TwoErrors

Suppose that the encoder of Fig. 4.6 generates an all-zero sequence that is sent over a bimary
symmetric channel, and that the received sequence is (0100010000 ...). There are two errors in
the received sequence due to noise in the channel: one in the second bit and the other in the
sixth bit. We wish to show that this double-error pattern is correctable through the application
of the Viterbi decoding aigorithm.

In Fig.4.9, we show the results of applying the algorithm for level (i.e, time step)
j=1,2,3,4,5. We see that for j=2 there are (for the first time) four paths, one for each of the
four states of the encoder. The figure also includes the metric of each path for each level in
the computation.

In theleft side of Fig. 4.9, for j= 3 we show the paths entering eachofthe states, together
with their individual metrics. In the right side of the figure, we show the four survivors that
result from application of the algorithm for level j= 3,4,5.

Examining the four survivors in Fig. 4.9 for j= 5, we see that the all-zero path has the
smallest metric and will remain the path of smallest metric from this point forward. This clearly
showsthat the all-zero sequence is the maximum likelihood choice of the Viterbi decoding algo-
rithm, which agrees exactly with the transmitted sequence. a

Problem 4.3 Suppose that in Example 4.2 the received sequence is (1100010000...), which
contains three errors compared to the transmitted all-zero sequence. This time, show that the
Viterbi algorithm fails to decode the transmitted sequence correctly. That is, a triple-error pat-
tern is uncorrectable by the Viterbi algorithm when applied to a convolutional code of con-
straint length K =3. (The exception to this rule is a triple-error pattern spread over a time span
longer than one constraint length, in whichcaseit is likely to be correctable.) a

4.9.1 Modifications of the Viterbi Algorithm
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In reality, the Viterbi algorithm is a maximum likelihood sequence estimator, which
means that the algorithm waits until the entire sequence at the channel output has
been received before making a decision. However, when the received sequence is
very long (near infinite), the storage requirement of the Viterbi algorithm becomes
too high, and some compromises must be made. The approach usually taken is to
“truncate” the path memory of the decoder as described here. A decoding window of
acceptable length/is specified, and the Viterbi algorithm operates on a correspond-
ing frame of the received sequence, always stopping after / steps. A decision is then
made on the “best” path and the symbol associated with the first branch on that path
is released to the user. Next, the decoding window is moved forward one timeinter-
val, and a decision on the next code frame is made, and so on, The decoding deci-
sions made in this way are no longer truly maximum likelihood, but they can be
made almost as good provided that the decoding window is long enough. Experience
and analysis have shown thatsatisfactory results are obtained if the decoding win-
dow length / is on the order of 5 times the constraint length K of the convolutional
code or more.
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FIGURE 4.9 Steps in the Viterbi algorithm for Example 4.2.
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4.10 INTERLEAVING®

Previous sections of this chapter have shown us how a digital wireless communication
system can be separated by function into source-coding and channel-coding applica-
tions on the transmitting side and the corresponding inverse functions on the receiving
side, We have also learned how analog signals can be captured in a digital format. The
motivation behind these techniques is to mmimize the amount of information that has
to be transmitted over the wireless channel. Such minimization has at least two poten-
tial benefits in the two primary resources—transmit power and channel bandwidth—
available to wireless communications:

1. Reducing the amount of data that must be transmitted, which usually means that
less power has to be transmitted. Power consumption is always a serious concern
for mobile terminals, which are typically battery operated.

2. Reducing the spectral (or radio frequency) resources that are required for satisfac-
tory performance. This reduction enables us to increase the number of users who
can share the same, but limited, channel bandwidth.

Moreover, insofar as channel coding is concerned, forward error-correction (FEC)
coding provides a powerful technique for transmitting information-bearing datareli-
ably from a source to a sink across the wireless channel.

However, to obtain the maximum benefit from FEC coding in many wireiess
channels, We require an additional technique known as interleaving. The need for this
new technique is justified on the grounds that, in light of the material presented in
Chapter 2, we know that wireless channels have memory due to multipath fading—the
arrival of signals at the receiver via multiple propagation paths of different lengths, Of
particular concern is fast fading, which arises out of reflections from objects in the
local vicinity of the transmitter, the receiver, or both. The term fast refers to the speed
of fluctuations in the received signal due to these reflections, relative to the speeds of
other propagation phenomena. Compared with transmit data rates, even fast fading
can be relatively slow. That is, fast fading can be approximately constant over a num-
ber of transmission symbols, depending upon the data transmission speed and the ter-
minal velocity. Consequently, fast fading may be viewed as a time-correlated form of
channel impairment, the presence of which results in statistical dependence among
continguous (sets of) symbol transmissions. That is, instead of being isolated events,
transmission errors due to fast fading tend to occur in bursts.

Now, most FEC channel codes are designed to deai with a limited numberofbit
errors, assumed to be randomly distributed andstatistically independent from one bit to
the next. To be specific, in Section 4.9 on convolutional decoding, we indicated that the
Viterbi algorithm, as powerfulasit is, will fail if there are d;,.¢/2 closely spaced bit errors
in the received signal, where dy. is the free distance of the convolutional code. Accord-
ingly, in the design of a reliable wireless communication system, we are confronted with
two conflicting phenomena: a wireless channel that produces bursts ofcorrelated bit errors
and a convolutional decoder that cannot handle error bursts. Interleaving is an indispens-
able technique for resolving this conflict. First and foremost, however,it is important to
note that, for interleaving, we do nof need an exact statistical characterization of the
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wireless channel. Rather, we require only a knowledge of the coherence time for fast fad-
ing. Using the Clarke modelfor fast fading, considered in Example 2.11 of Chapter 2, we
found that the coherence time for fast fading is approximately

# _03
coherence ~ 2p

(4.19)

where fp is the maximum Dopplershift. The Doppler shift depends upon therelative
velocity between the transmitter and the receiver. Consequently, we would expect a
“bad” signal period to have approximately the length of the Doppler shift. Equiva-
lently, an error burst would typically have a duration T.oherence:

EXAMPLE4.3 Interleaver Design Considerations

A mobile radio transmits data at 19.2 kbits/s in the 400-MHz band and must operate at vehicle
speeds up to 100 km/hour. The radio design includes an off-the-shelf FEC chip with a rate-1/2,
constraint-length-7 convolutional code. What is the expected duration of an error burst at top
speed? How manyclosely spaced errors can this codec correct?

The maximum Dopplershift is given by

100 km/hr

3x 10° mis

The expected length of an error burst is therefore

fe = —tf) = (400 MHz) = 37 Hzec

ace 03
RT = 19.2 kbits/s

b OS * Ix aTcoherence = 78 bits
 

On average, we would expect only half of these bits to be in error. (Why?) From Table 4.3, the
free distance of a nonsystematic constraint-length K =7 codeis 10,so it can be expected to han-
dle a maximum ofonlyfive closely spaced errors. a

To reconcile the two conflicting phenomenaillustrated in Example 4.3, we do two things:

® use an interleaver (1.e., a device that performs interleaving), which randomizes
the order of encoded bits after the channel encoderin the transmitter, and

® use a deinterleaver(i.e., a device that performs deinterleaving), which undoes the
randomization before the data reach the channel decoderin the receiver.

Interleaving has the net effect of breaking up any error bursts that occur during the
course of data transmission over the wireless channel and spreading them over the
duration of operation of the interleaver. In so doing, the likelihood of a correctable
received sequence is significantly improved. The positions of the interleaver in the
transmitter and the deinterleaver in the receiver are shownin Fig. 4.1.

Three types of interleaving are commonly used in practice, as discussed next.

Block Interleaving

In basic terms, a classical block interleaver acts as a memory buffer, as shown in
Fig. 4.10, Data are written into this V x L rectangular array from the channel encoder
in column fashion. Oncethearrayis filled,it is read out in row fashion andits contents
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Data
read out

rows

Data
read in

columns      
(a) (b)

FIGURE 4.10 Block interleaverstructure.

(a) Data “read in.”
(o) Data “read out.”

are sent to the transmitter. At the receiver, the inverse operation is performed: The con-
tents of the array in the receiver are written rowwise with data, and once the arrayis
filled, it is read out columnwise into the Viterbi decoder. Note that the (NL) interleaver
and deinterleaver described herein are both periodic with tundamental period T= NL.

Suppose the correlation time, or error-burst-length time, corresponds to L
received bits. Then, at the receiver, we expect that the effect of an error burst would
corrupt the equivalent of one row of the deinterleaver block. However, since the
deinterleaver block is read out columnwise, all of these “bad” bits would be separated
by N-1 “good”? bits when the burst is read into the Viterbi decoder. If N is greater
than the constraint length of the convolutional code being employed, then the Viterbi
decoder will correctall of the errors in the error burst.

In practice, due to the frequency of error bursts and the presence of other errors
caused by channel noise, the interleaver should ideally be made as large as possible.
However, an interleaver introduces delay into the transmission of the messagesignal,
in that we mustfill the V « ZL array before it can be transmitted. This is an issue of par-
ticular concern in real-time applications such as voice, because it limits the usable
block size of the interleaver and necessitates a compromise solution.

EXAMPLE 4.4 Interleaving Exampie

Figure 4.11(a) depicts an original sequence of encoded words, with each word consisting of five
symbols. Figure 4.11(b)} depicts the interleaved version of the encoded sequence, with the sym-
bols shown in reordered positions. An error burst occupying four symbels, caused by channel
impairment, is shown alongside Fig. 4.i1(b). Note that the manner in which the encoded sym-
bols are reordered by the interleaver is the same from one word to the next.
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FIGURE 4.11 Interleaving example. (a) Original sequence. (b) Interleaved sequence.
(c) Deinterleaved sequence.

On deinterleaving in the receiver, the shuffling of symbols is undone, yielding a sequence
that resembles the original sequence of encoded symbols, as shown in Fig. 4.11(c). This figure
also includes the new positions of the transmission errors, The important thing to note here is
that the error burst is dispersed as a result of deinterleaving.

This example teachesus that (1) the burst of transmission errors is acted upon only by the
deinterleaver and (2) insofar as the encoded symbols are concerned, the deinterleaver cancels
the shuffling action of the interleaver. |

Problem 4.4 Consider a mobile terminal moving at 30 km/hr and transmittingat 1.9 GHz.
Whatis the expected coherence time of fading in the channel? The modem employed has a
constraint-length-7 convolutional code. What is the minimum blocksize of the interleaver
that you would recommend? If the data rate is 9.6 kbps, what is the delay introduced by this
interleaver?

Ans. Coherence time is approximately 9.6 milliseconds. The N x L interleaver should have N = 12
and L corresponding to 9.6 milliseconds. The interleaver size does not depend on the data rate
(Why?) but the delay would be 115.2 milliseconds. a

Convolutional Interleaving

The block diagram of a convolutional interleaver/deinterleaver is shown in Fig. 4.12.
Defining the period

T=LN,

we refer to the interleaver as an (L x N) convolutional interleaver, which has proper-
ties similar to those of the (L x N) block interleaver.
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 FIGURE 4.12 (a) Conyolutiona! interleaver. (b} Convolutional deinterleaver.

The sequence of encoded bits to be interleaved in the transmitter is arranged in
blocks of L bits. For each block, the encoded bits are sequentially shifted into and out
of a bank of N registers by means of two synchronized input and output commutators.
The interleaver, depicted in Fig. 4.12(a), is structured as follows:

1. The zeroth shift register provides no storage; thatis, the incoming encoded sym-
bol is transmitted immediately.

2. Each successive shift register provides a storage capacity of L symbols more than
the preceding shift register.

3. Each shift register is visited regularly on a periodic basis.

With each new encoded symbol, the commutators switch to a new shift register, The
new symbolis shifted into the register, and the oldest symbol stored in that register is
shifted out. After finishing with the (NV — 1)th shift register (i.e., the last register), the
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commutators return to the zeroth shift register. Thus the switching—shifting procedure
is repeated periodically on a regular basis.

The deinterleaver in the receiver also uses N shift registers and a pair of input/
output commutators that are synchronized with those in the interleaver. Note, how-
ever, that the shift registers are stacked in the reverse order ofthose in theinterleaver,
as shownin Fig. 4.12(b). The net result is that the deinterleaver performs the inverse
operation ofthat in the transmitter.

An advantage of convolutional over block interleaving is that in convolutional
interleaving, the total end-to-end delay is L(N — 1) symbols and the memory require-
ment is L(N—1)/2 in both the interleaver and deinterleaver, which are one-half of
the corresponding values in a block interleaver/deinterleaver for a similar level of
interleaving.

The description of the convolutional interleaver/deinterleaver in Fig. 4.12 is pre-
sented in terms of shift registers. The actual implementation of the system can also be
accomplished with random access memory (RAM)units in place of shift registers. This
alternative implementation simply requires that access to the memory units be appro-
priately controlled.

RandomInterleaving

In a random interleaver, a block of N inputbits is written into the interleaver in the
order in which the bits are received, but they are read out in a random manner. Typi-
cally, the permutation of the input bits is defined by a uniform distribution. Let x(i)
denote the permuted location of the ith input bit, where i = 1,2...,N. The set of integers
denoted by {(i)}; _ ,, defining the order in which the stored inputbits are read outof
the interleaver, is generated according to the following two-step algorithm:

1. Choose an integer i; from the uniformly distributed set 4 = {1,2,...,.N}, with the
probability of choosing i, being P(i;) = 1/N. The chosen integer is set to 7(1).

2. For k > 1, chooseaninteger i, from the uniformly distributed set4, = {i € A,i#i,
iy,...,ig — 1}, with the probability of choosingi, being P(i;,) = 1/(N — k + 1). The cho-
sen integeri, is set to 2(k). Note thatthe size of the set4; is progressively reduced
for k > 1. When k= N, we are left with a single integer, iy, that is set to 2(N).

To be of practical use in communications, random interleavers are configured to be
pseudorandom, meaning that, within a block of N inputbits, the permutation is ran-
dom as just described, but the permutation orderis exactly the same from one block
to the next. Accordingly, pseudorandom interleavers are designed off-line. Pseudo-
random interleavers are of interest in the construction of turbo codes,’ whichare dis-
cussed in Section 4.12.

4.11 NOISE PERFORMANCE OF CONVOLUTIONAL CODES

In Fig. 4.13, the simulated performance of several convolutional codes is compared
with uncoded performance in an AWGN channel. The codesall have a rate of 1/2 and
constraint lengths (K) of 3,5,7, and 9. The corresponding generator polynomials of the
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FIGURE 4.13 Comparison of uncoded and coded performance in AWGN channel.

encoders are given in Table 4.5. (The term “octal” used in the table was explained in
Section 4.6, and the (5,7) convolution code of constraint length K = 3 was discussed in
Example 4.1.) The horizontal axis in the figure represents the ratio of energy per infor-
mationbit, £;, to one-sided noise spectral density No. For the uncodedcase, an infor-
mation bit is the same as a channel bit. For a rate-1/2 code, there are two channel bits
for each information bit. Binary PSK modulation with coherent detection is assumed
in both the coded and uncoded cases.

In Fig. 4.14, the corresponding results are shown for a Rayleigh-fading channel.
‘The coding also includes the equivalentof infinite interleaving;that is, there is no cor-
relation of the fading process from one channel bit to the next. Here again, binary
PSK modulation with coherent detection is assumed in both the coded and uncoded

cases. Coherent detection is usually difficult to perform in fading channels, so the
curves presented in the figure should be viewed as a limit on noise performance. Note
also that the codes used in the simulationsare all nonsystemic.

TABLE 4.5 Generators for Convolutional Codes Used in Figs. 4.13 and 4.14.  

  Constraint Length K Generator in Octal

3 5,7
5 23, 35
7 133, 171

9 561, 753 
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FIGURE 4.14 Comparison of uncoded and coded performance in Rayleigh-fading channel
(with infinite interleaving).

Examining Figs. 4.13 and 4.14, we may make the following observations:

For low values of E,/No, the uncoded performance is better than the coded per-
formance, irrespective of whether the channel is an ANGNchannelor a fading
channel. This statement presumes the use of a maximum-likelihood decoder
(e.g., Viterbi decoder). The coded performance improves on the uncodedperfor-
mance only when the E;/Nois large enough for the pairwise error probability of
the code to assume exponentially decreasing values. The pairwise error probabil-
ity of a codeis defined as the probability that the received code vectorr is closer
(in the sense of Euclidean distance) to a candidate code vector @ in the code
than the true code vector for €#c.

For a prescribed E,/No, the noise performance (measured in terms of the bit
error rate) improves with increasing constraint length K for both AWGN and
fading channels, whichis intuitively satisfying.

For a prescribed constraint length K, the E,/Np must beincreased for the fading
channel to exhibit a noise performance comparable to that attainable with the
corresponding AWGNchannel.
For constraint length K = 9 in the Rayleigh-fading channel, we can realize a bit
error rate of 2x 10~ by using an E;,/No =6, which is manageable, thanks to the
use of forward error-correction coding.
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RBO CODES®

As mentioned in Note 3, convolutional codes, discussed in Section 4.7, were first

described by Elias in 1955. In this section, we discuss a new class of block codes known
as turbo codes, which were discovered by Berrou et a/.in 1993, Turbo codes are powerful
codes by virtue of combining two important ideas, one built into the design of the trans-
mitter and the other into the design of the receiver:

1. Pair of encoders, separated by an interleaver

2. lierative detection, involving the use of feedback around a pair of decoders sepa-
rated by a deinterleaver and an interleaver

The combination of these two ideas in a novel way has madeit possible for turbo codes
to provide significant improvements in the quality of data transmission over a noisy
channel, yet the computational cost is modest compared with traditional encoding—
decoding procedures.

4.12.1 Turbo Encoding

Turbo coding,illustrated in Fig. 4.15, uses a parallel] FEC encoding scheme. With this
scheme, the information is systematically encoded by two separate encoders. Often,
the two encoders are identical, and to ensure that they do not produce the same out-
put, the information bits are reordered through the use of a pseudorandom intet-
leaver before the second encoding stage. This pseudorandom interleaver is often
referred to as the turbo interleaver to distinguish it from channel interleavers, dis-
cussed in Section 4.10. The information bits and the parity bits generated by the two
encoders are then transmitted over the channel. (In a typical turbo encoding scheme,
the parity bits are punctured in a repeating pattern to increase the cade rate, but this
is not a requirement; puncturing refers to the omission of certain parity-check bits in
the code so as to increase the data rate.)

Although any valid code is permissible, the component codes that are recom-
mended for turbo encoding are short-constraint-length, systematic, recursive convo-
lutional codes. With a systematic code, the original information bits are part of the
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FIGURE 4.15  Tilustration of turbo encoding strategy.
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FIGURE 4.16 A systematic recursive convolutional codestructure; delay T' is equal to the
symbol duration.

transmitted sequence; this is what is assumed in Fig. 4.15. A recursive convolutional
code meansthat the code has a feedback structure, as opposed to the feedforward struc-
ture that characterizes the convolutional codes discussed in Section 4.7. The original
turbo component code described by Berrouetal.is illustrated in Fig. 4.16. This is a
simple 16-state code. The feedback nature of these component codes meansthat a sin-
gle bit error correspondsto an infinite sequence of channel errors. To see this, consider
an information sequence consisting of the binary digit 1, followed by aninfinite num-
ber of zeros, as the input to the encoder shownin Fig. 4.16. If the encoderstarts in the
all-zero state, then it is straightforward to show thatit never returns to that state with
that kind of input.

Although the componentcodesare convolutional, turbo codesare inherently block
codes, with the block size being determined by the size of the turbo interleaver. The
block nature of the code also raises a practical problem of how to terminatethetrellises
of both encoders correctly. Often,the trellis of the second encoderis left unterminated.

4.12.2. Turbo Decoding

In addition to turbo codes having a novel parallel encoding structure, the decoding
strategy applied to turbo codesis highly innovative. The scheme drawsits name from
the analogy of the structure of the decoding algorithm to the turbo engineprinciple. A
block diagram of the decoderstructure is shown in Fig. 4.17.

To illustrate the processing of the turbo decoder,let (x, 2), z)) be the vector of
outputs from the turbo encoder of Fig. 4.15, where, for a particular turbo block of
data, we have

e x as the vector of information (systematic) bits,

e z, as the vectorof parity bits from the first encoder, and
° z, as the vectorof parity bits from the second encoder.

Corresponding to these inputs applied to the channel, let (u, ¢), g) be the vector of
noisy outputs from the demodulator after matchedfiltering.
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FIGURE 4.17 Block diagram of Turbo decoder.

In Fig. 4.17, the inputs to the first decoding stage are the channel samples(u, &)
corresponding, respectively, to the systematic (information) bits (x), the channel sam-
ples corresponding to the parity bits of the first encoder (z,), and the extrinsic infor-
mation about the systematic bits that were determined from previous decoder stages
(A2(x)). We will define extrinsic informationlater, but suffice it to say that, on thefirst
decoding iteration, the extrinsic information is zero. {If puncturing was applied at the
transmitter, then the parity bits must be stuffed with zeros in the appropriate positions.)

Crucial to the performance of turbo decodingis the use ofa soft-input, sofi-output
(SISO) decoding algorithm. That is, not only does the algorithm accept a soft input—a
real value whose magnitudeindicates the reliability of the input—butit also produces a
soft output, generally the probability that a particular bit is a 0 or a 1. In the next sub-
section, we will describe a maximum a posteriori probability decoding algorithm (here-
after referred to as the MAP algorithm) that meets this requirement.

The first decoding stage uses the MAP algorithm to produce a refined (soft) esti-
mate, Prob(x(/) ju, ¢, , A2(x)) , of the systematic bits. However, for the implementation,
it is More convenient to express this soft estimate as the equivalentlog-likelihood ratio

Prob(x(j}=1u, 1, Be)Prob(x(/)=O}u, ¢,, Aatx))

In practice, calculation of this log-likelihood ratio is much simpler than Eq. (4.20)
would suggest. Before entering the second stage of processing on thefirst iteration,
the vectorof refined estimates, A, , is reordered to compensatefor the turbo interleav-
ing at the transmitter, whereafter it is combined with the second set of parity samples
from the channel as the input to the second decodingstage.

The second decoding stage uses the MAPalgorithm and the secondset ofparity
bits to produce a further refined estimate, Prob(x (/) |A1((x), é,)), of the systematic
bits. This second refined estimate is also expressed as a log-likelihood ratio, namely,
A,(x(j)}. The estimate so produced can be hard-detected, if so desired, to providebit

A, (eG) = log (4.20)
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estimates at this point. Alternatively, the output of the second stage can be used to
provide extrinsic information to thefirst stage. In either case, the estimates must be
reordered to compensate for the turbo interleaving.

As can be seen from Fig.4.17,the first decoding stage, the interleaver, the second
decoding stage, and the deinterleaver constitute a single-loop feedback system, thereby
making it possible to iterate the decoding process in the receiver as many times as is
deemed necessaryfor a satisfactory performance. Indeed, this iterative process consti-
tutes the turbo coding principle at the receiver. Note, however, that during each set of
iterations, the noisy input vector u is unaltered.

The decoding scheme of Fig. 4.17 relies on the implicit assumption that the bit
probabilities remain independent from oneiteration to another. To increase the inde-
pendence of the inputs from one processing stage to the next, the turbo algorithm
makes use of the concepts of intrinsic and extrinsic information. Intrinsic information
refers to the information inherent in a sample prior to a decoding operation. On the
other hand, extrinsic information refers to the incremental information obtained
through decoding. To maintain as much independenceasis practically possible from
one iteration to the next, only extrinsic information is fed from one stage to the next.

An important property of the MAPalgorithm is that it includes both intrinsic
and extrinsic information in a product relationship (including a scaling factor). How-
ever, from a computational perspective, it is more convenient to express this relation-
ship in termsof log-likelihood ratios, because then the product becomes a sum and the
scaling term assumes a nonsignificant role. In particular, the extrinsic information at
the output of the second stage is

Aa(x) = Ao(x)- A1(x) (4.21)
That is, the extrinsic information (expressed in logarithmic form) is the difference
between the input and outputlog-likelihood ratios for the systematic bits. (On thefirst
pass, Ay(x) = A ,(4) .) Similarly, at the output of thefirst stage, the extrinsic informa-
tion supplied to the secondstage bythefirst stage is given by

Ai(x) = A,(x)- Ao(x) (4.22)

The basic MAPdecodingalgorithm is not changed in the turbo decoder. Details of the
actual computation of A, and A, are omitted in Fig. 4.17 to simplify the exposition.
The differences occur only in the processing, which is performed on the inputs to, and
outputs from, the MAP algorithm.

On the last iteration of the decoding process, a hard decision is applied to the
output of the second decoder(after deinterleaving) to produce an estimate of the jth
information bits:

&(j) = sign(Ag(x(j))) (4.23)

Noise Performance

The impressive aspect of turbo codesis their noise performance. In Fig. 4.18, an exam-
ple of that performance is presented. The results correspond to the encoding strategy
described in Section 4.12.1, for an interleaver size of 64 kilobits. The performanceis
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FIGURE 4.18 Performance of turbo codes as a function of numberofiterations.

(Reproduced from Berrou et a. 1993, with permission of the IEEE.) 
quantified as a function of the numberofiterations.It is clear from the figure that the
performance with a small numberof iterations of the decoding process is not particu-
larly impressive, but as the numberof iterationsis increased, the performance continu-
ally improves. With 18 iterations, the code achievesa bit error rate (BER) of 107 at an
E;/No of only 0.7 dB. This is only about 0.7 dB away from the Shannon limit for this
code-particular rate.

The performanceof turbo codes at low E,/Nq is a functionof the interleaversize.
With smaller interleavers, the performance tends to degrade. However, even with an
interleaver size of 300 bits, a BER of 107+ can be obtained at an E,/No of 2.3 dB, which
is indeed remarkable. 

4.12.4 Maximum a Posteriori Probability Decoding

The maximum a posteriori probability (MAP) decoder considered herein makes cer-
tain assumptions about the transmission system. In particular, we assume xX = x11_y) is
the information (data) to be transmitted and % is the vector of corresponding data
estimates. The transmitted code word is represented by ¢ = ¢7 yy)-

The N transmitted bits will be grouped together into 7 symbols, vj;7). This
grouping will arise naturally from the structure of the code. For example, with a rate-1/
2 code, T is N/2. The noisy received bits will be denoted by r=ry;47and the corres-
ponding received symbols by wy7]. The detection (decoding) algorithm provides anb

estimate & of the data, based on the sequence r (or w) and prior knowledge of the
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FEC code. The channel is assumed to be an AWGN channel. The channel encoderis

assumed to haveatrellis structure similar to that illustrated in Fig. 4.7 for fourstates. It
is assumedthat thetrellis starts and ends in the zero state and that the appropriate null
bits are added to the information stream to ensure proper termination of thetrellis.
Since the trellis is terminated, we are effectively assuming only block codes, even if a
convolutional codeis used.

The numberoftrellis transitions T, corresponding to the N codebits, is a function
of the encodingstrategy. Its relationship to the index of the channelbits or the infor-
mation bits depends on the code rate and howthetrellis is truncated. At time j, each
channel symbol v(j) correspondsto a state transition from s(j— 1) to s(j). For exam-
ple, with a rate-2/3 convolutional code, each channel symbolwill have three bits and
each pair of information bits will correspond to a state transition until the decoder
reaches the termination stage. In the termination stage, information bits that are zeros
are appendedto the input, and the corresponding channel symbols are generated until
the trellis returns to the all-zero state.

For the turbo decoder application, the objective of the MAP algorithm is to
determine the conditional probability Prob (x(j)|r) where r = (u, &, A2) in one
decoding instance and r = (Aj, ¢,) in the second decodinginstance.

The MAPalgorithm includes a backward and forward recursion, unlike the Vit-
erbi algorithm, which contains only a forward recursion. The fundamental assumption
of the MAPalgorithm is that the channel encoding can be represented asa trellis, as
illustrated in Fig. 4.7,where the next state depends only on the current state and the
new inputbit. The states of the trellis are indexed by the integer s = 0,1,...,.8 — 1. The
state of the trellis at time j is denoted by s(j), and the output symbol due to the transi-
tion from s(j—1) to s(j) is denoted by v(j). A state sequence from time j to i’ is
denoted by Sty i’]> and the corresponding output sequenceis v,‘RYT

Although the ultimate goal of the MAP algorithm is to estimate the probability
that a given symbolor information bit was transmitted,it is simplerto first derive the a
posteriori probabilities of the states and transitionsof the trellis, based on the observa-
tion r. From these results, most of the probabilities of interest can be obtained by per-
forming summations over selected subsets of states or transitions. To proceed, we
denote the S-vector of state probabilities at time j based on the set of observations by

A(j) = Prob(s(/)|r) Aj) eR® (4.24)
where the jth elementis

A«(j) = Prob(s(j) = s|r) (4.25)

Then, for a rate (1/n) convolutional code without feedback, assuming that the trans-
mitted information bit is the least significant bit (LSB) of the state, the probability that
a 1 was the information bit is given by

Prob(x(j)=1)r)= HA) (4.26)
s:LSB(s) =1
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where LSB(s) is the least significant bit of the state s, For a recursive code, the sum-
mation in Eq. (4.26) is over the set of transitions that correspond to a 1 at the input.
(Transition probabilities will be explained shortly.)

Next, we define the forward estimator of state probabilities as the S-vector

a(j) = Probls(/)irp,jl a(j) eR (4.27)
Similarly, we define the backward estimator of state probabilities as

; . M

AA) = Probis(s¥,, 45] BU ER’ (4.28)
Equations (4.27) and (4.28) are the estimates of the state probabilities at time j based
on past and future observations, respectively. The important result related to these
quantities is their relationship to A(/). First, however,let us define the vector product
c = a-b as c(s) = a(s)b(s) for all s and define the L! norm for probability vectors as

lal = Yas) (4.29)

‘Then we may write

AG) = a(j)- BY) 4.30O Ted BOI: oy
That is, the state probabilities at time j are completely defined by the forward and
backward estimators at that time.

A proof of the separation theorem embodied in Eq. (4.30) is presented in
Appendix F. One aspect of this theorem is intuitively obvious: By definition, for a
Markov process, the state distribution at time /, given the past, is independent of the
state distribution at time j, given the future. However, the theorem says more:It says
that there is a simple way of combining the forward and backward estimates to obtain
a complete estimate; specifically, that estimate is just the normalized product of the
state distributions based on the past and the future.

Thus, the objective is to find simple algorithms for obtaining the forward and
backward estimates, which would be a solution to the MAP detection problem. If we
represent the state transition probability at time j by

¥y,9) = Prob(s() = s, w()|sG-1) = 8") (4.31)

and denote the matrix of these probabilities as
. . . SxS

PY) = [% riyer*” , (4.32)
then we have the following recursion equations for calculating the forward and back-
ward state estimates:

aj) = @U-)'TY) (4.33)
JaciTry
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and

,. TPY+ BU +1)y=oUtPUtt)4.34PO)=Gs DeU+Dh oe)
Together, these two equations define the algorithm for MAP decoding.In particular,
the steps are as follows:

1. a(0) and B(T)are initialized accordingto thetrellis structure. For a trellis begin-
ning and ending in the all-zero state, we have a9(0)=1 and a,(0)=0 for all
s#0 ,and similarly for B(7).

2. When r(j) is received, the decoder computes ['(/) and then a(j), using Eq.
(4.33). The computed values of a@(j) are stored forall j and s. Note that r (j) is a
vector of length L, defined by

. £

1) = Vyay Tay Tay
where L is itself defined by the number of bits produced per transition by the
encoder.

3. After the complete sequencery;7) has been received, the decoder recursively com-
putes B(/), using Eq.(4.34). Then, when the 6(j) have been computed, they are mul-
tiplied by the appropriate a(j) to obtain A(j), using Eq. (4.30).

The MAPalgorithm,also referred to as the BC/R algorithm in recognition ofits origi-
nators,” involves a double recursion—onein the forward direction and the other in the
reverse. Consequently, it has at least twice the complexity of the Viterbi algorithm in
its most general form. However, it produces soft outputs, a feature that is the key toits
usefulness in the turbo decoding algorithm.

4.13 COMPARISON OF CHANNEL-CODING STRATEGIES FOR WIRELESS

COMMUNICATIONS

Channel-coding strategies, exemplified by convolutional codes and turbo codes, have
established themselves as an essential design tool for reliable communications, each in
its own way. Convolutional codes have a long history, dating back to the classic paper
by Elias in the 1950s (see Note 3). In contrast, turbo codes are of recent origin, having
been discovered in the early 1990s as a result of pragmatic experimentation by Berrou
and Glavieux (see Note 8).

With classical convolutional codes covered in Section 4.9 and turbo codes in

Section 4.12, it is apropos here that we discuss the relative merits of these two coding
strategies for the correction of transmission errors. However, before proceeding with
this discussion, we note that classical block codes such as Hamming codes, Bose—
Chandhuri-Hocquenghem (BCH) codes, and Reed-Solomon codes, powerful as they
are, have not been emphasized in the presentation largely because of their limited
application to modern wireless channels. There are two reasonsfor not covering these
classical block codes in this chapter:

e Block codes can be designed to handle error bursts that may occur on a wireless
channel, but their ability to handle large numbers of distributed errors is rather
limited.
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* Block codesare typically algebraic in their formulation, using hard decisionsthat
tend to destroy information; consequently, they do not obtain the performance
advantage that is available through the use of soft decisions.

Nevertheless, there are some wireless channels to which block codes are applied. In
high-SNR channels, for example, where the errors are few, block codes are often used
to correct errors that do occur, In other wireless communication systems, block codes 4
may be used as part of a concatenated coding scheme,In a two-level form of concate- |
nation used in such systems, the block code is used as the outer code, and the inner
codeis typically a convolutional code. With such a configuration, the (inner) convolu-
tional decoder in the receiver corrects the majority of the errors produced by the wire-
less channel. Then the (outer) block decoder corrects the few errors that remain at the
output of the convolutional decoder.

To proceed with the task at hand, in what follows we present a comparative eval-
uation of classical convolutional codes and turbo codes in terms of encoding and
decoding considerations, as well as other matters that pertain to signal transmission
over wireless channels.

  
  aanepeeSidiangethecang
 

4.13.1 Encoding

A convolutional encoder can assume one of two forms:

* Nonrecursive nonsystematic, in which form the convolutional encoder distin-
guishes itself by, first, the use of feedforward paths only and, second, the infor-
mation bits losing their distinct identity as a result of the convolution process.

® Recursive systematic, in which form,first, the convolutional encoder uses feed-
forward as well as feedback paths and, second, the k-tuple of information bits
appears as a subset of the n-tuple of outputbits,

 

On the one hand, for historical reasons, nonrecursive nonsystematic schemes have
been advocated for classical convolutional encoders. On the other hand, turbo codes
use recursive systematic convolutional (RSC) encoders, as discussed in Section 4.12.
Comparing turbo codes with convolutional codes, we find some strengths, weaknesses,
and similarities between the two codes:

 
* By virtue of the fact that the turbo code uses a pseudorandominterleaverto sep-

arate its own two convolutional encoders, the turbo code is closer to the random
code originally advocated by Shannonin his formulation of communication the-
ory thanit is to the classical convolutional code. However, unlike Shannon’s ran-
dom codes, turbo codes are decodable, hence their practical importance.

¢ Experimentation shows that turbo codes work better than classical convolu-
tional codes when the code rates are high orthesignal-to-noise ratios are low.

* Both types of codes require the use of flush bits to return them to the state 0 at
the end of the incoming information bits, With the parallel encodingstructure of
turbo codes, it is not straightforward to flush the second encoder, so flushing is
often not done.

® Unlike convolutional codes, turbo codes have an error floor, That is, the BER
drops very quickly at the beginning, but eventually levels off and decreases at a
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muchslowerrate. The leveling-off point is often in the BER range of 107to 10°,
depending on factors such as how flushing is done, how long the blocksize is, and
which turbo interleaver is being used. Achieving very low error rates (less than
407") is difficult with a turbo code; but then, this kind of error performance is
rarely required for wireless communications, except perhaps in computer com-
munications, which demand a high degree of reliability over a wireless channel.

° Both types of codes perform better with soft decisions. Turbo codes rely on soft
inputs to work. Convolutional codes can work with either soft-decision or hard-
decision inputs, but the penalty for using the latter in an AWGN channel is
approximately 2 dBs.

4.13.2 Decoding

Thetraditional approach to decoding a convolutional code is to use the Viterbi algo-
rithm, which operates as a maximum-likelihood state estimator. The complexity of the
Viterbi algorithm is directly proportional to the number of states, which in turn
depends exponentially on v, denoting the number of memory units in the shift register
of the code. Since the minimum free distance (i-e., the error-correction capability) of
the convolutional code increases with v, there is a trade-off between performance and
decoder complexity. Current wireless systems often use v =6 or 8 (constraint length
K=7 or 9) convolutional codes, corresponding to 64-state and 256-state decoders,
respectively.

By contrast, turbo decoding relies on the exchange of extrinsic information
between two soft-input, soft-output (SISO) decoding stages on an iterative basis. The
decoder may use a maximum a posterior probability (MAP) algorithm orits approxi-
mation. The advantage of turbo codesis that they can achieve large coding gains with
very simple componentcodes typically, 8-state or 16-state codes. The MAP decoder
complexity is proportional to the numberof states and is approximately twice the
complexity of the Viterbi algorithm for the same numberof states; the multiplying
factor of two is due to the fact that the MAP algorithm,or its approximation, oper-
ates in the forward as well as backward direction. The overall complexity of the turbo
decoder is equal to the computational complexity of one complete decodingiteration,
multiplied by the numberofiterations. In practice, between four and eight iterations
usually are employed, although optimum performance often would require twice that
numberof iterations or more.

With the decoding process of a turbo code being iterative in nature, it would be
highly desirable to have at our disposal a tool for describing the convergence analysis
of the code and its design. The extrinsic information transfer (EXIT) chart provides
such a tool in graphical form. The development of the EXIT chart assumesthat the
size of the turbo interleaveris infinitely large. In particular, the chart describes the
exchange of extrinsic information between the first stage and second stage in the
turbo decoder, and vice versa. For each constituent decoding stage, the EXIT chartis
defined as the function that maps the prior information to the extrinsic information
applied to the decoder in question, with the information capacity of its communication
channel treated as a parameter. !”
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AWGN Channel

For an additive white Gaussian noise (AWGN) channel, which, for example, is closely
approximatedbya line-of-sight satellite communication link, turbo codes outperform
convolutional codes by a significant margin in their ability to achieve near-optimum
performance. Optimality is defined in terms of theoretical limits imposed by Shan-
non’s information capacity theorem. The theoretical limit for a block of information
bits that is infinitely long is measured in terms of &,/No required for a prescribed
code rate and minimum bit error rate (BER}. When information blocksof a finite size
are considered, the performance is measured in terms of the increase in E,/Ng (mea-
sured in dBs with respect to the theoretical limit) required for prescribed values of
the code rate, block size, and frame error rate (FER), The FER is the number of
frames that have at least one bit error, divided by the total numberof frames used in
the calculation.

For example, for a code rate of 2/3 and minimum bit error rate of 10-4, the theo-
retical limit (assuming an information block of infinite size) is about —0.8 dB. For the
same code rate, but a block size of 500 informationbits, using a turbo code, we need to
increase E,/Ng by about 1.3 dB (i.e., a net value for E;,/No, equal to 1.3 - 0.8 = 0.5 dB)
in order to maintain an FER of 10“. This increase in E,/No is indeed modest in com-
parison with that for convolutional codes.

Fading Wireless Channels

Wireless channels are prone to error bursts, while both convolutional and turbo
decoders work best with independent error events. Hence, both types of codes require
the use of interleavers in the transmitter and corresponding deinterleavers in the
receiver, as illustrated in Fig. 4.1, to combat error bursts that occur on wireless: chan-
nels. In the absence of problems such as loss of synchronization, nonstationary charac-
teristics of the channel, or other disruptions in the communications link, larger
interleavers imply better performance for both decoding techniques.

The performance curves of turbo codes, which plot BER against £,/Np in dBs,
have a brick-wall shape. The corresponding performance curves of convolutional codes
exhibit a slow roll-off characteristic, which matches the behavior of fading wireless
channels reasonably well; whether this feature provides an advantage or not depends
on the ratio of the data rate and block length to the fading rate. Moreover, for short
block lengths, which are most robust for communication over fading wireless channels,
the improvementoffered by turbo codes over convolutional codesis usually small.

Both types of codes are present in third-generation (3G) wireless standards.

Latency

Theissue of latency refers to the delay incurred by a channel decoder in processing the
received signal in order to recover the original sequence of information bits. Latencyis
particularly serious in the transmission of voice signals over a wireless channel, as
close-to-real-time communication is a necessary requirement, but perhaps less so in
the transmission of data.
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Latency is proportional to the interleaver size, since the decoder usually must
receive the complete interleaved block of bits before it can start decoding. For turbo
codes that include two interleavers, namely, a turbo interleaver and a channel inter-
leaver, the delay is proportional to the larger of the two. Latency may also be related
to decoder speed, but for both types of codes, practical decoders ordinarily operate at
the channelrate orfaster, and this is usually nota distinguishing feature.

Smaller block sizes mean smaller latency. Convolutional codes usually achieve
their maximum gain at a smaller block size. Turbo codes, in contrast, require large
block sizes to achieve their maximum gain, whichis usually greater than that attained
by convolutional codes.

Joint Equalization and Decoding''

An elegant feature of the turbo coding principle is that it provides an iterative basis
for the joint implementation of channel equalization and channel decoding in the
receiver in a way that makesa significant difference to the overall receiver perfor-
mance.This issue is discussed in a theme example in Section 4.18.

1. Turbo codestypically have a very small free distance, but, upon decoding, they
have far fewer error events at this free distance than convolutional codes have.It

is this latter characteristic that gives rise to the brick-wall nature of turbo code
performance. However, asymptotically, the performance of turbo codesisstill
characterized by their minimum free distance. Since this distance is often small,
it causes the BER performanceofthe turbo decoderto leveloff at high SNR and
then appearas an error floor compared with the initial brick-wall performance.

2. The convolutional encoders used in the turbo encoder are recursive, which are
therefore non-return-to-zero encoders in that they return to their initial state
only with probability 2”, where v is the number of memory units in the shift reg-
ister of the code. Furthermore,the turbo code may be endowedwith a cyclic trel-
lis, which means that the temporal representation of the states assumed by the
encoder for time steps j=1 to j=k, where k, the numberof information bits,
repeatsitself in a cyclic manner. Consequently, the turbo code becomes a block
code, and, most important, the non-return-to-zero sequence produced by the
encoderaffects all of the redundantbits introduced by the encoderin such a way
that the probability of the turbo decoder failing to recover the original non-
return-to-zero sequenceis negligibly small.

4.14 RF MODULATION REVISITED

With source (speech) encoding and channel encoding in place, the next operation thatis
performed in the transmitter is modulation to prepare the signal for transmission over
the wireless channel. Here, we have a wide rangeofstrategies to consider, as discussed
in Chapter 3. However, with spectral efficiency of narrowband wireless communications
beinganissue of primary concern,it is necessary that adjacent-channelinterference (i.e.,
the spillage of the spectrum of a modulatedsignal into adjacent channels) be minimized.
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FIGURE 4.19 Block diagram of Gaussian minimum-shift keying (GMSK)signal generator.

Partial-response modulation provides one approach to accomplishing this practical
requirement. The basic idea ofpartial-response modulation is to ensure that the phase
response of the modulated signal is spread over several symbol periods. Stated another
way, the phase response in anysignaling interval is “partial”—hence the term “partial-
response modulation.” Note, however, that the use of partial-response modulation has
the effect of a deliberate introduction of controlled intersymbol interference (ISI),
which typically requires the use of an equalizer at the receiver for its removal. Gauss-
ian minimum-shift keying (GMSK)is an example of partial-response modulation. (See
Section 3.7 for its detailed description.) A block diagram of the GMSK signal genera-
tor is shown in Fig. 4.19.

4.15 BASEBAND PROCESSING FOR CHANNEL ESTIMATION AND

EQUALIZATION !2

The generated RF modulated signal s(z) is transmitted over the narrowband wireless
channel whose midband is centered on the carrier frequency f.. Thereupon, the trans-
mitted RF signal is convolved with the impulse response of the channel, h(¢). (The use
of convolution to describe signal transmission over the channel is justified, since the
wireless channel is essentially linear, as discussed in Chapter 2.) The signal resulting
from this convolution operation plus additive white Gaussian noise (AWGN) w(t) at
the channel output constitutes the received RF signal

x(f) = s(t) @ A(t} + wie) {4.35)

where, again, the symbol ® denotes convolution. The signal x(¢) is ready for processing
by the receiver.

With the ever-increasing availability of digital signal-processing devices powered
by continuing improvements in computer hardware (in the form of silicon chips) and
software, the trend nowadays is to convert the received RF signal x(¢) into baseband
form. Simply put, not only is the use of digital signal processing cost effective, but it
also providesflexibility unmatched by analog devices. The RF-to-baseband conversion
is accomplished with the quadraiure demodulator, depicted in Fig. 4.20, in accordance
with the discussion of the complex representation of band-pass signals and systems
presented in Section 3.4. The demodulator yields a complex baseband signal x(t)
which is equivalent to the RF modulated signal x(¢) in that there is no loss of informa-
tion. The baseband signal X(f) is complexin that it consists of two orthogonal compo-
nents, as shown by the formula

(4.36) x(t) = x,t) + xg lt)
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where x,(t) is the in-phase component and xg(t) is the quadrature component. Note
that both x;(t) and x¢(t) are low-pass real signals whose common bandwidth is one-
half that of the RF-modulated signal x(t).

Recall from the discussion presented in Section 3.4 that RF-to-baseband conver-
sion has an effect on the narrowband wireless channel centered on the carrier frequency
f,, which is similar to the channel output x(t). Specifically, the real impulse response of
the channel, A(2), is transformed into the complex equivalent baseband form

h(t) = h(t) +jho(0) (4.37)
where h7(t) is the in-phase component and hg(f) is the quadrature component. In a
mannersimilar to the baseband representation of the modulated signal x(z), both A,(1)
and h(t) are real low-pass impulse responses occupying the same frequency band as
the complex baseband signal (7) .

The analog baseband quadraturesignals x(t) and x(t) are converted into digital
form, whereafter the baseband signal processing is carried out in the receiver. (The
analog-to-digital converter is not shown in Fig. 4.20,as it is considered part of the RF-
to-baseband converter.)

With the digitized in-phase and quadrature components of the receivedsignalat
hand, the baseband signal processing can begin in the receiver. The objective of this
processing is to computeaset oftransition metrics that, in turn, are employedin a Vit-
erbi equalizer designed to remove the effects of any controlled ISI (e.g., due to the
partial-response modulation) and the channel-induced ISI, thereby facilitating data
recovery. To that end, the baseband processor solves two intermediate problems, with
the solution to thefirst leading to the solution of the second. The first problem is that
of estimating the unknown impulse response of the channel. The second problem
involves generating all the possible signals that would emanate from a channel having

X;(t) Low-pass
filter  

 
x;(t)

 
 

  
Oscillator

(a) (b)

FIGURE 4.20 (a) Schemeforderiving the in-phase and quadrature components of RF-
modulatedsignal x(f). (b) Scheme for reconstructing the RF-modulatedsignal from its in-
phase and quadrature components.
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such an estimate for its impulse response. The related issues of channel estimation and
estimated signal generation are addressed in whatfollowsin that order.

4.15.1 Channel Estimation

To proceed with the estimation of the channel impulse response, the basebandsig-
nal x(f) is first demuitiplexed into two parts, as illustrated in Fig.4.21. The part
denoted by Xchannei(t) relates to the sounding signal employed for channel estima-
tion. The other part, denoted by Ygata(t), contains information on the original
source signal (ft).

Before reaching the baseband processor, the channel-probing signal is intro-
duced into the “packetizer” in the transmitter and is then modulated on the RF car-
rier, transmitted over the narrowband channel, and,finally, converted into complex
baseband form; typically, the probing signal has an impulselike autocorrelation func-
tion, for reasons to be outlined in the discourse that follows. To simplify the discussion,
we ignore the effect of channel noise. Under this assumption, the signal Xchannel(t)
may be expressed as the convolution of two complex time functions:

Xchannei(t) = C(1) ® A(t) w(t) = 0 (4.38)

Here, @(#) and A(t) are, respectively, the baseband versions of the probing signalc(£)
and channel impulse response A(t). The signal Xnannel(f) 18 applied to a matchedfilter,
whose impulse response, g(t), is equal to the complex conjugate of a time-reversed
version of c(t). Appropriately delayed to satisfy causality (see Appendix D), the
impulse response is

q(t) = e*{T,-f) (4.39)

where T,, is the duration of the sounding signal c(t) and the asterisk denotes complex
conjugation. The matched-filter outputis therefore

z(t) = q(t) © Xchannelft)
. (4.40)

= 2*(T,-1) Baz) B A(2)
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FIGURE 4,21 Block diagram of demuitiplexerat the receiver input, following the quadrature
demodulator.
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The following is an important property of matchedfilters (see Appendix D):

The output of a matchedfilter, in response to an input signal to which thefilter is
matched, is equal to the autocorrelation function of the inputsignal.

In the context of our present discussion, this statement means that

e*(T,-t) @ c(t) = r.(T,—1) (4.41)

where r.(7) is the autocorrelation function of the complex envelope c(t) of the prob-
ing signal for lag t= T,.— ¢. Hence, Eq. (4.40) reduces to

z(t) = r(T,-1) @ h(t) (4.42)
In general, the autocorrelation function of a complex signal has a complex value. How-
ever, by having the original sounding signal c(f) exhibit even symmetry about its mid-
point f= 7/2, the autocorrelation function r.(t) assumes a real value, which simplifies
the design of the baseband processor considerably. To emphasize this point, we set

r.(7) = p(T) for all t (4.43)

where p(t) is a real autocorrelation function that is an even function of 7 thatis,

p(-t) = p(t) (4.44)

Accordingly, we may rewrite Eq. (4.42) in terms of this new function as

2(t) = p(t—T,) @ A(t) (4.45)

In words, the output Z(t) of the matchedfilter is equal to the real-valued, delayed
autocorrelation function p(t—T.), convolved with the complex baseband impulse
response /i(f) of the channel.

Suppose now that the autocorrelation function p(t) not onlyis real, but also is
in the form of a delta function 6(t). Then Eq. (4.45) simplifies further to the ideal
result

z(t)=&(t-T,) @ h(t)
(4.46)ll

h(t-T,)
where we have usedthe fact that the convolution of a time function with a delta func-

tion leaves that time function unchanged, exceptfor a possible time shift.
The result of Eq. (4.46) is idealized in that it is derived under two special

conditions:

1. The channel noise w(t) is zero.
2. The probing signal c(t) is long enough for the autocorrelation function ofits

complex envelope c(t) to approach a delta function.


