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106 Chapter 3 Modulation and Frequency-Division Multiple Access

off increased transmission bandwidth for improved system performance in the

presence of noise.

3. Modulation permits the use ofmultiple-access techniques.
A cellular radio channel represents a major capital investment and must there-

fore be deployed in a cost—effective manner, permitting mobile users access to
the channel. Multiple access is a signal-processing operation that makes this pos-
sible. In particular, it permits the simultaneous transmission of information-
bearing signals from a number of independent users over the channel and on to

their respective destinations.

In wireless communications, the carrier, denoted by C(t), is typically sinusoidal and is
written as

C(t) = Accos(27rfcr+ 6) (3.1)

where AC is the amplitude, fc is the frequency, and dis the phase. With these three car-
rier parameters individually available for modulation, we have three basic methods of
modulation whose specific descriptions depend on whether the information-bearing
signal is of an analog or a digital nature. These two families of modulation are dis-
cussed in what follows.

3.2.1 Linear and Nonlinear Modulation Processes

Figure 3.3 shows the block diagram of a modulator supplied with a sinusoidal carrier
C(t). The modulating signal, acting as input, is denoted by 1710:). The modulated signal,
acting as output, is denoted by s(t). The inputeoutput relation of the modulator is gov-
erned by the manner in which the output s(t) depends on the input m(t). On this basis,
we may classify the modulation process as one of two basic types: linear and nonlinear.

Input Output
(modulating) Modulator (modulated)

signal signal
MU) m)

|

I Sinusoidal
carrier

c(r)

FIGURE 3.3 Block diagram of modulator.
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The modulation process is said to be linear if the inputwoutput relation of the
modulator satisfies the principle ofsuperposition. According to this principle, the mod—
ulation process, or equivalently, the modulator, satisfies two conditions:

1. The output of the modulator produced by a number of inputs applied simulta-
neously is equal to the sum of the outputs that result when the inputs are applied
one at a time.

2. If the input is scaled by a certain factor, the output of the modulator is scaled by
exactly the same factor.

The modulation process, or equivalently, the modulator, is said to be nonlinear if the

principle of superposition is violated in part or in full.

The linearity or nonlinearity of a modulation process has important conse-
quences, in both theoretical as Well as practical terms, as we shall see in the remainder
of the chapter.

3.2.2 Analog and Digital Modulation Techniques

 

 

Another way of classifying the modulation process is on the basis of whether the mes-

sage signal m(r) is derived from an analog or a digital source of information. In the ana—

log case, the message signal m(r) is a continuous function of time t. Consequently, the
modulated signai s(t‘) is, likewise, a continuous function of time t. It is for this reason

that a modulation process of the analog kind is commonly referred to as continuous—
wave (CW) modulation.

In the digital case, by contrast, the modulated signal 30‘) may exhibit discontinuiw

ties at the instants of time at which the message signal m(t) switches from symbol 1 to
symbol 0 or vice versa. Note, however (as we will find out later on in the chapter), that
under certain conditions it is possible Jfor the modulated signal to maintain continuity
even at the instants of switching.

In other words, we may distinguish between analog and digital modulation pro—
cesses as follows:

0 All analog modulated signals are continuous functions of time.

- Digitai modulated signals can be continuous or discontinuous functions of time,

depending on how the modulation process is performed.

3.2.3 Amplitude and Angie Modulation Processes
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Yet another way of classifying modulation processes is on the basis of which parame-
ter of the sinusoidal carrier C(t) is varied in accordance with the message signal m(t).
Accordingly, we speak of two kinds of modulation:

1. Amplitude modulation, in which the amplitude of the carrier, AC, is varied
linearly with the message signal ma).
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2. Angie modulation, in which the angle of the carrier, namely,

1,110) = 27.11;: + 9 (3.2)

is varied linearly with the message signal m(t).

Angle modulation may itself be classified into two kinds:

2.1. Frequency modulation, in which the frequency of the carrier, fc, is varied linearly

with the message signal m(r).

2.2. Phase modulation, in which the phase of the carrier, 9, is varied linearly with the

message signal m(z).

In historical terms, the design of communication systems was dominated by analog

modulation techniques. Nowadays, however, we find that the use of digital modulation

techniques is the method of choice, due to the pervasive use of silicon chips and digital

signal-processing techniques. For this reason, the focus in what follows is on digital

modulation techniques.

3.3 LINEAR MODULATION TECHNIQUES

3.3.1 Amplitude Modulation1
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By definition, amplitude modulation (AM), produced by an analog message signal

m(i), is described by

s(t) = AC(1 + kam(t))cos(27rfct) (3.3)

where ka is the sensitivity of the amplitude modulator. For convenience of presenta-

tion, we have set the carrier phase 9 equal to zero, as it has no bearing whatsoever on
the transmission of information.

Appendix A briefly reviews Fourier theory, which is basic to the spectral analy-

sis of signals. In light of the theory presented therein, we may portray the spectral

characteristics of amplitude modulation as illustrated in Fig. 3.4. The figure clearly

shows that the bandwidth of the AM signal s(t) is 2W, where W is the bandwidth of

m(t) itself. Most important, except for the frequency shift in the spectrum of the

message signal m(t), denoted by MU), and the retention of the carrier, exemplified

by the impulses at ifc, amplitude modulation has no other effect on the spectrum

S(f) of 50?).

Problem 3.1 Show that amplitude modulation is a nonlinear process, as it violates the prin-

ciple of superposition. I
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MU)

Delta function

A.
3w so — f.)

 
('3)

FIGURE 3.4 (a) Message spectrum. (b) Spectrum of. corresponding AM signai.

Note, however, that the Violation of the principle of superposition described in
Problem 3.1 is of a mild sort which permits the application of the Fourier transform to
an AM signal, as described in Fig. 3.4.

Another important point to note is that, insofar as information transmission is

concerned, retention of the carrier in the composition of the AM signal represents a
loss of transmitted signal power. To mitigate this shortcoming of ampiitude modula-
tion, the carrier is suppressed, in which case the process is referred to as double

sidebandmsuppressed carrier (DSBMSC) modulation. Correspondingly, the DSB—SC
modulated signai is defined simply as the product of the message signal m(r) and
the carrier C(t); that is,

30‘) C(t)m(r)

Ach) cos(27rfct) (3'4)

Figure 3.5 depicts the spectrum of the new S(t). Comparing this spectrum with that of

Fig. 3.4, we see clearly that the absence of the delta functions at ifc is testimony to the
suppression of the carrier in Eq. (3.4). Nevertheless, the AM signal of Eq. (3.3) and
the DSBWSC modulated signal of Eq. (3.4) do share a common feature: They both
require the use of a transmission bandwidth equai to twice the message bandwidth,
namely, 2W.
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MU)

— W 0 W f

(a)

Sif)

‘1”: , W if.- if; t W 0 )‘L- * W fr f: t W f

(b)

FIGURE 3.5 (a) Message spectrum. (1)} Spectrum of corresponding DSB—SC modulated
signal.

Problem 3.2 Consider the sinusoidal modulating signal

mm = Amcos(2nf,nt)

Show that the use of DSB-SC modulation produces a pair of side frequencies, one at fC +fm and

the other at fE —fm ,where fc is the carrier frequency. What is the condition that the modulator
has to satisfy in order to make sure that the two side-frequencies do not overlap?

Ans. .fL >f, I
3'."

3.3.2 Binary Phase-Shift Keying
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Consider next the case of digital modulation in which the modulating signal is in the

form of a binary data stream. Let p(t) denote the basic pulse used in the construction
of this stream. Let T denote the bit duration (i.e., the duration of binary symbol 1 or 0).

Then the binary data stream, consisting of a sequence of 1’s and 0’s, is described by

m(t‘) = EbkpU—kfl (3‘5)
k

where

bk : { +1 for binary symbol 1 (3.6)
#1 tor binary symbol 0
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MI)

1.0

O T t

FIGURE 3.6 Rectangular pulse.

For example, in the case of a rectangular pulse we have

p(t) ={ +1 for OStET (37)0 otherwise

which is depicted in Fig. 3.6.

In binary phase—shift keying (BPSK), the simplest form of digital phase modula—
tion, the binary symbol 1 is represented by setting the carrier phase 6(t) = 0 radians,
and the binary symbol 0 is represented by setting 9(r) = Irradians. Correspondingly,

5(1) = Accos(2nfct) for binary symbol 1 (3.8)
Accos(27cfct+a) for binary symbol 0

Recognizing that

cos(9(t)+n) = —cos(6(t)) for all time t,

we may rewrite Eq. (3.8) as

SO) I Accosanfct) for symbol 1 (3‘9)
—Accos(211:fct) for symbol 0

In light of Eqs. (3.6), (3.7), and (3.9), we may express the BPSK signal in the compact
form

s(t) = c(t)m(r) (3.10)
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where m(t) is itself defined by Eq. (3.5). Most important. Eq. (3.10) shows that BPSK

is another example of linear modulation.

Problem 3.3 Consider a binary data stream m(r) in the form of a square wave with ampli-
tudes i1, centered on the origin. Determine the spectrum of the BPSK signal obtained by multi-
plying m(r) by a sinusoidal carrier whose frequency is ten times that of the fundamental

frequency of the square wave.
Ans.

similar/2) ( 1‘75 jr = _._._.. 2 __z 2 ,r
s() klgfim (kn/2) cos 1:10 cos( Jrf()

1 sin(k9r/2)[ (2 :[ kit-D [ ( kch]= _ —.—.— .+_ 2 t —_

2k:l;5 (kn/2) COS ” f. 10 cos ’r If 10
. . . . . kfc . . .

The spectrum of the BPSK stgmri COHSISLE‘ of stde-fi'equencies at j(, i m With decreasmg ampli-

tude in accordance with ésiMkJr/ZVWE/Z) , where k 2 1, 3,5.... l

3.3.3 Quadriphase—Shift Keying
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As with DSB—SC modulation, BPSK requires a transmission bandwidth twice the

message bandwidth. Now, channel bandwidth is a primary resource that should be

conserved, particularly in wireless communications. How then can we retain the

property of linearity that characterizes BPSK, yet accommodate the transmission of

a digital phase-modulated signal over a channel whose bandwidth is equal to the

bandwidth of the incoming binary data stream? The answer to this fundamental

question lies in the use of a digital modulation technique known as quadriphase-shift

keying (QPSK). .
To proceed with a description of QPSK, suppose the incoming binary data

stream is first demultiplexed into two substreams, m 1(t) and "12(1). Next, note that, as

the name implies, the phase of the carrier in QPSK assumes one of four equally spaced

values, depending on the composition of each dibit, or gIOUp of Mo adjacent bits, in

the original binary data stream. For example, We may use 0, 75/2, 71:, and 3m’2 radians as

the set of four values available for phase-shift keying the carrier. Specifically, the val-

ues 0 and Jr radians are used to phase-shift key one of the two substreams, m1(t), and

the remaining values, 75/2 and 3211’2 radians, are used to phase-shift key the other sub-
stream, m2(r).

Accordingly, we can formulate the block diagram for the QPSK modulator as
shown in Fig. 3.7. On the basis of this structure, we can then describe the QPSK modu-

lator as the parallel combination of two BPSK modulators that operate in phase

quadrature with respect to each other. By phase quadrature, we mean the arrangement
of phases such that the phase of the carrier in the lower path of the modulator is 90°

out of phase with respect to the carrier in the Upper path.
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ml“) 510)

  
  
 

Accos{2wfit)
Binary data

stream

Into

QPSK signal
5(1‘)Demultiplexer

 
Acsin(217fct)  

FIGURE 3.7 Block diagram of a Q?SK generator, using a phase-quadrature pair of carriers
Accos(2flfct} and Acsinanfct).

As remarked previously, m;(t) and m2(t) denote the two binary substreams that

result from demuitipiexing of the binary data stream m(t). Extending the mathemati-

cal description of Eq. (3.5) to the situation at hand, we may express the corresponding

descriptions of binary substreams m1(t) and m2(t) as follows:

fill-(f) 2 2%,:PU—kfl fort: 1,2 (3.11)
k

Fori=1,2 we have

bin 2 { +1 for symbol 1 (312)W1 for symbol 0

and for the case of a rectangular puise,

PU) = { +1 for OS fSZT (313)0 otherwise

Then the BPSK signal produced in the upper path of Fig. 3.7 is described by

510‘) = Acm1(r)cos(27rfct) (3.14)

The BPSK signai produced in the lower path of Fig. 3.7 is described by

520?) = Acm2(r)sin(27rfct) (3.15)

The QPSK signal is obtained by adding these two BPSK signals:

3(3)
If

31(r) +320)

Acm1(t)c0s(2xfct) + Acm2(t)sin(27zfct)
(3.16)I!
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Since both BPSK signals 51(r) and 520‘) are linear, the QPSK signal s(t) is likewise
linear.

The transmission bandwidth requirement of the QPSK signal s(t) is the same as

that of the original binary data stream m(r). We justify this important property of

QPSK signals as follows:

The original binary data stream m(t) is based on bits, whereas the substreams

m](r) and m2(t) are based on dibits. The symbol duration of both m1(t) and m2(t)

is therefore twice the symbol duration of m(t).

The bandwidth of a rectangular pulse is inversely proportional to the duration

of the pulse. Hence, the bandwidth of both m1(t) and m2(t) is one—half that of

m(r).

The BPSK signals 51(1) and 32(1) have a common transmission bandwidth equal

to twice that of m1(t) or m2(t).

The QPSK signal 50:) has the same transmission bandwidth as s10) or 520).

Hence, the transmission bandwidth of the QPSK signal is the same as that of the

original binary data stream m(t).

EXAMPLE 3.1 QPSK Waveform

Figure 3.8(a) depicts the waveform of a QPSK signal for which the carrier phase assumes one of

the four possible values 0°, 90", 180°, and 270”. Moreover, the waveform is the result of transmit-
ting a binary data stream with the following composition over the interval 0 S t S 107':

0
The input dibit (i.e., the pair of adjacent bits in m(t)) changes in going from the interval
0 S r S 2T to the next interval 2T S t S 4T.

In going from the interval 2T S tS 4T to the next interval 47" S rS 6T, there is no change in

the input dibit.

The input dibit changes again in going from the interval 4TS t S 67‘ to 6T S t S ST.

The input dibit is unchanged in going from the interval 6T S t S 87‘ to the next interval
ST S t S 107". I

Examining the waveform of Fig. 3.8(a), we see that QPSK signals exhibit two unique

properties:

1. The carrier amplitude is maintained constant.
2. The carrier phase undergoes jumps of 0°, :90" or i180° every 2T seconds, where

T is the bit duration of the incoming binary data stream.

3.3.4 Offset Quadriphase-Shif‘t Keying
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Property 2 of the conventional QPSK signal, namely, the fact that the carrier phase

may jump by 190" or :1800 every two bit durations can be of particular concern when

the QPSK signal is filtered during the course of transmission over a wireless channel.
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Amplitude

Amplitude 
Amplitude o

0 2T 4T 6T 8T 101“

Time

(c)

FiGURE 3.8 Waveforms of (a) conventional QPSK {b) offset QPSK, and (c) 75/4-shifted
QPSK.

The filtering action can, in turn, cause the carrier amplitude (i.e., the envelope of the

QPSK signal) to fluctuate, thereby making the receiver produce additional symbol
errors over and ab0ve those due to channei noise.

The extent of amplitude fluctuations exhibited by conventional QPSK signals

may be reduced by using offset quadriphase-Shifz keying (OQPSK), which is also

referred to as staggered QPSK. In this variant of QPSK, the second substrearn m2(t),

multiplied by the 90° phase-shifted carrier Acsin(2rg’cr), is delayed (i.e., offset) by a bit

duration T with respect to the first substream 1721(1), multiplied by the carrier

Accos(2afcr). Accordingly, unlike the phase transitions in conventional QPSK, the
phase transitions likely to occur in offset QPSK are confined to 0°, $900, as illustrated

in the next example. However, the $900 phase jumps in OQPSK occur twice as fre-

quently, but with a reduced range of amplitude fluctuations, compared with those of

conventional QPSK. Since, in addition to :900 phase jumps, there are $1800 phase

jumps in conventional QPSK, we usually find that ampiitude fluctuations in OQPSK

due to filtering have a smaller amplitude than in conventional QPSK.
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EXAMPLE 3.2 OQPSK Waveform

Part (b) of Fig. 3.8 depicts the waveform of the OQPSK for the same binary data stream respon—

sible for generating the conventional QPSK waveform depicted in part (a) of the figure. Here
again, we see that the carrier amplitude of OQPSK is maintained constant. However, unlike the

carrier phase in the conventional QPSK of Fig. 3.8(a). the carrier phase of the OQPSK showri in
Fig. 3.8(b) has jumps of only i90°. l

3.3.5 n/4-Shifted Quadriphase-Shift Keying

As mentioned previously, ordinarily the carrier phase of a conventional QPSK signal

may reside in one of two possible discrete settings:

1. 0, 77.12, 7:, or 3M2 radians.

2. m'4, 3rd4,51r/4, or 77:!4 radians.

These two phase settings are shifted by M4 radians relative to each other. The QPSK

waveform depicted in Fig. 3.8(a) follows setting 1. In another variant of QPSK known

as JI/4-Shifted QPSK, the carrier phase used for the transmission of successive dibits is

alternatively picked from settings 1 and 2.

An attractive feature of trill-shifted QPSK signals is that amplitude fluctuations

due to filtering are significantly reduced, compared with their frequency of occurrence

in conventional QPSK signals. Thus, the use of JIM—shifted QPSK provides the band—

width efficiency of conventional QPSK, but with a reduced range of amplitude fluctua-

tions. The reduced amplitude fluctuations become important when the transmitter

includes a slightly nonlinear amplifier, as we shall see in Section 3.9. Indeed, it is for this

reason that Mai—shifted QPSK has been adopted in the North American digital cellular

time-division multiple access (TDMA) standard, 15-54 as well as the Japanese digital
cellular standard.2

EXAMPLE 3.3 arm-Shifted QPSK Waveform

Figure 3.8(c) depicts the arm-shifted QPSK waveform produced by the same binary data stream
used to generate the conventional QPSK waveform of Fig. 3.8(a). Comparing these two wave-

forms, we see that (1) the phase jumps in the JIM-shifted QPSK are restricted to inc/4 and flit/4

radians and (2) the in phase jumps of QPSK are eliminatedfihence the advantage of 15’4—
shifted QPSK over conventional QPSK. However. this advantage is attained at the expense of
increased complexity. I

3.4 PULSE SHAPING
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The pulse defined in Eq. (3.7) for representing binary symbol 1 or 0 is rectangular in

shape. From a practical perspective, the use of a rectangular pulse shape is undesirable
for two fundamental reasons:

1. The spectrum (i.e.. Fourier transform) of a rectangular pulse is infinite in extent.
Correspondingly, the spectrum of a digitally modulated signal based on the use
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of a rectangular pulse is shifted by an amount equal to the carrier frequency but,

most important, its frequency content is also infinite in extent. However, a wire-

less channel is bandlimited, which means that the transmission of such a digi-

tally modulated signal over the channel will introduce Signal distortion at the

receiving end.

2. A wireless channel has memory due to the presence of multipath. Consequently,

the transmission of a digitally modulated signal over the channel results in a spe-

cial form of interference called intersymbol interference (181), which refers to inter-

ference betWeen consecutive signaling symbols of the transmitted data sequence.

Now, in a wireless communication system, the goal is to accommodate the largest pos—

sible number of users in a prescribed channel bandwidth. To satisfy this important

requirement we must use a premodulation filter, whose objective is that of pulse

shaping. Specifically, the shape of the basic pulse used to generate the digitally modu—

lated signal must be designed so as to overcome the signal distortion and 131 problems

cited under points 1 and 2.

The design criteria for pulse shaping are covered by the fundamental theoretical

work of. Nyquist.3 Let P(f) denote the overall frequency response made up of three
components: the transmit filter, the channel, and the receive filter. According to

Nyquist, the effect of intersymbol interference can be reduced to zero by shaping the

overall frequency response P(f) so as to consist of a flat portion and sinusoidal rolloff

portions, as illustrated in Fig. 3.9(a). Specifically, for a data rate of R bits/second, the

channel bandwidth may extend from the minimum value W=Rf2 to an adjustable

value from W to 2W by defining P(f) as follows:

1 <
W 0 — ifi sfl

PU") m r ( 7t . i < . (3.17)_... _.__ _ W __ 2 k4W[1 + cos ZWpcrl Wu pa] f1 m < W 11
O |ff 2 2 Wmf1

The frequency parameter f1 and bandwidth W are related by the parameter

fl= . - _ 3.18
g p 1 W ( )

Called the roll-offfactor, p indicates the excess bandwidth over the ideal solution cor-

responding to p = 0 . An important characteristic of the frequency response P(f) is

that its inverse Fourier transform, denoted by p(t) (i.e., the overall impulse response of

the transmit filter, the channel, and the receive filter) has the value of unity at the cur-

rent signaling instant (i.e., 13(0) = 1) and zero crossings at all other consecutive signal-

ing instants (i.e., p(nT) : 0 for nonzero integer n), as shown in Fig. 3.9(b). The zero

crossings of the impulse response p(t) ensure that the ISI problem is reduced to zero.

The frequency response of Fig. 3.9(a) is called the raised-cosine (RC) spectrum, so

called because of its trigonometric form as defined in Eq. (3.17).
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The variability of the rolloff factor ,0 over the range (0,1) allows the designer to

tradeoff transmitted signal bandwidth for robustness of the pulse shape.

2WP(f)  
.00)   

FIGURE 3.9 (3) Frequency response of the raised cosine spectrum for varying roll—off rates

(b) Impulse response of the Nyquist shaping filter (i.e., inverse Fourier transform of the
spectrum plotted in part (a) for varying roll-off rates).
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Problem 3.4

(a) Starting with the RC spectrum P(f) of Eq. (3.17), evaluate the inverse Fourier transform
of P(f) and thus show that.

11(3) : [cosmrrthgSmCQH/I} (319)
1— i6p2W2z‘

(b) Determine P(f) and p(t) for the special case of ,0 =1, which is known as the full-cosine
roll—offpluse.

Ans. (b) pm : sinc(4Wt)/(l—16W2t2) a

3.4.1 Root Raised-Cosine Pulse Shaping;4

A more sophisticated form of pulse shaping uses the root raised-cosine (RC) spec-

trum rather than the reguiar RC spectrum of Eq. (3.17). Specifically, the spectrum of

the basic pulse is now defined by the square root of the right-hand side of this equa-

tion. Thus, using the trigonometric identity

C0529 : %(i + c0526)
where, for the problem at hand,

gmi
ZWp

and retaining P(f) as the symbol for the root RC spectrum, we may Write

(lfl - W(1-p))

«El—MI»? OSlfl 5.13
Pm = 1 n _ (3.20)fiwdmm— th—pn) flslfl <2W f]

O lflzZWmfl

where, as before, the roll-off factor p is defined in terms of the frequency parameter

f] and the bandwidth W as in Eq. (3.18).
If, now, the transmitter includes a pre-modulation filter with the transfer func-

tion defined in Eq. (3.20) and the receiver includes an identical filter, then the overall

pulse waveform wilt experience the spectrum P2 (f) ,which is the regular raised cosine
spectrum. In effect, by adopting the root RC spectrum P0“) of Eq. (3.20) for pulse

shaping, we would be working with P (f) in an overali transmitter-receiver sense. On

this basis, we find that in the context of wireless communications, if the channei is

affected by both flat fading and additive white Gaussian noise, and the pulse-shape fil-

tering is partitioned equally between the transmitter and the receiver in the manner

described herein, then effectiveiy the receiver would maximize the output signal-to-

noise ratio at the sampling instants.
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2/ T

. (b)

FIGURE 3.10 (a) P(f) for root raised — cosine spectrum. (b) p(t) for root raised - cosine
spectrum.
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The inverse Fourier transform of Eq. (3.20) defines the root RC shaping pulse

pa) = fi£Wfl+47:9cos(2aW(1+p)t)) (3.21)
The important point to note here is the fact that the root RC shaping pulse p(r) of
Eq. (3.21) is radically different from the standard RC shaping pulse of Eq. (3.1.9). in
particular, the new shaping pulse satisfies an orthogonality constraint under T—shifts,
as shown by

meprziprnnnd: = 0 for n = :1, 12, ' (3.22)

where T is the symbol duration. Yet, p(r) has exactly the same excess bandwidth as the
standard RC pulse.

It is important to note, however, that despite the added property of orthogonal-
ity, the root RC shaping pulse of Eq. (3.21) lacks the zero—crossing property of the reg-
ular RC shaping pulse defined in Eq. (3.19).

Figure 3.10(a) plots the root RC spectrum P(f) for roll-off factor p z 0, 0.5, 1; the
corresponding time-domain plots are shown in Fig. 3.10(b). These piots are different
from those of Fig. 3.9 for nonzero p. The following example contrasts the waveform of

a specific binary sequence using the root RC shaping pulse with the corresponding
waveform using the regular RC shaping pulse.

EXAMPLE 3.4 PuEse Shaping Comparison

Using the root RC shaping pulse p(t) of Eq. (3.21) with roll-off factor ,0 = 0.5, plot the waveform

for the binary sequence 01100, and compare it with the corresponding waveform obtained by
using the regular RC shaping pulse p(r) of Eq. (3.19) with the same roll-off factor.

Using the root RC pulse p(t) of Eq. (3.21) with a multiplying plus sign for binary symbol 1
and multiplying minus sign for binary symbol 0, we get the dashed and dotted pulse train shown
in Fig. 3.11 for the sequence 01100. The solid pulse train shown in the figure corresponds to the
use of the regular RC pulse 19(3) of Eq. (3.15). The figure shows the root RC waveform occupies
a Earger dynamic range than the regular RC waveform. l

i’roblem 3.5

(3) Starting with Eq. (3.20), derive the root RC pulse shape p(z) of Eq. (3.21).

(h) Evaluate p(t) at (i) r: 0, and (ii) t = il/(Sp W) .

(c) Show that the p(t) derived in part (3) satisfies the orthogonality constraint described in
Eq.(3.22)

Ans. (b) (i)p(0) z JzTr/(i—p+ie)

(11)!)[8Wl=mal+2alfin£42l [1 :lcoslzi—pll '
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1.5

Raised Cosine

— - — Sqrt Raised Cosine

 

0.5
 

 

Pulsep(t) o

—-0.5
 

 
     

“1.5

 
Binary sequence *1 e .1 +1 —I —1

Time t/Tb

FIGURE 3.11 Two pulse trains for sequence 01100, one using regular RC pulse and the other
using root RC pulse.

COMPLEX REPRESENTATION OF LINEAR MODULATED SIGNALS

AND BAND-PASS SYSTEMS5

The linear modulation schemes considered in Section 3.3 may be viewed as special

cases of the canonical representation of a band-pass signal:

5(2‘) = 51(t)cos(27rfct) —SQ(I)Sln(2KfCI) (3.23)

It is customary to refer to 51(1) as the in-phase component of 5(t) and to SQU) as the
quadrature component. This terminology follows from the definition of the sinusoi-

dal carrier C(t) in Eq. (3.1). Table 3.1 summarizes descriptions of AM, DSB—SC, BPSK,

and QPSK in terms of the components S10) and SQU).
We may simplify matters further by introducing the complex signal

E0) = 51(1) +.st(t) (3.24)
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TABLE 3.1 Special Cases of the Canonical Equation (3.23).  

   In—phase component Quadrature component Defining
Type of modulation $10) SQU) equation

Analog Amplitude modulation AC(1 + kam(:)) O 3.3

Double sidebandn- ACmU) 0 3.4 Q,
suppressed carrier modulation i

Di ital Binar base-shift ke in D ' 3.5
g yp Y g AczkaUWlek

Quadri base-shift ke in 3.1.1
P y g £1,2ka ,pn—zkr) 7ACZbk59’pU—2kT)k k
 

where j is the square root of -—1. For obvious reasons, the new signal 30) is referred to

as the complex envelope of the modulated signal 3(t). Next, we invoke Euler’s for-
mula

exp(j2rtfct) = cos(27tfcr)+jsin(21tfct) (3.25)

Hence, in light of Eqs. (3.24) and (3.25), we may considerably simplify the formulation
of the modulated signal s(t) of Eq. (3.23) as  

30) = Re{§(t)exp(j27tfcr)} (3.26)
Equation (3.26) is referred to as a single-carrier transmission.

The material presented in this section is of profound theoretical importance in
the study of linear modulation theory, be it in the context of analog or digital modula-
tion techniques. Specifically, we may make the following four statements:

1. The iii-phase component 51(t) and the quadrature component SQ(I) are both real—
valued functions of time that are uniquely defined in terms of. the baseband (i.e.,

message) signal m(t). Given the two components 51(t) and sQ(t), we may thus use
the scheme shown in Fig. 3.12(a) to synthesize the modulated signal s(t).

2. Given the modulated signal s(t), we may use the scheme shown in Fig. 3.1203) to
analyze the modulated signal s(t) and thereby construct the in-phase component
.910) and the quadrature component SQU).

3. The in-phase and quadrature components are orthogonal to each other, occupy-
ing exactly the same bandwidth as the message signal m(t).

4. The complex envelope 3*(1‘) given in Eq. (3.24) completely preserves the infor— é
mation content of the modulated signal 5(3‘) except for the carrier frequency fc. l
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In-phase component

   
  
  

 

 

51(3) §

Modulated signal

e m

90" phase
shifter

Quadrature component

we >3
(a)

In-phase component
510‘) 

 
Low—pass

filter

Zoos (21rfct)  
Modulated signal

S“)   

   

 

90° phase
shifter

423in(2qrfct)

 

 
    

 

Quadrature componentLow- ass
p Self)filter

(13)

FIGURE 3.12 (a) Synthesizer for constructing a modulated signal from its in-phase and
quadrature components. (b) Analyzer for deriving the in-phase and quadrature components
of the modulated band—pass signal.

3.5.1 Complex Representation of Linear Band-Pass Systems

Page 144 of 474

In a communication system, modulators exist alongside linear band-pass systems rep—

resented by band—pass filters and narrowband communication channels. As with any

other linear system, these band-pass systems are uniquely characterized by an impulse

response in the time domain and the corresponding transfer function in the frequency
domain. From an analytic viewpoint, we find it highly instructive to develop complex

representations of linear band-pass systems in a manner analogous to that followed
for linear modulated (i.e., band-pass) signals. This form of representation not only sim—

plifies the mathematical analysis of communication systems, but also provides the
basis for their simulation on a digital computer.

Consider, then, a linear band-pass system with impulse response Mr) and fed by

an input signal x(t) to produce an output signal y(r), as depicted in Fig.3.13. Two

assumptions are made:
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I“) he) ya)

(a)

in) Em 2%) ,
(b) (

FIGURE 3.13 (a) Block diagram of linear band—pass system driven by a modulated signal 1(1)
to produce the band—pass signal y(r} as output. (b) Equivalent complex baseband model of the
system, where the input signal, the impulse response, and output signal are all complex and intheir baseband form.

1. The system is narrowband, which means that the system bandwidth is smail
compared with the midband frequency.

2. The input signal is a modulated signal whose carrier frequency, fc, is the same as I
the midband frequency of the system.

The anaiysis of the system depicted in Fig. 3.13(a) is considerably simplified by replac-
ing it with the equivalent complex baseband model of Fig. 3.13(b). This equivalent
model is said to be complex in that its impulse response may be expressed as

in) = mm +th(:) (3.27)

where h1(t)is the iii-phase component of Mr) and 1190) is the quadrature compo-
nent. In a manner similar to the complex representation of modulated signals, the
impulse response of the original bandmpass system, Mr), is reiated to the complex
impulse response Mt) as

ho) = Re{£(r)exP(j2nJ;z)} (3.28)
The input signal supplied to the equivalent model, namely, EU) , is the complex enve-
lope of. the original input signal 25(1). Likewise, the output signal of the equivalent
model, namely, J70) , is the complex envelope of the original output signal y(t). These
two complex envelopes are related by the complex convolutional integral

2 _ 1 on ~ ~
y(t) _ 2 [mama—Md?»

(3.29)

= E r fauna—max2 a
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Using shorthand notation, we may simply write

gm ear)to)

(3.30)

gale) ® to»

where the symbol 8) stands for convolution. The two lines of Eq. (3.29) and those of

Eq. (3.30) simply emphasize the commutative property of convolution. Note the need

for adding the multiplying factor 112 in these two equations, which is required to main-

tain the exact equivalence between the real system of Fig. 3.13(a) and its complex

equivalent baseband model of Fig. 3.13(b). Note also that this equivalence assumes

that the midband frequency of the system and the carrier frequency of the modulated

input x(t) are coincident.

The important point to take from the equivalence between the two systems, one

real and the other complex, is that the carrier frequency fc has been eliminated from

the equivalent model. In effect, we have traded complex analysis for the elimination

of the carrier frequency, thereby simplifying the analysis considerably without any

loss of information. In particular, having determined the complex envelope 370‘) of the

output signal by convolviug the complex envelope 5cm of the input signal with the

complex impulse response [71(2‘), we may readily determine the actual output signal
y(t) in Fig. 3.13(a) by using the formula

y(t) = Re{y(t)exp(j27rfct)} (3.31)
A similar formula holds for the input signal x(t) in terms of its complex envelope 35(1) .

3.6 SIGNAL-SPACE REPRESENTATION OF DIGITALLY MODULATED
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Digital modulation distinguishes itself from analog modulation in that the transmitted

signal s(t) assumes one of a discrete set of possible forms. The corresponding mapping

of the complex envelope 5(3) onto a signal space is referred to as a signal constella-

tion or signal pattern. Much of the literature on digital modulation techniques focuses

on two-dimensional signal constellations whose structure naturally depends on the

specific form of modulation under study. The traditional approach is to use energy-

normalized versions of the in-phase component s,(t) and quadrature component sQ(t)
of the modulated signal S(t) as the horizontal axis and vertical axis of the two-dimen-

sional signal space, respectively. In what follows, these normalized coordinates of unit

energy are denoted by (p10) and $20), respectively, defined in turn by

(251(t) = ficosflarfcr) 0 5 ts T (3.32)
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and

$20) -. fisinaafct) 0 s z s T (3.33)

where T is the symbol duration and the carrier frequency is an integer multiple of ifT.

From these two equations We readily see the following two properties:

i"

1. f0 ¢i(t)¢2(t)dt : 0 (3.34)

which confirms the orthogonality of $10?) and $20) over the interval 0 S r S T.

T T

2. Joafnm = haired: = 1 (3.35)
which shows that both 951(3) and ¢2(t) have unit energy.

Thus, $10) and ¢2(r) are said to constitute an orthonormal set.

Figure 3.14(a) shows the constellation of binary phase-shift keying (BPSK).The

constellation is one dimensional as the coordinate $10) is sufficient for the descrip-

tion of BPSK. The constellation has two signal points along the (DI — axis at iN/flTb,
which correspond to the transmission of symbol 1 (the plus sign) and the symbol 0

(the minus sign).

Figure 3.1403) shows the twomdimensional signal constellation of quedriphase-

shift keying (QPSK), in which the phase of the transmitted signal takes on one of four

possible values: 45°, 135°, 225°, and 315°. The radius of the circle on which the four

points of the constellation lie is equal to m, denoting the square root of the
transmitted signal energy per symbol. Table 3.2 summarizes the coordinates of the

four possible message points characterizing the QPSK signal constellation of

Fig. 3.1463). In terms of the message points (sang) defined in the table, We may now
express the QPSK signal as

- 2 1,2

sin) .—. s£1¢1(t)+si2¢2(t), 5K“ r (3.36)
Each point in the constellation of Fig. 3.1403) corresponds to a specific dibit made up

of a group of two binary symbols; hence, the symbol period Tfor QPSK is twice the bit

duration of the incoming binary stream. Figure 3.1403) includes the four dibits corre»
sponding to the message points of the constellation. Note that as we go around the

constellation from one message point to the adjacent one, only one of the two binary

symbols in a dibit experiences a change. This form of message representation is

referred to as a Gray code. Table 3.2 also includes the Gray encoding descriptions of

the four input dibits.

As remarked previously, the QPSK signal may also be constructed from the dis-

crete set of phase values: 0°, 90°, 180°, and 270°. Figure 3.14(c) shows the signal con—
stellation for this second construction of QPSK.
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(Symbol 0) (Symbol 1)

x ”—2195 (Dibit 01)

(Dihit 11 ) (Dibit 00)

ATE]? (Dibit 10)

(C)

FIGURE 3.14 Signal constellations for (a) BPSK, (b) one version of QPSK, and (c) another
version of QPSK.

TAB LE 3.2 Signal-space characterization of the QPSK signal constellation described in Fig. 3.1403).

Gray-encoded phase of Coordinates of message points
Input drbit QPSK signal (radians) Sn

10 772/4 + Eb
11 5117’4

01 Bit/4

00 70'4-
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Problem 3.6 Construct a table summarizing the signalmspace characterization of the QPSK
signal constellation described in Fig. 314(0).
Ans.

input dibit Coordinates of message points

so ( 25530)

or (0’ 252;)

11 (— 255,0)

10 (0,w 2Eb}

Figure 3.15 shows the signal constellation of another commonly used linear form

of modulation: 16-quadmture amplitude modulation (lé-QAM). The modulated signal
illustrated is hybrid in that it combines amplitude and phase modulations. Each mes-

sage point of the constellation corresponds to a specific quadbit, which is made up of a

group of four adjacent bits. Here again, we have used Gray coding in that, as we go
from one message point to the adjacent one, only one of the binary symbols in a quad-

bit experiences a change. However, there is a major difference between the signai con—

stellations of Figs. 3.14 and 3.15: In the QPSK signal represented by the constellation of

  
FlGUR£ 3.1 S Signaluspace diagram of M-ary QAM for M 2 16; the message points in each
quadrant are identified with Graymencoded quadbits.
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Fig. 3.14(a) and (b), the energy transmitted remains fixed; in the 16-QAM signal rep—
resented by the constellation of Figs. 3.15, the energy transmitted is variable, depend-
ing on the particular quadbit (i.e., 4-bit symbol) chosen for transmission. Note that
QPSK signal can be transmitted over a nonlinear channel, whereas the transmission of

the 16-QAM signal requires the use of a linear channel.

3.7 NONLINEAR MODULATION TECHNIQUES

The canonical representation of Eq. (3.23) naturally provides the Cartesian basis for

the construction of signal constellations of linear modulated signals. Equivalently, we
may recast that equation in the polar form

s(t) = a(t)cos[2nfct+ 60)] (3.37)

a(t) = lsfin) +5220)

is called the envelope of the modulated signal $0) and

on) = tan-1(59m) (3.39)
5'1“)

is the phase of s(t). Equation (3.37) provides the natural basis for the study of nonlin-
ear modulation techniques, as discussed next.

3.7.1 Frequency Modulation

In frequency modulation (FM), 3 form of angle modulation, the instantaneous

frequency of the sinusoidal carrier, denoted by 1110‘), is varied in accordance with the

information-bearing signal m(t). A complete oscillation occurs whenever the phase

tut-(t) changes by 27: radians. If [[1,3(1‘) increases monotonically with time, the average
frequency in hertz, over an incremental interval from t to t+ AI, is given by

fmm = W (3.40)

Letting A: approach zero leads to the following definition for the instantaneous fre-

quency of the FM signal:

fit) = lim fmU)AIHO

lim [WU + All — IMO]At—90 2m:

1 we)
fit dz
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Equation (3.41) states that except for a scaling factor the instantaneous frequency f(r)
is the derivative of the instantaneous phase y1(t) with 1espect to time 1. Conversely, we
may define the instantaneous phase as the integral of the111 stantaneous frequency with
respect to time; that is,

:

WU=LflWfi 6%)

where, for convenience of presentation, it is assumed that the initial phase

0

wm)=[_flam

is zero.

To formally describe frequency modulation in mathematical terms, we write

W) = fc + kfmm (3.43)

where kf is the sensitivity of the frequency moduiator and fc is the frequency of the
unmodulated carrier. Substituting Eq. (3.43) into Eq. (3.39) and multiplying the result
by 211:, we get

W) = znj;,:+2mkff;m(ndr (3.44)

The frequency~mociulated signal is thus described in the time domain by

5(1) ACCOSWUD

(3.45)H

AUcos(21rfr+21rkcI0m(r)dr)

From Eq. (3.45)a we see that frequency modulation is a nonlinear process, in that the
dependence of the modulated signal on the informationbearing signal violates the
principle of superposition. Consequently, unlike the spectrum of the AM signal of

Eq. (3.2), the spectrum of the FM signai of Eq. (345)1s not 1elated to the spectrum of
the information-beefing signal m(t)1n a simple manner. This means that in general

the spectrai analysis of an FM signai1s a more difficult task than that of an AM signal
Elsewher,7e it is shown that the transmission bandwidth of the FM signal 5(t) is
approximateiy given by Carson’S rule which states that

3T: 2Af(1+%] (3.46)
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Carson’s rule involves two parameters:

1. The frequency deviation, Af, which is defined as the maximum deviation in the

instantaneous frequency of the FM signal away from the carrier frequency fc.

2. The deviation ratio, D, which is defined as the ratio of the frequency deviation

to the highest frequency component contained in the modulating signal m(t).

Unfortunately, Carson’s rule does not always provide a good estimate of the band-

width requirement of a wireless communication system using frequency modulation.

For a more accurate estimate of the bandwidth requirement, we may have to resort to

the use of computer simulations or actual measurements.

Unlike amplitude modulation, frequency modulation offers the means for

exchanging the increased transmission bandwidth for an improved noise performance.

Specifically, under the simplifying assumption of a high carrier—to—noise ratio, we may

make the following statement:

An increase in the FM transmission bandwidth BT produces a quadratic

increase in the signal-to-noise ratio at the output of the receiver.

Indeed, it is because of the bandwidth—noise trade-off capability that frequency mod—

ulation was adopted in the first generation of wireless communication systems, based
on frequency-division multiple access (FDMA).

However, with the ever-increasing emphasis on the use of digital signal—processing

techniques, analog frequency modulation is being superseded by its digital counterparts,
discussed in the rest of the section.

3.7.2 Binary Frequency-Shift Keying

In binary frequency-shift keying (BFSK), the symbols 1 and 0 are distinguished from

each other by the transmission of one of two sinusoidal waves that differ in frequency

by a fixed amount. A typical pair of sinusoidal waves is described by

2E5
Sig) = Tcosanfit) 0 S is Tb (3,47)

0 otherwise

where i= 1,2, T is the symbol (bit) duration, and Eb is the energy transmitted per hit;
the frequency transmitted is

n +'

f, 2 CT I for some fixed integer nc and i : 1,2 (3.48)
 

The symbol 1 is represented by 51(t) and the symbol 0 by 32(t). The BFSK signal
described here is known as Sunde’s FSK, in recognition of its inventor. It is a contin-

uous-phase signal in the sense that phase continuity is maintained everywhere,

including the interbit switching times. This form of digital modulation is an example

of continuous-phase frequency-shift keying (CPFSK), on which we have more to say
in the next subsection.
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Figure 3.16 shows the signal constellation of BFSK, with the two coordinates of

the constellation defined by

2

$1“) : £cos(2nj§t) 0 S t S T (3.49)
0 otherwise

where i = 1,2, and fl- is itself defined by Eq. (3.48).

Problem 3.7 What conclusion can you draw from the signal-space diagram of Fig. 3.16 for
BFSK, compared with that of Fig. 3.14(a) for BPSK?

Arts. The signal-space diagram of BFSK in Fig. 3. I4(a) is onewdimensional, whereas that ofBFSK

in Fig. 3.16 has two dimensions. Dimensions as two coordinates, $10} and ¢2(t) , are required for
the description ofBFSK. l

Problem 3.8 How is BFSK extended to M—ary FSK?
Ans. The dimensionality of the BFSK signal is two, exactly the same as the number of symbols

embodied in the generation of the signal. In the M—ary FSK signal, there are M distinct signals to
be accounted for; hence, the dimensionality of the M-ary FSK signal is M. M~ary FSK includes
BFSK as a special case. I

3.7.3 Continuous-Phase Modulation: Minimum Shift Keying8

In constructing the BFSK signal constellation of Fig. 3.16, the only design constraint

we imposed on the construction is that the two frequencies f1 and f2 (representing

symbols 1 and 0, respectively) satisfy the requirement of Eq. (3.48). However, through

a more constrained choice of these two frequencies, we can make a significant differ-

ence to two important characteristics of this nonlinear method of digital signaling,

namely, improved spectral efficiency and improved noise performance.

 
FEGURE 3.16 Signal constellation of binary FSK signal.
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Consider, then, a CPFSK signal, which, for the interval 0 S IS I: is defined as

2Eb
Tcos[27tf1t+ 6(0)] for symbol 1

s(t) : (3.50)
215

l-Tbcos[27rf2t+9(0)] for Symb‘fl 0

where E1; is the energy transmitted per bit and T is the symbol (bit) duration. The

phase 9(0), denoting the value of the phase at time I: O, sums up the past history of

the modulation process up to time I: 0. The frequencies f1 and f2 are sent in response

to binary symbols 1 and 0 respectively appearing at the modulator input.

Another useful way of representing the CPFSK signal s(t) is to express it in the

conventional form of an angle-modulated signal as

2E

S(l‘) = Theos[21rfct+ am] (3.51)

where 9(r) is the phase of s(t); Eq. (3.51) is a special form of Eq. (3.37) with

a(t) = IZEb/ T. When the phase 9(t) is a continuous function of time, we find that

the modulated signal 30) itself is also continuous at all times, including the interbit

switching times. The phase 6(t) of a CPFSK signal increases or decreases linearly

with time during each bit duration of T seconds, as shown by the relationship

6(1‘) 2 9(0):? aszsr (3.52)

where the plus sign corresponds to sending symbol 1 and the minus sign corresponds

to sending symbol 0; the parameter k is to be defined. Substituting Eq. (352) into

Eq. (3.51), and then comparing the angle of the cosine function with that of Eq. (3.50),
we deduce the following pair of relations:

f'c + Eh? = fl (3.53)

f; 2’3f =13 (3.54)

Solving Eqs. (3.53) and (3.54) for fC and h, we thus get

r. = %(f1+f2) (3.55)
and

h = rm 4f2) (3.56)
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The nominai carrier frequency fC is therefore the arithmetic mean of the transmit frew

quencies f1 and f2. The difference between the frequencies f1 and f2, normaiized with
respect to the bit rate 1! T, defines the dimensionless parameter k, which is referred to

as the deviation ratio of the CPFSK signal. We have purposely used a different symbol

for this deviation ratio to distinguish it from the deviation ratio of an analog FM signal.
From Eq. (3.52) we find that at time I: I

9(T)_9(0) = { 75h fOI' symbol 1 (357)
~7th for symbol 0

That is to say, sending of the symbol 1 increases the phase of a CPFSK signal s(r) by
7th radians, whereas sending of the symbol 0 reduces the phase by an equal amount.

The variation of phase 90‘) with time I follows a path consisting of a sequence of
straight lines, the slopes of which represent changes in frequency. Figure 3.17 depicts
possible paths starting from time [2 {1A plot like that shown is called a phase tree. The

tree makes clear the transitions of phase across interval boundaries of the incoming
sequence of data bits. Moreover, it is evident from the figure that the phase of a

CPFSK signal is an odd or even multiple of ah radians at odd or even multiples,
respectively, of the bit duration T.

The phase tree described in Fig. 3.17 is a manifestation of phase continuity, which
is an inherent characteristic of a CPFSK signal. To appreciate the notion of phase con-

tinuity, iet us go back for a moment to Sunde’s FSK, which is the simplest form of a
CPFSK. scheme. In this case, the deviation ratio 11 is exactly unity, in accordance with

Eq. (3.56). Hence, according to Fig. 3.17 the phase change over one bit interval is in
radians. But a change of +7: radians is exactly the same as a change of wit? radians, mod-

uio 2ft. It follows, therefore, that in the case of Sunde’s FSK, there is no memory; that
is, knowing which particuiar change occurred in the previous bit interval provides no
help in the current bit interval.

 

 

 

 

 6(r)—6(0),radians  
 

 
 

FIGURE 3.17 Phase tree of a CPFSK signal.

 
i

l

. E
.E

' i
I E

 



Page 156 of 474

136

Page 156 of 474

Chapter 3 Modulation and Frequency-Division Multiple Access

6(1')—6(0),radians 
FIGURE 3.18 Phase trellis; boldfaced path represents the sequence 1.101000.

In contrast, we have a completely different situation when the deviation ratio It

is assigned the special value 1.12. We now find that the phase can take on only the two

values int/2 at odd multiples of T and only the two values 0 and a: at even multiples of

T, as shown in Fig. 3.18. This second graph is called a phase trellis, since a trellis is a

treelike structure with reemerging branches. Each path from left to right through the

trellis of the figure corresponds to a specific binary sequence input. For example, the

path shown in boldface in Fig. 3.18 corresponds to the binary sequence 1101000 with

6(t) = O. Henceforth, we assume that h = 10..

With h : 112, we find from Eq. (3.56) that the frequency deviation (i.e., the dif-

ference between the two signaling frequencies f1 and f2) equals half the bit rate. This

is the minimum frequency spacing that allows the two FSK signals representing the

symbols 1 and 0, as in Eq. (3.51), to be coherently orthogonal, in the sense that they

do not interfere with one another in the process of detection. It is for this reason that

a CPFSK signal with a deviation ratio of one—half is commonly referred to as mini-

mum shift keying (MSK).

Table 3.3 delineates how the memory of the MSK generator manifests itself. For

example, if 6(0) = 0, then the transmission of the symbol 0 results in 6(7) =—m’2. If,

however, 9(0) = 71:, then the transmission of the symbol 0 results in 9( T) = M2.

Problem 3.9 Assume that the frequencies f1 and f2 are both odd integer multiplies of 1141'.
Then show that the MSK signal may be expressed in terms of the orthonormal pair of coordinates

9510‘) = ficos££fitjcosflafcn OS as T (3.58)
and

$20) = fism(%t]sin{2afct) 0 S t S T (3.59)
In particular, show that

so) =s,¢1(r)+s2¢2(r) (3.60)
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TABLE 3.3 Transition characterization of MSK.
 

 

Transmitted Coordinates

Binary Symbol, Phase States of Message
0 S t S T (radians) Points

9(0) 9U”) St 32

fl 0 —m‘2 Jrfl + Eb

1 it "if/2 ,N/Eb +JE—b

0 7: m2 n/Ej, ejfb

1 0 +7.12 WE: —J§b 

where

T

Si 2 I: “0951de WTStST (3.61)
= «@038me

and

T

52:14“0¢fl”w OstszT 062)
:fimmm

Hence, using the formulas of Eqs. (3.61) and (3.62),Verify the entries for s1 and 32 in Table 3.3. I

Problem 3.10 Using the results of Problem 3.9, construct the waveform of the MSK signal
for the binary sequence 1101000, assuming that f1 : 5/(4T), and f2 = 3K4?) by plotting the cont
ponents SW10) and 329920).
Ans. See Fig. 3.19, where the input sequence occupies the time interval 0 S t/ T S 7 I

3.7.4 Power Spectra of NESK Signal
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It is informative to formulate the power spectrum of an MSK signal. To that end, we

assume that the input binary sequence is random, with the symbols 1 and 0 equally
likely and the symbols transmitted during different time slots being statistically inde-
pendent. We may thus make the following observations:

1. Depending on the value of the phase state 9(0), the in-phase component equals
+870) Or “810), where

lZE

—1,-:§cos(£t) —T£t's T
am: T (fig

0 otherwise  
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6)
"O
a
a 0
E

<1:

Amplitude D

(b)

Amplitude o

—1 0 1 2 3 4 5 6 7 8

Time W

(C)

FIGURE 3.19 Waveforms for Problem 3.10: (a) S1 (1510) , (b) 52 $20), and (c) MSK signal 50).

. Depending on the value of the phase state 6(T), the quadrature component

equals +3790) or —gQ(t), where

lZE

—bsin[fl) —T£rST
T 21" (3.64)

0 otherwise

gQU) :

. The in-phase and quadrature components of the MSK signal are statistically

independent, yielding the baseband power spectral density of the MSK signal:

ztwélfl

%[Cos(27fl"f)]2
2:2 1623124

 

530")

(3.65)
ll



Page 159 of 474

Section 3.7 Nonlinear Modulation Techniques 139

where wg(f) is the common power spectral density of g1“) and gQUJ . According to
Eq. (3.65), the basebantl power spectral density of the MSK signal falls off as the inverse
fourth power of frequency, compared with the inverse square power of frequency for
QPSK. Accordingly, MSK does not produce as much interference outside the signal
band of interest as does QPSK.’Ihis is a desirable characteristic of MSK, especially when
the digital communication system operates with a bandwidth limitation.

Problem 3.11 Find the frequencies at which the baseband power spectrum of the MSK
signal attains its minimum value of zero.

Arts. f ——- 1/4T. I

3.7.5 Gaussian-Filtered MSK

From the study of minimum shift keying (MSK) just presented, we may summarize the
desirable properties of the MSK signal. The MSK signal should have

1. a constant envelope,

2. a relatively narrow bandwidth, and

3. a coherent detection performance equivalent to that of QPSK.

However, the out—of—band spectral characteristics of MSK signals, as good as they are,
still do not satisfy the stringent requirements of wireless communications. To illustrate

this limitation, we find from Eq. (3.65) that at fT= 0.5, the baseband power spectral
density of the MSK signal drops by only 10 logm 9 m 9.54 dB below its midband value.

Hence, when the MSK signal is assigned a transmission bandwidth of UT, the adja-
cent channel interference of a wireless communication system using MSK is not low
enough to satisfy the practical requirements of such a multiuser communications
environment.

Recognizing that the MSK signal can be generated by direct frequency modula-
tion of a voltage-controlied oscillator, we may overcome this serious limitation of

MSK by modifying the power spectrum of the signal into a compact form, while main-
taining the constant—envelope property of the signal. This modification can be
achieved through the use of a premodulation low-pass filter, hereafter referred to as a
baseband pulse-shapingfilter. Such a filter should have

1. a frequency response with a narrow bandwidth and sharp cutoff characteristics,

2. an impulse response with relatively low overshoot, and

3. a phase trellis which evolves in such a manner that the carrier phase of the mod—
ulated signal assumes the two values ire/2 at odd multiples of T and the two vai-
ues O and Jr at even multiples of T, as in MSK.

Condition 1 is needed to suppress the high—frequency components of the transmitted

signal. Condition 2 avoids excessive deviations in the instantaneous frequency of the
FM signal. Finally, condition 3 ensures that the modified FM signal can he coherently
detected in the same way as the MSK signal is, or else it can he noncoherently detected
as a simple BFSK signal.

l
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These desirable properties can be achieved by passing a polar nonreturn-to—zero

(NRZ) binary data stream through a baseband pulse—shaping filter whose impulse

response (and, likewise, frequency response) is defined by a Gaussian function. In

this line code, the binary symbols 0 and 1 are represented by levels #1 and +1, respec-

tively. The resulting method of binary frequency modulation is naturally referred to

as Gaussian-filtered MSK or just GMSK. The use of filtering has the effect of intro-

ducing additional memory into the generation of GMSK.
Let W denote the 3-613 basebund bandwidth of the pulse-shaping filter. We may

then respectively define the transfer function H(f) and impulse response h(t) of the

pulse-shaping filter as

 

  

l gez 2
H(f) = exp[— 02 [fl/T?) J (3.66)

and

2 2

an) = 10g”2Wexp[_1§:2W2z2] (3.67)
The response of this Gaussian filter to a rectangular pulse of unit amplitude and dura-

tion T (centered on the origin) is given by -

172

go) = LMWT r)dr

27: Ta 2,32 2
: l W — W2 :— dlog} Lin/2 exp[ logeZ ( T) i T

which may be expressed as the difference between two complementary error functions:

gm : %[erfc(n@ WTG: a] — erfc[n 101:2 WTG1+ 9]] (3.69)
(For a formal definition of the complementary error function and its properties, see

Appendix E.) The pulse response, g(t) constitutes the frequency-shaping pulse of the

GMSK modulator, with the dimensionless time—bandwidth product WT playing the

role of a design parameter.

The frequency-shaping pulse g(t), as defined in Eq. (3.69), is noncausal, in that it
is nonzero for r < —T.l2, where t: ~T/2 is the time at which the input rectangular pulse

(symmetrically positioned around the origin) is applied to the Gaussian filter. For a

causal response, g(t) must be truncated and shifted in time. Figure 3.20 presents plots

of g(t), which have been truncated at t: 1-2.5?" and then shifted in time by 2.5T, for

WT: 0.2, 0.25, and 0.3. Note that as WT is reduced, the time spread of the frequency-

shaping pulse is correspondingly increased.

(3.68)  
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Amplitude 
0.5 1 1.5 2 2.5 3 3.5 4 4.5 ' 5

Normalized time (KIT)

FIGURE 3.20 Frequency-shaping pulse g(:) of Eq. (3.63), shifted in time by 2.5T and
truncated at flijor varying time—bandwidth product W'IZ

Figure 3.21 shows some machine-computed power spectra of MSK signals
(expressed in decibels) versus the normalized frequency difference (f — fC)T, where fl; is
the midband frequency and T is the bit duration. The plots are for varying values of the
tirnembandwidth product WT. From the figure, we may make the following observations:

0 The curve for the limiting condition WT: 00 corresponds to the ordinary MSK.

0 When WT is less than unity, increasingiy more of the transmit power is concen—
trated inside the passband of the GMSK signal.

An undesirable feature of GMSK, readily apparent from Fig. 3.20, is that the processing
of NRZ binary data by a Gaussian filter generates a modulating signal that is no longer
confined to a single bit interval as in ordinary MSK. Stated in another way, the tails of

the Gaussian impulse response of the pulse-shaping filter cause the modulating signal to
spread out to adjacent symbol intervals. The net resuit is the generation of a controlled

form of intersymbol interference, the extent of which increases with decreasing WT. In
light of this observation and the observation we made on the basis of Fig. 3.21 about the
power spectra of GMSK signals, we may say that the choice of the time_bandwidth

product WT offers a trade-off between spectral compactness and a reduction in receiver

performance. The compromise value WT 2 0.3 ensures that the sidelobes of the power
spectrum of the GMSK signal drop by an amount larger than 40 dB relative to the mid-

band frequency, which means that the effect of adjacent channel interference is practi—
cally negligible. (The issue or" adjacent channel interference is discussed in Section 3.9.)
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PowerSpectralDensity(dB) 
0.0 0.5 1.0 1.5 2.0 2.5

N ormalizcd frequency, If , fcl T

FIGURE 3.21 Power spectra of MSK and GMSK signals for varying timeibandwidth
product.

The corresponding degradation in noise performance incurred by the choice of

WT: 0.3 is about 0.46 dB, compared with the standard MSK, which is a small price to

pay for the highly desirable spectral compactness of the GMSK signal; this degrada-

tion in performance is justified in Section 3.12.

FREQUENCY-DIVISION MULTIPLE ACCESS7

In frequency-division multiple access (FDMA), the available spectrum is divided into a

set of continuous frequency bands labeled 1 through N, and the bands are assigned to

individual mobile users for the purpose of communications on a continuous~time basis

for the duration of a telephone call. An issue of particular concern in the design of

FDMA systems is that of adjacent channel interference, which is discussed in Section 3.9

in the context of different modulation techniques. In any event, to reduce this form of

interference, two precautionary measures are usually taken:

1. The power spectral density of the modulated signal is carefully controlled so that

the power radiated into the adjacent band is 60 to 80 st below that in the desired

band; this system requirement, in turn, requires the use of highly selective filters.

2. Guard bands are inserted as buffer zones in the channel assignment, as illus-

trated in Fig. 3.22. The guard bands provide additional protection because of the

impossibility of achieving the ideal (i.e., brick wall) filtering characteristic to sep-
arate the different users.
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Channels: 1 2 3 N i. 2 3 N

 
Frequency f

Total channel bandwidth B]- Total channel bandwidth BT  
FIGURE 3.22 Channel allocations in FDD/FDMA system.

In a wireless communication system, it is highly desirable for a mobile user to send

information—bearing signals to the base station while receiving information—bearing
signals from the base station itseif on the same antenna. To provide for such a capability,
some form of duplexing is used, either in the frequency domain or in the time domain.

Figure 3.23 shows the block diagram of a frequency-division diplexer (FDD), which
incorporates a modulator and demodulator, with the modulator acting on input con-
trol data and the demodulator producing corresponding output data.

For frequency—division diplex (FDD) transmissions in an FDMA system accommo-
dating, N users, as illustrated in Fig. 3.22, there are two groups of subbands or channels:

0 One group of N contiguous subbands, occupying a total bandwidth of BT hertz, is
used for forward-link radio transmissions from a base station to its mobile users;
a forward—link is also referred to as a downlink.

- A similar group of N subbands also occupying a total bandwidth of BT hertz.
These subbands are used for reverse-link radio transmissions from the mobile

users to their base station; a reverse-link is also referred to as an nap-link.

Separation of these two groups of subbands is facilitated by the FDD, as illustrated in

Fig. 3.23. Each mobile user is aliocated a subband in both groups of subbands, as well
as the FDD band,

The first generation of analog wireless communication systems uses FDMA/

FDD, with speech signals being transmitted over the forward or reverse links through
frequency modulation (FM). The data control functions are performed digitally by
means of frequency—shift keying (FSK) for data transmission, which is the simpiest digital
form of frequency modulation. Specifically, one frequency is used for the transmission

Input control data

  Trflflsrl'lllE Modulator

Demodulator 
 

Receive
Antenna

Output control data

FIGURE 3.23 Frequency—division diplexer.
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of binary symbol 0 and a different frequency is used for the transmission of binary
symbol 1. (See Subsection 3.7.2.)

A useful feature of FDMA systems is that, for each mobile user, the radio trans-

mission takes place over a narrow channel of bandwidth (BT/N) hertz, in which case

any fading encountered in the course of transmission tends to be flat. From Chapter 2
we recall that flat fading is relatively easy to handle, hence the adoption of FDMA for

the first generation of analog wireless communications. However, FDMA systems suffer

from a serious practical limitation: A separate transmitter-receiver, termed transceiver,
is needed at the base station for each of the mobile users actively operating in its cover-

age area. This limitation is mitigated by using TDMA, which is discussed in Chapter 4.

3.9 TWO PRACTICAL ISSUES OF CONCERN

As already stated, modulation lies at the heart of an FDMA system. Moreover, modu—
lation, in one form or another, features prominently in the other types of multiple—

access techniques. It is therefore important that we provide a comparative assessment
of the various modulation techniques in the context of wireless communications, keep-

ing in mind two pertinent practical issues:

1. Adjacent channel interference

2. Power amplifier nonlinearity

These two issues are discussed in this section. The comparison of modulation strate-

gies in the context of these issues is deferred to the next section.

10

A performance measure of profound practical importance in the design of wireless
communication systems is that of spectral efficiency. Formally, spectral efficiency is

defined as the ratio of the permissible source rate (in bits per second) to the available

channel bandwidth (in hertz); hence, spectral efficiency is measured in bitsfs/Hz. The

more spectrally efficient a multiple—access system is, the greater will be the number of
mobile users that can operate satisfactorily inside the prescribed channel bandwidth.

In the FDMA system discussed in Section 3.8, the spectral efficiency depends on how

closely the individual channels (frequency bands) can be spaced. There are several fac—
tors that limit this spacing, the most important of which is adjacent channel interference

(AC1), referred to in the preceding discussions on GMSK and FDMA.

To illustrate the ACI problem, consider a rectangular pulse p(r) of duration T

and whose energy spectral density is defined by

sin (73f T) 2

(flfT) (3.70)

= sinc2(fT)

Equation (3.70) also defines the power spectrum of a random binary data stream in
which the symbols 0 and 1, represented by the amplitudes it, occur with equal

Irrril2 =  
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probability. Suppose the pulse p(t) is transmitted simnltaneoasly over two channels

labeled 0 and 1. Figure 3.24 presents two plots of Eq. (3.70). One plot, shown as a solid

line, pertains to channel 0; the other plot, shown as a dashed line, pertains to channel 1.

Pulse transmission over these two channels is accounted for by the main lobes of the

respective spectra. The sidelobes account for the ACI problem. Specifically, the first two

sidelobes to the left of the main lobe of channel 1 give rise to ACT in channel 0. By the

same token, the first two sidelobes to the right of the main lobe of channel 0 give rise to

AC1 in channel 1. In both cases, however, the levels of the sidelobes are suppressed by

only 13 and 17 dB relative to the main lobes (i.e., desired signals). If we combine the

interference generated in channel 0 by signal transmission in channel 1 with the inter—

ference generated by the next adjacent channels +2 and M1, we see that the transmission

of the desired signal in channel 0 is significantly affected by the presence of AC1.

In Fig. 3.24, the received signals are all assumed to be at the same power level.

In wireless communications, signals may be transmitted at the sarne power level.

Because of the effects of propagation over different distances to the receivers, the

transmitted signals are then received at widely differing power levels with the result

that in some systems, the range of received signal levels can vary by as much as 80 dB

or more. If, for example, the signal on channel. 1 is received 30 dB stronger than the

signal on channel 0, it is possible for the ACI produced by channel 1 to completely

overwhelm the desired signal in channel 0. This phenomenon is called the near-far

problem.
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FIGURE 3.24 Adjacent-channel interference problem, illustrated with the spectrum of a
rectangelar pulse of duration I
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3.9.2 Power Amplifier Nonlinearity

One of the most critical constraints imposed on mobile radio terminals is their limited

battery power. Terminals are designed for a certain battery life or time between
recharges, and the corresponding circuitry must respect the underlying power budget. A
significant consumer of power in mobile radios is the transmit power amplifier. For this
reason, considerable attention is always paid to this component of the wireless system.

There are many amplifier designs, and they have been traditionally categorized

in the electronics literature as Class A, Class B, Class AB, Class C, Class D, and so on,

where Class A represents a linear amplifier and the amplifier classes that follow are

typically increasingly nonlinear. Although Class A is considered to be a linear ampli-
fier, no amplifier is truly linear; what linearity means in this context is that the operat-
ing point is chosen such that the amplifier behaves linearly over the signal range. The
drawback of a Class A amplifier is that it is power inefficient. Typically, 25 percent or

less of the input power is actually converted to radio frequency (RF) power; the power
that is left is converted to heat and, therefore, wasted. The remaining amplifier classes

are designed to provide increasingly improved power efficiency, but at the expense of
making the amplifier increasingly more nonlinear.

In Fig. 3.25, we show the measured gain characteristic of a solid-state power
amplifier at two different frequencies: 1626 MHz and 1643 MHZ. The curves show that
the amplifier gain is approximately constant, that is, the amplifier is linear over a wide
range of inputs. However, as the input level increases, the gain decreases, indicating
that the amplifier is saturating. It can also be seen that there is a significant difference in

27.0

26.8
 

 
26.6  
 

26.4

 
26.2

26.0
 

 
25.8

AmplifierGain(dB)
 

25.6

25.4
 

    
25.2

     
716 714 712 —10 —8 —6 —4 *2 0 2

Input Level (dBm)

FIGURE 3.25 Gain characteristic of a solid-state amplifier at two different operating

frequencies: 1626 MHz and 1643 MHz.
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amplifier performance at different frequencies. If this amplifier is operated at an aver-

age input level of ~10 dBm with an amplitude swing of i2 dB, then the amplifier would

be considered linear. If, however, the signal has an amplitude swing of $10 dB, the

amplifier would be considered nonlinear. The fact that the gain is not constant over all

input levels means that the amplifier introduces amplitude distortion in the form of

amplitude modulation (AM). Since the amplitude distortion depends upon the input
level, it is referred to as AM-to-AM distortion.

An ideal amplifier does not affect the phase of an input signal, except possibly

for a constant phase rotation. Unfortunately, a practical amplifier behaves quite differ-

ently, as iilustrated in Fig.3.26, which shows the phase characteristic of the same

pOWer amplifier considered in Fig. 3.25. ”the fact that the phase characteristic is not

constant over all input levels means that the amplifier introduces phase distortion in

the form of phase modulation (PM). Since the phase distortion depends upon the
input level, this second form of distortion is called AM-to-PM distortion.

An “ideal” amplifier nonlinearity has the AM—to-AM characteristic illustrated in

Fig. 3.27. That is, the amplifier acts linearly up to a given point, whereafter it sets a

hard limit on the input signal. This can sometimes be achieved by placing appropriate

compensatiOn around a nonideal amplifier. With this ideal nonlinearity, the phase dis-

tortion is assumed to be zero. The operating point of the amplifier is often specified as
 
 

the input back—off, defined as the root—mean-square (rms) input signal level Vin, {ms
relative to the saturation input level Vin, sat in 68. That is, .

V- 2 .
Input back-off: 1010g10 fl) (3.71) t

Vout, sat i

36
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FIGURE 3.26 Phase characteristic of a nonlinear amplifier at two different operating
frequencies: 1626 MHZ and 1643 MHZ.
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10 10310 Vgut, sat
a _________________"o
v Output .

g backioff Opera‘mgo ____________

g" 10 10glO Vout, rms
E.“:t
O   

10 logw Vizn, rms Input
back-off

input power (dB)

1010g“) Vila. sat

FIGURE 3.27 AM/AM characteristic of an “ideal” form of amplifier nonlinearity.

Alternatively, the operating point can be expressed in terms of the output back-off,
defined as follows:

V . 2

Output back-off = 10log10[M] (3.72)
Vout, sat

where Vent, ms is the rms output signal level and V0,“, W is the saturation output
level. In both Eqs. (3.71) and (3.72), the closeness to saturation determines the amount
of distortion introduced by the amplifier.

3.10 COMPARISON OF MODULATION STRATEGIES FOR WIRELESS
COMMUNICATIONS

With the material presented in Section 3.9 at hand, we are now ready to address the
issue of comparing the modulation strategies described in Sections 3.3 and 3.7, linear
and nonlinear modulation strategies for wireless. The comparison will be made under

two headings: linear and nonlinear channels, which is determined by whether the
transmit power amplifier is operated in its linear or nonlinear region. In both cases, the
discussion will focus on digital modulation techniques because of the ever—increasing

pervasiveness of digital wireless communications.

3.10.1 Linear Channels

Consider first the effect of adjacent channel interference, in which case the transmit

spectrum is clearly an important criterion for selecting between modulation strategies
in a wireless system. The transmit spectrum is determined by three factors:
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1. Pulse shaping that is performed as part of the modulation process, for example,

rectangular pulse shaping, Gaussian filtering, and so on.

2. Other filtering that may be necessary in the transmitter RF chain, to remove the

presence of images that may occur during the up-conversion to an RF frequency.

3. Presence ofnonlineariries in the transmitter RF chain, for example, power ampli«

fiers that may be operated close to saturation.

In general, the “other filtering” is often the least significant of the three and we shall

ignore it in this presentatioa. This subsection is devoted to linear channels; nonlinear
effects will be covered in the next subsection.

In Fig. 3.28, we compare the baseband transmit spectra of the three modulation

strategies discussed in this chapter.11 The baseband spectra showu in the figure are
normalized to the same peak spectral density. The three spectra correspond to

1. QPSK with rectangular pulse shaping; this spectrum is characterized as the

sinc2(fT ) function where T is the symbol duration.

2. MSK with its pulse shape corresponding to half a sine wave.

3. QPSK with root raised-cosine (RC) pulse shaping with 50% rolioff as defined in
Section 3.4.

Comparing QPSK with rectangular pulse shaping to MSK, we find that QPSK has a nap
rower mainlobe but the sidelobes decrease much more slowly than MSK. For f >> 1/ T,

the baseband power spectrum of MSK signal falls off as the inverse fourth power of fre—

quency, whereas in the case of QPSK, it falls off as the inverse square of frequency. Con~

sequentiy, the ACI produced by MSK is less troublesome than that produced by QPSK.
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FiGURE 3.28 Comparison Of the spectra of QPSK with rectanguiar pulse shaping, MSK, and
QPSK with 50% root—raised-cosine pulse Shaping.
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Comparing QPSK with root pulse shaping to the other two modulation strate-

gies, the advantages of the former linear method of modulation are clear:

- The main lobe of QPSK with root RC pulse shaping is the narrowest among the

three modulation strategies considered herein.

0 The QPSK with root RC pulse shaping has negligibly small sidelobes.

In a linear channel, the QPSK with root RC pulse shaping is clearly the superior strat-

egy in terms of minimizing adjacent channel interference. In practical implementa—

tions of root RC filters, there are sidelobes; howaver, by careful filter design, these

sidelobes can be easily kept 40 to 50 dB below the level of the main lobe. Note that in

a linear channel, the spectra of the three modulations—QPSK, OQPSK, and 75/4-

QPSK—are identical when they use the same pulse shaping.

3.10.2 Nonlinear Channels

Page 170 of 474

The use of a nonlinear transmit power amplifier may have a significant effect on system

performance, depending upon on how close to saturation the amplifier is operated. The

effect of the amplifier also depends on the type of modulation employed. The two

examples of Subsection 3.10.1, namely, rectangular QPSK and MSK, are constant-

envelope modulations. Since the nonlinear effects depend upon envelope variation,

the spectra of these modulations are unaffected by a nonlinear amplifier.The same can

be said of the GMSK, the power spectrum, which is illustrated in Fig. 3.21.
However, the same cannot be said of modulations such as QPSK with root RC

filtering, which rely on its envelope variations to produce a compact spectrum. In

fact, because the envelope characteristics of the three modulation schemes QPSK,

OQPSK, and Jr/4 -shifted QPSK are different, the effect of the nonlinear amplifier

on the respective modulated signals will differ. In Fig. 3.23, we compare the spectra

of these three modulations after passing through an “ideal” nonlinear amplifier.

This ideal nonlinearity has a linear response up to the saturation point, at which

point it clips the complex envelope of the signal to a constant level in accordance

with Fig. 3.27. For the results shown in Fig. 3.29, the average input power was 1 dB
below saturation.

For this ideal nonlinearity, the different responses of the three modulation types
are evident but the variation between them is small. Of the three, OQPSK has the bet-

ter spectral response. Compared to the spectrum experienced in a linear channel, the

nonlinear channel has raised the sidelobes up to 30 dB with a slow rolloff. This is still

superior to MSK, but not as good as various forms of GMSK, whose power spectra are

shown in Fig. 3.21.

In practice, the choice of modulation is a tradeoff between various characteris-

tics. The transmit spectrum is an important consideration in the tradeoff. Other consid-

erations include the simplicity of detection and error-rate performance; the latter issue

is discussed in Section 3.12. For many new wireless communication systems, it appears

that linear modulation strategies, such as QPSK with root raised-cosine filtering, have

emerged as the methods of choice.



Page 171 of 474



Page 172 of 474

 

Page 172 of 474

152 Chapter 3 Modulation and Frequency—Division Multiple Access

Another method for tracking a slowly fading channel is based on pilot symbol

transmission, which operates by sending known symbols at regular intervals (bursts)
throughout the course of data transmission. Pilot symbol transmission schemes offer a
potential performance advantage over differential detection in that, in addition to
tracking, they can be used to estimate the impulse response of the channel; hence, they
can improve the noise performance of the receiver. This performance advantage, how-
ever, is attained at the cost of a somewhat reduced spectral efficiency and increased

system complexity.

3.11.1 Differential Detection

1n pass—band transmission systems, the primary concern is the recovery of the desired
signal from its assigned frequency channel. If we assume linear modulation, then in
light of the material presented in Section 3.3, the transmitted band-pass signal can be
represented as

5(1) = ARe{m(r)ej2fif“t} (3.73)
where mm is to be defined, A is the transmit amplitude and fc is the transmit carrier
frequency. In previous sections of this chapter, we have assumed perfect recovery of
the carrier frequency and phase in converting to complex baseband. Although the
nominal frequency of the channel may be known, there will be some frequency errors
due to inaccuracies of the transmit and receive oscillators. In practice, the received

complex baseband signal is accurately represented as

in) = A’m(t)e‘j(2mfl + ¢)+w(t) (3.74)

where A’ is the received amplitude, Af is the residual frequency error after downconver—

sion, qt is the residual phase error, and w(t) is the additive channel noise. Equation (3.74)
assumes an AWGN channel. It is left to the baseband circuitry to acquire and track this

residual frequency and phase error.
In wireless channels, the coherent recovery and tracking of the residual fre-

quency error Af can be difficult. A simple, robust technique for recovering the carrier
frequency is differential detection}-2 In this technique, it is assumed that the receiver
“knows” the transmit frequency to within a certain accuracy; typically, this error is less
than 5% of the data rate.

Differential detection can be illustrated with linear modulation, with the com-

plex baseband signal written as

m(t) : ZbkpU-kT) (3.75)k

where p(t) is the pulse shape used to modulate each data symbol bk. If the residual fre-
quency error is small compared with the signal bandwidth, it is practically transparent
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to the matched-filtering process. in which case the sampled value of the matched filter

output is given by the convolution integral

1):!"

I0: +_v,. = p*(r—kfl§c(t)di
I.

MT

which approximates to

3’1; = Aibkej(22mlkT+ ¢)+ wk (376)

where it is assumed that the pulse shape is normalized to unit energy. (The character-

ization of matched filters is discussed in Appendix D.) To simplify the presentation, the

received amplitude A’ is hereafter ignored without loss of generality.

If the data stream is differentially encoded at the transmitter such that bk : “kbk—i,
where ak is the original data symbol, then the original data can be recovered with the

“delay~and-multiply” circuit shown in Fig.3.30. Mathematically, this circuit performs

the following operation:

.. :l:

”l = ykyk—l

(12mm r+ til) U2 2mm — 1)T+ in
[bke +wkj[bk_1e + "tr-11$ (3.77)

H 4* jfoA/T .

z “k + “It

In the last line of Eq. (3.77), it is assumed that Af is small enough for e‘l 215:3.sz 1. The
noise term The represents the sum of three noise-related terms resulting from the multi-

plication of terms in the second line of the equation. The approach described herein is
well suited for both BPSK and QPSK forms of modulation.

To sum up, the practical significance of differential detection is twofold:

1. Differential detection is based on phase differences. It therefore lends itself nat-

urally to linear phase modulation schemes. but it can also be applied to nonlinear

phase modulation schemes,12 so long as the phase is differentially encoded.

 

  
Received signal

.r(t) Matched filter

FIGURE 3.30 Dclay—and-multiply circuit for differential detection.
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2. If amplitude is not important (i.e., the data stream is phase modulated), then the
effects of fading are similar to a small time-varying frequency error on the

received signal. Provided that the fading is slow relative to the data rate, differ-

ential detection may be applied to such wireless systems.

For these reasons, differential detection has established itself as a robust strategy for

the detection of phase modulation over flat-fading channels.

13

In some applications, it may be necessary to perform coherent detection so as to avoid

the degradation in receiver performance associated with differential detection; or it
could be that some of the information about the data is encoded in amplitude varia-

tions, as in QAM for example. In these cases, the insertion of known pilot symbols in

the transmit data stream is the preferred approach.

If the channel exhibits fiat fading, then the complex baseband received signal of

Eq. (3.74) may be modeled as

5cm = 5:(t)m(t)+i7v(f) (3.78)

where 55(t) is a complex Rayleigh fading process. In Eq. (3.78), we have included the

received amplitude A’ as part of the fading process 55(1) . Also, to simplify matters, we

have neglected the small frequency error Af. In a manner analogous to the develop-

ment of Eq. (3.76), with linear modulation and Nyquist pulse shaping, the samples at

the output of the matched filter can be represented in discrete time as

yic = akbic + wk (379)

where bk is the data symbol in symbol period k, wk is the corresponding white Gauss-
ian noise sample, and oak is the complex gain due to the fading process. The model of

Eq. (3.79) is based on the assumption that the fading is approximately constant over

the significant portion of the pulse length. If we use a Rayleigh-fading channel model,

then {0%} are samples of a Rayleigh fading process.
If the pilot symbols are known at regular times—say, at szi, Where K is the

pilot—symbol spacing and i is an integer—(ie, the pilot symbols are known at the

receiver), then we can use Eq. (3.79) to form the equation

th' bKiyKi

2 . 0
aKileil +bKini (3 8 )
05K: + W10"

The development from the second to the third line of Eq. (3.80) assumes that the pilot

symbols are BPSK modulated—that is, 19K,- = ii. (The random nature of the noise term

WK,- is unaffected by whether bki equals —1 or +1). It is straightforward to show that,
under these assumptions, the statistical properties of the noise samples are unchanged.

1
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The samples {hKi} can be used as estimates of the fading process, since the known mod-

ulation has been removed. However, they are corrupted by noise.

In practice, we usually wish to improve upon this estimate of the fading process

by smoothing adjacent estimates. In particular, we make a linear estimator of the fad-

ing, based on the 2L + 1 surrounding samples, obtaining

L

EEK! I Z amhKU + m) (3.81)
m=—L

where the nm are complex weighting parameters for smoothing the estimate. These

parameters are often chOSen to minimize the expected error in the estimate. That is,

the {am} are chosen to minimize the cost function

 
. 2.

J = E[ “Ki-“058i J

L 2 (3.82)

E E[ 2 amhmn mfo‘xr: Jm 2mi;   
where E is the statistical expectation operator. Equation (3.82) can be expanded as
follows:

L L
2 .. r

J = E[ia1<ii + 2 2 amhmw m)anhK(i+n)
L m “L: “LL (3.83)

— 2 amhKU + m)aKim 2 an K0 + 100510})7;sz n = “L

Next, we define the average power

P = Elamiz (3.84)

and the autocorrelation of the fading-plus-noise sampies as

Emma + m)h;((i + to] : EHO‘KU + m) + Wm + m))(a;;'(i + n) + who + n)”
=11 4‘

= Emmi + m)O‘K(i + in} + Eiwxu + m)wK(i + in}
(3.85)

rK{m_n) mwn

2 _
r0+0 m—n
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where rm = R(mT) is the sampled autocorrelation function of the fading process and
T is the symbol period. The second line of Eq.(3.85) follows from the first line due to

the statistical independence of the noise and fading processes. The third line follows

from the second line because the noise samples are drawn from a white-noise process

and are therefore uncorrelated. Similarly, we find that

E[hK(i+m)aKi] E[(0£K(i+m) + wK(i+m))a;CiJ
(3.86)

a: - =l¢

E[0‘K(r+m)0‘m] + E[WK(z'+m)WK(i+n)]

er

Now we define the matrix R with elements Rij = rK(i—j) and the vector r with elements
rKi. Then, by using Eqs. (3.84) through (3.86), we may rewrite Eq. (3.83) in the com-
pact form

J = P+ alna—aJ‘r—Na ' (3.87)

where a : [a_L,...,aL]T, and the superscript denotes Hermitian transposition. By com-
pleting the square, Eq.(3.87) can be rewritten as

_ 7 ‘l‘ 7

J = P—rtR 1r+(a—R 1r) R(a—R 1r) (3.88)

Since the vector 51 is the only free parameter in this equation, the cost function J is

clearly minimized if

a = R 1‘ (3.89)

Equation (3.89) is a form of what is known as the Wiener—Hop)” equation in the sig-

nal-processing literature. The weighting parameter vector 3 depends only on the corre-

lation properties of the fading process and the noise. It provides a solution for the

weighting that is an optimal estimate of the fading in the mean-square error sense.

(Appendixl also includes a discussion of adaptive filters in the context of adaptive

antennas.)

Problem 3.12 Alternatively, we can derive the WieneriHopf equation (3.89) by differentiata

ing the cost function J with respect to the weighting parameter vector a, setting the result equal to
zero, and then solving for a. Show that this precedure also leads to Eq. (3.89). I

The combination of data estimation and channel tracking may be implemented as

shown in Fig. 3.31. The signal is first matched—filtered, as described by Eq. (3.76), to

produce, at its output, {yk}. The pilot samples are then demultiplexed from the data,
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Received complex Symbol
baseband signal estimate

XV) Matched filter HDemultiplexer bk

 

 
FIGURE 3.31 Pilot scheme for tracking and compensating for channel variations.
NotezThe by are pilot symhols that, by definition, are knowri at the receiver.

and the data modulation is removed from the pilot samples according to Eq. (3.80).
Then the pilot samples are processed by a smoothing filter, in accordance with Eq.

(3.81). The parameter vector of the smoothing filter is given by Eq. (3.89). Since the 3%smoothing filter (i.e., linear estimator) introduces a delay, the data in the upper branch
of Fig. 3.31 must be delayed to match the delay introduced by the filter. After this

delay, we compensate for the channel by multiplying the received sample stream by
the inverse of the estimated channel, 3,, = yk/ rick to obtain estimates of the data. We
note that, since the pilot samples are spaced K symbols apart, the smoothing filter
shown in Fig. 3.31 will also need to perform some interpolation to provide estimates of
the fading channel on the intervening symbols.

If we plot the frequency response of the finite-duration impulse-response (FIR)
filter defined by the parameter vector 3, we find that this filter is approximately
matched to the fading process. In practice, if the fading bandwidth is unknown, we

would typically consider the worst—case fading in designing this filter. The pilot sym-
bols will not only track the fading but will also track any residual frequency and phase
errors between the transmitter and receiver, as long as such errors fall within the

bandwidth of the tracking filter. Thus, the pilot symbols permit channel estimation,
tracking, and coherent detection in a single operation.

Pilot-symbol techniques do introduce some losses. Energy that could otherwise
be devoted to the information symbols must be devoted to the pilot symbols. In addi—
tion, the bandwidth of the transmitted signal must be expanded to accommodate the
inclusion of the pilot symbols as well as the data. What is the minimum number of pilot
symbols required? From liq. (3.80), we see that the pilot symbols are effectively sam-
pling the fading process. Consequently, if the pilot symbol rate is at least twice the
bandwidth of the fading process, then, by Nyquist’s theorem, we should be able to esti—

mate the channel reliably. In practice, the pilot symbol rate is typically several times
the fading process bandwidth, compensating for the effects of noise on the samples
and simplifying the interpolation process for estimating the fading on data symbols
between the pilot symbols.
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Problem 3.13 If the transmission frequency is 1.9 GHz and the receiver uses a simple quartz

crystal for regenerating the channel frequency, what is the range of residual frequency error on the
baseband signal? A quartz crystal typically has an accuracy of 10 parts per million (ppm). If the data
rate is 9.6 kilobits/s, how much phase rotation will occur during one symbol period with this error?
Ans. i19 kHz; i211: radians (approximately). I

Problem 3.14 Show that frequency shifting and phase rotation do not affect the statistical
properties of zero-mean white Gaussian noise. I

3.12 RECEIVER PERFORMANCE: BIT ERROR RATE

A study of digitally modulated signals would be incomplete without discussing how

the presence of channel noise and channel fading would affect the performance of a
wireless receiver. Recognizing the underlying input-output binary operation of a digi-

tal wireless communication system varies randomly with time, the performance of the

system is measured in terms of the average probability of symbol error, P6. An error is
incurred when the symbol 1 in transmitted but the receiver decides in favor of the

symbol 0, or vice versa. The P6 is obtained by averaging over these two conditional

error probabilities with respect to the prior probabilities of symbols 0 and 1. In such a

situation, P8 is often referred to as the bit error rate (BER).
In what follows, the receiver performance is considered under the following two

conditions:

0 The presence of additive channel noise

- The presence of multiplicative noise exemplified by a frequency-flat, slowly fad-

ing channel

For coherent receivers operating on simple modulation schemes, such as BPSK,

QPSK, BFSK, and MSK, exact formulas are derivable for P3. On the other hand, in

the case of coherent receivers operating on more elaborate modulation schemes, such

as Gaussian—filtered MSK, M-ary PSK, M-ary QAM, and M-ary FSK, the analytic

approach becomes formidable and we therefore resort to the use of error bounds or

computer simulations to derive approximate formulas for P9.

3.12.1 Channel Noise14

In a coherent receiver, the locally generated carrier is synchronized with the carrier in the

transmitter in both phase and frequency. To achieve synchronization, additional circuitry is

required in designing the receiver. The receiver design can be simpijfied by ignoring phase
information, in which case the receiver is said to be noneoherem. However, the design sim-

plification is accomplished at the expense of degraded noise performance.

First of all, reference to Table 3.4 presents a summary of the bit error rates for

the following receivers:

0 Coherent binary phase-shift keying (BPSK)

0 Coherent quadriphase-shift keying (QPSK)

0 Coherent binary frequency-shift keying (BFSK)
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TABLE 3.4 Summary of Formulas for the bit error rate (BER) of coherent and noncoherent digitalcommunication receivers.

BER BER

Signaling Scheme (Additive White Gaussian noise channel) {Slow Rayleigh fading channel)

(a) Coherent BPSK

Coherent QPSK 1 we is: 1 1 _ To
Coherent MSK 2 No i 1 + in

(b) Coherent BFSK
E12 1 3’0-erfc — _ 1 ,

2 0 2 2 + 3’0

(c) Binary DPSK 1 Eb 1
_ exp [—_.j2 0 2(1 *5” 1’0)

(d) Noncoherent BFSK 1 E5 1
_ exp (7—)2 2 D 2 + 79

Definitions:

Eb : transmitted energy per bit

N0 : one—Sided power spectral density of channel noise

715 : mean vaiue of the received energy per bit—to-noise spectra} density ratio 

0 Coherent minimum shift keying (MSK)

' Differential phase—shift keying (DPSK)

0 Noncoherent binary frequency-shift keying (BFSK)

In noncoherent BFSK, the receiver consists basically of a frequericy discriminator that

responds only to shifts imposed on the carrier frequency by the incoming binary data.

DPSK combines differential detection with binary phase-shift keying; it may, there-
fore, be Viewed as the noncoherent version of BPSK; differential detection was dis-
cussed in subsection 3.1.1.1.

In Fig. 3.32, we have used the formulas summarized in Table 3.4 for an additive

White Gaussian noise channel to plot the BER as a function of the signal energy per

bit‘to-noise spectral density ratio, Eta/N0: which is also referred to as the signai~to-

noise ratio (SNR). On the basis of the noise performance curves shown in the figure,
we can make the following observations:

- The BERS for all the receivers listed in the previous paragraph decrease mono-

tonically with increasing Eb/NO; the curves have a similar shape in the form of a
waterfall.

. For any prescribed Lib/NO, coherent versions of BPSK, QPSK, and MSK produce

a smailer BER than does any of the other modulation schemes.

- For a prescribed BER, coherent BPSK and DPSK require an Eb/NO that is 3 dB

less than the corresponding values for coherent BFSK and noncoherent BFSK,

respeotively.
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10°

Noncoherent binary FSK

 
.10“

Coherent binary FSK

a 10’2to
a
B

52 10' '3 (a) Coherent binary PSK

E? (b) Coherent QPSK
d3 (0) Coherent MSK

E 10—4

10—5

10—6
74 ~2 0 2 4 6 s m 12 14

SNR (Eb/N0 dB)

FIGURE 3.32 Comparison of the noise performance of different PSK and FSK schemes.

0 At high values of Eb/NO, DPSK and noncoherent BFSK perform almost as well

(to within 1 dB) as coherent BPSK and coherent BFSK, respectively, for the
same BER and signal energy per bit.

The noise performance of Gaussian-filtered minimum-shift keying (GMSK) does not

lend itself to exact analysis in the way that conventional MSK does. This is rather

unfortunate, since GMSK is widely used in digital wireless communications. Neverthe—

less, the BER of GMSK is reasonably well described by the empirical formula

-1 lfiEb .Pe~§erfc[ m] (3.)0)
where [3 is a constant whose value depends on the time—bandwidth product of the

MSK. For B = 2, Eq. (3.90) reduces to the exact formula for the BER of conventional

MSK. Thus, we may View lOlogm(B/2), expressed in decibels, as a measure of the

degradation in performance of GMSK compared with that of conventional MSK.

For GMSK with a time—bandwidth product WT: 0.3, the degradation in noise per—

formance of the receiver is about 0.46, which corresponds to 06/2) = 0.9. This degra-

dation is a small price to pay for the highly desirable spectral compactness of the

GMSK signal.
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Frequently Flat, Slowly Fading Channel
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Table 3.4 also includes the exact formuias for the bit error rates for a slow Rayleigh

fading channei, where

n, 2 fiEMZ] (3.91)

is the mean value of the received signal energy per bit-to-noise spectral density ratio. In

Eq. (3.93), the expectation E[oc2] is the mean value of the Rayieigh—distributed ran-
dom variable or characterizing the channel. For the derivations 0f the fading-channel
formulas listed in the last column of Table 3.4, the reader is referred to Problem 3.35.

Comparing these formulas with the formulas for their additive white Gaussian noise

(i.e., nonfading) channel counterparts, we find that the Rayleigh fading process results

in a severe degradation in the noise performance of a digital communication receiver,

with the degradation measured in terms of decibels of additional mean signal-to-noise

spectral density ratio. In particular, the asymptotic decrease in the bit error rate with

310 follows an inverse law. This form of asymptotic behavior is dramatically different

from the case of a nonfading channel, for which the asymptotic decrease in the bit

error rate with yo follows an exponential law.

In graphical terms, Fig. 3.33 plots the formulas under part (a) of Table 3.4 to com-

pare the bit error rates of BPSK over the AWGN and Rayleigh fading channels. The

 

 
0.01.

Gaussian
 BitErrorRate ,_.t m b.)

           
Eb/NO (dB)

FlGURE 3.33 Comparison of performance of coherently-detected BPSK over different
fading channels.
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figure also includes corresponding plots for the Rice fading channel with different val~

ues of the Rice factor K. We see that as K increases from zero to infinity, the behavior

of the receiver varies all the way from the Rayleigh channel to the AWGN channel.

Note that the results plotted1n Fig. 3.33 for the Rice channel were obtained using a
procedure based on computer simulation.15

From Fig. 3.33 we see that as matters stand we have a serious problem caused by

channel fading. For example at a signal-to--noise ratio of 10 dB and2 the presence of
Rayleigh fading, the use of BPSK results111 a BER of about 3 x 10—2,which may not
be good enough for the transmission of speech or digital data over the wireless chan-

nel. To overcome this problem, the traditional approach is to use diversity-on-receive,

which is discussed in Chapter 6.

3.13 THEME EXAMPLE 1: ORTHOGONAL FREQUENCY-DIVISION
MULTIPLEX|N615

used for wireless local area networks (LANs) that fall under IEEE802.11a; this stan-

dard was discussed in Section 1.22. Recall that the object of the service is to provide

‘ wireless data links supporting rates up to 54 megabitsls to link workstations, laptops,

l printers, and personal digital assistants to a network access node without the expense

‘ of cabling. The service illustrates a number of the topics discussed in this chapter.
The transmission bandwidth for the service is constrained to be less than

20 MHZ. One of the permitted transmission rates is 36 megabits/s of user information.

If we add the overhead due to forward erroncorrection coding (discussed in

l Chapter 4), the required throughput is 48 megabits/s. To transmit 48 megabits/s
through a channel bandwidth less than 20 MHz means that we need to transmit over 2

bits/Hz. This need demands that an M-ary digital modulation technique be used. The

particular technique used for the service is the Jo-QAM, discussed in Section 3.6. With

that technique, the in—phase and quadrature channels are independently modulated

with a four—level signal derived from the incoming binary data stream. Nominally, the

levels are $1 and i3. Figure 3.15 plots the pattern constellation of 16-QAM. At each

symbol time, one of the 16 points of the constellation is selected for transmission.

Since the points are equally likely to be selected, log2M : 4 bits are transmitted at each
symbol time.

At this point in the discussion, it is instructive to use the complex representation

l of band-pass signals presented in Section 3.5. Specifically, the complex envelope of the
16-QAM signal is defined by

I In the first theme example of this chapter, we discuss parts of a multiearrier system
I

an) = bkpU—de) (k— 1H,: t <de (3.92)

where p(t) is a rectangular pulse, the complex coefficient bk is selected in accor-
dance with the 16-QAM constellation, and Tat is the symbol period of the 16-QAM

signal (i.e., four times the incoming bit duration). At each symbol time de, a dif-

ferent symbol is selected to be transmitted. In a conventional system, the band-pass
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signal to be transmitted is defined by Eq. (3.26), reproduced here for convenience
of presentation:

3(t) = Re{§(r)exp(j2itfé,t)} (3.93)

For reasons discussed in Chapter 2, it is preferred to use multicarrier transmission for

this application. In particular, instead of sending 36 megabits/s (effectively 48 mega-
bits/s) over one carrier, it is preferred to send 750 kilobits/s over each of 48 distinct

subcarriers. The term subcarrier is used to distinguish this set of carriers from the RF

carrier ft. defined by Eq.(3.93). We denote the subearrier frequencies as fitfzvu, f48
and consider all of. the subcarriers in their compiex form

55(1‘) = exp(j2arfit) i: 1,2,...,48 (3.94)

If the data set {bk} is demultiplexed into 48 parallel streams represented by {bk} 3:“: 1 ,
running at 1/48 of the incoming data rate, then the modulation of each subcarrier can

be represented in the compiex low-pass form as follows:

E-(t) = bk .g(r—kT)exp(j2?rft)

I ” _ ‘ } f01’(k—1)Tsr<kT (3-95)
Si+1(t) : bk+15fg(tka)exp{.]2flfi+1t) i: 1 2 48

where the new symbol duration. 1": 48Td and the new pnise g(r) is 48 times as long as
:30).

Each of the terms in Eq. (3.95) is equivalent to a band-pass signal, and the

aggregate of all the band-pass signals is the overall signal to be transmitted over the

wireless channel. The complex lowmpass representation of the combined modulation

for one symbol period is given by

48

5(r) 2 25,0) (3.96)
ix]

At first sight, the combination of Eqs. (3.95) and (3.96) appears to be a complicated

modulation strategy to implement, even though we can represent it rather simply in

its complex low-pass equivalent form. However, analogous to the Fourier transform,

briefly reviewed in Appendix A, is a discrete equivaient caiied the discrete Fourier
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transform (DFT). The DFT transforms a set of samples in the time domain into an

equivalent set of samples in the frequency domain. The inverse discrete Fourier

transform (IDFT)17 performs the reverse operation. This transform-pair is described
mathematically by

M7]

DFT: .5,2 = 2 Bmexp(—j2nmn/M) n = 0,1, ...,M—1
m=0

111471 (3.97)
IDFT: Bm = Mr2‘b“exp(j2stain/1714') m=0,1,...,M—1

n=0

where the sequences {bn} and {Bm} are the frequency-domain and time-domain sam—

ples, respectively. Considering Eq. (3.95) in the context of the IDFT and noting that
g(t) has a rectangular pulse shape, we observe that, for a fixed k, we may represent
samples at each subcarrier frequency f, i = 1,2, ..., 48. We now make two assumptions:

1. The subcarrier frequencies are selected such that

f, = 1' i: 1, 2,...,4s (3.98)

2. Each subcarrier is sampled M times per symbol interval T.

If we also let the output be sampled at M times per symbol interval T, then the sam-
pled low-pass equivalent of Eq. (3.96) is given by

Mel

3(m) = 2 bnexp(j27rmn/M) m : 0,1,...,M — l (3.99)
n=0

That is, the samples of the complex low-pass equivalent of the transmitted signal are
given by the IDFT of the subcarriers.

The typical implementation of the transmitter is shown in Fig. 3.34(a). First, the

incoming binary data stream is forward error-correction encoded, followed by 16-
QAM modulation. (Error—correction encoding is discussed in Chapter 4.) Then it goes
through a serial-to-parallel conversion device to create 48 independent data streams.
Next, these independent data streams are combined by a computationally efficient
implementation of the IDFT known as the inverse fast Fourier transform (IFFT) algo-
rithm. The output of the TFFT consists of the time-domain samples to be transmitted
over the channel. Besides displaying the 48 data-bearing subcarriers, Fig. 3.34(a) shows
additional subcarriers, used by the receiver for synchronization and tracking purposes.
Furthermore, the figure indicates the use of a 64-point IFFT. This is because the com—

putationally efficient implementation of the FFT and IFFT algorithms requires that
the number of samples be an integer power of 2. With this representation, any unused
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FIGURE 3.34 Block diagram of (a) OFDM transmitter, and (t1) OFDM receiver.

subcarriers on the input are set equal to zero. The output of the IFFT consists of 64 of
time samples of a complex envelope for each period 1", which are parallel-to-serial con—
verted and then finally digital~to-analog converted to facilitate transmission of the
incoming data stream over the wireless channel.

Figure 3.34(b) presents the corresponding implementation of the receiver, which

follows a sequence of operations in the reverse order to those performed in the trans-
mitter of Fig. 3.34(a). Specifically, to recover the original input binary data stream, the
received signal is passed through the following processors:

0 Analog-to-digital converter

0 Serial-to-parallel converter

0 64-point FFT algorithm
° Parallel—to-serial converter

0 16~QAM demodulator

0 Forward error-correction decoder

The two parts of the system in Fig. 3.34 are instructive from a computationaliy efficient
implementation point of View. To develop insight into the underlying communication-
theoretic operations carried out in the system consider Fig. 335 that depicts another
viewpoint of what goes on basicallyin the system. Parts (21) and (b) of the figure per—
tain to transmission and reception aspects of the system, respectively. In particular,
focusing on the transmission depictedin Fig. 3 35(3), WE may make two statements:
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FIGURE 3.35 Communication — theoretic interpretation of the OFDM system:
(a) Transmission (b) Reception.

1. The subcarrters 550) constitute an orthogonal (orthonormal, to be more prev

cise) set. Given that the frequencies of the subcarriers satisfy Eq. (3.98), it fol-

lows that the subcarriers themselves satisfy the conditions of orthonormality
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over the symbol period T, as the following series of manipulations of the cross-
correlation of the complex exponential subcarriers shows:

.11"
_ E-rE* rdt
Tfliflkfl ilgeXPUWiJI/Dexpriwjnrzrckir/ria

ii 1 T . .

_J exp(y27r(zelc)t/T)dzT t}

1 r

rig

sin(27t(i—lc))

2::(i—ic)

1 for all integer i = k

0 for all integer iik

_ . r. .

cos(27t(t — k)t/T)dt+§—nl081n(27rtl -k)t/T3df (3.100)

ii

2. The complex modulated (heterodyned) signals are multiplexed in the frequency
domain.

Put together, these two statements therefore justify referring to the communication
system of Fig. 3.34 as an orthogonal frequency-division multiplexing (OFDM) system.

3.13.? Cyclic Prefix

Guard intervals are included in the serial data stream of the OFDM transmitter so as

to overcome the effect of intersymboi interference (iSI) produced by signal transmis—
sion over the wireless channel. To take care of this matter, the pertinent OFDM sym-
bol is cyclically extended in each guard interval. Specifically, the cyclic extension of: an
OFDM symbol is the periodic extension of the DFT output, as shown by

s(—k) 2 3(Nmk) for k : 1,2, ..., v (3.101)

where N is the number of subchannels in the OFDM system and v is the duration of

the baseband impulse response of the wireless channel. In effect. v is the memory
length of the channel. The condition described in Eq. (3.101) is called a cyclic prefix.
Clearly, inclusion of cyclic prefixes results in an increase in the OFDM transmission
bandwidth.

Having stuffed the guard intervals in the parallel-to-seriai converter in the trans-

mitter with cyclic prefixes, the guard intervals (and with them, the cyclic prefixes) are
removed in the serial-to—parailel converter in the receiver before the conversion takes
place. Then the output of the serial-towparallel converter is in the correct form for dis-
crete Fourier transformation.
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To summarize, the theme example on OFDM has demonstrated the following
desirable features:

1. Spectrally efficient digital modulation schemes, such as 16-QAM can be repre-

sented simply by their complex low-pass equivalents.

2. Modulations of even greater complexity such as OFDM, can be presented and

understood easily in terms of their complex low-pass equivalents.

3. The clear understanding of these modulation schemes allows us to take advan—

tage of digital signal-processing techniques such as the fast Fourier transform

algorithm so as to simplify the implementation of some quite complicated modu~
lation schemes with the use of multiple carriers.

3.14 THEME EXAMPLE 2: CORDLESS TELECOMMUNICATIONS

Cordless telephones are almost a ubiquitous consumer item. Although commonplace,

they include some of the more advanced concepts, on a very small scale, that we will

discuss later in this book. In particular, they are an example of an FDMA system oper—

ating with a very small cell size. Accordingly, they usually operate with near line-0f-

slghr conditions, with a minor amount of the propagation effects considered in

Chapter 2. In this second theme example of the chapter, we will describe a European
Standard for cordless telephony known as CT-2.

The CT—2 cordless telephones operate in the 4-MHZ band of frequencies extenda

ing from 864.15 to 868.15 MHZ. This band is divided into 40 channels, each with a

bandwidth of 100 kHz. Why so many channels? The system is designed to allow opera-

tion of many cordless phones in close proximity. This could be for multiple phones in

an office environment, or it could be just for phones in separate residences that are

closely spaced. The access strategy for using these 40 channels is known as dynamic

channel allocation (DCA) to assign frequencies. With this strategy, each base and per-

table unit selects an appropriate channel on the basis of their measurements of traffic

conditions and channel quality. This is an example of FDMA in which multiple users

share the same 4 MHZ of bandwidth by dividing it up into 100~kHz channels and

accessing the free channels when needed.

Transmissions from the base to a portable and from the portable to the base use

the same frequency channel with a technique known as time—division duplex (TDD).

The frame structure for this duplex transmission is shown in Fig. 3.36. In a 2-millisec-

0nd frame, the base transmits a burst of 66 bits and the portable follows with a burst of

66 bits; the sequence repeats every two milliseconds. The two bursts are separated by

guard intervals that have a duration equivalent to 5.5 and 6.5 bits, respectively. TDD is

a simple form of time-division multiple access (TDMA) in which the base station trans-

mitter and mobile transmitter share the same channel by using different time slots. A

more sophisticated form of TDMA will be considered in Chapter 4.

With CT—Z, speech is encoded digitally, using a method known as adaptive pulse-

eocleaf modulation (ADPCM).18 With this technique, the analog voice signal is con-
verted into a bit stream that Can be transmitted with digital modulation techniques.
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2 milliseconds4 .

 

    . . . F 66 bits 131155 T 66 bits SH: . . .
Base to portable Portabie to base

(forward) (return)

FIGURE 3.36 Frame structure for CT72 for cordless telecommunication.

The ADPCM standard uses a data rate of 32 kbps to provide a high-quality voice sig—
nal. From the frame structure of Fig. 3.36, it is clear that the overall bit rate is 72 kilo~

bitsfs; this allows for 32 Kilobitsis transmission in both directions, plus the overhead for
the guard intervals.

The phones use digital modulation with a variant of FSK signalling that
includes Gaussian fiitering. This form of digital modulation is closely related to Gaus-
sian minimum-shift keying (GMSK), discussed in Section 3.7. Prior to filtering, the
modulated signal at complex baseband is given by

 
.. 2E!)
s(t) = T cos(27rfit+ (b) 0 S r < T (3.102)

where the ff, 1' = 1,...,M, are the tones in the Mary FSK modulation strategy. The trans-
mitted signal is given by (see Eq. (3.26))

5(t) = Re{§(t)exp(j27rfét)} (3.103)

where fc is the center frequency of one of the 40 RF channeis. The separation of the two
transmitter operations of modulation in Eq. (3.102) and upconversion in Eq. (3.103)
not only is convenient for analysis, but also has its implementation advantages. Many
advanced signai—processing techniques can be appiied at complex baseband with the

use of a microprocessor that would be very difficult to carry out if the modulation pro-
cess was to be performed at higher frequencies.

The advantage of M-ary FSK for wireless channels is that it is a robust moduia-

tion strategy. The demodulator is noncoherent, being implemented as a simple energy
detector situated on each of the frequency bins with center frequency f6. The receiver is
noncoherent in that it does not require knowiedge of the phase of the signal—a prop-
erty that follows from the discussion of fading channels presented in Chapter 2.

Power control is an effective way of minimizing interference and extending
the life of the battery. The CT—2 system uses a simple two-levei power control
scheme. Normal transmissions occur with a nominal transmit power of 5 miEiiwatts
of power. However, if the received signal strength exceeds a certain level, then in-

band signalling is used to request the transmitter to reduce its power ievel by
approximately 15 dB.
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Problem 3.15 What is the round-trip path delay for a 60-m path with CT—Z? Does this
amount of delay explain the allocated guard intervals?
Arts. The round trip is 0.4 microseconds. The guard intervals include (1) processing time for the
terminals, and (2) allowances for other timing errors. I

Problem 3.16 The maximum frequency error allowed in the CT—Z standard is 10 kHz or
less. What is the relative frequency error, expressed in parts per million (ppm)? .
Arts. The clock error is 22 ppm. l

3.15 SUMMARY AND DISCUSSION

In this chapter, we discussed the modulation process, focusing on those techniques

which are of particular interest to wireless communications. Among the analog tech-

niques, frequency modulation (FM) stands out by virtue of its inherent capability to

trade off channel bandwidth for improved noise performance at the expense of

increased system complexity.

Much of the discussion, however, was devoted to digital modulation tech—

niques, which distinguish themselves from their analog modulation counterparts by

their signal-space representation, in which the transmitted message points show up

as discrete points in the signal space. The discussion also highlighted detailed treat-

ments of quadriphase-shift keying (QPSK), minimum-shift keying (MSK), and its

Gaussian-filtered version (GMSK). A variant of QPSK known as the n/4-shifted
QPSK is used in the TDMA standard 18—54. On the other hand, GMSK features

prominently in the design of a TDMA system, commonly referred to as GSM, which

will be discussed in Chapter 4.

The analysis of modulation systems, be they of an analog or digital nature, is

simplified considerably by using the complex baseband representation of band-pass sig-

nals and systems with no loss of information. The simplification results from exchanging

the use of complex baseband signals and systems for their real counterparts, compli-

cated by the presence of a carrier frequency. Simply put, elimination of the sinusoidal

carrier permits us to get rid of tedious trigonometry at the expense of complex signal
analysis.

Frequency-division multiple access (FDMA), rooted in frequency-domain con—

cepts, relies on the use of modulation and band-pass filtering to place a user’s infor-

mation-bearing signal inside a permissible subband. It is largely because of its

conceptual simplicity and the status of technology that frequency modulation became

the technique upon which the early generation of wireless communication systems

were based. This analog method of modulation provides protection against channel

noise by virtue of its ability to exchange increased transmission bandwidth for

improved receiver noise performance in accordance with a square power law. For

data control, FDMA uses binary frequency-shift keying, a digital form of frequency
modulation.
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However, FDMA suffers from the limitation that the system needs a separate
transceiver (i.e., transmitter-receiver) for each active user at the base station under

its coverage. It is this limitation that motivated the development of time-division
multiple access (TDMA)= the deployment of which has been made possible by vir—
tue of the availability of digital signal-processing techniques. (TDMA is discussed
in Chapter 4.)

 

NOTES AND REFERENCES

1 For a detailed treatment of analog modulation techniques including both amplitude
modulation and frequency modulation, time-domain and frequency-domain represen—
tations, methods of generation and detection, and the evaluation of noise perfor-
mances, see Chapter 2 of Haykin (2001).

2For details of the 18-54 standard, see the Telecommunication Industry Association
Report 1992. For details of the Japanese digital cellular standard using the 7r/4-
shifted QPSK, see Nakahima et al. (1990). See aiso Pahiavan and Levesque (1995), pp.
272—273.

3The fundamental work of Nyquist on puise shaping is described in the classic 1928
paper.

4The root raised-cosine pulse shaping is discussed in Chennakesku and Saulnier
(1993) in the context of 75/4 -shifted differential QPSK for digital cellular radio. It is
also discussed in Anderson (1999), pp. 2627, and Stuber (1996), pp. 169472.

5The complex representation of band-pass signals and systems is discussed in Haykin
(2001). The material presented therein involves the use of the Hilbert transform, which
may be viewed as a device Whose frequency response satisfies two conditions:

0 The amplitude response is constant at ail frequencies.

I The phase response is equal to +900 for negative frequencies and —90° for positive
frequencies.

6 For a detailed exposition of the signal-space analysis of digitally modulated signals,
see Chapter 5 of Haykin (2001). The classic book on this topic is that of Wozencroft
and Jacobs (1965).

7For a discussion of Carson’s rule on the bandwidth of FM signals, see Chapter 2 of
Hayiiin (2001).

8The invention of minimum shift keying (MSK) may be traced to Doeiz and Heald
(1961). Independently of this early work, deBuda (1972) derived the fast FSK, another
way of viewing MSK. For discussion of GMSK, see Stuber (1996) and Steele and
Hanzo (1999). The noise performances of MSK and GMSK are discussed in Chapter 6
of Haykin (2001).

9 Frequency-division multiple access is discussed in Steele and Hanzo (1999), and Rap-
paport (2002). '
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10 The adjacent channel interference problem is discussed in Shankar (2002).

11 Spectral analysis of QPSK and MSK signals is presented in Haykin (2001), pp.
360—361, and pp. 394396, respectively.

12 Early digital radios were made by modifying FM voice radios. An FM modulator
integrates the baseband signal to determine the transmitted phase, analogous to the

way a differential encoder works. Since FM is a constant-envelope modulation

scheme, FM receivers typically place a hard limit on the received signal to remove

the effect of channel gain variations. In addition, the received signal is passed

through a discriminator, which, in mathematical terms, is equivalent to a differenti-

ator. The discriminator performs an operation quite similar to differential detection.

For that reason, differential detection of digital PM was an important early trans—

mission scheme for mobile radio. Generalizations of this approach are called con-

tinuous phase modulation (CPM) and the reader can find more information in

Anderson et a1. (1986).

13 Moher and Lodge (1989) and earlier papers were the first to propose the use of pilot

symbols for estimating and compensating the variations of fiat-fading in mobile radio.

Pilot symbol techniques are used in a variety of forms, not necessarily just for uniform

spacing, in many current radio systems.

'14 For a detailed treatment of the noise performance of modulation schemes for pass-
band data transmission, see Chapter 6 of Haykin (2001).

15 Benedetto and Biglieri (1999) describe a general technique for computing bit error
rates over a fading channel. The technique proceeds from a bound known as the union

bound. Specifically, it is shown that the calculation of the bit error rate can be reduced

to the calculation of the probability that a random variable takes on a negative value.

This probability is in the form of an integral that lends itself to numerical computation,
which can be made arbitrarily accurate.

16 OFDM theory is closely related to the theory of discrete multitone (DMT) modula-
tion, which is discussed in Starr et al. (1999). Bahai and Saltzberg (1999) is devoted to

OFDM theory and applications; this book also discusses wireless local area networks
and future trends using OFDM.

17The Discrete Fourier Transform and its inverse are discussed in Oppenheim er al.

(1999), which also describes the Fast Fourier Transform (FFT) algorithm.

18 Pulsevcode modulation (PCM) provides a technique for the conversion of an analog
si nal into a binar stream. The conversion relies on three basic 0 erations:g Y P

0 Sampling

0 Quantization

' Coding

PCM provides a significant improvement over FM in terms of the bandwidth-noise
tradenoff issue. Whereas this trade«off follows a square-power law in FM, the law in

PCM is of an exponential form. Adaptive pulse-code modulation provides an improve»
ment over the standard PCM by making the quantizer, the encoder, or both adaptive.

For a discussion of ordinary PCM and adaptive PCM, see Chapter 3 of Haykin (2001).
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ADDITIONAL PROBLEMS

Modulation Techniques

Probiem 3.17 Figure 3.37(a) presents the block diagram of a passband digital phase
modulator, which lends itself to VLSI implementation (Steele and Hanzo, 1999). The pre—
modulation filter of impulse response Mr), as configured in Fig. 3.370)), is designed to pro-
duce a data-dependent phase signal 6(t} , which addresses two read—only-rnemory (ROM)
units to yield values of the trigonometric terms cos(8(i)) and sin(9(t)) . The resulting digital
signals are converted into analog form.

(a) In effect, the baseband model of Fig. 3.£2(a) is being extended to deal with nonlinear
phase modulation. This extension is however subject to the assumption that the essen—
tially highest frequency component of both cos( 6(0) and sin( 60)) is less than the car-
rier frequency fc . Justify the need for this assumption.

(b) Under this assumption, show that the radiated output of Fig. 3.37(a) can be formulated as
the phasemrnodulated signal

S(t) = Ac0s(217;fct+ 6(0)

where A is a constant amplitude.

Acos(27rfct)

 
 
  

Input
binary datastream

[bk]
Phase~znodulated

signal 30:)

  
   

Premodulation
filter

Mr}
   

  
  Read—only Digital-to-

memories anaiog Asin(27rfct)converters

  
(b)

FIGURE 3.37 Block diagrams for Problem 3.17.
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(c) The premodulation filter can be implemented in the form of a tappedrdelay-line filter, as
in Fig. 3.37(b), where T is the symbol duration. Justify this method of implementation.

Problem 3.18

(2:) Construct and label the constellations of M—ary PSK for (i) M = 8, and (ii) M = 16.

(h) Discuss the differences that distinguish 16-PSK considered in part (a) and 16-QAM

described in Fig. 3.15, doing so in the context of information transmission over a wireless
channel.

Problem 3.19 Quadriphase-shift keying and minimum-shift keying provide two spectrally
efficient methods for the digital transmission of binary data over a wireless channel. List the

advantages and disadvantages of these two methods of digital modulation.

Problem 3.20 The 73/4 -shiji‘ed DQPSK is characterized by two combined features:

- the use of 8 carrier—phase states, and

' the transmission of an information-bearing signal in the differential carrier phase.

Specifically, the differential carrier phase A9,} is governed by the mapping

#39174 for b,{ : —3

err/4 for bk = —1

+1r/4 for bk = +1

+3rr/4 for bk 2 +3

as,c :

where {bk} denotes the incoming data stream.
Formulate the expression or the complex envelope of the 713/ 4 shifted DQPSK signal.

Problem 3.21 Continuing with the rr/4 -shifted DQPSK described in Problem 3.20, sup—

pose that the incoming pulse amplitude is shaped in accordance with the square root raised
cosine spectrum discussed in Section 3.4.1.

(21) Using simulation, compute the phase trajectory of the a/4 -shifted DQPSK signal by plot-
ting its quadrature component versus the in-phase component for an incoming random
quaternary sequence.

(b) Demonstrate that the phase trajectory does not pass through the origin. What are the
practical implications of this property in the context of information transmission over a
wireless channel?

Problem 3.22 In this problem, we explore the effect of a multipath channel on the wave-
form of three digitally modulated signals. The multipath channel is represented by the simple

tapped—delay model of Fig. 3.38, where T denotes the symbol duration. Values of the tap-weights
are

wO = 0.25

W1 = 0.25

w, = 0.25

The incoming binary sequence is ...0000110101110101
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FIGURE 3.38 Tapped-delay—line model of multipath channel.

 
(a) Plot the waveforms of the modulated signals at the model input, using the following three

methods:

(i) QPSK

(ii) OQPSK

(iii) 21/4 -shifted QPSK

(b) For each of these methods, plot the waveform produced at the model output.

(c) What conclusions can you draw from the results of parts (a) and (b)?

Assume the use of non-returmto-zero signaling.

Problem 3.23 Repeat Problem 3.22, this time using the more difficult set of tap-weights:

 
wo = 0.5 i5;it

W1 = #75

w2 =2 0.5

Why is this set of tapwweights more difficult to deal with than those of Probiem 3.22?

Problem 3.24

Equations (3.58) and (3.59) define the two coordinates for signal-space analysis of MSK. Given
these two orthonormal coordinates, depict the signal-space representation of the MSK signal.

Problem 3.25 Equation (3.67) defines the impulse response of the pulsemshaping filter 11(1)
used to generate a GMSK signal.

(a) Show that the time function h(t) satisfies all the properties of a probability density
function.

([3) Expanding on the interpretation of 12(1) as a probability density function, determine the
variance of the distribution. What is the significance of this interpretation?

Problem 3.26 The temedfrequency modulation. (TFM), due to deJager and Dekker {1978),
is designed to provide a frequencywrnodulated signal whose power spectrum is compact without
sidelobes. This desirable spectral characteristic is achieved by careful control of the phase tran-

sitions of the frequency-modulated signal. Figure 3.39 depicts the TFM modulate: that consists
of a premodulation filter feeding a voltage-controlled oscillator. The prcmodulation filter itself
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Premodulation filter:Transfer function H(f)

 
 
 

 

 

 
Input
binary
sequence

Voltage-
controlled
oscillator

TFM

signal

FIGURE 3.39 Block diagram of TFM modulator.

consists of the tapped-delay-line filter cascaded with a low~pass filter whose impulse response is
the inverse Fourier transform of the example transfer function

(rth)/sin(n_'fT) forOSlfl Sl/ZT
0 otherwiseHOU) ={

Where Tis the symbol duration.

(a) Show that the overall transfer function of the corresponding premodulation filter is given by

(flfT) 2

HU) : W003 (riff?) for Oslfl Sl/ZT
0 otherwise

(b) Using computer simulation, plot the overall impulse response of the premodulation filter,
denoted by 31(1).

(c) The filter defined in part (b) is noncausal. Propose the use of a delay that would make the
filter causal for all practical purposes.

(d) How does the impulse response of the premodulation filter computed in part (b) compare
with that of the premodulation filter used in the GMSK modulator?

(e) Discuss the practical benefit that could be gained by using TFM for a FDMA system.

Frequency-Division Multiple Access

Problem 3.27 An FDMA system using frequency modulation accommodates a total of
N: 100 mobile users assigned to a particular cell. The largest frequency component of the

speech signal is W: 3.4 kHz. Using Carson’s rule, determine the bandwidth of the uplink and
downlink of the system for each of the following frequency deviations:
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Adiacent Channel Inferference

Problem 329 As a measure {1f the adfiacens channel intgrfereme pfoblrzm illusizrawd 1'21
Fig.3,24,€€3513id€f the: fQiiewmg indwx 0f pcrfaférmance:

p
ACE x ".35;

PML

wane PSL is thr: waver spilling over firm: as shannai of interest aim": 1:0 the. sidégsbes i}? as: fidja»

Cent Channel, axzé PM is the power prefixed in that shamiei {Em to its DWI} main 10b6,

(a) Usiag Eq. {3.7UL deriva ?: fezmula for AC1.

{b} Calmlatc the ifiééx {>35 jgarfarmance for 51% example iilagirated i?) Fig. 3.24.

Probiem 338 A gamml femula is; assessing the aégaccnmhafinal mféfffiififilfié‘, problem is

In Gifiiifitfi §f_>g3a:r
ACIirifl 2 ”M

f“ G{f}§§{{;}§2c{f

where fo} is the pOfi’QE spectral dengity of Hm ifigyut signal, HG} is £219 frequency resgxmse 0f
fine band—pass filier warts} m Separate adjacent channels, and §f is tha freguency segafation
beiwwn tha {W0 shanneis. Jusiify [he vaiidiry of this fermuiax

Ampfifier Nonlinearities

Problem 3.31 One way 9;" Eimaarizirzg a noniinagr pawn amplifier is 10 praéistort the 31;}131
signal In effect. the cascada sazmagétion of £931"; mnlinear aomponwis hahaveg like: a lil'ififli'
mamaryless system. Désmss fhfl rationaie of haw sash a scheme c5131 13:: émpiemented,

{Shanna-i Estimation 321$ Tracking

Pr9b¥em 3.32 P182 the loss in (113 as a Mammal of residual phase EEE’OI“ using BE’SK madman
fins; Fer typicai 112951821: impiementafimzs, filere is an aliasateé implemenmtion margin that may
range: from 0.5 $3 1:0 2 (iii depefidmg upcm The aggfiieatmn This impiememation margin

incluéés 31% 193363 due to amnideal imylameniaiiga of the mocictm. if the portion of 1m: impiw

mamatim; margin aflasatsd for phflSE: 9::sz is 0.25dB, whal is {he mfiximum phase arms
ailowed if the {arget 38R is 1.05?

 

Page 197 of 474



Page 198 of 474

178 Chapter 3 Modulation and Frequency-Division Multiple Access

Problem 3.33 The statement “The residual frequency error is small compared to the signal

bandwidth“ implies that there is minimal phase rotation over between two successive symbols.
If the maximum phase rotation permitted is 10°, what is the maximum frequency error that
would be permitted as a fraction of the symbol rate? What does this imply about the accuracy
the local oscillator for downmconverting the received signal?

Problem 3.34 Show that pilot symbols can be used to track both fading and small residual

frequency errors in the receiver. What are the constraints on this residual frequency error?

Receiver Noise Performance

Problem 3.35 The last column of Table 3.4 lists the exact formulas for the bit error rates of

different digital modulation schemes operating over a slow Rayleigh fading channel. The
parameter 7f] denotes the mean value of the received signal-energy-to-noise spectral density
ratio.

(a) Derive these exact formulas.

(b) Assuming that 70 is large compared to unity, find the approximate forms of these formulas.

Problem 3.36 A digital communication system uses MSK for information transmission.
The requirement is to do the transmission with a bit error rate that must not exceed 10—4. Cal-
culate the minimum signal—to—noise ratio needed to meet this requirement for the following
two scenarios:

(3) Additive white Gaussian noise channel

(b) Rayleigh fading channel

Orthogonal Frequency-Division Multiplexing

Page 198 of 474

Problem 3.37 In this problem, we address the issue of evaluating the power spectrum of an

OFDM signal. From the discussion presented in Section 3.13, we may treat the OFDM signal as
a modulated set of orthogonal subcarriers whose frequencies are separated by the reciprocal of

the symbol duration T. Consider an incoming signal constellation characterized by two features:

- zero mean, and

. amplitude-shaping pulse P(f).

(a) Derive the expression for the power spectrum of the complex envelope of the OFDM
signal.

0}) Plot the power spectrum derived in part (a) for the following specifications:

(i) Number of subcarriers,N : 16.

(ii) Pulse-amplitude shaping pulse in the form of a rectangular function of time t.

(c) Repeat the power spectrum computation of part (b) for N 2 48.
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4.1 INTRODUCTION
 

In conceptual terms, FDMA operates by partitioning the prescribed radio spectrum

(i.e., prescribed for wireless communications by regulatory agencies) among potential

users. Hence, FDMA belongs to the analog world. In contrast,TDMA operates by par—

titioning prescribed time intervals among potential users. This alternative to multiple

access on a frequencydivision basis belongs to the ever—expanding digital world that

continues to improve over time in terms of both computing power and the cost of fabri-

cating equipment. Thus, although the many—faceted implementation of TDMA requires

the use of sophisticated digital signal-processing techniques, thanks to breakthroughs in

digital signal-processing theory, groundbreaking discoveries in solidwstate physics, and

major industrial refinements of microfabrication machinery, we find the following

0 For the same level of performance, TDMA systems are cheaper to build than

FDMA systems.

0 For the same cost, TDMA systems deliver a superior performance compared
with FDMA systems.

Later in the chapter, we present a detailed account of the advantages of TDMA over

FDMA. For the present, it suffices to say that the increase in system complexity of

TDMA systems (compared with FDMA systems) comes about from a sequence of

operations, each of which is designed for a specific purpose:

Coding. For digital signal processing, the speech signal is sampled at a uniform rate,

and the Speech samples are subsequently encoded into a digital sequence through two

operations:

I. Source encoding for effective utilization of channel bandwidth

2. Channel encoding for protection against channel. noise

An attractive feature of TDMA is that it does accommodate the transmission of source-

channel encoded digital data alongside digitized speech in a straightforward manner.

Equalization. With TDMA, the channel bandwidths are wider than with FDMA, and

the fading is no longer frequency flat, but rather frequency selective. This form of.
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modification introduces a type of distortion known as intersymbol interference (181).
Channel equalization provides a practical means to mitigate the ISI problem.

Modulation. For the transmission of digitized speech and data over a wireless channel,

we naturally require the use of passband modulation techniques, which, in turn, man-
dates the use of synchronization so as to establish a strict one—to-one correspondence
between the locally generated carrier frequency, carrier phase, and symbol timing at
the receiver, on the one hand, and their corresponding counterparts at the transmitter,
on the other. Modulation was discussed in Chapter 3.

Figure 4.1 shows the block diagram of a basic TDMA link. The source signal (e.g.,
speech signal) is known to contain redundant information. With the efficient utilization
of channel bandwidth as a primary objective of wireless communications, the transmit-
ter begins by sampling the incoming speech signal, followed by encoding the signal
through a process designed to remove as much of the natural redundancy in the speech
signal as possible without compromising the ability of the receiver to provide a high-
quality reproduction of the original signal. The next functional block in the transmitter
is a channel encoder, whose function is to introduce controlled redundancy into the

speech-encoded signal to provide protection against channel noise. The channel
encoder fulfills this function by making the controlled redundancy known to the
receiver. One other important point to take into acc0unt is that a wireless channel dis-

tinguishes itself from other communication channels (e.g., an ordinary telephone chan-
nel) by its tendency to produce errors in the form of bursts, attributed to deep fades,
which degrade receiver performance. To mitigate this particular channel impairment,
an interleaver is included in the transmitter for the purpose of pseudorandomizing the

order of the binary symbols in the channel-encoded signal in a deterministic manner.
As with the controlled redundancy introduced by the channel encoder, the pseudoran-

domization introduced by the interleaver is also known to the receiver. The next func—
tional block in the transmitter is a packetizer, whose function is to convert the encoded

and interleaved sequence of digitized speech data into successive packets, each of which
occupies a significant portion of a frame. Each frame also includes a synchronization
informatiombearing signal, the purpose of which is to synchronize the timing opera-
tions in the receiver with the corresponding ones in the transmitter. The remainder of

the frame is occupied by a probing signal, whose function, as the name implies, is to
probe the channel and thereby make it possible to estimate the unknown impulse
response of the channel on a frame-by-frarne basis. With the estimate of the channel
impulse response at hand, equalization of the channel at the receiving end of the link is
made possible. The final functional block of the transmitter is used to modulate the
packetized speech data onto a sinusoidal carrier for transmission over the channel.

As indicated in the figure, the receiver consists of a cascade of the following
blocks: a quadrature demodulator, a baseband processor for channel estimation and
equalization, a deinterleaver, a channel decoder, a speech decoder, and a reconstruc-
tion (low-pass) filter. The individual functions of these blocks are to reverse the
corresponding operations performed by the channel and the transmitter. The quadra—
ture demodulator converts the received RF signal into its baseband form without any

loss of information; this conversion permits the use of digital signal-processing tools.
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FEGURE 4.1 Block diagram of a basic TDMA link; the shaded arrow indicates a complex
signal with real and imaginary parts.

The baseband processor operates on the resulting complex baseband signal to perform

two functions: estimating the unknown channel impulse response, and using the esti—

mate obtained to reverse the convolution performed on the transmitted signal by the

channel (Le, channel equaiization). The resulting output is then deinrerleaved, channel
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decoded, source decoded, and, finally, low-pass filtered. In this way, an estimate of the

original speech signal is delivered to a mobile user at the receiver output. Note that
the shaded arrow connecting the baseband processor and the quadrature demodulator
indicates the transmission of complex baseband signals (i.e., signals with real and

imaginary parts).

From the block diagram of Fig. 4.1 for a basic TDMA link, it is apparent that the

use of digital wireless communications requires a considerable amount of electronic
circuitry. Fortunately, nowadays electronics are inexpensive, due to the ever-increasing
availability of very large-scale integrated (VLSI) circuits in the form of silicon chips.
Thus, although cost considerations used to be a factor in selecting analog wireless com-
munications over digital wireless communications, that is no longer the case today.

The chapter is organized as follows. Section 4.2 reviews the sampling process,
which is the first step in the digitization of an analog signal (e.g., speech signal), fol-

lowed by rationale for the use of source and channel coding techniques in Section 4.3.
The stage is then set for a review of Shannonjs information theory, which provides the
mathematical foundation for the various signal—processing operations embodied in the

TDMA link of Fig. 4.1. Section 4.5 discusses speech—coding techniques that are of par-
ticular interest in wireless communications. Sections 4.6 through 4.13 examine channel-

coding and Turbo-coding techniques, including several related issues that are pertinent
to wireless communications. Section 4.14 discusses partial-response modulation. This is

followed by the treatment of channel estimation/equalization in Section 4.15. At that
point in the chapter, the stage is set for a description of TDMA in Section 4.16. Finally,
Sections 4.17 through 4.19 discuss three theme examples: the global system of mobile
(GSM) communications; joint equalization-decoding in the receiver; and random
access techniques, in that order. The chapter draws to a conclusion in Section 4.17.

4.2 SAMPLING

We started our introductory discussion of the basic TDMA link of Fig. 4.1 by considering

the sampling process, which is basic to the digital representation of all analog signals,
including speech. The purpose of sampling is to convert an analog information-bearing
signal, without significant loss of information, into a corresponding sequence of samples
that are usually spaced uniformly in time. For such a process to have practical utility, it is
necessary that we choose the sampling rate properly, so that the sequence of samples
uniquely defines the original signal, which, in turn, enables the original signal to be
reconstructed from the sequence of samples. This is the essence of the sampling theorem.

A derivation of the sampling theorem follows from the Fourier transform that pro—
vides a mathematical link between the tirne- and frequency-domain descriptions of an

analog signal. In light of the derivation, presented in Appendix A, we may state the sam-
pltng theorem for strictly band-limited signals of finite energy in two equivalent parts:

1. A band-limited signal offinite energy that has no frequency components greater

than W hertz is completely described by specifying the values of the signal at

instants of time separated by I/2W seconds.
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2. A band—limited signal offinite energy that has no frequency components higher

than W hertz may be completely recovered from a knowledge of its samples taken

at the rate of 1/2 W samples per second.

Part 1 of the sampling theorem applies to the transmitter, while Part 2 applies to the

receiver. The sampling rate of 2W samples per second for a signal bandwidth of W

hertz is called the Nyquist rate; its reciprocal, ltZW (measured in seconds), is called the

Nyquist interval.

The statement of the sampling theorem, as presented herein, is based on the

assmnptiOn that the information-bearing signal m(t) is strictly band limited. 'In practice,

however, m(t) is not strictly band limited, with the result that some degree of undersarn-

pling is encountered. Consequently, some aliasing is produced by the sampling process,

resulting in (hopefully) only a minor loss of information. Aliasing refers to the phenome-

non of a high-frequency component in the spectrum of the signal m(t) seemingly taking on
the identity of a lower frequency in the spectrum of the sampled version of the signal, as

illustrated in Fig. 4.2. The aliased spectrum, shown by the solid curve in Fig. 4.2(b), pep

tains to an undersarnpled version of the signal represented by the spectrum of Fig. 4.2(a).

To combat the effects of aliasing in practice, we use two corrective measures:

1. Prior to sampling, a low—pass antialinsing filter is used to attenuate high~frequency

components of the signal m(t) that are not essential to the information being

conveyed.

2. The output of the low—pass filter is sampled at a rate slightly higher than the

Nyquist rate, which has the beneficial effect of easing the design of the recon-

struction filter used to recover the original signal in the reeeiver.

M(f )

M(0)

  
FIGURE 4.2 (3) Spectrum of a message signal band limited to —Wst W.
(b) Spectrum of the corresponding sampled version of the signal for a sampling ratefs < 2W.
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For example, the spectrum of a speech signal extends well into the kilohertz region.
However, insofar as telephonic communication is concerned, limiting the spectrum of

the speech signal to about 3.1 kHz is adequate for such an application. Thus, to cater to
corrective measure 1, the customary practice is to pass the speech signal through a

low~pass filter with a cutoff frequency equal to 3.1 kHz. To cater to corrective measure
2, the filtered speech signal is sampled at a rate equal to 8 kHz, which is slightly larger
than the Nyquist rate of 2 X 3.1 = 6.2 kHz. Indeed, the sampling rate of 8 kHz is the
international standard for the sampling of speech signals.

4.3 WHY FOLLOW SAMPLING WITH CODING?

An analog signal (e.g., a speech signal) has a continuous range of amplitudes; there-
fore, its samples will have a continuous amplitude range, too. In other words, within
the amplitude range of the signal, we find an infinite number of possible amplitude
levels. However, recognizing that any human sense (e.g., the ear) can detect only finite
intensity differences, we may approximate the analog signal by its quantized version,
which is constructed of discrete amplitudes selected from an available set on a mini-
mum—error basis. This approximation process is called quantization, and, unlike the

sampling process, it is not reversible. In any event, with the combined use of sampling
and quantization at our disposal, the specification of the analog signal becomes limited
to a discrete set of valuesfdiscrete in both time and amplitude. Unfortunately, such a
set is not in the form best suited for transmission over a wireless channel. Rather, to

facilitate the transmission in an efficient manner, we require the use of an encoding

process that translates the discrete set of sample values to a more appropriate form. In
this context, the use of a binary code (with two symbols, namely, 0 and 1) offers the
maximum benefit over the effects of channel noise on the signal. Thus, by sampling,

quantizing, and encoding the analog signal, in that order, we end up with a digital rep-
resentation of the signal in binary form.

However, with a code word of n binary symbols used to represent each sample of

the analog signal, the digital representation of the analog signal requires an expansion
of the channel bandwidth by a factor of n. This requirement imposes a new burden on

the design of the wireless communication system. To lessen the burden, we recognize
that when a speech signal, for example, is sampled at a rate slightly higher than the
Nyquist rate, the resulting sampled signal is found to exhibit a high degree of correla-
tion between adjacent samples. The meaning of this correlation is that the speech sig-
nal does not change rapidly from one sample to the next; the result is that the encoded
version of the signal contains redundant information. Accordingly, not all of the sym-
bols resulting from the encoding process are essential to the transmission of informa-
tion over the wireless channel. By removing the redundant elements before encoding,

we obtain a more efficient coded signal. The operation of redundancy removal, called

source coding, has the net effect of reducing the channel bandwidth required to trans—

mit the speech signal over the wireless channel.
The use of an encoded version of the speech signal has another beneficial effect: It

offers the potential for mitigating the effects of channel noise on the signal. In particular,
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through the use of. channel coding as a follow-up to source coding, a wireless communi-

cation system is capable of correcting transmission errors incurred in transporting the

information-bearing signal from the source at the transmitter input to the sink (user) at
the receiver output.

The efficient implementation of coding systems relies on digital signal-processing

technology in the form of silicon chips. Interestingly enough. it is this same enabling

technology that has made it possible to build time-division multiple-access systems

and incorporate source-coding and channel-coding techniques so as to realize the fol-

lowing two practical objectives of wireless communications in a cost—effective manner:

0 Efficient transmission of an information—bearing signal across a wireless channel

0 Reliable delivery of the signal to its destination

4.4 SHANNON'S INFORMATION THEORY

4.4.1 Source-Coding Theorem

Page 205 of 474

In a classic paper published in 1948, Claude Shannon laid down the mathematical

foundation of communication, which has survived the test of time. In basic terms,

Shannon‘s information theory addresses two issues of practical importance: the effi-

cient encoding of a source signal and its reliable transmission over a noisy channel.

Both issues are of fundamental importance to the study of wireless communications.

In what follows, we briefly review the underpinnings of information theory.

1

The source-coding theorem is motivated by two facts:

- A common characteristic of information-bearing signals generated by physical

sources (e.g., speech signals) is that, in their natural form, they contain a certain
amOunt of information that is redundant, the transmission of which is wasteful of

primary communication resources. namely, transmit power and channel band-
width.

0 For efi’icienl signal transmission, the redundant information should be removed

from the information-bearing signal prior to transmissioa.

In its simplest form, the source-coding theorem may be stated as follows:

Given a discrete memoryless source characterized by a certain amount of entropy,

the average code-word length for a distortionless source-encoding scheme is upper

bounded by the entropy.

In information theory, entropy is a measure of the average information content per

symbol emitted by the source. According to the source-coding theorem, entropy repre-

sents a fundamental limit on the average number of bits per source symbol necessary

to represent a discrete memoryless source, in that that number can be made as small as,

but no smaller than, the entropy of the source. We may thus express the efficiency of a
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source encoder as

ll = —c (4.1)

where H(S) is the entropy of the source with source alphabet S and E is the average
number of bits per symbol used in the source-encoding process. Entropy is itself
defined by

HtS) = Z pilogzlpi] (42)

where pk is the probability that a certain symbol sk is emitted by the source. With the

base of the logarithm in this definition equal to 2, the entropy is measured in bits, a
basic unit of information.

4.4.2 Channel-Coding Theorem

Another practical reality is the inevitable presence of channel noise, which pro-
duces errors between the output and input data sequences of a digital communica—

tion system. For a wireless communication channel, the probability of error may

exceed 10—1, which means that (on the average) only 9 out of 10 transmitted sym-
bols are received correctly. For many applications, this level of reliability is unac-

ceptable. To achieve reliable communication over a noisy wireless channel, we
resort to the use of channel coding, which consists of mapping an incoming data

sequence into an output data sequence in such a way that the overall effect of chan-
nel noise on the system is minimized. The mapping operation performed in the

transmitter is accomplished by a channel encoder, and the inverse mapping opera-

tion performed in the receiver is accomplished by a channel decoder. The channel
encoder and channel decoder are both under the designer’s control, with the objec—

tive of optimizing the overall reliability of the wireless communication system. The

approach taken to realize this objective is to purposely introduce redundancy in the
channel encoder so as to reconstruct the original data sequence as accurately as

possible. Thus, in a rather loose sense, we may View channel coding as the dual of

source coding, in that the former introduces controlled redundancy to improve data
transmission reliability, whereas the latter reduces natural redundancy to improve

data transmission efficiency.

In a theoretical context, a concept basic to channel coding is that of channel

capacity, which, for a discrete memoryless channel, represents the maximum amount

of information that can be transmitted per channel use. The channel-coding theorem

may be stated as follows:

If a discrete memoryless channel has capacity C and a source generates informa»
tion at a rate less than C, then there exists a coding technique such that the output

of the source may be transmitted over the channel with an arbitrarily low probabil-

ity of symbol error.
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The channel-coding theorem thus specifies the channel capacity C as a fundamental

limit on the rate at which the transmission of reliable (error-tree) messages can take

place over a discrete, memoryless noisy channel.

Consider the case of a block code, in which an incoming message sequence is

subdivided into sequentiai blocks A: bits long and each k-hit biock is mapped into a

new n-bit block with n > k. The number of redundant bits added by the channel
encoder to each transmitted block is n —k bits. The ratio k/n is called the code rate.

Using r to denote the code rate, we may thus write

r = ’5 (4.3)n

where, of course, r is always less than unity. For a prescribed block length k, the code

rate r (and therefore the system’s coding efficiency) approaches zero as the encoded

block length it approaches infinity.

The most unsatisfactory feature of the channel-coding theorem, however, is its

nonconstructive nature. The theorem asserts the existence of good codes, but does not

tell us how to find them. By good codes, we mean families of channei codes that are

capable of providing reliable transmission of information (i.e., with an arbitrarily smali

probability of symbol error) over a noisy channel of interest at bit rates up to a maxi-

mum value less than'the capacity of that channel. The construction of good codes is

taken up in Sections 4.6 through 4.9.

4.4.3 Information Capacity Theorem

The source-coding theorem focuses on the efficient mapping of a source sequence. The

channel-coding theorem focuses on the reliable transmission of a sequence over a

noisy channel. Shannon‘s third theorem, the information capacity theorem, brings out

the trade-off between channei bandwidth and signal-to~noise ratio at the channel out-

put in the most insightful way.

Consider, then, the idealized setting of a discrete-time, memoryless, Gaussian

channel, the output of which is described by the signal—to-noise ratio P/02,where P is the
average transmitted power and 0‘2 is the variance of the zero«mean Gaussian-distributed
channei noise. Let B denote the channel bandwidth, measured in hertz, and C denote

the corresponding channei capacity, measured in bits per second. Then, according to the

celebrated information capacity theorem, we may express the informatiOn capacity as

C = Blog2(1 + £2] bits/s (4.4)O-

The information capacity theorem is one of the most remarkabie results of information

theory, for, in a single formula, it highlights most vividly the interplay among three key

system parameters: channel bandwidth, average transmitted power, and channel noise

variance cr2 = NGB, where N0/2 is the (two-sided) power spectrai density of the additive
channei noise. More specifically, the dependence of information capacity C on the

channei bandwidth is linear, whereas its dependence on the signal-to-noise ratio P/cr2 is
logarithmic. Accordingly, it is easier to increase the information capacity of a wireless
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channel by expanding its bandwidth than increasing the average transmitted power,
for a prescribed noise spectral density.

Equation (4.4) applies to a single-input, single-output channel. Extension of the
information capacity theorem to multiple—input, multiple-output channels is discussed
in Chapter 6.

4.4.4 Rate Distortion Theory

According to the source-coding theorem, for a discrete memoryless source, the aver-
age code-word length must be as large as the source entropy in order to represent the
source perfectly. However, in many practical situations, there are constraints that force
the source coding to be imperfect, thereby giving rise to unavoidable distortion. In sit—
uations of this kind, we speak of source coding with a fidelity criterion. The branch of
information theory that deals with this criterion is referred to as rate distortion theory,
which finds applications in two types of situations:

1. Source coding, wherein the permitted alphabet of the source code cannot rep-
resent the source output exactly, thereby forcing us to put up with lossy data
compression.

2. Information transmission, which is required at a rate greater than the permissible
channel capacity.

We may therefore view rate distortion theory as a natural extension of the source—
coding and channelwcoding theorems.

In the context of lossy data compression, we may think of a device that supplies a
code with the least number of symbols for the representation of the source output,

subject to an acceptable distortion. The data compressor thus retains the essential
information content of the source output by blurring fine details in a deliberate, but

controlled, manner. The data compression is lossy, in the sense that the source entropy

is reduced. In an analog system, an example of lossy compression would be removing

the frequency content of a voice signal above 3.1 kHz for a telephone call.
The entropy of an analog source is infinite by virtue of the fact that, in theory, its

amplitude may occupy an infinitely large range. Hence, encoding of the source output
at a finite rate will necessitate the use of a signal compression code. Stated another way,
regardless of the sampling rate, it is impossible to digitally encode an analog signal
with a finite number of bits without producing some distortion (i.e., loss of informa-

tion). In addition to sampling, the digital representation of the analog signal involves
the process of quantization, whereby the amplitude of each sample is rounded off to
the nearest level selected from a finite set of levels.

Various types of quantizers have been proposed in the literature. However,
insofar as speech is concerned—a matter that is of primary concern in wireless
communications—vector quantizers are of special interest because of their improved

signal-to-quantization noise ratio. A distinctive feature of this class of quantizers is
that each block of consecutive samples of the speech signal is treated as a single entity,

namely, a vector. The essential operation in a vector quantizer is the quantization of a
random vector of samples by encoding it as a binary code word. The encoding is
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accomplished by comparing the vector with a codebook consisting of a set of stored

reference vectors known as code vectors or patterns. Each pattern in the codebook is

used to represent input vectors that are identified by the encoder as similar to the

particular pattern, Subject to the maximization of an appropriate fidelity criterion.

The encoding process in a vector quantizer may thus be viewed as a pattern-matching
operation. The code-excited linear predictive encoder, considered in the next section,

is an example of a vector quantizer.

4.5 S?EECH coan2

A recurrent theme in the design of digital wireless communication systems is the effi-

cient utilization of the allotted spectrum. With this important objective in mind, digital

wireless communication systems rely on the use of speech coding to remove almost all

of the natural redundancy inherent in a speech signai, while maintaining a high-quality

reproduction of the original signal on decoding. The most common approach to speech

coding is to use a linear predictive coding (LPC) approach in one form or another. As

the name implies linear prediction is basic to this approach—hence the devotion of

Subsection 4.5.i to the essence of this operation. Subsections 4.5.2 and 4.5.3 discuss two

extensions of linear prediction, namely, multipulse excited LPC and code-excited LPC.

4.5.1 Linear Prediction

One of the most celebrated problems in signal processing is that of predicting the

present (or future) value of a discrete—time signal, given a set of past samples of the

signal. In so doing. We have a powerful approach for buiiding a predictive model for

the underlying dynamics responsible for the generation of the signal. The smaller the

prediction error in a statistical sense, the more reliable the model will be. The predic-

tion error is defined as the difference between the actuai future value of the signal and

the predicted value produced by the model.

To be specific, consider a discrete-time signal represented by the set of samples

x(t), x(t — TS)....,x(t - NT5), where TS denotes the sampling period. The sampling rate f3

is related to the sampiing period as f, = 1/ TS. In the one-step form of linear prediction,

the requirement is to estimate the present value of the signal x0), given the N past

samples x(t w T5), x(t w 2T5),...,x(t —NTS). Let 5cm denote the output of the predictive

model. In linear prediction, 5dr) is expressed as a linear combination of the N past

samples via the formula
N

to) Z anxflenTS
11:1 '

T
=ax

(4.5)

where the superscript T denotes matrix transposition and the N—by-l signal vector x

and parameter vector 3 are, respectively,

x = [x(t-TS),x(t—2TS), ...,x(t—~NTS)}T (4.6)
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FIGURE 4.3 Structure of the FIR (i.e., tapped-delay-line) predictor.

and

T

a = [a1, a2, ..., aN] (4.7)

The parameters a1, a2, ..., aN in effect define the N degrees of freedom available to us
in designing the predictive model. Equation (4.5) readily suggests the tapped-delay-

line (TDL) or finite-duration impulse (FIR) filter, shown in Fig. 4.3 as the structure for

the predictive model.

The key question is: how do we determine the filter coefficients? To answer this

question, we need a statistical criterion for optimizing the design of the filter. A crite—

rion widely used in practice is the mean-square—ermr (MSE) criterion, defined by

MSE = E[(x(t)—5r(t))2] (48)

where E denotes the statistical expectation operator and the difference x(t) — 5c(t)

stands for the prediction error. It turns out that if x(t) is the sample value of a stationary

random process, then the optimum value of the parameter vector at is given by

a = Rglr (4-9)

where the N—by-N matrix R is the correlaticm matrix of the tap inputs of the predic-

tive model and the N—by-l vector 1' has as its elements the autocorrelation of the input

signal x(t) for lags TS, 2T5,” NT? The symbol 11—1 in Eq. (4.9) stands for the inverse of
the correlation matrix. (Note the similarity between a linear predictor exemplified by

Eq. (4.9) and a smoothing filter defined by Eq. (3.89).)

If, however, the physical process responsible for the generation of the signal x(t)

is nonstationary (i.e., its statistics vary with time), then we require the use of an adap-

tive procedure whereby the model parameters are allowed to vary with time. A brief

discussion of adaptive filtering algorithms is presented in Appendix E.

4.5.2 Multipulse Excited LPC

This form of speech coding exploits the principle of analysis by synthesis, which means

that the encoder includes a replica of the decoder in its design. Specifically, the

encoder consists of three main parts, as indicated in Fig. 4.4(a):
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FIGURE 4.4 MuZtipulse excited iinear predictive codec. (a) Encoder. (h) Decoder whose
input (the received signal) consists of quantized filter parameters (signified by lighter arrows)
and quantized excitation, as produced by the generator.

A synthesis filter, for the predictive modeling of speech. This may consist of an
all—poie filter (i.e., a linear filter whose transfer function has poles only), which is

designed to model the short-term spectral envelope of speech. The term “short-

terrn” refers to the fact that the filter parameters are computed on the basis of

predicting the present sample of the speech signai from 8 to 16 previous samples.
The synthesis fiiter may aiso include a i0ng-term predictor for modeling the fine

structure of the speech spectrum. In such a case, the longuterm predictor is con-

nected in cascade with the short~terin predictor. In any event, the function of the

synthesis filter is to produce a synthetic version of the original speech that is con-
figured to be of high quality.

An excitation generator, for producing the excitation applied to the synthesis
filter. The excitation consists of a definite number of pulses every 5 to 15 ms.

The amplitudes and positions of the individual pulses are adjustable.

Error minimization, for optimizing the perceptuaily weighted error between the
original speech and the synthesized speech. The aim of this minimization is to

optimize the amplitudes and positions of the puises used in the excitation. Typi—
cally, a mean-square-error criterion (i.e., the mean—square value of the difference

between an actual sample of the speech signal and its predicted value) is used for
the minimization.
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Thus, as Shown in Fig. 4.4(a), the three parts of the encoder form a closed-loop optimi-

zation procedure, which permits the encoder to operate at a bit rate below 16 kb/s
while maintaining high-quality speech on reconstruction.

The encoding procedure itself has two main steps:

1. The free parameters of the synthesis filter are computed with the use of the

actual speech samples as input. This computation is performed outside the opti-

mization loop over a period of 10 to 30 ms, during which the speech signal is

treated as pseudostationary.

2. The optimum excitation for the synthesis filter is computed by minimizing the

perceptually weighted error with the loop closed, as in Fig. 4.4(a).

Thus, the speech samples are divided into frames (10 to 30 ms long) for computing the

filter parameters, and each frame is divided further into subfmmes (5 to 15 ms long)

for optimizing the excitation. The quantized filter parameters and quantized excitation
constitute the transmitted signal.

Note that by first permitting the filter parameters to vary from one frame to the

next and then permitting the excitation to vary from one subframe to the next, the

encoder is able to track the nonstationary behavior of speech, albeit on a batch-by-
batch basis.

The decoder, located in the receiver, consists simply of two parts: the excitation

generator and the synthesis filter, as shown in Fig. 4.4(b). These two parts are identical

to the corresponding ones in the encoder. The function of the decoder is to use the

received signal to produce a synthetic version of the original speech signal. This is

achieved by passing the decoded excitation through the synthesis filter, whose param—

eters are set equal to those in the encoder.

To reduce the computational complexity of the codec (a contraction of coder/

decoder), the intervals between the individual pulses in the excitation are constrained

to assume a common value. The resulting analysis-by-synthesis codec is said to have a

regular-pulse excitation.

4.5.3 Code-Excited LPC

Figure 4.5 shows the block diagram of the code-excited LPC, commonly referred to as

CELP, which provides another method for speech coding. The distinguishing feature

of CELP is the use of a predetermined codebook of stochastic (zero-mean white Gaus-

sian) vectors as the source of excitation for the synthesis filter. The synthesis filter itself

consists of two all-pole filters connected in cascade. One filter performs short—term

prediction and the other performs long-term prediction.

As with the multipulse excited LPC, the free parameters of the synthesis filter are

computed first, using the actual speech samples as input. Next, the choice of a particular

vector (code) stored in the excitation codebook and the gain factor G in Fig. 4.5 is opti-

mized by minimizing the average power of the perceptually weighted error between the

original speech and the synthesized speech (i.e., the output of the synthesis filter). The

address of the random vector selected from the codebook and the corresponding quan-

tized gain factor, together with the quantized filter parameters, constitute the transmitted
signal.
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Minimization of
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FIGURE 4.5 Encoder of the code—excited linear predictive codec (CELP). The transmitted
signal consists of the address of the code selected from the codebook, the quantized gain
factor G, and quantized filter parameters.

An identical copy of the codebook is made available to the decoder, and likewise

for the synthesis filter. Hence, given the received signal, the decoder is able to parame-

terize its own synthesis filter and determine the appropriate excitation for the synthe-

sis filter, thereby producing a synthetic version of the original speech signal.

CELP is capable of producing good—quality speech at bit rates below 8 kb/s.

However, its computational complexity is intensive, because of the exhaustive search

it makes of the excitation codebook. In particular, the weighted synthesized speech in

the encoder has to be computed for ali the entries in the codebook and then compared

with the weighted original speech. Nevertheless, real-time implementation of CELP

codecs has been made possible by virtue of advances in digital signal processing and

VLSI technology.

4.6 ERROR-CONTROL CODING3

The next function to be addressed in the basic TDMA link of Fig. 4.1 is that of channel

coding. There are two broadly defined categories of error-control coding techniques to
be considered for this function:

1. Forward error-correction (FEC) codes, which rely on the controlled use of redun~

dancy in the transmitted code word for both the detection and correction of

errors incurred during the course of transmission over a noisy channei. irrespeca

tive of whether the decoding of the received (noisy) code word is successful, no

further processing is performed at the receiver. Accordingly, channel-coding

techniques suitable for FEC require only a one-way link between the transmitter
and the receiver.

2. Automatic-repeat request (ARQ) schemes, which use redundancy merely for the

purpose of error detection. Upon the detection of an error in a transmitted code

word, the receiver requests a repeat transmission of the word in question,

thereby necessitating the use of a return path (1e, feedback channel).
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Unfortunately, the need to retransmit a code word introduces latency into the opera-

tion of the system, making the use of ARQ unsuitable for speech communications by

wireless, which requires information transmission in real time. As for data, the ARQ

technique is closely related to link-layer functions to be described in Chapter 7 and
will therefore not be discussed here further.

Historically, FEC codes have been classified into block codes and convolutional

codes. The distinguishing feature of this particular classification is the presence or
absence of memory in the encoders for the two codes.

As mentioned in Section 4.1, to generate an (mic) block code, the channel
encoder accepts information in successive k-bit blocks and, to each block, adds rt — k

redundant bits that are algebraically related to the k message bits, thereby produc-

ing an overall encoded block of :1 bits, where n > k. The channel encoder produces
bits at the rate R0 = (n/k)R‘,, where R3 is the bit rate of the information source and

r = k/n is the code rate. The bit rate RU, coming out of the encoder, is called the chan—

nel data rate. The code rate is a dimensionless ratio, whereas the data rate produced

by the source and the channel data rate are both measured in bits per second.

In a convolutional code, the encoding operation may be viewed as the discrete-

time convolution of the input sequence with the impulse response of the encoder. The

duration of the impulse response equals the memory of the encoder. Accordingly, the

encoder for a convolutional code operates on the incoming message sequence, using a

“sliding window” equal in duration to its own memory. This, in turn, means that in a

convolutional code. as opposed to what happens in a block code, the channel encoder

accepts message bits as a continuous sequence and generates a continuous sequence of
encoded hits at a higher rate.

Both linear block codes and convolutional codes find applications in wireless
communication systems. In the next section, we discuss convolutional codes for which

there exist powerful decoding schemes that are, in theory, capable of achieving opti-

mal performance. In Section 4.12, we discuss an equally powerful class of linear block
codes known as turbo codes.

4.6.1 Cyclic Redundancy Check Codes

An an example of a linear block code, we consider cyclic codes, which have the prop-
erty that any cyclic shift of a code word in the code is also a code word. Cyclic codes
are extremely well suited for error detection. We make this statement for two reasons:

first, cyclic codes can be designed to detect many combinations of likely errors; sec-

ond, the implementation of both encoding and error-detecting circuits is very simple

with cyclic codes. It is for these reasons that many of the errorudetecting codes used in
practice are of the cyclic-code variety. A cyclic code used for error detection is referred
to as a cyclic redundancy check (CR C) code.

We define an error burst of length B in an 11-bit received word as a contiguous
sequence of B bits in which the first and last bits or any number of intermediate bits are

received in error. Binary (mic) CRC codes are capable of detecting the following error
patterns:
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TABLE 4.1 CRC Codes.

 Code Generator Polynomial, g(X) r1 —— k

CRC-lZ code 1 + D + D2 +_ o3 + D” + 1312 12
CRC~16 code (USA) 1 + .92 + .013 + D"? 16
CRCITU code 1 + 05 + D12 + .o'6 16

1. Ali error bursts of length n — k or iess.

2. A fraptioln 05 error bursts of length equal to n. wk+1; the fraction equals1 — 2“ n " ‘ ‘“ .

3. A fragtiog of) error bursts of length greater than n wk+ 1; the fraction equals1 — 2* n _ ’1 .

4. All combinations of dmin — l (or fewer) errors, where dmin is the minimum dis-
tance that defines the error-correcting capability of the code.

5. All error patterns with an odd number of errors if the generator polynomial g(D) for

the code has an even number of nonzero coefficients, where D denotes a unit-delay

operator; the generator polynomial of a code is responsible for generating all the

code words in the code in response to the incoming information bits.

The issues of generator polynomial and minimum distance are discussed in greater

detail later in the chapter.

Tabie 4.1 presents the generator polynomials of three CRC codes that have

become international standards. All three codes contain 1 + D as a prime factor. The
CRC~12 code is used for 6«bit characters, and the other two codes are used for 8-bit char-

acters. CRC codes provide a powerful method of error detection for use in automatic-

repeat request (ARQ) strategies.

4.7 CONVOLUTIONAL CODES

As already mentioned, the encoder in block coding accepts a k—bit message block and

generates an n—bit code word. Thus, code words are produced on a block-by-block

basis. Ciearly, a provision must be made in the encoder to bufifer an entire message

block before generating the associated code word. There are applications, however, in

which the message bits come in serially rather than in large blocks, in which case the

use of a buffer may be undesirable. In such situations, the use of convolutionat' coding

may be the preferred method. A convolutionai coder generates redundant bits by

using modulo-2 convolutions——hence the name of the coder.

The encoder of a binary convolutional code with rate 1m, measured in bits per sym-

bol, may be viewed as a finite-state machine (FSM) that consists of an M-stage shift regis-

ter with prescribed connections to n modulo-2 adders and a multiplexer that serializes

the outputs of the adders. An L-bit message sequence produces a coded output sequence

of length 1201. + M) bits. The code rate of the convolutional code is therefore given by

LI" :

n(L+M)
bits/symbol (4.10)
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Typically, L >> M. Hence, the code rate reduces to

r z 1 bits/symbol (4.11)I’l

The constraint length of a convolutional code, expressed in terms of message bits, is

defined as the number of shifts over which a single message bit can influence the

encoder output. In an encoder with an M-stage shift register, the memory of the

encoder equals M message bits, and K = M + 1 shifts are required for a message bit to

enter the shift register and finally come out. Hence, the constraint length of the
encoder is K.

Figure 4.6 shows a convolutional encoder with n = 2 and K = 3. Hence, the code

rate of this encoder is 1/2. The encoder operates on the incoming message sequence,

one bit at a time. Note that the convolutional code generated by the encoder is nonsys-

teman'c, in that the message bits are transmitted in altered form.

Each path connecting the output to the input of a convolutiona] encoder may be

characterized in terms of its impulse response, defined as the response of that path to a

symbol 1 applied to its input, with each fiip~flop in the encoder set initially in the zero

state. Equivalently, we may characterize each path in terms of a generator polynomial,

defined as the unit-delay transform of the impulse response. To be specific, let the gen-

erator sequence (gg), gal), gal), g5?) denote the impulse response of the ith path,
where the coefficients (gg), ggi), gg), ..., g3?) equal 0 or 1, depending on the connec-
tions in the encoder. Correspondingly, the generator polynomial of the ith path is
defined by

g(i)(D) = gg) + ggi)D +gg)D2 + + ggngM i: l,2,...,n (4.12)

where D denotes the unit-delay variable. The complete convolutional encoder is

described by the set of generator polynomials {gm (D), 3(2) (D), gm (D)} .

Path 2

 
FIGURE 4.6 Convolutional encoder with constraint length 3 and rate UZ.
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EXAMPLE 4.1 Convolutional Code of Constraint Length K e 3

Consider the convolutionai encoder of Fig. 4.6, which has two paths, numbered 1 and 2 for com

venience of reference. The impulse response of path 1 (the lower path) is (1,0,1). Hence, the cor-
responding generator polynomial is given by

g(1}{D) = 1 +1)2

The impulse response of path 2 (the upper path) is (1,1,1). Hence, the corresponding generator
polynomiai is given by

g{2)(D) = 1 +D +132

For, say, the message sequence (10011), we have the polynomial representation

m(D) = 1 +03 +13“

As with Fourier transformation, convolution in the time domain is transformed into multiplica-
tion in the D-domain, which is, of course, performed in a modulo-2 fashion.

The output polynomial of path 1 is given by

emu?) : g(1)(D)m(D)

= (1 +D2)(1+D3+D4)

: 1+D2+D3+D4+D5+D6

From this result, we immediately deduce that the output sequence of path 1 is (1011111). Simi—
larly, the output polynomial of path 2 is given by

2
calm) = g‘ ammtm

= (1+D+D2)(1+D3+D4)

= 1+D+D2+D3+D6

The output sequence of path 2 is therefore (1.111001). Finally, multiplexing the two output
sequences, we get the encoded sequence

c = (11, 10,11, 11, 01, 01,11)

Note that the message sequence of length L = 5 bits produces an encoded sequence of length
n(L +K - 1) = 14 bits. Note also that, for the shift register to be restored to its zero initial
state, a terminating sequence of K m 1 = 2 zeros is appended to the last input bit of the mes-
sage sequence. The terminating sequence of K — 1 zeros is called the tail of the message, or the
flush bits. I

Problem 4.1 In Example 4.1, we determined the encoded sequence c by operating in
the transformed-D domain. Repeat the evaluation of c by operating exclusively in the time
domain. I

To simplify the presentation, we find it convenient to use an octal representa~

tion to describe the generator polynomial of a convolutional code. Specifically, ocral
refers to the value assumed by the generator polynomial g{‘)(D) of Eq. (4.12) when

i
'ir;
'iir>

E
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the unit-delay variable D is set equal to the number 2 and the result is then converted

to base 8. For example, the generator polynomial of the convolutional encoder of

Fig.4.6 is referred to simply as 5 7). For path 1, putting D: 2 in g(1)(D) yields
1 + 22 = 5, and putting D = 2 in g( )(D) for path 2 yields 1 +2 + 22 —7—hence refer-
ence to the convolutional code as (5,7).

4.7.1 Trellis and State Diagrams of Convolutional Codes

To develop an insight into the operation of a convolutional encoder, we can use a

graphic representation known as a trellis. This diagram is so called because a trellis is a

treelike structure with reemerging branches. Figure 4.7 shows the trellis diagram for

the convolutional encoder of Fig. 4.6. The convention used in Fig. 4.7 to distinguish

between input symbols 0 and 1 is as follows. A code branch produced by an input 0 is

drawn as a solid line, Whereas a code branch produced by an input 1 is drawn as a

dashed line. Each input (message) sequence corresponds to a specific path through the

trellis. For example, we readily see from the figure that the message sequence (10011)
produces the encoded output sequence (11, 10, 11, 11, 01), which agrees with the result

of Example 4.1.

A trellis is insightful in that it brings out explicitly the fact that the associated

convolutional encoder is a finite-state machine. We define the state of a convolutional

encoder of rate 1m in terms of the (K , 1) message bits stored in the encoder’s shift reg—

ister. At time j, the portion of the message sequence containing the most recent K bits is
written as mJ, K+ 1, ..., 1, m, , where m is the current bit. The (K — 1)-bit state of the
encoder at time j is therefore written simply as m1: _ K + 2, mj_ K + 1. In the case
of the simple convolutional encoder of Fig. 4.6, we have (K 1): 2. Hence, the state of
this encoder can assume any one of four possible values, as described111 Table 4.2(a).The

trellis contains L + K levels, where L is the length of the incoming message sequence and

K is the constraint length of the code. The levels of the trellis are labeled j:0,1,...,

L + K —1 in Fig. 4.7 for K = 3. Level j is also referred to as the depth j; both terms are

used interchangeably. The first K — 1 levels correspond to the encoder’s departure from

 00
a .——I—.—

‘11 ‘11\1I/\11/\10,_’::\11/0110;GO;\\
\ ll 11 ‘3' 11 \
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FIGURE 4.7 Trellis for the convolutional encoder of Figure 4.6.
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an initial state, and the last K —1 levels correspond to its return to the final state.

Clearly, not all the states can be reached in these two portions of the trellis. However,

in the central portion, for which the level j lies in the range K — 1 S j S L, all the states

of the encoder are reachable. Note that the central portion of the trellis exhibits a

fixed periodic structure.

Problem 4.2 The state diagram provides another graphical representation of a convolu»
tional encoder. This second representation can be derived from the trellis diagram by focusing
on a portion of the trellis from level j to Eevel j + 1, chosen in such a way that all possible states

of the encoder are 'fuily displayed. In the case of the encoder of Fig. 4.6, that requirement is
attained forj 2 2. The state diagram is obtained by coaiescing the left and right nodes of the
portion of the trellis diagram so chosen. The following convention is used in the construction of
the state diagram: A transition from one state to another in response to input 0 is represented
by a solid branch, whereas a transition in response to input 1 is represented by a dashed
branch.

(1) Starting with the trellis diagram of Fig. 4.7, justify the construction of the state diagram
shown in Fig. 4.8.

(2) Derive TabEe 4.2 for the encoder, with part (i) of the table showing the actual states of the

encoder and part (ii) showing the pertinent state transitions.

(3) Starting at state a, corresponding to the all-zero state, walk through the state diagram

of Fig. 4.8 in response to the message sequence (10011). Hence, verify that this
sequence produces the encoded output sequence (11, 10, 11, 11, 01) in agreement with
Example 4.1. I

TAB LE 4.2 The Convolutional Encoder of Figure 4.6. 

(i) State table 

 State Binary Description
a 00
b 10
c 01
d 11 

(ii) Statotransition table 

 

 

Input binary symbol Old state New state Emitted symbol
0 a a 01}

b c 10
c a 1.1
d r: 01

1 a b 11
b d 01
c b 00
d d 10 

i5

i
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FIGURE 4.8 State diagram of the convolutional encoder of Figure 4.6.

4.7.2 Free Distance of a Convolutional Code

The performance of a convolutional code depends not only on the decoding algorithm

used, but also on the error-correction properties of the code. In this context, the most

important single measure of a convolutional code’s ability to combat channel noise is

the free distance, denoted by dfree. To pave the way for the definition of this important

parameter, we need to introduce a couple of related definitions:

' The Hamming weight of a linear code is the number of nonzero elements in the
code vector of the code.

- The Hamming distance between a pair of code vectors is the number of. locations

where their respective elements are different.

On this basis, the free distance of a convolutional code is formally defined as the mini-

mum (Le, smallest) Hamming distance between any two code vectors in the code. The

important point to note here is that a convolutional code with free distance dime can

correct 2‘ errors only if dime is greater than 2:. Stated another way, a convolutional

decoding algorithm will fail if the number of closely spaced errors in the received

sequence exceeds dmeIZ.

The free distance dfree can be determined from the state diagram of the convolu-

tional encoder. Given the introductory nature of this book, the reader is referred

elsewhere4 for this determination. Suffice it to say, however, that the free distance of a
convolutional code depends 0n the constraint length K of the code, as indicated in

Table 4.3. In this table, the free distances of two types of convolutional codes—systematic
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TAB LE 4.3 Maximum Free Distances Attainable with Systematic and Nonsystematic
Convolutional Codes of Rate 1/2. 

 

Constraint

Length K Systematic Nonsystematic

2 3 3
3 It 5
4 4 6
5 5 7
6 6 8
7' 6 1t]
8 7t 10
9 t 12 

T The free distance given here is the best that can be achieved by a systematic
nonrecursive code with rate 112, K 2 8, and generator poiynomials 400, 671
(Claude Berrou, private communication}.
*The free distance for a systematic convolutional code for K = 9 is not knownto the authors.

and nonsystematicmare listed for varying K. In a systematic convolutional code, the
incoming message bits are transmitted in unaltered form; this constraint is removed

from the generation of a nonsystemoric convolutionaf code. The convolutional code

generated by the encoder of Fig. 4.6 is of the nonsystematic kind. An example of a sys—
tematic convolutionai code is presented in Section 4.12.

According to Table 4.3, the nonsysternatic convolutional code of constraint Eength
K: 3, generated by the encoder of Fig. 4.6, has a free distance dfme =5. Hence, this
convolutional code is capabie of correcting up to two errors in the sequence it receives
over a binary symmetric channel, as will be demonstrated later in Example 4.2.

4.8 MAXIMUM—LIKELIHOOD DECODING OF CONVOLUTIONAL CODES

Now that we understand the operation of a convolutional encoder, the next issue to be

considered is the decoding of a convolutional code. To that end, let m denote a mes~

sage vector and c denote the corresponding code vector applied by the encoder to the

input of a discrete memoryiess channel. Let 1' denote the received vector, which may
differ from the transmitted code vector due to channel noise. Given the received vec-

tor r, the decoder is required to make an estimate iii of the message vector. Since there

is a one-to-one correspondence between the message vector in and the code vector c,

the decoder may equivalently produce an estimate 6: of the code vector. We may then
put rt: 2 m if and only if c = 0; otherwise, a decoding error is committed in the

receiver. The decoding rule for choosing the estimate 6 , given the received vector r, is

said to be optimum when the probability ofdecoding error is minimized. For equiprobw
able messages, we may state that the probability of decoding error is minimized if, in

accordance with the maximum likelihood principie, the estimate 6 is chosen to maxi-

mize the log-likelihood function for the receiver. Let p(rlc) denote the conditionai

probability of receiving 1', given that c was sent. Then, by definition, the log—iikelihood
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function equals log p(rlc). The maximum-likelihood decoder or decision rule may now
be stated as follows:

Choose the estimate E for which the (4 13)
log—likelihood function logp(r|c)is maximum

To illustrate, consider the special case of a memoryiess binary symmetric channel in

which both the transmitted code vector c and the received vector r represent binary

sequences, say, of length N. The channel is also characterized by equality of the condi-

tional probabilities p01 and p10, where p01 refers to the receiver making a decision in

favor of symbol 0 when symbol 1 was sent. and p10 refers to the situation in which the

reverse is true. Naturally, the two vectors c and I may differ from each other in some
locations because of errors due to channel noise. Let r be the received code vector, and

E be a candidate code vector. Then, for each 6: , we compute the conditional probability

. a) (4.14) 

which follows from the memoryless property. Correspondingly, the log-likelihood
function for the convolutional decoder is

N

logp(r|é) = 2 logp(ri|&i) (4.15)
t = 1

Let the transition probability be defined as

.f q ._

mile): 1 rtic‘ (4.16)
.l — p if r1. = 6;

Suppose also that the received vector 1' differs from the candidate code vector 6 in

exactly at positions. The number d defines the Hamming distance between vectors r and

6 .Then we may rewrite the log-likelihood function in Eq. (4.15) as

long'lé) = dlogp + (N— d}10s(1 —p)

(4.17)

d10g£fij + N log(1 —p)
In general, the probability of an error occurring is low enough for us to assume that

p < 1/2. We also recognize that Nlog(1 —p) is a constant for all i: . Accordingly, we

may restate the maximum-likelihood decoding rule for the binary symmetric chan—
nel as follows:

Choose the estimate E that mtminizes the Hamming distance d (4 18)
between the candidate code vector E and the received vector r.
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That is, for a binary symmetric channel, the maximum-likelihood decoder reduces to a

minimum-distance decoder. In such a decoder, the received vector r is compared with

each possible candidate code vector 6 , and the particular one closest to r is chosen as
an estimate of the transmitted code vector. The term “closest” is used in the sense of

minimum number of differing binary symbols between the code vectors f: and r—that

is, the Hamming distance between them.

4.9 THE VITERBI ALGORITHMS

Page 223 of 474

The equivalence between maximumdikelihood decoding and minimum—distance

decoding for a binary symmetric channel implies that we may use a trellis to decode

the sequence received over a binary symmetric channel in response to the transmis-

sion of a convolutionally encoded sequence characterized by that trellis. For a given

convolutional code, the decoding is performed by choosing the particular path in the

trellis whose coded sequence differs from the received sequence in the fewest num-

ber of places. The search procedure through the trellis of a convolutional code for

maximum-likelihood decoding of the received sequence is a dynamic programming

problem. The standard approach to solving this problem in coding applications is
known as the Virerbi algorithm.

The Viterbi algorithm operates by computing a metric (i.e., a measure) for dis—

crepancy for every possible path in the trellis. The metric for a particular path is

defined as the Hamming distance between the coded sequence represented by that

path and the received sequence. Thus, for each node (state) in the trellis of the

encoder, the algorithm compares the two paths entering that particular node. The path

with the lower metric is retained, and the other path is discarded. This computation is

repeated for every level j of the trellis in the range M S j 5 L, where M: K e 1 is the

encoder’s memory and L is the length of the incoming message sequence. The paths

that are retained by the algorithm are called survivor paths or active paths. For a con-

volutional code of constraint length K, no more than 2K “1 survivor paths and their
metrics will be stored. This list of ZK‘1 paths is always guaranteed to contain the
maximum-likelihood choicewthat is, a binary sequence closest to the transmitted

sequence in Euclidean distance.

A summary of the Viterbi algorithm is presented in Table 4.4; its application is

best illustrated by way of an example that follows the table.

TABLE 4.4 Summary of the Viterbi Algorithm. 

Initialization

Label the states of the trellis from tOp to bottom as shown in Fig.T.1. Label the leftmost column of the trelw
lis as timej = 0. Initialize the cumulative path metric to state 5 2 0,1. S 71, at time step 0 tn

J0(’3):{0 runs}on ifs$0

If the encoder produces L bits per transition, then we index the received vector 1' in groups of L bits: that is.

r =(r131,...,r1,L,r2=1,...,r2,L,r3!1,...). We also label the L bits that are output from the encoder on a transition
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TAB LE 4.4 Summary of the Viterbi Algorithm.

State
3‘

 
3(11)’

Levelj:{} j=. j=2

FIGURE T.1 Labeling of trellis states and transitions.

from state q to s as (cq’ssl,cq33‘2,...,cq’ylL) and let dw be the corresponding bits at the input to the encoder for
this transition, as shown in figure. Note that dqs and Cq,s.1 are predetermined by the definition of the code.
Define the survivor path to state s at time 0 to be the empty set, (25 .

Computation step 1' + 1

Letj : 0, 1, 2,..., and suppose that at the previous step j we have done only two things:

‘ Identify all survivor paths. The survivor path to state 5 has the smallest cumulative path metric to
state 3; that is,

Jmm = mgintgtqnhgfltesi}

The smallest cumulative path metric is determined from the cumulative path metrics at the previous
step and the branch metric for the current step. The branch metric at step j +1 from state q to state .5'
is given by

Hj+l(g,s) : Hamming distance{(rj+1,1, ..., Iii-+1: L}, (Eng, 31 1, "'q, 5,1.”

which is the Hamming distance between the received vector in symbol period j + 1 and the symbols
on the trellis branch from state q to s. If there is no trellis branch from state q to s, then

LEI-+1(q,s) = m.
0 For each state, the survivor path and its metric are stored. If q0(s) is the optimal solution to the mini-

mization step, then the surviving path is given by the ordered set

#5141“) = [fiUWOGD’ d€u(5)’ 5')

and its metric is Jj+1(s).

Final Step

Continue the computation until the algorithm completes its forward search through the trellis and therefore
reaches the termination node (i.e., an a11~zero state), at which time it makes a decision on the maximum-
likelihood path. Then, as with a block decoder, the sequence of symbots associated with that path is
released to the destination as the decoded version of the received sequence. In this sense, it is therefore
more correct to refer to the Viterbi algorithm as a maximum-likelihood sequence estimator.
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EXAMPLE 4.2 Decoding of a Received Binary Sequence with
Two Errors

Suppose that the encoder of Fig. 4.6 generates an all~zero sequence that is Sent over a binary

symmetric channel, and that the received sequence is (0100010000 ....) There are two errors in
the received sequence due to noise in the channel: one in the second bit and the other in the

sixth bit. We wish to show that this double-error pattern is correctabie through the application
of the Viterbi decoding aigorithm.

In Fig.4.9, we show the results of applying the aigorithm for level (i.e., time step)
j .—_ 1,2,3,4,5. We see that for j = 2 there are (for the first time) four paths, one for each of the
four states of the encoder. The figure also includes the metric of each path for each level in

the computation.
In the left side of Fig. 4.9, for j = 3 we show the paths entering each of the states, together

With their individual metrics. In the right side of the figure, we show the four survivors that
result from application of the algorithm for level j = 3,4,5.

Examining the four survivors in Fig. 4.9 for j: 5, we see that the all-zero path has the
smallest metric and will remain the path of smallest metric from this point forward. This clearly

shows that the all-zero sequence is the maximum likelihood choice of the Viterbi decoding aigo-

rithm, which agrees exactly with the transmitted sequence. I

Problem 4.3 Suppose that in Example 4.2 the received sequence is (1100010000 ...), which
contains three errors compared to the transmitted alt-zero sequence. This time, show that the

Viterbi algorithm fails to decode the transmitted sequence correctly. That is, a tripie-error pat~

tern is uncorrectahle by the Viterhi algorithm when applied to a convoiutional code of con—
straint length K = 3. (The exception to this rule is a triple—error pattern spread over a time span
longer than one constraint length, in which case it is likely to be correctable.) I

4.9.1 Modifications of the Viterbi Algorithm

Page 225 of 474

In reality, the Viterbi algorithm is a maximum likelihood sequence estimator, which

means that the aigorithm waits untii the entire sequence at the channel output has

been received before making a decision. However, when the received sequence is

very long (near infinite), the storage requirement of the Viterbi algorithm becomes

too high, and some compromises must be made. The approach usually taken is to

“truncate” the path memory of the decoder as described here. A decoding window of.

acceptable length l is specified, and the Viterbi algorithm operates on a correspond»
ing frame of the received sequence, always stopping after 1 steps. A decision is then

made on the “best” path and the symboi associated with the first branch on that path

is released to the user. Next, the decoding window is moved forward one time inter»-

val, and a decision on the next code frame is made, and so on. The decoding deci-

sions made in this way are no longer truly maximum likelihood, but they can be

made almost as good provided that the decoding window .is long enough. Experience

and analysis have shown that satisfactory results are obtained if the decoding With-

dow length l is on the order of 5 times the constraint length K of the convolutionai
code or more.
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FIGURE 4.9 Steps in the Viterbi algorithm for Example 4.2.
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4.10 JNTERLEAVINGG

Previous sections of this chapter have shown us how a digital wireless communication

system can be separated by function into source-coding and channel—coding applica—

tions on the transmitting side and the corresponding inverse functions on the receiving

side. We have also learned how analog signals can be captured in a digital format. The

motivation behind these techniques is to minimiZe the amount of information that has

to be transmitted over the wireless channel. Such minimization has at least two poten-

tial benefits in the two primary resources—transmit power and channel bandwidth—M
available to wireless communications:

1. Reducing the amount of data that must be transmitted, which usually means that

less power has to be transmitted. Power consumption is always a serious concern

for mobile terminals, which are typically battery operated.

2. Reducing the spectral (or radio frequency) resources that are required for satisfao

tory performance. This reduction enables us to increase the number of users who
can share the same, but limited, channel bandwidth.

Moreover, insofar as channel coding is concerned, forward error-correction (FEC)

coding provides a powerful technique for transmitting information-bearing data reli-

ably from a source to a sink across the wireless channel.

However, to obtain the maximum benefit from FEC coding in many wireless

channels, We require an additional technique known as interleaving. The need for this

new technique is justified on the grounds that, in light of the material presented in

Chapter 2, we know that wireless channels have memory due to multipath fading—the

arrival of signals at the receiver via multiple propagation paths of different lengths. Of

particular concern is fast fading, which arises out of reflections from objects in the

local vicinity of the transmitter, the receiver, or both. The term fast refers to the speed

of fluctuations in the received signal due to these reflections, relative to the speeds of

other propagation phenomena. Compared with transmit data rates, even fast fading

can be relatively slow. That is, fast fading can be approximately constant over a num-

ber of transmission symbols, depending upon the data transmission speed and the ter-

minal velocity. Consequently, fast fading may be viewed as a timewcorrelated form of

channel impairment, the presence of which results in statistical dependence among

continguous (sets of) symbol transmissions. That is, instead of being isolated events,

transmission errors due to fast fading tend to occur in bursts.

Now, most FEC channel codes are designed to deal with a limited number of bit

errors, assumed to be randomly distributed and statistically independent from one bit to

the next. To be specific, in Section 4.9 on convolutional decoding, we indicated that the

Viterbi algorithm, as powerful as it is, will fail if there are dfme/Z closely spaced bit errors

in the received signal, where dfree is the free distance of the convolutional code. Accord-
ingly, in the design of a reliable wireless communication system, we are confronted with

two conflicting phenomena: a wireless channel that produces bursts ofcorrelated bit errors
and a convolutional decoder that cannot handle error bursts. Interleaving is an indispens-

able technique for resolving this conflict. First and foremost, however, it is important to

note that, for interleaving, we do not need an exact statistical characterization of the
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Wireless Channel. Rather, we require only a knowledge Of the coherence time for fast fad~

ing. Using the Clarke model for fast fading, considered in Example 2.1] of Chapter 2, we

found that the coherence time for fast fading is approximately

.. 0.3

Tcoherence " 2?? (4-19)

where fD is the maximum Doppler shift. The Doppler shift depends upon the relative

velocity between the transmitter and the receiver. Consequently, we would expect a

“bad” signal period to have approximately the length of the Doppler shift. Equiva-

lently, an error burst would typically have a duration Tmherence.

EXAMPLE 4.3 Interleaver Design Considerations

A mobile radio transmits data at 19.2 kbits/s in the 400-MH2 band and must operate at vehicle
speeds up to 100 thour. The radio design includes an off-the-shelf FEC chip with a rate-1.0,
constraint—length? convolutional code. What is the expected duration of an error burst at top

speed? How many closely spaced errors can this codec correct?
The maximum Doppler shift is given by

100 km/hr

3 x 1.08 rats

The expected length of an error burst is therefore

I}; = lite.) = (400 MHz) : 37 HzC

= 19.2 kbits/sx 0-3RT
5 2x37

coherence = 78 bits
 

On average, we would expect only half of these bits to be in error. (Why?) From Table 4.3, the

free distance of a nonsystematic constraint-length K : 7 code is 10, so it can be expected to hanv
die a maximum of only five closely spaced errors. I

To reconcile the two conflicting phenomena illustrated in Example 4.3, we do two things:

0 use an interleaver (i.e., a device that performs interleaving), which randomizes

the order of encoded bits after the channel encoder in the transmitter, and

0 use a deinterleaver (i.e., a device that performs deinterleaving), which undoes the

randomization before the data reach the channel decoder in the receiver.

Interleaving has the net effect of breaking up any error bursts that occur during the

course of data transmission over the wireless channel and spreading them over the

duration of operation of the interleaver. In so doing, the likelihood of a correctable

received sequence is significantly improved. The positions of the interleaver in the

transmitter and the deinterleaver in the receiver are shown in Fig. 4.1.

Three types of interleaving are commonly used in practice, as discussed next.

Block lnterleaving

In basic terms, a classical block inrerleaver acts as a memory buffer, as shown in

Fig. 4.10. Data are written into this N X L rectangular array from the channel encoder

in column fashion. Once the array is filled, it is read out in row fashion and its contents
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Data
read out

rows
...__5..

read in

     
t... C:

(a) (b)

FIGURE 4.10 Block interleaver structure.

(a) Data “read in.”
(b) Data “read out.“

are sent to the transmitter.At the receiver, the inverse operation is performed: The con-

tents of the array in the receiver are written rowwise with data, and once the array is

filled, it is read out columnwise into the Viterbi decoder. Note that the (ML) interleaver

and deinterleaVer described herein are both periodic with fundamental period T: NL.

Suppose the correlation time, or error—burst-length time, corresponds to L

received bits. Then, at the receiver, we expect that the effect of an error burst wouid

corrupt the equivalent of one row of the deinterieaver block. However, since the

deinterleaver block is read out columnwise, all of these “bad” bits would be separated

by N — 1 “good’” bits when the burst is read into the Viterbi decoder. If N is greater

than the constraint length of the convolutionai code being employed, then the Viterbi
decoder will correct all of the errors in the error burst.

In practice, due to the frequency of error bursts and the presence of other errors

caused by channel noise, the interieaver should ideally be made as large as possible.

However, an interleaver introduces delay into the transmission of the message signal,
in that we must fill the N x L array before it can be transmitted, This is an issue of pan

ticular concern in real-time applications such as voice, because it limits the usable

block size of the interleaver and necessitates a compromise solution.

EXAMPLE 4.4 lnterleaving Exampie

Figure 411(3) depicts an original sequence of encoded words, with each word consisting of five
symbols. Figure 4.1] (b) depicts the interleaved version of the encoded sequence, with the sym-

bols shown in reordered positions. An error burst occupying four symbois, caused by channel
impairment, is shown alongside Fig. 4.1 1(b). Note that the manner in which the encoded sym~
bots are reordered by the interleaver is the same from one word to the next.
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Original
scquence  

   

Interleaved
sequence
 

     
Deinterleaved
SEQUENCE
 

C2 C1 C4 C5 D; D;
         x x

(C)

FIGURE 4.1 l Interleaving example. (3) Original sequence. (b) Interleaved sequence.
(c) Deinterleaved sequence.

On deinterleaving in the receiver, the shuffling of symbols is undone, yielding a sequence

that resembles the original sequence of encoded symbols, as shown in Fig. 4.ll(c). This figure

also includes the new positions of the transmission errors. The important thing to note here is
that the error burst is dispersed as a result of deinterleaving.

This example teaches us that (1) the burst of transmission errors is acted upon only by the
deinterleaver and (2) insofar as the encoded symbols are concerned, the deinterleaver cancels
the shuffling action of the interleaver. I

Problem 4.4 Consider a mobile terminal moving at 30 kmlhr and transmitting at 1.9 GHz.
What is the expected coherence time of fading in the channel? The modem employed has a
constraint-length-7 convolutional code. What is the minimum block size of the interleaver
that you would recommend? If the data rate is 9.6 khps, what is the delay introduced by this
interleaver?

Ans. Coherence time is approximately 9.6 milliseconds The N X L interleaver should have N : 12
and L corresponding to 9.6 milliseconds. The interleaver size does not depend on the data rate
(Why?) but the delay would be 115.2 milliseconds. I

Convolutional lnterleaving

The block diagram of a convolunonal interleaver/deinterleaver is shown in Fig. 4.12.

Defining the period

TzLN,

we refer to the interleaver as an (L x N) convolutional interleaver, which has proper-

ties similar to those of the (L X N) block interleavcr.
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To channel
decoder

From baseband

processor involving v:
channe] estimation Demultlplexer
and equalization

   
- ' - Symchronizing

sequence 

 FIGURE 4.12 (a) Convolutiona} interleaver. (b) Convolutional deinterleaver.

The sequence of encoded bits to be interleaved in the transmitter is arranged in

blocks of L hits. For each block, the encoded bits are sequentially shifted into and out

of a bank of .N registers by means of two synchronized input and output commutators.

The interleaver, depicted in Fig. 4.12(a), is structured as foliovvs:

1. The zeroth shift register provides no storage; that is, the incoming encoded sym—

bol is transmitted immediately.

2. Each successiVe shift register provides a storage capacity of L symbols more than

the preceding shift register.

3. Each shift register is visited regularly on a periodic basis.

With each new encoded symbol, the commutators switch to a new shift register. The

new symbol is shifted into the register, and the oldest symbol stored in that register is

shifted out. After finishing with the (N — 1)th shift register (i.e., the last register), the
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commutators return to the zeroth shift register. Thus the switching—shifting procedure

is repeated periodically on a regular basis.
The deinterleaver in the receiver also uses N shift registers and a pair of input/

output commutators that are synchronized with those in the interleaver. Note, how-
ever, that the shift registers are stacked in the reverse order of those in the interleaver,

as shown in Fig. 4.12(b). The net result is that the deinterleaver performs the inverse

operation of that in the transmitter.
An advantage of convolutional over block interleaving is that in convolutional

interleaving, the total end—to-end delay is L(N —— 1) symbols and the memory require-
ment is L(N — 1)!2 in both the interleaver and deinterleaver, which are one-half of

the corresponding values in a block interleaver/deinterleaver for a similar level of
interleaving.

The description of the convolutional interleaverfdeinterleaver in Fig. 4.12 is pre-
sented in terms of shift registers. The actual implementation of the system can also be

accomplished with random access memory (RAM) units in place of shift registers. This
alternative implementation simply requires that access to the memory units be appro—

priately controlled.

Random Interleaving

In a random inrerleaver, a block of N input bits is written into the interleaver in the

order in which the bits are received, but they are read out in a random manner. Typi—

cally, the permutation of the input bits is defined by a uniform distribution. Let a:(z')

denote the permuted location of the ith input bit, where i-J 12. .,N. The set of integers
denoted by {3(1)}:1, defining the orderin which the stored input bits are read out of
the interleaver, is generated according to the following two--step algorithm:

1. Choose an integer £1 from the uniformly distributed setfit : {1,2,...,N}, with the

probability of choosing 1'1 being P(i}) = UN. The chosen integer 1'1 is set to 75(1).

2. For k > l,choose an integer ik from the uniformly distributed set/‘21,:C = {i E 521, 1' i i1,

12,. . . , ik _ 1}, with the probability of choosing ik being P(ik) = 1/(N a k + 1). The cho-
sen integer ik is set to 7r(k). Note that the size of the set 54;, is progressively reduced
for k > 1.When k = N, we are left with a single integer, 1N, that is set to 1r(N).

To be of practical use in communications, random interleavers are configured to be
pseudomndom, meaning that, within a block of N input bits, the permutation is ran-
dom as just described, but the permutation order is exactly the same from one block
to the next. Accordingly, pseudorandom interleavers are designed off-line. Pseudo-
random interleavers are of interest in the construction of turbo codes,7 which are dis—
cussed in Section 4.12.

4.11 NOISE PERFORMANCE OF CONVOLUTIONAL CODES

In Fig. 4.13, the simulated performance of several convolutional codes is compared
with uncoded performance in an AWGN channel. The codes all have a rate of 1/2 and
constraint lengths (K) of 3, 5, 7, and 9. The corresponding generator polynomials of the
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FIGURE 4.13 Comparison of uncoded and coded performance in AWGN channel.

encoders are given in Table 4.5. (The term “octal” used in the table was explained in
Section 4.6, and the (5,7) convolution code of constraint length K 2 3 was discussed in

Example 4.1.) The horizontal axis in the figure represents the ratio of energy per infor-
mation bit, Eb, to one-sided noise spectral density N0. For the uncoded case, an infor-
mation bit is the same as a channel bit. For a rate—112 code, there are two channel bits

for each information bit. Binary PSK modulation with coherent detection is assumed
in both the coded and uncoded cases.

In Fig. 4.14, the corresponding resuits are shown for a Rayleigh-fading channel.
The coding also inciudes the equivalent of infinite interleaving; that is, there is no cor—

relation of the fading process from one channel bit to the next. Here again, binary
PSK modulation with coherent detection is assumed in both the coded and uncoded

cases. Coherent detection is usually difficult to perform in fading channels, so the
curves presented in the figure should be viewed as a limit on noise performance. Note

also that the codes used in the simulations are all nonsystemic.

TABLE 4.5 Generators for Convolutional Codes Used in Figs. 4.13 and 4.14.  

  Constraint Length K Generator in Octal

3 5,7
5 23, 35
7 133, 171

9 56], 753 
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FlGURE 4.14 Comparison of uncoded and coded performance in Rayleigh-fading channel
(with infinite interleaving).

Examining Figs. 4.13 and 4.14, we may make the following observations:

For low values of Eb/NU, the uncoded performance is better than the coded per-
formance, irrespective of whether the channel is an ANGN channel or a fading
channel. This statement presumes the use of a maximum-likelihood decoder

(e.g., Viterbi decoder). The coded performance improves on the uncoded perfor—
mance only when the Eb/NO is large enough for the pairwise error probability of
the code to assume exponentially decreasing values. The pairwise error probabil-

ity of a code is defined as the probability that the received code vector 1' is closer
(in the sense of Euclidean distance) to a candidate code vector E in the code
than the true code vector for E at c.

For a prescribed Eb/NO, the noise performance (measured in terms of the bit
error rate) improves with increasing constraint length K for both AWGN and
fading channels, which is intuitively satisfying.

For a prescribed constraint length K, the Eb/NO must be increased for the fading
channel to exhibit a noise performance comparable to that attainable with the

corresponding AWGN channel.

For constraint length K : 9 in the Rayleigh-fading channel, we can realize a bit
error rate of 2 x 10‘4 by using an Eb/NO : 6, which is manageable, thanks to the
use of forward error—correction coding.
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R30 CODESS

As mentioned in Note 3, convolutionai codes, discussed in Section 4.7, were first

described by Elias in 1955. In this section, we discuss a new class of block codes known

as turbo codes, which were discovered by Berrou et all. in 1993.Turbo codes are powerful

codes by virtue of combining tw0 important ideas, one built into the design of the trans-

mitter and the other into the design of the receiver:

1. Pair of encoders, separated by an interleaver

2. Iterative detection, involving the use of feedback around a pair of decoders sepa-

rated by a deinterleaver and an interleaver

The combination of these two ideas in a novel way has made it possible for turbo codes

to provide significant improvements in the quality of data transmission over a noisy

channel, yet the computational cost is modest compared with traditional encoding—

decoding procedures.

4.12.1 Turbo Encoding

Turbo coding, illustrated in Fig. 4.15, uses a parallel FEC encoding scheme. With this

scheme, the information is systematically encoded by two separate encoders. Often,

the two encoders are identical, and to ensure that they do not produce the same out-

put, the information bits are reordered through the use of a pseudorandom inter-

leaver before the second encoding stage. This pseudorandom interieaver is often

referred to as the turbo lnterleaver to distinguish it from channel interleavers, dis—

cussed in Section 4.10. The information bits and the parity bits generated by the two

encoders are then transmitted over the channei. (In a typical turbo encoding scheme,

the parity bits are punctured in a repeating pattern to increase the code rate, but this

is not a requirement; puncturing refers to the omission of certain parity—check bits in

the code so as to increase the data rate.)

Although any valid code is permissible, the component codes that are recom—

mended for turbo encoding are short—constraint-length, systematic, recursive convo-

lutional codes. With a systematic code, the original information bits are part of the

Parity Bits
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FIGURE 4.15 Iilustration of turbo encoding strategy.
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FIGURE 4.16 A systematic recursive convolutional code structure; delay T is equal to the
symbol duration.

transmitted sequence; this is what is assumed in Fig. 4.15. A recursive convolutioual
code means that the code has a feedback structure, as opposed to the feedforward struc—
ture that characterizes the convolutional codes discussed in Section 4.7. The original

turbo component code described by Berrou et a1. is illustrated in Fig. 4.16. This is a
simple 16—state code. The feedback nature of these component codes means that a sin-
gle bit error corresponds to an infinite sequence of channel errors. To see this, consider
an information sequence consisting of the binary digit 1, followed by an infinite numd
ber of zeros, as the input to the encoder shown in Fig. 4.16. If the encoder starts in the
all-zero state, then it is straightforward to show that it never returns to that state with

that kind of input.

Although the component codes are convolutional, turbo codes are inherently block
codes, with the block size being determined by the size of the turbo interleaver. The
block nature of the code also raises a practical problem of how to terminate the trellises
of both encoders correctly. Often, the trellis of the second encoder is left unterminated.

4.12.2 Turbo Decoding

Page 236 of 474

In addition to turbo codes having a novel parallel encoding structure, the decoding

strategy applied to turbo codes is highly innovative. The scheme draws its name from
the analogy of the structure of the decoding algorithm to the turbo engine principle. A
block diagram of the decoder structure is shown in Fig. 4.17.

To illustrate the processing of the turbo decoder, let (x, 21, 22) be the vector of
outputs from the turbo encoder of Fig. 4.15, where, for a particular turbo block of
data, we have

' x as the vector of information (systematic) bits,

- 11 as the vector of parity bits from the first encoder, and

0 22 as the vector of parity bits from the second encoder.

Corresponding to these inputs applied to the channel, let (u, (:1, (2) be the vector of
noisy outputs from the demodulator after matched filtering.
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FIGURE 4.17 Biock diagram of’l‘urbo decoder.

In Fig. 4.17, the inputs to the first decoding stage are the channel samples (11, {1)
corresponding, respectively, to the systematic (information) hits (it), the channel sam-

ples corresponding to the parity bits of the first encoder (Z1), and the extrinsic infor-

mation about the systematic bits that were determined from previous decoder stages
(A200) .We will define extrinsic information later, but suffice it to say that, on the first

decoding iteration, the extrinsic information is zero. (If puncturing was applied at the

transmitter, then the parity bits must be stuffed with zeros in the appropriate positions.)

Crucial to the performance of turbo decoding is the use of a sofi-inpui, soft-output

(SISO) decoding algorithm. That is, not oniy does the algorithm accept a soft input—a

real value whose magnitude indicates the reliability of the input—but it also produces a
soft output, generally the probability that a particular bit is a O or a 1. In the next sub-

section, we will describe a maximum a posteriori probability decoding algorithm (here-

after referred to as the MAP algorithm) that meets this requirement.

The first decoding stage uses the MAP algorithm to produce a refined (soft) esti~

mate, Prob(x{j ) ‘11, £1 , 11200) ,of the systematic bits. However, for the implementation,
it is more convenient to express this soft estimate as the equivalent logmh'kelihood ratio

Prob(x(j):l in. £1, 11200)}Prob(x(j)=0iu, t1, A200)

In practice, calculation of this log-likelihood ratio is much simpler than Eq. (4.20)

would suggest. Before entering the second stage of processing on the first iteration,

the vector of refined estimates, A1 , is reordered to compensate for the turbo interleav—
ing at the transmitter. whereafter it is combined with the second set of parity samples

from the channel as the input to the second decoding stage.

The second decoding stage uses the MAP algorithm and the second set of parity

bits to produce a further refined estimate, Prob(x (j) [1‘1((X), 9)), of the systematic
bits. This second refined estimate is also expressed as a log-Eikelihood ratio, namely,

A2(x(_j))_ The estimate so produced can be hard-detected, if so desired, to provide bit

AL(.r(j)) : log (4.20)
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estimates at this point. Alternatively, the output of the second stage can be used to

provide extrinsic information to the first stage. In either case, the estimates must be
reordered to compensate for the turbo interleaving.

As can be seen from Fig. 4.17, the first decoding stage, the interleaver, the second

decoding stage, and the deinterleaver constitute a single-loopfeedback system, thereby

making it possible to iterate the decoding process in the receiver as many times as is

deemed necessary for a satisfactory performance. Indeed, this iterative process consti»

tutes the turbo coding principle at the receiver. Note, however, that during each set of

iterations, the noisy input vector u is unaltered.

The decoding scheme of Fig. 4.17 relies on the implicit assumption that the bit

probabilities remain independent from one iteration to another. To increase the inde-

pendence of the inputs from one processing stage to the next, the turbo algorithm
makes use of the concepts of intrinsic and extrinsic information. Intrinsic information

refers to the information inherent in a sample prior to a decoding operation. 0n the

other hand, extrinsic information refers to the incremental information obtained

through decoding. To maintain as much independence as is practically possible from
one iteration to the next, only extrinsic information is fed from one stage to the next.

An important property of the MAP algorithm is that it includes both intrinsic

and extrinsic information in a product relationship (including a scaling factor). How-

ever, from a computational perspective, it is more convenient to express this relation-

ship in terms of log-likelihood ratios, because then the product becomes a sum and the

scaling term assumes a nonsignificant role. In particular, the extrinsic information at
the output of the second stage is

£204) = A200 — £100 (421)

That is, the extrinsic information (expressed in logarithmic form) is the difference

between the input and output log-likelihood ratios for the systematic bits. (On the first

pass, Afix) = A l(x) .) Similarly, at the output of the first stage, the extrinsic informa—
tion supplied to the second stage by the first stage is given by

A100 = A](x)—A2(x) (4.22)

The basic MAP decoding algorithm is not changed in the turbo decoder. Details of the

actual computation of A1 and A2 are omitted in Fig. 4.17 to simplify the exposition.
The differences occur only in the processing, which is performed on the inputs to, and

outputs from, the MAP algorithm.
On the last iteration of the decoding process, a hard decision is applied to the

output of the second decoder (after deinterleaving) to produce an estimate of the jth
information bits:

56(1) = SigD(A2(X(J'))) (423)

Noise Performance

The impressive aspect of turbo codes is their noise performance. In Fig. 4.18, an exam-

ple of that performance is presented. The results correspond to the encoding strategy
described in Section 4.12.1, for an interleaver size of 64 kilobits. The performance is
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FIGURE 4.18 ?erformance of turbo codes as a function of number of iterations.

(Reproduced from Berrou at £21., 1993, with permission of the IEEE.) 
quantified as a function of the number of iterations. it is clear from the figure that the

performance with a smail number of iterations of the decoding process is not particu-

lariy impressive, but as the number of iterations is increased, the performance continu-
afly improves. With 18 iterations, the code achieves a bit error rate (BER) of 10—5 at an
Ebe0 of only 0.7 dB. This is only about 0.7 dB away from the Shannon iimit for this
code-particular rate.

The performance of turbo codes at low EMM) is a function of the interleaver size.

With smalier interleavers, the performance tends to degrade. However, even with an

interleaver size of 300 hits, a BER of 10'4 can be obtained at an 1?be0 of 2.3 dB, which
is indeed remarkable. 

4.12.4 Maximum 3 Posteriori Probability Decoding

The maximum a posteriori probability (MAP) decoder considered herein makes cer-

tain assumptions about the transmission system. In particular, we assume x = x[1’I] is
the information (data) to be transmitted and i is the vector of corresponding data

estimates. The transmitted code word is represented by c = c[1,N]'
The N transmitted bits will be grouped together into T symbols, VET]. This

grouping will arise naturally from the structure of the code. For example, with a rate—11’

2 code, T is NB. The noisy received bits will be denoted by l'zritJV] and the corres»
ponding received symbols by w 1,T]' The detection (decoding) algorithm provides an
estimate it of the data, based on the sequence r (or w) and prior knowledge of the
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FEC code. The channel is assumed to be an AWGN channel. The channel encoder is

assumed to have a trellis structure similar to that illustrated in Fig. 4.7 for four states. It

is assumed that the trellis starts and ends in the zero state and that the appropriate null

bits are added to the information stream to ensure proper termination of the trellis.

Since the trellis is terminated, we are effectively assuming only block codes, even if a
convolutional code is used.

The number of trellis transitions T, corresponding to the N code bits, is a function

of the encoding strategy. Its relationship to the index of the channel bits or the infor-

mation bits depends on the code rate and how the trellis is truncated. At time j, each

channel symbol v(j) corresponds to a state transition from s(j — 1) to s(j). For exam-

ple, with a rate-218 convolutional code, each channel symbol will have three bits and

each pair of information bits will correspond to a state transition until the decoder
reaches the termination stage. In the termination stage, information bits that are zeros

are appended to the input, and the corresponding channel symbols are generated until
the trellis returns to the all-zero state.

For the turbo decoder application, the objective of the MAP algorithm is to

determine the conditional probability Prob (x (j)| r) where r = (11, £1, A2) in one
decoding instance and r = (A1, 52) in the second decoding instance.

The MAP algorithm includes a backward and forward recursion, unlike the Vit-

erbi algorithm, which contains only a forward recursion. The fundamental assumption

of the MAP algorithm is that the channel encoding can be represented as a trellis, as

illustrated in Fig. 4.7,where the next state depends only on the current state and the

new input bit. The states of the trellis are indexed by the integer s = 0,1,...,S — 1. The
state of the trellis at time j is denoted by s(j), and the output symbol due to the transi-

tion from s(j— 1) to s(j) is denoted by v(j). A state sequence from time j to i” is

denoted by SM; 1.1] , and the corresponding output sequence is v”, i’] .
Although the ultimate goal of the MAP algorithm is to estimate the probability

that a given symbol or information bit was transmitted, it is simpler to first derive the a

posteriori probabilities of the states and transitions of the trellis, based on the observa-
tion r. From these results, most of the probabilities of interest can be obtained by per—

forming summations over selected subsets of states or transitions. To proceed, we

denote the S-vcctor of state probabilities at time j based on the set of observations by

AU) = Pr0b(S(j)lF) AU) at“ (4.24)

where the Jith element is

A
W.) = Prob(s(j) mm (4.25)

Then, for a rate (lln) convolutional code without feedback, assuming that the trans-

mitted information bit is the least significant bit (LSB) of the state, the probability that

a 1 was the information bit is given by

Pr0b(x(j) = llr) = 2 MU) (4.26)
s:LSB(s) =1
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where LSB(s) is the least significant bit of the state 5. For a recursive code, the sum-

mation in Eq. (4.26) is over the set of transitions that correspond to a 1 at the input.

(Transition probabilities will be explained shortly.)

Next, we define the forward estimator of state probabilities as the S-vector
. . . M

“(1) = PIObBUnl-[Lfl] . 05(1) ER (4.27)

Similarly, we define the backward estimator of state probabilities as

an = Probismivm] an at” (4.28)

Equations (4.27) and (4.28) are the estimates of the state probabilities at time j based

on past and future observations, respectively. The important result related to these

quantities is their relationship to My). First, however, let us define the vector product

c = a - b as C(s) 2: a(s)b(s) for all s and define the L1 norm for probability vectors as

tall : gas) (429)

Then we may write

A( -) = WU.) ' fi(j) 4.30
1 ”am - BU)”: ( )

That is, the state probabilities at time j are completely defined by the forward and
backward estimators at that time.

A proof of the separation theorem embodied in Eq. (4.30) is presented in

Appendix F. One aspect of this theorem is intuitively obvious: By definition, for a
Markov process, the state distribution at time j, given the past, is independent of the

state distribution at time j, given the future. However, the theorem says more: It says

that there is a simple way of combining the forward and backward estimates to obtain

a complete estimate; specificaliy, that estimate is just the normalized product of the

state distributions based on the past and the future.

Thus, the objective is to find simple algorithms for obtaining the forward and

backward estimates, which would be a solution to the MAP detection problem. If we

represent the state transition probability at time j by

YSIJU) = PIONSU) 2 S,W(f)iS(j—1)= s’) (43,1)

and denote the matrix of these probabilities as

F0) 2 [mm] P (1) 6R8” . (4.32)

then we have the following recursion equations for calculating the forward and back-
ward state estimates:

..Tm 2 M (4.33)
"a(jm1)TFU)iil
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and

. - r<r+nrso+u) _ _____._ 4.343“ llI‘(j+1)B(j+1)||1 ( )
Together, these two equations define the algorithm for MAP decoding. In particular,
the steps are as follows:

1. 0(0) and ,6(T) are initialized according to the trellis structure. For a trellis begin-

ning and ending in the all-zero state, we have 050(0) = 1 and 053(0) :0 for all

s :t O , and similarly for 3(T).

2. When r(j) is received, the decoder computes I‘( j) and then (2(1), using Eq.

(4.33). The computed values of 060) are stored for all j and 3. Note that r (f) is a

vector of length L, defined by
. r

“1) = [hurry-{2r ""Trufl
where L is itself defined by the number of bits produced per transition by the
encoder.

3. After the complete sequence Inf] has been received, the decoder recursively com-
putes 3(1), using Eq. (4.34). Then, when the B(j) have been computed, they are mul-

tiplied by the appropriate a(j) to obtain AU), using Eq. (4.30).

The MAP algorithm, also referred to as the BCJR algorithm in recognition of its origi-
nators,9 involves a double recursion—one in the forward direction and the other in the

reverse. Consequently, it has at least twice the complexity of the Viterbi algorithm in

its most general form. However, it produces soft outputs, a feature that is the key to its
usefulness in the turbo decoding algorithm.

4.13 COMPARISON OF CHANNEL-CODING STRATEGIES FOR WIRELESS

COMMUNICATIONS

Channel-coding strategies, exemplified by convolutional codes and turbo codes, have

established themselves as an essential design tool for reliable communications, each in

its own way. Convolutional codes have a long history, dating back to the classic paper

by Elias in the 19505 (see Note 3). In contrast, turbo codes are of recent origin, having

been discovered in the early 19903 as a result of pragmatic experimentation by Berrou

and Glavieux (see Note 8).
With classical convolutional codes covered in Section 4.9 and turbo codes in

Section 4.12, it is apropos here that we discuss the relative merits of these two coding

strategies for the correction of transmission errors. However, before proceeding with

this discussion, we note that classical block codes such as Hamming codes, Bose—

Chandhuri—Hocquenghem (BCH) codes, and Reed—Solomon codes, powerful as they

are, have not been emphasized in the presentation largely because of their limited

application to modern wireless channels. There are two reasons for not covering these
classical block codes in this chapter:

- Block codes can be designed to handle error bursts that may occur on a wireless

channel, but their ability to handle large numbers of distributed errors is rather
limited.
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0 Block codes are typically algebraic in their formulation, using hard decisions that
tend to destroy information; consequently, they do not obtain the performance
advantage that is available through the use of soft decisions.

Nevertheless, there are some wireiess channels to which biock codes are applied. In
high-SNR channels, for example, where the errors are few, block codes are often used

to correct errors that do occur. In other wireless communication systems, block codes
may be used as part of a concatenated coding scheme, In a two-{eve} form of concate-

nation used in such systems, the block code is used as the outer code, and the inner

code is typically a convolutional code. With such a configuration, the (inner) convolu-
tional decoder in the receiver corrects the majority of the errors produced by the wire-
less channel. Then the (outer) biock decoder corrects the few errors that remain at the
output of the convolutional decoder.

To proceed with the task at hand, in what follows we present a comparative eval-
uation of classical convolutional codes and turbo codes in terms of encoding and
decoding considerations, as well as other matters that pertain to signal transmission
over wireless channels.

Encoding

A convolutional encoder can assume one of two forms:

0 Nonrecursive nonsystematic, in which form the convolutional encoder distin~

guishes itself by, first, the use of feedforward paths only and, second, the infor-

mation bits losing their distinct identity as a result of the convolution process.
- Recursive systematic, in which form, first, the convolutional encoder uses feed-

forward as well as feedback paths and, second, the k-tuple of information bits
appears as a subset of the n-tuple of output bits.

On the one hand, for historical reasons, nonrecursive nonsystematic schemes have
been advocated for classical convolutionai encoders. On the other hand, turbo codes
use recursive systematic convoiutional (RSC) encoders, as discussed in Section 4.12.

Comparing turbo codes with convolutional codes, we find some strengths, weaknesses,
and similarities between the two codes:

' By virtue of the fact that the turbo code uses a pseudorandom interieaver to sep-
arate its own two convolutional encoders, the turbo code is closer to the random

code originally advocated by Shannon in his formulation of communication the—

ory than it is to the classical convoiutional code. However, unlike Shannon’s ran-

dom codes, turbo codes are decodable, hence their practical importance.
- Experimentation shows that turbo codes work better than ctassical convolu-

tional codes when the code rates are high or the signal—to-noise ratios are low.

0 Both types of codes require the use of flush bits to return them to the state 0 at

the end of the incoming information bits. With the parallel encoding structure of
turbo codes, it is not straightforward to flush the second encoder, so flushing is
often not done.

. Unlike convolutional codes, turbo codes have an error fioor. That is, the BER

drops very quickly at the beginning, but eventualiy levels off and decreases at a
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much slower rate. The leveling-off point is often in the BER range of 10*5 to 1045,
depending on factors such as how flushing is done, how long the block size is, and

which turbo interleaver is being used. Achieving very low error rates (less than

10—10) is difficult with a turbo code; but then, this kind of error performance is
rarely required for wireless communications, except perhaps in computer com-

munications, which demand a high degree of reliability over a wireless channel.

0 Both types of codes perform better with soft decisions. Turbo codes rely on soft

inputs to work. Convolutional codes can work with either soft-decision or hard—

decision inputs, but the penalty for using the latter in an AWGN channel is

approximately 2 st.

4.13.2 Decoding

The traditional approach to decoding a convolutional code is to use the Viterbi algo—

rithm, which operates as a maximum—likelihood state estimator. The complexity of the

Viterbi algorithm is directly proportional to the number of states, which in turn

depends exponentially on v, denoting the number of memory units in the shift register

of the code. Since the minimum free distance (i.e., the error-correction capability) of

the convolutional code increases with 12, there is a trade-off between performance and

decoder complexity. Current wireless systems often use v = 6 or 8 (constraint length

K =7 or 9) convolutional codes, corresponding to 64-state and 256~state decoders,

respectively.

By contrast, turbo decoding relies on the exchange of extrinsic information

between two soft-input, soft-output (SISO) decoding stages on an iterative basis. The

decoder may use a maximum a posterior probability (MAP) algorithm or its approxi-

mation. The advantage of turbo codes is that they can achieve large coding gains with

very simple component codes typically, 8-state or 16-state codes. The MAP decoder

complexity is proportional to the number of states and is approximately twice the

complexity of the Viterbi algorithm for the same number of states; the multiplying

factor of two is due to the fact that the MAP algorithm, or its approximation, oper-

ates in the forward as well as backward direction. The overall complexity of the turbo

decoder is equal to the computational complexity of one complete decoding iteration,

multiplied by the number of iterations. In practice, between four and eight iterations

usually are employed, although optimum performance often would require twice that
number of iterations or more.

With the decoding process of a turbo code being iterative in nature, it would be

highly desirable to have at our disposal a tool for describing the convergence analysis

of the code and its design. The extrinsic information transfer (EXIT) chart provides

such a tool in graphical form. The development of the EXIT chart assumes that the

size of the turbo interleaver is infinitely large. In particular, the chart describes the

exchange of extrinsic information between the first stage and second stage in the

turbo decoder, and vice versa. For each constituent decoding stage, the EXIT chart is

defined as the function that maps the prior information to the extrinsic information

applied to the decoder in question, with the information capacity of its communication

channel treated as a parameter.10
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AWGN Channel

For an additive white Gaussian noise (AWGN) channel, which, for exarnple, is closely

approximated by a line»of»sight satellite communication iink, turbo codes outperform

convolutionai codes by a significant margin in their ability to achieve near-optimum
performance. Optimality is defined in terms of theoretical limits imposed by Shan-

non’s information capacity theorem. The theoretical limit for a biock of information

bits that is infinitely long is measured in terms of Ebi’NO required for a prescribed

code rate and minimum bit error rate (BER). When information blocks of a finite size

are considered, the performance is measured in terms of the increase in EbiNG (mea—

sured in st with respect to the theoretical lirnit) required for prescribed values of

the code rate, biock size, and frame error rate (FER). The FER is the number of

frames that have at least one bit error, divided by the total number of frames used in
the calculation.

For example, for a code rate of 2/3 and minimum bit error rate of 104, the theo-
retical limit (assuming an information block of infinite size) is about —0.8 dB. For the

same code rate, but a biock size of 500 information bits, using a turbo code, we need to

increase Era/N0 by about 1.3 dB (Le, a net value for Eb/NO, equal to 1.3 M 0.8 = 0.5 dB)
in order to maintain an FER of 1074. This increase in Eb/NO is indeed modest in corn-
parison with that for convolutional codes.

Fading Wireless Channels

Wireiess channels are prone to error bursts, while both convolutionai and turbo

decoders work best with independent error events. Hence, both types of codes require

the use of interleavers in the transmitter and corresponding deinterleavers in the

receiver, as illustrated in Fig. 4.1, to combat error bursts that occur on wireless chan~

nels. In the absence of problems such as loss of synchronization, nonstationary charac-

teristics of the channel, or other disruptions in the communications link, larger

interleavers imply better performance for both decoding techniques.

The performance curves of turbo codes, which plot BER against Eb/NO in st,

have a brick-wall shape. The corresponding performance curves of convolutionai codes
exhibit a slow roll—off characteristic, which matches the behavior of fading wireless

channels reasonably well; Whether this feature provides an advantage or not depends

on the ratio of the data rate and biock length to the fading rate. Moreover, for short

block lengths, which are most robust for communication over fading wireless channels,

the improvement offered by turbo codes over convolutional codes is usually small.

Both types of codes are present in third-generation (3G) wireless standards.

Latency

The issue of latency refers to the delay incurred by a channei decoder in processing the

received signal in order to recover the original sequence of information bits. Latency is

particularly serious in the transmission of voice signals over a wireless channel, as

close-to-real-time communication is a necessary requirement, but perhaps less so in
the transmission of data.
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Latency is proportional to the interleaver size, since the decoder usually must

receive the complete interleaved block of bits before it can start decoding. For turbo
codes that include two interleavers, namely, a turbo interleaver and a channel inter—

leaver, the delay is proportional to the larger of the two. Latency may also be related

to decoder speed, but for both types of codes, practical decoders ordinarily operate at

the channel rate or faster, and this is usually not a distinguishing feature.

Smaller block sizes mean smaller latency. Convolutional codes usually achieve

their maximum gain at a smaller block size. Turbo codes, in contrast, require large
block sizes to achieve their maximum gain, which is usually greater than that attained
by convolutional codes.

Joint Equalization and Decoding11

An elegant feature of the turbo coding principle is that it provides an iterative basis

for the joint implementation of channel equalization and channel decoding in the

receiver in a way that makes a significant difference to the overall receiver perfor-
mance. This issue is discussed in a theme example in Section 4.18.

1. Turbo codes typically have a very small free distance, but, upon decoding, they
have far fewer error events at this free distance than convolutional codes have. It

is this latter characteristic that gives rise to the brick—wall nature of turbo code

performance. However, asymptotically, the performance of turbo codes is still

characterized by their minimum free distance. Since this distance is often small,

it causes the BER performance of the turbo decoder to level off at high SNR and
then appear as an error floor compared with the initial brick-wall performance.

2. The convolutional encoders used in the turbo encoder are recursive, which are

therefore non-return-to-zero encoders in that they return to their initial state

only with probability 2’”, where v is the number of memory units in the shift reg-
ister of the code. Furthermore, the turbo code may be endowed with a cyclic trel-

lis, which means that the temporal representation of the states assumed by the
encoder for time steps j = 1 to j = k, where k, the number of information bits,

repeats itself in a cyclic manner. Consequently, the turbo code becomes a block

code, and, most important, the non~return—to-zero sequence produced by the

encoder affects all of the redundant bits introduced by the encoder in such a way
that the probability of the turbo decoder failing to recover the original non-
return-to-zero sequence is negligibly small.

4.14 RF MODULATION REVISITED

With source (speech) encoding and channel encoding in place, the next operation that is
performed in the transmitter is modulation to prepare the signal for transmission over

the wireless channel. Here, we have a wide range of strategies to consider, as discussed
in Chapter 3. However, with spectral efi‘iciency of narrowband wireless communications

being an issue of primary concern, it is necessary that adjacent-channel interference (i.e.,
the spillage of the spectrum of a modulated signal into adjacent channels) be minimized.
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FIGURE 4.19 Block diagram Of Gaussian minimum-shift keying (GMSK) signal generator.

Partial-response modulation provides one approach to accomplishing this practical

requirement. The basic idea Of partial—response modulation is to ensure that the phase

response of the modulated signal is spread over several symbol periods. Stated another

way, the phase response in any signaling interval is “partial”~—hence the term “partial"

response moduiation.” Note, however, that the use of partial-response modulation has
the effect of a deliberate introduction Of controlled intersymbol interference (ISI),

which typically requires the use of an equalizer at the receiver for its removal. Gauss-

ian minimum-shift keying (GMSK) is an example Of partiai-response modulation. (See

Section 3.7 for its detailed description.) A block diagram of the GMSK signal genera—

tor is shown in Fig. 4.19.

4.15 BASEBAND PROCESSING FOR CHANNEL ESTIMATION AND

EQUALIZATION12

The generated RF modulated signal 3(t) is transmitted over the narrowband wireless
channel whose midband is centered on the carrier frequency ft. Thereupon, the trans-

mitted RF signal is convolved with the impuise response of the channel, Mt). (The use
Of convolution to describe signal transmission over the channel is justified, since the

wireless channei is essentially linear, as discussed in Chapter 2.) The signal resulting

from this convolution Operation plus additive white Gaussian noise (AWGN) w(t) at

the channel output constitutes the received RF signal

x(t) = S(.’.) ® Mr) + w(r) (4.35)

where, again, the symbol ® denotes convolution. The signal x(t) is ready for processing

by the receiver.

With the ever—increasing availability of digital signal-processing devices powered

by continuing improvements in computer hardware (in the form of silicon chips) and

software, the trend nowadays is to convert the received RF signal x(t) into baseband

form. Simply put, not only is the use Of digital signai processing cost effective, but it

also provides flexibility unmatched by analog devices. The RF-to-baseband conversion

is accomplished with the quadrature demodulator, depicted in Fig. 4.20, in accordance

with the discussion of the COmplex representation of band-pass signals and systems

presented in Section 3.4. The demodulator yields a complex baseband signal EU)

which is equivalent to the RF modulated signal x(r) in that there is no loss Of informa—

tion. The baseband signal EU) is compiex in that it consists Of two orthogonal compo-

nents, as shown by the formula

(4.36) 5cm x x10) + x90)

 
 

 

 
 
 
 
 

 
 
 
 

 
 
 

 
 

 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

 



Page 248 of 474

228 Chapter 4 Coding and Time~Division Multiple Access

where x10) is the in-phase component and xQ(t) is the quadrature component. Note
that both x](t) and x90!) are low-pass real signals whose common bandwidth is one-
half that of the RF-modulated signal x(t).

Recall from the discussion presented in Section 3.4 that RF-to-baseband conver—

sion has an effect on the narrowband wireless channel centered on the carrier frequency

fc, which is similar to the channel output x(t). Specifically, the real impulse response of
the channel, n0), is transformed into the complex equivalent baseband form

in) = 211m +th(:) (4.37)

where [110) is the in-phase component and hQ(t) is the quadrature component. In a
manner similar to the baseband representation of the modulated signal x(t), both h1(t)

and hQ(t) are real low-pass impulse responses occupying the same frequency band as
the complex baseband signal 21(1) _

The analog baseband quadrature signals x,(t) and x0(t) are converted into digital

form, whereafter the baseband signal processing is carried out in the receiver. (The
analog-to-digital converter is not shOWn in Fig. 4.20, as it is considered part of the RF-
to-baseband converter.)

With the digitized iii-phase and quadrature components of the received signal at

hand, the baseband signal processing can begin in the receiver. The objective of this

processing is to compute a set of transition metrics that, in turn, are employed in a Vit-

erbi equalizer designed to remove the effects of any controlled ISI (e.g., due to the

partial—response modulation) and the channel—induced ISI, thereby facilitating data

recovery. To that end, the baseband processor solves two intermediate problems, with

the solution to the first leading to the solution of the second. The first problem is that

of estimating the unknown impulse response of the channel. The second problem

involves generating all the possible signals that would emanate from a channel having

J00)
 Loprass

filter  
 
  Zoos (Zn-fer)

   
 
 

90° phase
shifter

— 25in(21rfct)

filter JCQU)
(a) (b)

 
FIGURE 4.20 (a) Scheme for deriving the inephase and quadrature components of RF-
modulated signal x(t). (1)) Scheme for reconstructing the Ranodulated signal from its in-
phase and quadrature components.
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such an estimate for its impulse response. The related issues of channel estimation and

estimated signal generation are addressed in what follows in that order.

4.15.1 Channel Estimation

To proceed with the estimation of the channel impulse response, the baseband sig-

nal ECU) is first demultiplexed into two parts, as illustrated in Fig.4.21. The part

denoted by Scchanflsfit) relates to the sounding signal employed for channel estima-

tion. The other part, denoted by idataa), contains information on the original

source signal m(r).

Before reaching the baseband processor, the channel—probing signal is intro-

duced into the “packetizer” in the transmitter and is then modulated on the RF car-

rier, transmitted over the narrowband channel, and, finally, converted into complex

baseband form; typically, the probing signal has an impulselike autocorrelation func'

tion, for reasons to be outlined in the discourse that follows. To simplify the discussion,

we ignore the effect of channel noise. Under this assumption, the signal ichannefit)

may be expressed as the convolution of two complex time functions:

Emanuele) = Em 69in) we) = 0 (438)

Here, EU) and flu) are, respectively, the baseband versions of the probing signal C(t)
and channel impulse response Mt). The signal ichannefit) is applied to a matchedfilter,

whose impulse response, mt) , is equal to the complex conjugate of a time-reversed

version of EU), Appropriately delayed to satisfy causality (see Appendix D), the

impulse response is

W) = 5*(Tc—t) (4.39)

where TC is the duration of the sounding signal C(t) and the asterisk denotes complex

conjugation. The matched-filter output is therefore

2(3) = rkilo")(@J’EChannelU)
.. (4.40)

6*(TC—r) e an ®h(r)

Complex
channel-sounding
Signal jcchannel“)

gamma W

Received

signal Demultiplexer
(channel
output)
 

Complex
”mm‘mmw‘mt” informatiombearing

Signal fdalala)

memmn

FIGURE 4.2? Block diagram of demuitiplexer at the receiver input, following the quadrature
demodulator.
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The following is an important property of matched filters (see Appendix D):

The output of a matched filter, in response to an input signal to which the filter is

matched, is equal to the autocorrelation function oftne input signal.

In the context of our present discussion, this statement means that

5*(Tcit) ®E‘(r) = rE(TC—t) (4.41)

where l('5) is the autocorrelation function of the complex envelope EU) of the prob-
ing signal for lag T: T. — t. Hence Eq (4.40) reduces to

5n) = r5(TC—t)®l~1(r) (4.42)

In general, the autocorrelation function of a complex signal has a complex value. How-

ever, by having the original sounding signal C(l) exhibit even symmetry about its mid-

point r: Tl2, the autocorrelation function rC(r) assumes a real value, which simplifies
the design of the baseband processor considerably. To emphasize this point, we set

145(1) : p(1') for all i: (4.43)

where p( r) is a real autocorrelation function that is an even function of ’L‘, that is,

19(4) 2 DU) (444)

Accordingly, we may rewrite Eq. (4.42) in terms of this new function as

20:) = p(t— TC) 49 in) (4.45)

In words, the output EU) of the matched filter is equal to the real—valued, delayed

autocorrelation function p(r~ T), convolved with the complex baseband impulse
response Mt) of the channel.

Suppose now that the autocorrelation function p(r) not only is real, but also is

in the form of a delta function 5(1) . Then Eq. (4.45) simplifies further to the ideal
result

gm = a:— TC) @190) (446)
= 40— TC)

where we have used the fact that the convolution of a time function with a delta func-

tion leaves that time function unchanged, except for a possible time shift.

The result of Eq. (4.46) is idealized in that it is derived under two special
conditions:

1. The channel noise w(t) is zero.

2. The probing signal C(I) is long enough for the autocorrelation function of its

complex envelope 5(2‘) to approach a delta function.


