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Preface

The rapid growth of wireless communications and its pervasive use in all walksoflife
are changing the way we communicate in some fundamental ways. Most important,
reliance on radio propagation as the physical mechanism responsible for the transport
of information-bearing signals from the transmitter to the receiver has endowed com-
munications with a distinctive feature, namely, mobility.

Modern Wireless Communications is a new book aimed at the teaching of a course
that could follow a traditional course on communication systems, as an integral part of
an undergraduate program in electrical engineering or as the first graduate course on
wireless communications. The primary focus of the book is on the physical layer,
emphasizing the fundamentals of radio propagation and communication-theoretic
aspects of multiple-access techniques. Many aspects of wireless communications are
covered in an introductory level and book form forthe first time.

1. ORGANIZATION OF THE BOOK

The bookis organized in seven chapters, nine appendices, and a bibliography.
Chapter | motivates the study of wireless communications. It begins with a brief

historical account of wireless communications, and then goes on to describe the OSI
model of communication networks. The discussion, however, focuses on the issues that

arise in the study of the physical layer, which is the mainstay of the book.
Chapter 2 on radio propagation starts with an explanation of the physical mech-

anisms of the propagation process, including free-space propagation,reflection, and
diffraction. These physical mechanismsprovideinsight into the statistical models that
are employed forterrestrial and indoor propagation effects that follow. The small-
scale effects of fading and uncorrelated scattering are discussed, leading up to a care-
ful classification of the different wireless channel types. The second half of the chapter
describes noise and interference, and how combined with propagation, we may deter-
mine wireless communication system performance througha link-budget analysis.

Chapter 3 reviews the modulation process with emphasis on digital transmission
techniques. This introductory treatment of modulation paves the way for discussions
of the following issues:

e Complex baseband representation of linear modulated signals, and the corre-
sponding input/output descriptions of linear wireless communication channels
and linear band-passfilters.

e Practical problems concerning adjacent channel interference and nonlinearities
in transmit power amplifiers.
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The stage is then set for comparative evaluation of various modulation strategies for
wireless communications, discussion of receiver performancein the presence of chan-
nel noise and Rayleigh fading, and discussion of frequency-division multiple-access
(FDMA).

Chapter 4 focuses on coding techniques and time-division multiple-access
(TDMA). Aftera brief review of Shannon’s classical information theory, the source cod-
ing of speechsignals is discussed, which is then followed by fundamental aspects of con-
volutional codes, interleavers, and turbo codes. The relative merits of convolutional
codes and turbo codes are discussed in the context of wireless communications. The var-

ious aspects of channel-estimation, tracking, and channel equalization are treated in
detail. The discussion then moves onto TDMAandthe advantagesit offers over FODMA.

Chapter 5 discusses spread spectrum, code-division multiple-access (CDMA),
and cellular systems. It first presents the basics of spread-spectrum systems, namely,
direct-sequence, and frequency-hoppedsystems, and their tolerance to interference. A
fundamental component of spread-spectrum systems is the spreading code: a section
of the chapter is devoted to explaining Walsh-Hadamard, maximal-length sequences,
Gold codes, and random sequences. This discussion is then followed with a description
of RAKEreceivers, channel estimation, code synchronization, and the multipath per-
formance of direct-sequence systems. This leads naturally to a discussion of how
direct-sequence systems perform in a cellular environment.

Chapter 6 is devoted to the notion of space diversity and related topics. It starts
with diversity on receive, which represents the traditional technique for mitigating the
fading problem that plagues wireless communications. Then the chapter introduces the
powerful notion of multiple-input, multiple-output (MIMO)wireless communications,
which includes space diversity on receive and space diversity on transmit as special
cases. Most important, the use of MIMO communications represents the “spatial fron-
tier” of wireless communications in that, for prescribed communication resources in
the form of fixed transmit power and channel bandwidth, it provides the practical
meansfor significant increases in the spectral efficiency of wireless communicationsat
the expense of increased computational complexity. The discussion of MIMO wireless
communicationsalso includes orthogonal space-time block codes (STBC), best exem-
plified by the Alamouti code andits differential form. The discussion then moves onto
space-division multiple access (SDMA), and smart antennas.

Chapter 7 links the physical layer and multiple-access topics of the previous
chapters with the higher layers of the communications network. This final chapter of
the book begins with a comparison of the different multiple-access strategies. The dis-
cussion then leads to a consideration of various link-managementfunctions associated
with wireless systems, namely, signaling, power control, and handover. The differences
between systems used for telephony and those used for data transmission are clearly
delineated. This is then followed by a discussion of wireless network architectures,
both for telephony and data applications.

1.1 Theme Examples

An enriching feature of the bookis the inclusion of Theme Examples within each of the
chapters in the book, except for Chapter 1. In a loose sense, they may be viewed as
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“Chapters within Chapters” that show the practical applications of the topics discussed
in the pertinent chapters. Specifically, the following Theme Examples are discussed:

Chapter 2: Empirical propagation model, wireless local area networks (LANs),
and impulse radio and ultra-wideband

Chapter 4: Global system for mobile (GSM) communications, joint equaliza-
tion and decoding, and random-access techniques

Chapter 5: Code-division multiple access (CDMA) Standard IS-95, GPSS,
bluetooth, wideband CDMA and WiFi

Chapter 6: BLAST architectures, diversity, space-time block codes, and
V-BLAST, and keyhole channels

Chapter 7: Wireless telephone network standards, wireless data network stan-
dards, and IEEE 801.11 MAC

1.2 Appendices

To provide supplementary material for the book, nine appendices are included:
e Fourier theory
* Bessel functions

* Random variables and random processes
Matchedfilters

Error function

Maximumaposteriori probability (MAP) decoding
Capacity of MIMO links

e Eigendecomposition
e Adaptive antenna array

The inclusion of these appendices is intended to makethe bookessentially self-
sufficient.

1.3 Other Features of the Book

Each chapter includes “within-text” problems that are intended to help the reader
develop an improvedunderstanding of the issues being discussed in the text. “End-of-
chapter” problems provide an abundance of additional problems, whose solutionswill
further help the reader develop a deeper understanding of the material covered in the
pertinent chapter.

Moreover, each chapter includes examples with detailed solutions covering dif-
ferent aspects of the subject matter.

“Notes and References” included at the end of the chapter provide explanatory
notes, and they guide the readerto related references for further reading. All the ref-
erences so made are assembledin the Bibliography placed at the end of the book.

2. SUPPLEMENTARY MATERIAL ON THE BOOK

The "“within-text" problems are provided with answers alongside the problems.
The solutions to the additional "end-of-chapter" problems are assembled in the
Instructor's Manual, copies of which are available to qualified instructors. Contact
your Pearson Prentice Hall representative.
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The MATLABcodesusedto plot results of the experiments and the graphs in
the book are also included in the Instructor's Manual. M files are available on the

Companion Website at
http: //www.prenhall.com/haykin

Electronic copies in JPGformat of selected figures from the book can also be accessed
on the website. This material can be used for PowerPoint™presentations of lectures
based on the book.
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CHAPTER 1

Introduction

You see, wire telegraph is a kind of a very, very long cat. You pull his tail in New
York and his head is meowing in Los Angeles. Do you understand this? And
radio operates exactly the same way: you send signals here, they receive them
there. The only differenceis that there is no cat. Albert Einstein (1879-1955)

1.1 BACKGROUND

The understanding of radio waves is fundamental to wireless communications, but sim-
ply knowing that electromagnetic waves exist is a relatively recent historical event. In
the short period since that time, there have been numerous milestones in the develop-
ment of radio communications. Some of these milestones are the following:

e In 1864, James Clerk Maxwell formulated the electromagnetic theory of light
and predicted the existence of radio waves. In his honor, the set of equations basic
to the propagation of electromagnetic waves is known as Maxwell’s equations.

© The physical existence of radio waves was first demonstrated by Heinrich Hertz
in 1887.

e In 1894, building on the pioneering works of Maxwell and Hertz, Oliver Lodge
demonstrated wireless communications, albeit over the relatively short distance
of 150 meters.

e During the period from 1895 to 1901, Guglielmo Marconi developed an appara-
tus for transmitting radio waves over longer distances, culminating in a trans-
mission across the Atlantic Ocean on December 12, 1901, from Cornwall,

England,to Signal Hill in Newfoundland, Canada. Similar work was being done
by A.S. Popoff of Russia during this time period.

® In 1902, the first point-to-point radio link in the United States was established
from California to Catalina Island. Thesefirst radio systems were often referred
to as wireless telegraphy.

° In 1906, Reginald Fessenden made history by conducting the first radio broad-
cast, transmitting music and voice using a technique that came to be known as
amplitude modulation (AM) radio.

e In those early days, the military and merchant marine were quick to adapt wire-
less techniques. Wireless communications is often given credit for saving over
700 lives during the sinking of the Titanic in 1912.

a
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° Theearly history of land-mebile wireless communication is a history of police
pioneering. In 1921, the Detroit Police Department madethe earliest significant
use of wireless communicationsin a vehicle, operating a radio system at a carrier
frequency close to 2 MHz. By 1934, 194 municipal and 58 state police forces were
using AM radio for mobile voice communications.

e Parallel work performed on both sides of the Atlantic resulted in thefirst televi-
sion broadcasts in 1927. Bell Labs demonstrated television broadcasts in the

New York area, and John Baird made similar demonstrations in the United

Kingdom.

© Spread spectrum techniques made their first appearance just before and during
World WarII. There were two applicationsin particular: encryption and ranging.
Spread spectrum encryption techniques were often analog in nature with a
noiselike signal multiplying a voice signal. The noise signal or information char-
acterizing it was often sent on a separate channel to allow decryption at the
receiver.

e In 1946, thefirst public mobile telephone systems were introducedin five Ameri-
cancities.

e In 1947, the first microwave relay system consisting of seven towers connecting
New York and Boston became operational. This relay system was capable of
carrying 2400 simultaneous conversations between the twocities.

® In 1958, a new era in wireless communications was initiated with the launch of

the SCORE(Signal Communication by Orbital Relay Equipment)satellite. This
satellite had only the capacity of one voice channel, but its success initiated the
start of a new area of radio communications.

¢ In 1981, the first analog cellular system, known as the Nordic Mobile Telephone
(NMT), was introduced in Scandinavia. This was soon followed by the Advanced
Mobile Phone Service (AMPS) in North America in 1983.

e In 1988, the first digital cellular system was introduced into Europe. It was
known as the Global System for Mobile (GSM) Communications. Originally
intended to provide a pan-European standard to replace the myriad of incom-
patible analog systems in operation at the time, GSM wassoon followed by the
North American IS-54 digital standard.

These are just a few of the accomplishments in wireless communications over the past
150 years. Today, wireless devices are everywhere. Cellular telephones are common-
place. Satellites broadcast television direct to the home. Offices are replacing Ethernet
cables with wireless networks. The introduction of these wireless services has

increased the mobility and service area for many existing applications and numerous
unthought-of applications. Wireless is a growing area of public networks and it plays
an equally important role in private and dedicated communications systems. It is an
exciting time in radio communications.
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Section 1.2. Communication Systems 3

1.2 COMMUNICATION SYSTEMS

Today’s public communications networks are complicated systems. Networks such as
the public switched telephone network (PSTN) and the Internet provide seamless con-
nections between cities, across oceans, and between different countries, languages, and
cultures. Wireless is only one componentof these complex systems, but there are three
areas or layers whereit can affect the design of such systems:

1. Physical layer. This layer provides the physical mechanism for transmitting bits
(i.e., binary digits) between any pair of nodes. In wireless systems, it performs the
modulation and demodulation of the electromagnetic waves used for transmis-
sion, and it includes the transmission medium as well. The module for perform-
ing modulation and demodulation is often called a modem.

2. Data-link layer. Wireless links can often be unreliable. One purpose of the data-
link layer is to perform error correction or detection, although this function is
shared with the physical layer. Often, the data-link layer will retransmit packets
that are received in error but, for some applications, it discards them. This layer
is also responsible for the way in which different users share the transmission
medium. In wireless systems, the transmission medium is the radio spectrum. A
portion of the data-link layer called the Medium Access Control (MAC) sublayer
is responsible for allowing frames to be sent over the shared media without
undue interference with other nodes. This aspectis referred to as multiple-access
communications.

3. Network layer. This layer has several functions, one of which is to determine the
routing of the information,to get it from the sourceto its ultimate destination. A
second function is to determine the quality of service. A third function is flow
control, to ensure that the network does not become congested. Wireless sys-
tems, in which someof the nodes can be mobile, place greater demands on the
network layer, since the associations among nodes are continually changing.

These are three layers of a seven-layer model for the functions that occur in the com-
munications process. The modelis called the open system interconnection (OSI) refer-
ence model! and we will discuss it in greater detail later in the book. The physical
layer is the lowest layer of this model and is the one directly connected to the trans-
mission medium. Higher layers are proportionately less affected by the transmission
medium.

The book will concentrate mainly on the physical and data-link layers. We will
finish by illustrating how these are integrated with wireless networks.

1.3. THE PHYSICAL LAYER

Page 23 of 474

The physical layer provides the equivalent of a communications pipe between the
source and destination of the information. In wireless and other communicationssys-
tems, the physical layer has three basic components; the transmitter, the channel, and
the receiver, as depicted in Fig. 1.1. How are these different in a wireless system?



Page 24 of 474

4 Chapter 1 Introduction
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Source Sink
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FIGURE 1.1 Block diagram of a communication system linking a source of information to auser of the information.

1. Transmitter. The basic function of the transmitter is to take the information-

bearing signal produced by the source of information and modify it into a form suit-
able for transmission over the channel. In wireless systems,

(a) the transmitter shapes the signal so that it can pass reliably through the channel,
while efficiently using the limited transmission medium resources (i.e., the radio
spectrum)

(b) the terminals are often mobile and limited by battery power, so the transmitter
must use modulation techniques that are both robust and power-efficient; and

(c) because the medium is shared with other users, the design should minimize inter-
ference with other users.

2. Channel. The channel provides the physical means for transporting the signal
produced by the transmitter and delivering it to the receiver. In wireless systems, the
channel impairments

(a) include channeldistortion that may take the form of multipath—the constructive
and destructive interference between many copies of the samesignal received;

(b) often have a time-varying nature, due to either the terminal mobility or a change
in conditions along the propagation path;

(c) include interference, which is produced (accidentally or intentionally) by other
sources whose output signals occupy the same frequency bandas the transmitted
signal; and

(d) include receiver noise, which is produced by electronic devices at the front end of
the receiver. Although produced at the receiver, this noise is often considered a
channel effect and therefore also referred to as channel noise. The effect of

receiver noise will depend on the received signal strength, which in turn will
depend significantly on the propagation path between the transmitter and
receiver.

3. Receiver. The receiver operates on the received signal to produce an estimate of
the original information-bearing signal. We say “estimate” rather than an exact repro-
duction of the original information-bearing signal because of the unavoidable pres-
ence of impairments in the channel. In wireless systems, the receiver

(a) frequently mustestimate the time-varying nature of the channel in order to imple-
ment compensation techniques;

EneeoeSReZeeeeee
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(b) implements error-correction techniques to improve the often poorreliability of
wireless channels relative to other media; and

(c) must maintain synchronization under rapidly varying channel conditions.

All of these facets make the physical layer very challenging in wireless systems.

1.4 THE DATA-LINK LAYER

Conceptually, at the highest level of the data link is the multiple access strategy. This
describes the general approach to sharing the physical resources among the different
users. For wireless systems, the key physical resource is the radio spectrum.In general,
for any wireless service, only a fixed amount of spectrum is allotted. We will consider
four multiple access strategies for sharing this spectrum:

1, FDMA -— Frequency-division multiple access refers to sharing the spectrum by
assigning specific frequency channels to specific users on either a permanent or
temporarybasis.

2. TDMA- Time-division multiple access refers to allowingall users access toall of
the available spectrum, but users are assigned specific time intervals during
which they can access it, on either a temporary or permanentbasis.

3. CDMA — Coede-division multiple access is a form of spread spectrum modula-
tion in which users are allowed to use the available spectrum,but their signal
must be spread (“encrypted”) with a specific code to distinguish it from other
signals.

4. SDMA- Space-division multiple access refers to sharing the spectrum between
the users by exploiting the spatial distribution of user terminals through the
use of “smart” directional antennas that minimize the interference between the
terminals,

The objective of all these strategies is to maximize the spectrum utilization—thatis, to
provide service to more users with the same amountof spectrum. In practice, most
wireless systems are a combination of one or more of these multiple access strategies.
Historically, due to the existing technology and network topologies, these multiple
access strategies developed approximately in the order just presented.

1.4.1 FDMA

Early wireless systems tended to be point-to-point systems with one transmitter com-
municating with only one receiver. The natural approach was to assign each pair of
user terminals (UTs) a frequency channel, a form of frequency-division multiple access
(FDMA). In the frequency domain, FDMAcanbevisualized as shownin Fig. 1.2. The
radio spectrum is divided into a number of channels, and each pair of users is assigned
a different channel. In somecases, a different channel is assigned for each direction of
transmission. From an interference viewpoint, it is important that each user signal be
kept confined to the assigned band.

(a
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Channels

Spectrum(dB) 
Frequency

FIGURE 1.2. A frequency-domain representation of FOMA.

1.4.2 TDMA

Later systems were designed to operate in a point-to-multipoint manner, with many
users sharing a central base station. The point-to-multipoint architecture shown in
Fig. 1.3 consists of multiple UTs communicating with a single base station (BS). The
multiple UTs time-share one or a small number of radio channels. These early time-
division multiple access (TDMA) systems used analog modulation with a simple
push-to-talk protocol. A user waited until the channel seemed unoccupied and then
pushed a button on his or her microphoneto talk. An example of this type of system
would be a taxi-dispatch system.
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FIGURE 1.3 Point-to-multipoint network architecture.
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FIGURE 1.4 TDMA framestructure withNslots per frame.

With the adventof digital technology, TDMA systems appeared with more com-
plex and efficient sharing strategies. An example ofthis is shown in Fig. 1.4, in which

time is divided up into frames and each frameis divided into slots. Each active UT is
assigned one or more slots from each frame.From the structure of Fig. 1.4, it would appear that TDMAis suited only to data
applications. In fact, many initial applications were voice applications, and the key to
such an application is recognizing that the transmission rate for a digital TDMA chan-
ned is typically V times faster than that required for a single channel.

1.4.3 CDMA

The object of a cellular system is to reuse the radio spectrum over a large area as
many times as possible. In a cellular system, the cells are modeled with a hexagon
pattern as shown in Fig. 1.5. User terminals (UTs) in each cell communicate with a
base station located at the center of the cell as in a point-to-multipoint arrange-
ment, but the UTs can freely roam between cells, changing thei base station as
they move.

Within a cell, either FODMA or TDMA techniques can be used for sharing the
transmission medium. Distinct sets of channel frequencies are assigned to each cell,
with the channels being reused in sufficiently separated cells; an example of these
cochannel cells are shadedin Fig. 1.5.

 

  
FIGURE 1.3 Hexagonal pattern of cells used in a cellular telephone system.
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A drawback of using FOMA and TDMAincellular systemsis that the reuse dis-
tance is typically limited by worst-case interference. Cochannel cells must be assigned
so that the worst-case interference is at an acceptable level. Intuitively, we would
expect that reuse could be improved if cochannel cells were assigned on the basis of
average interference. Spread spectrum is a modulation strategy that is quite tolerant of
interference, and it forms the basis for the access technique known as code-division
multiple access (CDMA). Spread spectrum spreads the information-bearing data over
a large bandwidth, achieving the desired averaging effect. As a result, it allows this
same spectrum to be used simultaneously by many UTsin adjacentcells, under appro-
priate conditions.

1.4.4 SDMA

The three multiple access techniques of FOMA, TDMA, and CDMA haveincreased
spectral efficiency by increasing reuse in frequency, time, and space. So far, we impli-
citly have assumed antennas that are omnidirectional (i.e., antennas that operate
essentially in a uniform manner along all directions). If the transmit and receive
antenna could be focused directly at the other end of the link, then this would provide
a numberof improvements:

© It would reduce the total power needed to be transmitted, as all power would be
flowing in the right direction.

e It would reduce the amount of interference generated by each transmitter,
because total transmit poweris reduced andlocalized.

e The receiver would receive a stronger signal due to both antenna gain and less
interference.

The developmentof such “smart” antennas could allow even greater reuse of the radio
spectrum. Space-division multiple access (SDMA) improvements in spectral efficiency
are thus achieved by exploiting the angular separation of the individual UTs. In partic-
ular, multibeam antennas are used to separate radio signals by pointing them alongdif-
ferent directions. Thus, different users are able to reuse the same radio spectrum,as
long as they are separatedin angle.

1.5 OVERVIEW OF THE BOOK

The fundamental physical resource in wireless systems is the radio spectrum. The
development of wireless communications has often been a search for moreefficient ways
of using the radio spectrum. This evolution is a consequence of both increasing demand
for a limited spectral resource and new technologies that have made spectrally effi-
cient techniques a practical reality. This book follows this theme of evolving spectral
efficiency.

The fundamental constraints on this evolutionary process are due to the trans-
mission media—the physical properties of the wireless channel. These properties shape
and influence the transmission techniques that are both practical and reliable. For that
reason, understanding the physical media is a key to understanding wireless communi-
cations, and this is the topic of Chapter 2.
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Early wireless systems were point-to-point systems using FDMA.Asthe radio
spectrum became more crowded,there wasa great interest in improvingtheefficiency
of these individual channels. The role that modulation plays in the spectral efficiency of
individual channels is investigated in Chapter 3. For mobile UTs, the modulation
options are constrained by powerlimitations of the terminal and the need for the signal
to be robust and easily detectable in fading.

The introduction of digital technology resulted in large improvements in effi-
ciency for strategies such as TDMA.Similar technology can be applied to reduce the
amountof information that needs to be transmitted; in particular, digital speech-coding
techniques, which encode speech signals intelligently to minimize the numberofbits
required, are another way of increasing spectral efficiency. Once wireless networks
started being used for digitized voice, it was a small step to also use them for data
traffic. This created a problem, since existing networks and mobile terminals were
designed for voice applications. Voice has a relatively high tolerance for bit errors,
whereas data can be highly sensitive to bit errors—just imagine if someone moved
the decimal point in your bank account! Data transmission led to the use of forward
error-correction coding in wireless systems. TDMAand these pertinent technologies
are investigated in Chapter4.

After the time and frequency dimensions, the next area for further improve-
ments in spectral efficiency is the spatial dimension—thatis, the reuse of the same
spectrum, but in different localities. This leads to the introduction of cellular systems
in Chapter 5. The key factor limiting spectrum reuse is interference between usersig-
nals, and one approach to managing the effects of interference to optimize spectral
efficiency is the use of a spread spectrum. This is why Chapter 5 begins with a discus-
sion of spread spectrum modulation and CDMAbefore introducing the idea behind
cellular systems.

While cellular systems produced significant increases in spectral efficiency, fur-
ther increases werestill possible through the reuse of the spectrum in different angular
directions, This angular reuse requires “smart antenna” technology andis the motiva-
tion for SDMA—thetopic of Chapter 6. One of the other challenges of wireless com-
munications is the unpredictable and potentially unreliable nature of the propagation
path. One well-known method of increasingthereliability of communicationsis diver-
sity. Diversity is the transmission of the same information-bearing data by different
methods in order to improvereliability. One of the many formsof diversity is spatial
diversity, which usually implies the transmission or reception of the signal through the
use of multiple antennas, forcing the signalto travel different paths in space. For this
reason, spatial diversity is closely related to SDMA techniques—hencethe discussion
of both diversity and SDMAin Chapter 6.

The focus of this book is the physical-layer and multiple-access techniques asso-
ciated with wireless communications. It is important that the reader understand how
these technologiesfit into the wireless networks that are currently evolving. Toward
that end, Chapter 7 includes a comparison of the different multiple-access strategies
and link-management functions and discusses how they fit into the architecture of
wireless networks.
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Notes and References

'The OSI reference model was developed as a paradigm for computer-to-computer
communication. It has since been applied in a qualitative manner to many other
networks. Thefirst chapter of the book by Bertsekas and Gallagher (1992) provides
an overview of the OSI model, and later chapters describe its application to data
networks.
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CH AP TER 2

Propagation and Noise 
2.1 INTRODUCTION

The study of propagationis important to wireless communications becauseit provides
prediction models for estimating the power required to close a communications link
and provide reliable communications. The study of propagation also provides clues to
receiver techniques for compensating the impairments introduced through wireless
transmission. In this chapter, we will look at physical models for various propagation
phenomenaand use these models to predict their effects on transmission. For the most
part, the physical models are limited to simple scenarios, but they do provide a basic
understanding of how signals propagate. Although the major emphasis of this chapter
will be on terrestrial wireless communications, we will consider satellite communica-
tions as a baseline because it often provides close to ideal propagation conditions.

The propagation effects and other signal impairments are often collected and
categorically referred to as the channel. The additive white Gaussian noise (AWGN)
channelis the channel model most often used in communications theory development.
With this model, zero-mean noise having a Gaussian distribution is addedto the signal.
The noise is usually assumed to be white over the bandwidth of interest; that is, sam-
ples of the noise process are uncorrelated with each other. This implies that the noise
has an autocorrelation function given by (No/2) A(t), where A(7), is the Dirac delta func-
tion, or equivalently, it has a flat two-sided power spectral density No/2 (watts/Hz)
across the frequency range —s° < f< e, The AWGNchannel modelis shownin Fig. 2.1.

For fixed satellite communications in which there is a direct line-of-sight path
between the transmitter and satellite, and the satellite and receiver, the additive white
Gaussian noise (AWGN) channeloften provides a reasonably good model!. In gen-
eral, channel models for wireless communications take one of two forms:
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1, Physical models take into account the exact physics of the propagation environ-
ment. Consequently, for any particular situation, site geometry has to be taken
into consideration. This method provides the most reliable estimates of propaga-
tion behavior but it is computationally intensive.

2. Statistical models take an empirical approach, measuring propagation charac-
teristics in a variety of environments and then developing a model based on the

 

11

 

Page 31 of 474



Page 32 of 474

 
Page 32 of 474

12 Chapter 2 Propagation and Noise
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FIGURE 2.1 The Gaussian noise channel.

measuredstatistics for a particular class of environments. These models are eas-
ier to describe and use than the physical models, but do not provide the same
accuracy.

Wewill provide examples of both types of models,
When considering physical models, we will consider the following three basic

modes of propagation:

J. Free-space or line-of-sight transmission, as the name implies, corresponds to a
clear transmission path between the transmitter and the receiver. Satellite com-
munications generally rely on line-of-sight paths between the transmitter and
satellite, and between the satellite and receiver.

2. Reflection refers to the bouncing of electromagnetic waves from surrounding
objects such as buildings, mountains, and passing vehicles. In terrestrial wire-
less communications, there is often no direct line-of-sight path between the
transmitter and receiver, and communications rely on reflection and diffrac-
tion, described next.

3. Diffraction refers to the bending of electromagnetic waves around objects such
as buildings, or terrain such as hills, and through objects such as trees and other
forms of vegetation.

As a result of another propagation phenomenon called refraction, electromagnetic
waves are bent as they move from one medium to another. An example is the bending of
light when it enters water from the air, The occurrence of refraction with wireless com-
munications is limited to special circumstances, such as ionospheric communications.

Often, the received signal is the combination of many of these modes of propa-
gation. Thatis, the transmitted signal may arrive at the receiver over many paths. The
signals on these different paths can constructively or destructively interfere with each
other. This is referred to as multipath. If either the transmitter or receiver is moving,
then these propagation phenomena will be time varying, and fading occurs. One
advantage of statistical models is their succinct way of describing these complicated
situations.

In addition to propagation impairments, the other phenomenathat limit commu-
nication are noise and interference. There are many sources for these impairments,
including the receiver, human-made sources, and other transmitters.
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This chapter has two objectives. The first is to provide a basic understanding of
the physics behind various propagation phenomena and noise and how they affect
communications. To that end, Section 2.2 explains free-space propagation, Sections 2.3
and 2.4 respectively present physical and statistical models for terrestrial wireless
propagation, and Section 2.5 discusses indoor propagation. These explanationsare fol-
lowed by a discussion of local propagation effects such as multipath and Rayleigh fad-
ing in Section 2.6 andstatistical scattering models in Section 2.7.

The second objective is to provide the reader with a system-level appreciation of
the importance of propagation and noise effects in wireless communications. To achieve
this, noise and interference effects are described in Section 2.8, and link budgets are
presented in Section 2.9. The chapter ends with three theme examples~-one describing
an empirical model for land mobile propagation, the second one describing howall the
facets examined in this chapter fit together in the design of a wireless local area net-
work, and the third describing propagation advantagesof ultra-widebandradio.

 
2.2 FREE-SPACE PROPAGATION

Wireless transmission is characterized by the generation, in the transmitter, of an elec-
iric signal representing the desired information, the propagation of corresponding
radio waves through space and a receiver that estimates the transmitted information
from the recovered electrical signal. The transmission system is characterized by the
antennas that convert between electrical signals and radio waves, and the propagation
of the radio waves through space. The transmission effects are most completely
described by Maxwell’s equations; however,in this text we will model the propagation
method solely on the basis of the electrical field, and we shall assume a linear medium
in whichall distortions can be characterized by attenuation or superposition of different
Signals.

2.2.1 Isotropic Radiation

A fundamental concept in the understanding of radio transmission systemsis that of
a an isotropic antenna. This is an antenna that transmits equally in all directions. In real-
| ity, an isotropic antenna does not exist, and all antennas have somedirectivity associ-

: ated with them. Still, the isotropic antenna is a reference to which other antennas are
compared, andit is useful for explaining fundamentals,

Consider an isotropic source that radiates power Py watts equally in all direc-
tions, as illustrated in Fig. 2.2, The power per unit area, or power flux density, on the
surface of a sphere of radius R centered on the sourceis given by

Op = mh, (2.1)
 

where 47R° is the surface area of the sphere. Typical units for power flux density are
watts per square meter. Equation (2.1) follows directly from the conservation of
energy;that is, the energy radiated per unit time by the source must appear at the sur-
face of sphere (or any closed surface) enclosing that source.

|
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FIGURE 2.2 Illustration of isotropic radiation.

The power Pp thatis captured by the receiving antenna depends onthesize and
orientation of the antenna with respect to the transmitter. The power received by an
antennaof effective area or absorption cross section A,is given by

Pr

Pp = pA, = aa (2.2)TU

An antenna’s physical area A andits effective area A, are related by the antenna
efficiency

oS
= _ 2.3n= (2.3)

This parameter indicates how well the antenna converts incident electromagnetic
energy into usable electrical energy. For parabolic antennas, the efficiency typically
ranges from 45% to 75%; for horn antennas,the efficiency can range from 50% to 80%.

It is intuitively clear that an isotropic transmit antenna can be considered a point
source. Whatis the effective area of an isotropic receive antenna? Ifit is considered a
point sink, then the answer is not obvious. However, from electromagnetic theory, we
note that the effective area of an isotropic antenna in any direction is given by”

2
A

iso = 4n (2.4)

where A is the wavelength of radiation. Substituting Eq. (2.4) into (2.2), we obtain the
following relationship between the transmitted and received power for isotropic
antennas:

Pr Pr
Pp=—t = (2.5)

(4nR/ay Ep
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In this equation, the path loss is defined as

_ (4aR\¥Ly = (4) (26)
The quantity L,, is the free-space path loss betweentwoisotropic antennas. Thisdefini-
tion of path loss depends, somewhatsurprisingly, on the wavelength of transmission—
a consequence of the dependenceof the effective area of an isotropic antenna on the
wavelength.

EXAMPLE 2.1 Receiver Sensitivity

Sensitivity is a receiver parameter that indicates the minimum signallevel required at the antenna
terminals in order to provide reliable communications. The factors it depends on include the
receiver design, modulation format, and transmission rate. Receiver sensitivity is often expressed
in dBm—thatis, the powerin milliwatts, expressed in decibels. For example, a commercial mobile
receiver for data transmission may be specified with a sensitivity of 90 dBm. Assuming a 100-mil-
liwatt transmitter and free-space path loss between the transmitting and receiving isotropic anten-
nas, whatis the radius of the service area ofthis receiver at a transmission frequency of 800 MHz?

To answer this question, we first note that -90dBm is equivalent to 10~? milliwatts of
power. From Eq.(2.5), the maximum tolerable pathlossis

_ P,(mW) _ 100 = 10"

Consequently, observing that A= c/f, where c is the speed oflight, and using Eg.(2.6), we find
that the maximum rangeis given by

8

R= Ae =< Jf, = aEeSall = 92km
4m anf 47x 800 x 10°s”

The conclusion drawn from this exampleis that it takes very little transmit power to provide a
large service area under free-space propagation conditions. a

2.2.2 Directional Radiation

While the isotropic antennais a useful illustrative device, most antennas are not iso-
tropic. Instead, they have gain or directivity G(0,@) that is a function of the azimuth
angle @ andtheelevation angle @:

1. The azimuth angle @ is the look angle in the horizontal plane of the antennarela-
tive to a reference horizontal direction. The reference direction could, for exam-
ple, be due north.

2. The elevation angle @ is the look angle of the antenna abovethe horizontalplane.

With these definitions, the transmit gain of an antennais defined as

Powerflux density in direction (6, 0)GAG,@)=.SS_ 2.718, 9) Powerflux density of an isotropic antenna 2.7)
for the same transmit power. Clearly, the transmit gain of an isotropic antennais unity.
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The corresponding definition for the receive antennagain is

Effective area in direction (6, #)Gp( 8,@)=— 2.8RUG, 9) Effective area of an isotropic antenna 28)

Equations (2.7) and (2.8) define the gain for the transmit and receive antennas,
respectively. With bidirectional communications, the same antennais often used to
both transmit and receive. How are the two gains related? To answer this question,

we secta what is known as the principle of reciprocity, which may be stated as
follows:

Signal transmission over a radio path is reciprocalin the sense that the locations of
the transmitter and receiver can be interchanged without changing the transmis-
sion characteristics.

The principle of reciprocity is based on Maxwell’s equations of electromagnetic the-
ory. Whatit impliesis that, if the direction of propagation is reversed, the energy of the
signal would follow exactly the same paths and suffer the same effects, but in the
reverse direction. This implies that the transmit and receive antenna gains are equal.
The intuitive explanation of why this is the case is the observation that the transmit
gain is a measure of how well an antenna emits the radiated energy in a certain area
(defined by the azimuth andelevation), while the receive gain is a measure of how well
the antennacollects the radiated energy in that area.

Consequently, from the principle of reciprocity and Eq. (2.8), the maximum
transmit or receive gain, of an antenna, in any direction is given by

G= 774 (2.9)

The antenna pattern for a parabolic (dish-shaped) antenna is shown in Fig. 2.3. The
maximum gain of the antenna is along the axis of the parabola and is given by
Eq.(2.9). The gain decreasesin the off-axis direction. The beamwidth of the antennais
defined as the angular width of the antenna beam at the 3-dB points, as shown in
Fig. 2.3. The illustration shows the main lobe of the antenna pattern plus two side-
lobes. An antenna may also have a backlobe. The sidelobes and backlobe are typically
not considered for use in the communicationslink, but they often have to be consid-
ered whenanalyzing interference.

EXAMPLE 2.2 Parabolic Antenna Gain

For a parabolic antenna, looking directly at the antenna boresight, we find that the area is sim-
ply xD*/4, where D is the diameterof the dish. Consequently, the effective area of the antennais
given by



Page 37 of 474

 

Page 37 of 474

Section 2.2. Free-Space Propagation V7

3dB
Beamwidth

f
é

é
é

y Peak
¢ Antenna -f

in
Gai ;“

 
 
 

Main
Lobe

Transmitting
Antenna Side Lobe

FIGURE 2.3 Hlustration cf gain pattern of a parabolic antenna.

and the corresponding antenna gain (both transmit and receive) is

This equationillustrates that the antenna gain depends on the wavelength of transmission. For
example, a 0.6-m parabolic dish used for receiving a direct broadcastsatellite television signal at
12, GHz has a gain of

2 2

G = nf2) = 05(E08xs) = 28424c

If we express this gain in decibels, it corresponds to a gain of 34.5 dB. We have assumed an
antenna efficiency of 50%. — a

The previous example described how to calculate the maximum gain for a par-
abolic antenna when oneis looking directly at the center of the antenna. Por such
an antenna, the theoretical gain G varies with the off-axis angle y, as illustrated by
Fig.2.3. Normalized to unity on-axis gain, the theoretical gain of a parabolic
antennais

eeey (2.10)Cy)= ( sin y A
where J,(x) is the Bessel function of the first kind and D is the diameter of the
antenna. {The Bessel function is discussed in Appendix D.} This antenna gain charac-
teristic is shown in Fig. 2.4, plotted as a function of the off-axis angle y.
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FIGURE 2.4 Off-axis gain characteristic of a 1-meter parabolic antenna at 4 GHz.

The 3-dB beamwidth is a measure of the size of the antenna beam.For the para-
bolic antenna,it is the off-axis angle for which the gain falls to 3 dB below its peak
value. For a parabolic antenna with an ideal gain characteristic as described by
Eg.(2.10), the 3-dB beamwidth? is 58.4° x (A/D). From Eq.(2.9), it should beclear
that the larger the antenna, the greater the gain it provides. One important further
result inferred from Eq.(2.10) is that the larger the antenna, the narroweris the beam-
width of the antenna. Thatis, large antennas have high gain, but they must be pointed
accurately to make use of the gain. This result illustrates a general rule of thumb that
the 3-dB beamwidth is linearly proportional to the wavelength and inversely propor-
tional to the antenna diameter.

Problem 2.1 Early satellite communications systems often used large 20-m-diameter para-
bolic dishes with an efficiency of approximately 60%to receive a signal at 4 GHz. Whatis the
gain of one of these dishes in dB?
Ans. 56.2 dB. =

2.2.3 The Friis Equation

When nonisotropic antennas are used, the free-space loss relating the received and
transmitted power for general antennas is determined by direct substitution of the
gain definitions Eqs. (2.7) and (2.8) into Eq. (2.5) to obtain

_ P7GrGp= ————
Ly

(2.11)
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Equation (2.11) is referred to as the Friis equation, To simplify its evaluation, we write
it as the dectbel relation

P,(dB) = P,(dB) + Gp(dB) + G;(dB) - Lp(dB) (2.12)

where X(dB) = 10 log;(4). The Friis equation is the fundamental link budget equa-
tion. It relates power received to power transmitted, taking into account transmission
characteristics of the radio link. Closing the link refers to the requirement that the
right-hand side provide enough powerat the receiver to detect the transmitted infor-
mation reliably. Thatis, the right-hand side must be greater than the receiver sensitiv-
ity. In a later section, a more formal link budget will be presented that takes into
account a greater numberof transmission effects.

Problem 2.2 In terrestrial microwave links, line-of-sight transmission limits the separa-
tion of transmitters and receivers to about 40 km. If a 100-milliwatt transmitter at 4 GHzis

used with transmitting and receiving antennas of 0.5-m®* effective area, what is the received
powerlevel in dBm? If the receiving antenna terminals are matched to a 50-ohm impedance,
what voltage would be induced across these terminals by the transmitted signal?
Ans. Pp=-55.5 dBm and V4, = 0.37 millivolt, a

2.2.4 Polarization

Electromagnetic waves are transmitted in two orthogonal dimensions, referred to as
polarizations. There are two commonly used orthogonal sets of polarizations:

1. Horizontal and vertical polarization. Vertical polarization is generally used for
terrestrial mobile radio communications. At frequencies in the VHF band,verti-
cal polarization is better than horizontal polarization because it produces a
higherfield strength near the ground. Furthermore, mobile antennas for vertical
polarization are more robust and convenient to implement.

2. Left-hand and right-hand circular polarizations. These are often used in satellite
communications. For well-designed fixed communication links, we can use the
two orthogonal polarizations to double the transmission capacity in a given fre-
quency band.

In mobile communications, there is often little frequency reuse advantage to employ-
ing both polarizations. Scattering effects, described later in the chapter, tend to create a
cross-polar component that causes interference between the original orthogonal com-
ponents and that limits the benefit of polarization.

2.3. TERRESTRIAL PROPAGATION: PHYSICAL MODELS

The free-space propagation equation assumes that the effect of the Harth’s surface
can be neglected and that thereis a clear line of sight between the transmitting and
receiving antennas. This ts usually the situation with satellite communications. With
terrestrial communications, however, buildings, terrain, or vegetation may obstruct
the line-of-sight path between the transmit and receive antennas. In this case,
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communication relies on either the reflection of electromagnetic waves from various
surfacesor diffraction around various objects. With these additional modesof propa-
gation, a multitude of possible paths arise between the transmitter and receiver, and
the receiver often receives a significant signal from more than one path. This phe-
nomenonis referred to as multipath propagation. With multiple waves arriving at the
same location, there is the possibility of either destructive or constructive interfer-
ence, and consequently, the propagation properties can be quite different from those
obtained with free-space propagation. In the next two subsections, we will look at
the physical mechanismsof reflection and diffraction.

Other propagation modes, such as ducting, occur when the physical character-
istics of the environment create a waveguidelike effect. One example of ducting
occurs in high-frequency (HF) radio, for which the carrier frequencies range from 3
to 30 MHz. Atthese carrier frequencies, differences between the layers of the atmos-
phere are most pronounced, and the layers act like different media to the transmis-
sion. The HFsignal can be trapped within a layer of the ionosphere,reflecting off the
layers above and below in a mannersimilar to a stone skipping across a lake. This
allows the signal to travel long distances with verylittle attenuation and is sometimes
called skywave. However, the skywave form of wireless communications tends to be
unreliable, because the boundaries between the atmospheric layers do not have long-
term stability.

2.3.1 Reflection and the Plane-Earth Model®

Except for very short distances, the presence of the Earth plays an importantrole in
terrestrial propagation. For distances less than a few tens of kilometers, we may often
neglect the curvature of the earth and usea flat-Earth model,asillustrated in Fig.2.5.

The flat-Earth model showsa fixed transmitter with an antenna of height hy

transmitting to a fixed receiving antennaof height hp. It also shows a two-ray propaga-
tion model between the transmitter and the receiver, consisting of a direct path and a
path reflected by the Earth’s surface. The objective is to determine the powerlevelat
the receiving antenna terminals.First, we note the following relationship between the

ftp
7 hp

 

FIGURE 2.5 Plane-Earth reflection model.
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powerflux density and the field strength E:

© = ie (2.13)
Thefield strength is measured in voits per meter (or an equivalent), and 1g is the char-
acteristic wave impedanceoffree space. This characteristic impedance, 1207 ohms,is
the ratio of the complex amplitude of the electric field to that of the magneticfield in
free space. The antenna acts as an impedance transformer to convert the free-space
impedance to the impedance seen at the antenna terminals, We shall assume that the
electric field is generated by a continuous wave (CW) signal with a transmission fre-
quencyf; that is, at a given point in space,

E(t) = /2E)cos(2nft + 0)
2.14

» telge) eu
wherethe field strength Ey and the phase @ depend on thelocation in space, and Re { }
denotes the real part of the quantity inside the parentheses. To simplify the notation,
we define the complex phasor

E = Ege’® (2.15)
and work extensively with this complex phasor notation in the discussion thatfollows.
_ In the case of the reflection ofa single ray, if Eg is the incident electric field and
&, is the reflected field, then the relationship between the twofields is given by

Ey = Eape!" (2,16)

where p is the attenuation of the electric field and wis the phase change caused by
the reflection. These parameters depend on both the angle of incidence of thefield
and the nature of the reflecting surface, mcluding its smoothness and absorption
properties.

Differences between the direct and reflected paths will depend on path length
differences, From Fig. 2.5, by the Pythagorean theorem,the length of the direct path is

Ry = {Ro+(Ap— hp) (2.17)
and, similarly, the length of the reflected path is

R, = {Ro +(hp+ hp)” (2.18)
(This is most easily observed by reflecting the receiving antenna into the Earth.) To
calculate the field strength at the receiving antenna, we assume that the difference in
attenuation caused by different path lengths between the direct and ground-reflected
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wavesis negligible; thatis,

liz] = lie (2.19)

However, the phase difference between the two paths is much moresensitive to the
path length, and it cannot be neglected. The path difference between the reflected and
incidentraysis

AR = R,-R, (2.20)

We notethat if R is large compared with both h7 and he, then the length of the direct
path can be approximated by

2
hy-h

R= li + Ore
* (2.21)

2

-a( + oe)2R

In Eq. (2.21), we have used the approximation /1+x=(1+x/2) for x<<1. If the
same approximation technique is applied to R,, then it follows by substituting Eq.
(2.21) andits equivalent for R, into Eq.(2.20) that

2 2

_yt hp) — (lip hp) sheep
_ R

AR
2R

(2.22)

The corresponding phase difference between the two paths is proportional to the
transmission wavelength andis given by

(2.23)
 

Since Eg represents thefield strength at the receiving antenna due to the direct wave,
it follows from using Eq. (2.16) that the total receivedfield is

E = Eat Ep (2.24)
Ea(1 + p exp(jy)exp(-jA9))

If the Earth’s surface is assumed to be smoothandflat, and the reflected rayis at graz-
ing incidenceso thatthereflection coefficient is p exp(jy) = —1, then the total received
electric field is

E = Ea(1 - exp(-jA@)) (2.25)

Page 42 of 474



Page 43 of 474

SeeAEHGe

Section 2.3 Terrestrial Propagation: Physical Models 23

The magnitude of the combined electric field is given by

E = [alll - exp(jag)
~ L772

= |Ea|[1 + cos’Ad-2c0sAG+ sin7AG]
(2.26)Eal[2—2c0sag]7

= 2|a|sin($2)
Substituting Eq. (2.23) into (2.26) yields

 lz = 2Ea
 27h php

i 2,27sin| TR } (2,27)
From Egs. (2.2) and (2.13), the received poweris given by

Pp = A,

i,
No © (2.28)

~ |2
27th ph: aadsino)Io AR~ 12

The factor lz4/ A,/Mq in Eq. (2.28) is the power received via the direct path, This
direct-path power is governed by free-space propagation conditions and thus is
equivalent to the right-hand side of Eq. (2.11). Substituting Eq. (2.6) into (2.11), and

using the result to replace the factor | Bal?A,/ Ny in Eq. (2.28), we have the modified
Friis’ equation

 A 2 2 2hhpPy = 4Py(Aa) Gy Gasin'( 72)
If the product AR is much greater than the product A; hp, we can approximate sin@ by
Gand Eq.(2.29) becomes

2

‘nePape Pci“OA

(2.29)

(2,30)

Equation (2.30) is the plane-Earth propagation equation, which differs from the free-
Space equation in three ways:

1. As a consequence of the assumption that R >> Az, hp, the angle A@is small, and
Acancels out of the equation, leaving it to be essentially frequency independent.

2. It shows an inverse fourth-power law, rather than the mverse-square law of free-
space propagation.This points to a far more rapid attenuation of the powerreceived.

3. It shows the effect of the transmit and receive antenna heights on propagation
losses. The dependence on antenna height makesintuitive sense.
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The conclusionis that an apparently minor difference in the model can makea signifi-
cant change in the behavior of radio propagation.

Problem 2.3 Plot and compare the path loss (dB) for the free-space and plane-Earth mod-
els at 800 MHz versus distance on a logarithmic scale for distances from 1m to 40 km. Assume
that the antennasare isotropic and have a height of 10 m. a

2.3.2. Diffraction”

In the previous section, we saw howreflections can significantly affect the propagation
characteristics of electromagnetic waves. In this section, we consider a secondsignifi-
cant propagation effect for terrestrial propagation, namely, diffraction.

In physics, diffraction refers to the phenomenon whereby, when electromagnetic
waves are forced to travel through a smallslit, they tend to spread out on the far end
of theslit, as illustrated in Fig. 2.6. The diffraction mechanism is often explained by
Huygens’s principle, which may bestated as follows:

Each point on a wave front acts as a point source for further propagation. How-
ever, the point source does not radiate equally in all directions, but favors the for-
ward direction, of the wave front.

Huygens’s principle can be derived from Maxwell’s equations. Most important, the
principle can be used to explain why electromagnetic waves bend over hills and
around buildings, as illustrated in Fig. 2.7, to provide communications where we may
have thought that there should have been an electromagnetic shadow. One portion of
the wavefront directly hitting the obstacle is blocked (absorbedor perfectly reflected),
while the remaining portion tends to bend andilluminate the shadowregion.

D
FIGURE 2.6 Behavior of plane wave passing througha slit from left to right.
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Lif    
FIGURE 2.7 IHustration of knife-edge diffraction.

To introduce the concepts associated with diffraction, consider a transmitter T and
receiver R in free space, as shownin Fig. 2.8. We also consider a plane normal to theline
of sight path at a point O between T and R. On the plane, we constructcircles of arbi-
trary radii. Any wave that propagates from T to R via a point on any of thesecircles
traverses a longer path than the path TOR.

Second
Fresnel R
Zone 
 
 
 

 

 
First

Fresnel
Zone

  IRReeates
FIGURE 2.8 Fresnel zones of transmitted signal.
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In terms of the geometry of Fig. 2.8, the excess path length between the direct
path and the nondirect path through the point Q on thecircle of radius h is given by

AR = |TQR|—|TOR|

| 52 2 | gz id,

=d, f+(Z)+4 h+(Z) +d)
Assuming that A << d,, d> and using the approximation /1+x=1+x/2 for x<<1, we
find that Eq. (2.31) reduces to

2d,+d
AR =| 71"%(2.32)

As with the plane-Earth model, the phase difference between the two pathsis thecrit-
ical parameter. This phase difference, corresponding to a transmission wavelengthA, is
given by

20
Ag = —O- F

2

_2nh' (+ e). Toaa, (33)

2 Ad, d>

We next define the Fresnel—Kirchhoff diffraction parameter

2(d, + d>)
veh aa (2.34)

The phase difference of Eq. (2.33) can then be written as

Ag~ By (2.35)
The Fresnel-Kirchhoff diffraction parameter is a dimensionless quantity that charac-
terizes the phase difference between two propagation paths. It is used in the discussion
that follows to characterize diffraction losses in a generalsituation.

Returning to Fig. 2.8, we construct a family of hypothetical circles having the
property that the total path length from T to R via each circle is AR = gA/2 longer than
the path TOR,where q is an integer. The radii of these circles depend on the location
of this imaginary plane along the TR-axis. The set of points for which the excess path
length is an integer number of half wavelengths defines a family of ellipsoids, with
TORbeingthe axis of revolution. If we slice a specific ellipsoid perpendicular to TOR,
then, with AR = qA/2,it follows from Eq. (2.32) that the radius of the resulting circle is
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gad,dy
h=r, = oe (2.36)

and the corresponding diffraction parameter is va= /2q. From Eq. (2.32), this
approximation is valid for d), dy >> r,. tn words, a particular Fresnel~Kirchhoffparam-
eter V, defines a corresponding ellipsoid of constant excess path,

The volume enclosed by thefirst ellipsoid, g=1, is known as thefirst Fresnel
zone. The volume betweenthefirst ellipsoid and the second one,g = 2, is known as the
second Fresnel zone, and so on.

Since the gth Fresnel zone is.defined as a differential path length

DA car<dA (2.37)
2 2

relative to the line-of-sight path, the corresponding phase difference Eq. (2.33) pertain-
ing to the gth Fresnel zone is (g — 1)a< Ad < ga. Consequently, the contributionsto the
electric field at the receiver from successive Fresnel zones tend to be in phase opposi-
tion and therefore interfere destructively rather than constructively. Accordingly, we
may state the following:

As a general rule of thumb, we must keep the “first Fresnel zone” free of obstruc-
tions in order to obtain transmission under free-space conditions.

EXAMPLE 2.3 Fresnel Zones

Consider the case shown in Fig. 2.9, where the transmitter and receiver are at a height of 10m
and separated from each other by 500 m. From Eq.(2.34), at a point midway between thetrans-
mitter and receiver the radiusof thefirst Fresnel zone is given by

Add, A(250)(250)r= Tea, = feee50) = 11.18,/Am (2.38)
At 800 MHz, 4 = 0.375 m, and from Eq.(2.38), the first Fresnel zone has a raclius of 6.84 m at the
midway point. At a distance of 100 m from eitherthe transmitter or receiver, the same calcula-
tion indicates that the first Fresnel zone has a radius of 5.48 m. Consequently, all objects
between the transmitter and receiver must be shorter than 3 to 4 meters in order to have the
approximate equivalentof free-space propagation over the 500-m path at 800 MHz. m

 

   
500 m

FIGURE 2,9 Scenario for Example 2.3.
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Problem 2.4 A company owns two office towers in a city and wants to set up a 4-GHz
microwavelink between the towers. The two towers have heights of 100 m and 50 m,respec-
tively, and are separated by 3 km.In theline of sight (LOS) and midway betweenthe two tow-
ers is a third tower of height 70 meters. Will line-of-sight transmission be possible between the
two towers? Justify your answer. Describe an engineering solution to obtain line-of-sight
transmission.

Ans. No. a

2.3.3 Diffraction Losses

Page 48 of 474

If an ideal, straight, perfectly absorbing screen is placed between T andR in Fig.2.8, it
will have little effect if the top of the screen is well below the line-of-sight path. The
field at R will then be the “free-space” value of Ey. As the height of the screen is
increased, the field strength will vary up and down as the screen blocks more of the
Fresnel zones below the path. The amplitude of the oscillation increases until the
screenis just in line with T and R andthe field strength is exactly one-half of the unob-
structed value. When an obstruction is present, the Fresnel-Kirchhoff parameter is
still given by

[2(d, +d)
y= h Tdidy(2.39)

butin this case /# refers to the height of the obstruction. The height h, and thus alsov, ts
considered positive if the obstruction extends above the line of sight and negative tf it
does not.

From advanced diffraction theory,® the field strength at the point R is deter-
mined by the sum ofall secondary Huygens’s sources in the plane above the obstruc-
tion and can be expressed as

1+j7 esE=£E,-—- exp(ft ja (2.40)fowl
wherevis the Fresnel—Kirchhoff parameter and j = ./—1. Equation (2.40) is knownas
the complex Fresnelintegral. There is no known closed-form solution to this equation,
but it can be evaluated numerically. In Fig. 2.10, we plot the diffraction loss over a
knife edge as a function of the Fresnel-Kirchhoff parameter y. Note howthe loss oscil-
lates around 0 dB whenthe knife edge is below the first Fresnel zone. Once the screen
obstructs that zone and beyond,there is a steady decrease in field strength. When the
knife edge is even with the line-of-sight path (4 =0), the electric field is reduced by
one-half and there is a 6-dB loss in signal power.

For a fixed obstruction at a distance d, from the transmitter and a transmission
wavelength A, the diffraction parameter

2(d, +d)
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FIGURE 2.10 Diffraction loss over a single knife edge as a function of the Fresnel-Kirchhoff
parameter (v).

increases toward infinity as the distance d) from the obstruction to the receiver
shrinks. This relationship implies a loss becoming infinitely large as the receiver
moves more and more into the shadow of the obstruction. The free-space loss
referred to in Fig. 2.10 is that corresponding to the straight-line distance between the
transmitter and receiver in the absence of the obstruction. Note that the diffraction
loss depends on frequency through the wavelength / that appears in the definition of
the diffraction parameter. In addition to the loss introduced relative to the direct
path, there will be a phase rotation, as suggested by the presence of the imaginary
unit jin Eq.(2.40).

This subsection has described the diffraction loss due to an abrupt “knife-edge”
obstruction. The loss provides a second physical model as to why losses may be
greater than those predicted by the free-space model. In practice, there will often be
obstructions of other shapes and multiple obstructions along the transmission path.
The principles for calculating the diffraction losses are the same as described herein,
although the calculations involved are more difficult and are frequently done by
computer simulations,

Problem 2.5 In Problem 2.4, suppose the middle tower was 80 m and the shorter tower was
only 30 m, The separation between the two communicating towers is 2 km. What would the
imerease in path loss be in this case relative to the free-space loss? How would the diffraction
loss be affected if the transmission frequency is decreased from 4 GHz to 400 MHz?
Ans. The losses are approximately 22 dB for 4 GHz and 13 dB for 400 MHz. a

 
Page 49 of 474

 



Page 50 of 474

30 Chapter 2 Propagation and Noise

2.4 TERRESTRIAL PROPAGATION: STATISTICAL MODELS?
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The previous sections have identified three modes of propagation:

1. Free-space propagation, in which the received power decreases as the square of
the distance from the transmitter.

2. Reflection, wherein, for the plane-Earth model, the received power decreases
as the fourth power of distance. For other reflection models, we may expect
power decreases at other powers, typically greater than two.

3. Diffraction, which, for a knife-edge model, introduces a constant attenuation
that depends on the proportion of the direct path that is blocked.Fora terrestrial
radio link, the signal may be diffracted a numberof times along its path; conse-
quently, we would expect diffraction losses to also exhibit some dependence on
distance.

We haveseen that, even with simple physical models for these propagation modes, the
analysis can be quite complicated. With the physical approach, we build up a modelof
the environment, including the terrain, buildings, and other features that may affect
propagation. With this physical model, the possible propagation paths are determined;
the process is often referred to as ray tracing. For the different paths, the techniques
described in the previous sections are used to estimate the path losses between the
transmitter and the receiver. In some cases, signals may undergo multiple reflections,
multiple diffractions, or a combination of both. This complicated calculation is often
programmed and determined by computer. The results, however, apply only to the
particular physical model being analyzed.

Alternatively, we may use a statistical approach in which the propagation charac-
teristics are empirically approximated on the basis of measurements in certain general
types of environments, such as urban, suburban,and rural. The statistical approach is
broken down into two components: an estimate of the median path loss and a compo-
nent representing /ocal variations. These issues are discussed in the subsections that
follow.

2.4.1 Median Path Loss

In the general case, the received signal is the sum of several versions of the transmitted
signal received over different transmissions paths. Thatis, if E is the total received
electrical field and Eg is the electricalfield of an equivalent direct path, then, assum-
ing that there are N different paths between the transmitter and receiver due to differ-
ent reflections, etc., the total electric field is

N 4

B=Eay Lye
k=1

Ma (2.42)

The {L;} represent therelative losses for the different paths, and the {;} represent the
relative phase rotations. If a direct path exists, then it would nominally be character-
ized by Lj =1 and ¢) =0.
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Empiricists have performed measurements of the field strength in various envi-
ronments as a function of the distance from the transmitter to the receiver. Together,
these investigations motivate a general propagation model for median path loss having
the form

(2.43)Ise
|

[te
wherethepath-loss exponentn typically ranges from 2 to 5, depending on the propaga-
tion environment. The parameter § represents a loss that is related to frequency and
that may also be related to antenna heights and other factors. The right-handside of
Eq.(2.43) is sometimes written in the equivalent logarithmic form

L, = Bo(dB)~ 10n log(Fo) (2.44)

In this representation, Jp represents the measured path loss at the reference distance rg,
typically 1 meter. In the absence of other information, Bp is often taken to be the free-
space path loss at a distance of I meter.

Numerous propagation studies have been carried out in an attempt to identify
the different environmental effects. The conclusion drawn from these studies is that

most of these effects are locally dependent and difficult, if not impossible, to charac-
terize in general. Some sample values for n in the model of Eq. (2.43) are shown in
Table 2.1. An example of a more complex model, called the Okumura-Hata model,is
provided in Section 2.10.

While this table indicates general trends, there are exceptions. For example, if
the propagation path is along a straight street with skyscrapers on eitherside, there
may be a ducting (waveguide) effect, and propagation losses may be similar to those
occurring in free space or be evenless. In general, performance in open spacesis not
as pooras is predicted by the plane-Earth model.

This model for median path loss is quite flexible, and it is intended for the ana-
lytical study of problems,as it allows us to parameterize the performance of various
system-related factors. For commercial applications in a terrestrial environment,
either a field measurement campaign or detailed modeling of the environmentis
preferred.

TABLE 2.1 Sample path-loss exponents.

Environment it

Free space 2
Fiat rural 3

Rolling rural 3.5

Suburban,low rise 4

Dense urban, skyscrapers 4.5
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2.4.2 Local Propagation Loss

In the previous section, a model for predicting the median path loss was presented.
For any particular site, there will be a variation from this median value that will
depend on the local characteristics. Several investigators have measured the variation
about the median and have suggested that it can be modeled as a /ognormal distribu-
tion. In particular, if sp is the median value of the path loss (in dB)at a specified dis-
tance r from the transmitter, then the distribution xyp of observed path losses at this
distance has the probability density function

2

all o(ap ~ H50/2 up)
[270g

Equation (2.45) is known as the lognormal modelfor local shadowing.It is the Gauss-
ian distribution in which all quantities are measured in decibels. (See Appendix C for
a description of the Gaussian distribution.) Typical values for the standard deviation
Ogp range from 5 to 12 dB. In Fig. 2.11, the lognormal distribution

f(*gp) = (2.45)

Prob(xg3>2) = [fO«ap)dap (2.46)

is plotted. For a oyp of 6 dB, the figure indicates that the loss relative to the median
path is greater than 10 dB only 1%ofthe time.Since, by definition of the median, 50%
of the samples are expected to be less than the median and 50%greater, regardless of
the shadowing,wefind thatall curves intersect at the median point.
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FIGURE 2.11 The lognormaldistribution.
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We say that a service has 90% availability if the received signal level is above
receiver sensitivity over 90% of the region of coverage. The availability requirement
will depend on the kind of service being offered. For example, safety services require a
higher availability than non-safety services.

 
EXAMPLE 2.4 Availability

A measurement campaign in a large city indicates that the propagation can be reasonably well
modeled with a loss exponent of n = 2.9. The shadowing deviation aboutthis loss is 6 dB. Whatis
the range of coverage if 99%availability is required for a public-safety radio application? Assume
that the receiver sensitivity is -100 dBm and the measured power at 10 meters is 2 milliwatts.

Tf 99% availability is required with a 6-dB shadowing deviation, then Fig, 2.11 indicates
that an extra 10 dB of margin on top of the median path loss is required. Consequently, the
median signal power at the edge of coverage must be ~90 dBm. Assuming the use of isotropic
antennas, the statistical model for median path joss is

P,(dBm) = P,(dBm) + L,(dB)

= Ppt By— 1nlog, .(7/7q)

= 3~ lWnlog10(r/10)

where we have used Pp + By = 3 dBm at a distance rg = 10 meters.
Solving for r, we obtain

1Onlog jo(r/10) = 3- Pp(dBm)

= 3-(-90)
= 93dB

or

y = 10x10" = 16.1 km. .

Problem 2.6 A brief measurement campaign indicates that the median propagationlossat
420 MHzin a midsize North Americancity can be modeled with n = 7.8 anda fixed loss (8) of 25
dB; thatis,

 

L, = 25dB + 1logio(r”*)
Assuming a cell phone receiver sensitivity of -95 dBm, what transmitter power is required to
service a circular area of radius 10 km? Suppose the measurements were optimistic and n= 3.1
ig more appropriate. What is the corresponding increase in transmit power that would be
required?
Ans. A transmit power of 12 dBW is required for x =2.8 and 24 dBW for a= 3.1. a

2.5 INDOOR PROPAGATION’®

With the growth of cellular telephone usage, these appliances are being used more and
more in indoor iocations such as shopping malls, office buildings, train stations, and
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airports. It is important that wireless design take into account the propagation charac-
teristics in these high-density locations.

In other applications, wireless local area networks (LANs)are being implemented
in buildings and on campusesso asto eliminate the cost of wiring or rewiring buildings
to upgradeor provide newservices. For these applications, understanding the physics of
indoor applications is a key to determining how the locations and numbersof transmit-
ters and receivers will affect the desired quality of service to the user.

In parallel with previous sections, there are two common methodsof analyzing
indoor propagation: ray tracing, described in Section 2.4, and modifying the free-
space modelto fit empirical/statistical data and then applying the modelfor prediction
purposes.

The statistical approach provides a more easily understood model. A simple
model for the indoorpath loss is given by

ryr e =L,(dB) = B(dB) + 10logio(“) +) WAF()+ ¥ FAF(q) (2.47)
0 p=l g=1

wherer is the distance separating the transmitter from the receiver,rg is the nominal
reference distance (typically, 1m), m is the path-loss exponent, WAF(p)is the wall
attenuation factor, FAF(q)is the floor attenuation factor, and P and Q are the number
of walls and floors, respectively, separating the transmitter and the receiver.

With indoor propagation, the path-loss exponent n is often chosen to be 2 for
small separations, and higher valuesare selected for greater separations. A typical wall
attenuation factor for hollow plaster walls is about 5 dB at 900 MHz;for concrete walls,
the attenuation factor is typically 10 dB at the same frequency. The attenuation of con-
crete floors is usually slightly higher than that of concrete walls, most likely due to the
presence of steel beams and re-enforcing rods. These attenuation factors increase as
the frequency increases. Some measurements at 1700 MHz indicate a 6-dB increase in
the attenuation dueto floors and walls over the 900-MHz case. This path-loss modelis
a relatively simple extension of the models described in earlier sections. It tends to be
most accurate when the numberof walls and floors is small (less than five).

The shortcomings of the statistical model are that it does not take into account

such matters as the dependenceof the path-loss exponent on distance and the depen-
dence of the WAF onthe angle of incidence.If the transmitter is outside the building,
then there is an additional building penetration loss, the size of which depends on the
frequency of operation and whatfloorof the building the receiveris located on.

EXAMPLE2.5 Indoor Propagation

Suppose,in an office building, a 2.4-GHz transmitter located at a workstation is separated from
the network access node (receiver) by a distance of 35 m. The transmission must pass through
5 m of an office, through a plasterboard wall, and then through a large open area. The propaga-
tion is modeled as free space for the first 5 m and with a loss exponent of 3.1 for the remainder
of the distance. The plasterboard wall causes 6-dB attenuation of the signal. The isotropic
transmitter radiates 20 dBm. Canthe link be closedif the receiver has a sensitivity of -75 dBm?
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TABLE 2.2 Link budget for Example 2.5, 
 

 

Parameter Value Comments

Transmit Power 20 dBm

2

Free-space loss 54 dB Lo= (=)Pp A
Wall attenuation 6dB

Open-area loss 26.2 dB Ly = (r/rg)?t with r/rg = 35/5
Received power -66.2¢Bm assuming 0-dB receive antennagain | 

 

The propagation path is summarized in Table 2.2. The line items in the table are as follows:

4. The first line of the table is the transmitted power, in dBm.
2. The secondline is the free-space loss in the 5 m surrounding the transmitter, using the for-

mula for free-space path loss as shown,
3. The third line is the loss through the plasterboard wall.
4. The fourth line is the relative loss in the open area. To calculate this loss, we assume that

the reference distance for the path-loss calculation in the open area is rg = 5 m. The fourth
line is the relative loss between a distance of 5 m and a distance of 35 m.

5. The fifth line is the received powerlevel, obtained by subtracting the previous three lines
from thefirst.

 

 
The answeris yes, the link can be closed. @

 

Problem 2.7 Using the same model as in Example 2.5, predict the path loss for the site
geometry shown in Fig. 2.12. Assume that the walls cause an attenuation of 5dB and the floors
10 dB.

Ans. 67.2 dBm. a
 

 
 

  

  
 

Open Area Receiver

LERSe
 

Transmitter
 

FIGURE 2.12 Site geometry for Problem 2.7.7es
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2.6 LOCAL PROPAGATION EFFECTS WITH MOBILE RADIO"!

Most mobile communication systems are used in and around centers of population.
The major difficulties are caused by the fact that the mobile antenna is well below the
surrounding buildings; thus, most communication is via scattering of electromagnetic
waves from surfaces or diffraction over and around buildings. These multiple propaga-
tion paths, or multipaths, have both slow and fast aspects:

1. Slow fading arises from the fact that most of the large reflectors and diffract-
ing objects along the transmission path are distant from the terminal. The
motion of the terminal relative to these distant objects is small; consequently,
the corresponding propagation changes are slow. These factors contribute to
the median path losses between a fixed transmitter and a fixed receiver that
were described in the previous sections. The statistical variation of these
mean losses due to variation of the intervening terrain, vegetation, etc., was
modeled as a lognormal distribution for terrestrial applications. The slow-
fading processis also referred to as shadowing or lognormal fading.

2. Fast fading is the rapid variation of signal levels when the user terminal moves
short distances. Fast fading is dueto reflections of local objects and the motion of
the terminal relative to those objects. That is, the received signal is the sum of a
numberof signals reflected from local surfaces, and these signals sum in a con-
structive or destructive manner, depending on their relative phase relationships,
as illustrated in Fig. 2.13. The resulting phase relationships are dependentonrel-
ative path lengths to the local objects, and they can change significantly over
short distances. In particular, the phase relationships depend on the speed of
motion and the frequency of transmission.

In this section, we begin withastatistical analysis of the effects of local reflectors and
then consider the case in which the terminal is moving in the environment.

2.6.1 Rayleigh Fading

In wireless communications, a distinction is made between portable terminals and
mobile terminals. Portable terminals can be movedeasily from one place to another,
but communications occur when the terminalis stationary. Mobile terminals can also
be easily moved,but, with them, communications may occur while the terminal is mov-
ing. In this section, we consider portable terminals and how local propagation effects
may differ at different positions. Subsequently, we will consider mobile terminals.

Consider a stationary receiver that might be at position J; or J5, as shown in
Fig. 2.13. We wish to characterize the amplitude distribution of the received signal
over a variety of such positions. We model the case in which the transmitted signal
reaches a stationary receiver via multiple paths, but the path differences are due only
to local reflections, The complex phasorof the N signal rays (reflections) is given by

. v6
E= ¥ Eé " (2.48)

n=l]
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Transmitter  

FIGURE 2.13 Tlustration of constructive and destructive interference.

where £,, is the electric field strength of the nth path and @,, is its relative phase. The
phasor £ is a random variable representing the multiplicative effects of the multipath
channel. As seen previously, small differences in path length can make large differ-
ences in phase. Since the reflections can arrive from any direction, we assume that the
relative phases are independent and uniformly distributed over[0,22].

With Eq.(2.48) as the model for the complex channel envelope, we see that it is a
sum of independent and identically distributed (i.1.d.) complex random variables. From
the central limit theorem of statistics, the sum of a number of 11d. random variables
approaches the Gaussian distribution as the number of random variables gets large.
(See Appendix C for a review of probability theory and random processes.) Thatis,

3 Z£,4+jZ,as Nae (2.49)

where Z, and Z; are real Gaussian random variables. If we consider one of the compo-
nents of the sum, then wefind that the expectation of each componentis

it,E[E,é /] ELE, JElé"]H

25
_ 1 ‘fe (2.50)

= ELE, |5— | ef dO
=0
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since the mean of a complex phasor with a uniformly distributed phase is zero; E
denotes the statistical expectation operator. Consequently, the mean of the complex
envelopeis given by

E[E]
ll

La"
Fable

| 0
| The variance (power) in the complex envelope is given by the mean-square value

(2.51)

N . :

E(lEl} = F| ¥ £6" adi

é

noim=1 (2.52)

= Po

where we have usedthefactthat the difference of two random phasesis also a random
phase, unless the two phases are equal. By symmetry,this power is equally distributed
between the real and imaginary parts of the complex envelope.

Since the complex envelope has zero mean, the probability density function of
Z, in Eq. (2.49) is given by the Gaussian density function

-2/20°
4

where ao? = Py/2, and similarly for Z; We define the amplitude of the complex
envelope as

R= |Z+Z2 (2.54)

The probability density function of the amplitude is determined from the density func-
tion of Eq. (2.53) by performing the appropriate changeofvariablesto obtain

Sf,@,) = (2.53)
 

fa) = Se”lias (2.55)
oO
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(See Appendix C for details.) Equation (2.55) is known as the Rayleigh probability
density function. Integrating this density function yields the corresponding cumulative
probability distribution function:

R

Prob(r<R) = [fa@ar
a (2.56)

=1- oad
The mean value of the Rayleigh distribution (the mean value of the absolute enve-
lope) is given by

oo

E[R] = [rfpdr
0 (2.57)

-of= oO 5

and the mean-square value is given by

2, 72
E[R*] = [r folrdr

)

5 (2.58)
= 26

2
= Roms

Thatis, the root-mean-square (rms) amplitude is Ry, = /20.
The Rayleigh distribution is plotted in Fig. 2.14. The median of the distribution

is R= Ruy, which implies that there is constructive interference (R > Ryps) for 50%
of locations and destructive interference (R < R,,,,} for 50% of locations. Conceptu-
ally, each location correspondsto a different set of {d,|. Deep fades of 20 dB or more
(R <O.1Ryys) occur only rarely (with a probability of 1%). However, Fig. 2.14 indi-
cates that there can be a wide variation in received signal strength due to local
reflections.

These results are for portable receivers. In any one position, the received power
will be constant. If we take measurements at a number of random locations, then the

received power measurements would show a Rayleigh distribution. For a truly station-
ary receiver, we would choose a location that minimizes the local reflections and pro-
vides the maximum received signal strength.

EXAMPLE 2.6 Margin for Rayleigh Fading

Recall Example 2.4, in which we showed that the system would need 10 dB extra power (mar-
gin) to provide 99% availability when 6-dB lognormal fading {slow fading) was taken into
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account. Suppose this same system also undergoes fast fading. What additional margin would be
required to maintain the same availability?

From Fig. 2.14, we see that, if the receiver is to operate above threshold for 99% of the
locations, then it must be able to tolerate the amplitude dropping to as low as 10% of the rms
value, or a fade depth of 20 dB. Thatis, a 20-dB additional margin would be required for Ray-
leigh fading in order to maintain 99% availability.

In practice, a well-designed receiver that uses forward error-correction coding (dis-
cussed in Chapter 4) can usually significantly reduce the margin required to compensate Ray-
leigh fading. a

Problem 2.8 What are the required marginsfor lognormal and Rayleigh fading in Example
2.6 if the availability requirementis only 90%?
Ans. The required margins are 5.5 dB for shadowing and 10 dB for Rayleigh fading. wg

2.6.2 Rician Fading

Page 60 of 474

The Rayleigh-fading model assumes thatall paths are relatively equal—thatis, that
there is no dominant path. Despite the fact that Rayleigh fading is the most popular
model, occasionally there is a direct line-of-sight path in mobile radio channels and in
indoor wireless as well. The presence of a direct path is usually required to close the
link in satellite communications. In this case, the reflected paths tend to be weaker
than the direct path, and we model the complex envelopeas

B= E+ YE,” (2.59)
nz=1

Oil.
 

0.1
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FIGURE 2.14 Rayleigh amplitude distribution (R/Remg)
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where the constant term represents the direct path and the summation represents the
collection of refiected paths. This model is referred to as a Rician fading model. The
analysis proceeds in a mannersimilar to that of the Rayleigh fading case, but with the
addition of a constant term. A key factorin the analysis is the ratio of the powerin the
direct path to the powerin the reflected paths. This ratio is referred to as the Rician K-
factor, defined as

  
2

K = men (2.60)

5 Ee
n=l

 
 where s* = |Ep|*. The Rican K-factoris often expressed in dB.

The calculation of the amplitude density function in the Rician fading case is
more involved than with Rayleigh fading, so we merely give the result here. We have

 

2, 242

Salt) = re +5°)/20 (5) r20 (2.61)G o

where I(.) is the modified Bessel function of zeroth order.’ (See Appendix C tor more
details on the Rician distribution.)

The amplitude distributions of the Rician fading channel for different K factors
are shown in Fig. 2.15. Deep fades are clearly less probable than with the Rayleigh
channel, and the probability of their occurrence decreases as the K factor increases.

EEEEapeeenSEERSSSNS
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FIGURE 2.15 Amplitude distribution for the Rician channel.
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2.6.3 Doppler

Just as a train whistle or car horn appears to have a different pitch, depending on
whetherit is moving toward or away from one’s location, radio waves demonstrate the
same phenomenon.If a receiver is moving toward the source, then the zero crossings
of the signal appear faster, and consequently, the received frequency is higher. The
opposite effect occurs if the receiver is moving away from the source. The resulting
change in frequency is known as the Dopplershift.

To model the Doppler shift phenomenon,consider Fig. 2.16, which showsa fixed
transmitter and a receiver moving at a constant velocity away from the transmitter.If
the complex envelope of the signal emitted by the transmitter is Ae!2M! then the sig-
nal at a point along the x-axis is given by

(t-x/c)#(t,x) = A(xjel?™ (2.62)

where A(x) represents the amplitude as a function of distance and c is the speed of
light. Equation (2.62) shows the signal has a phase rotation that depends on the dis-
tance of the signal from the source.If x represents the position of the constant-velocity
receiver, then we may write

X= Xb ve (2.63)

where xq is the initial position of the receiver andvis its velocity away from the source.
Substituting Eq. (2.63) into (2.62), we find that the signal at the receiveris

pape)
F(t) = A(xg+veje . (2.64)

—j2nfyxg/e j2afyl—v/e)te

 

= A(xg+ vie

If we focus on the frequency term in the last exponent of Eq. (2.64), we discover that
the received frequencyis given by

v

Le= fal = ®) (2.65)

Fixed Moving
Transmitter Receiver

ae OS
$$

x

FIGURE 2.16 Illustration of Dopplereffect.
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where fp is the carrier transmission frequency. The Doppler shift is given by

fy = fy -hy = “fo * (2.66)

Consequently, the relationship between the observed Doppler frequencyshift and the
velocity away from the sourceis

= _Ip ; (2.67)
fo "

Equation (2.67) describes the case when the direction of terminal motion and the radi-
ation are collinear. This is actually the maximum Dopplershift that can be observed.If
the terminal motion and the direction of radiation are at an angle y, the more general
expression for the shift is

Qed

fp = ~ veosy (2.68)
For operating frequencies between 100 MHz and 2 GHz,andfor speeds up to 100 km/hr,
the Dopplershift can be as large as 185 Hz. This Doppler shift appears asa carrier off-
set that varies with the speed and direction of the vehicle. Consequently, any mobile
receiver must have the capability of both receiving a signal with frequency offsets and
tracking fast changes in the frequency offset as the receiver terminal changes velocity.

EXAMPLE 2.7 Aircraft Doppler

Anaircraft is headed toward an airport control tower with a speed of 500 km/hr at an elevation
of 20°. Safety communications between the aircraft tower and the plane occur at a frequency of
approximately 128 MHz. Whatis the expected Doppler shift of the received signal?

The velocity of the aircraft in the direction away from the tower is

vy = ~500 km/hr x cos 20° = -130m/s

The corresponding Dopplershift is

fo— —VvCcos &
cto

6

-228%10" 5430)
3x10

55 Hz

 

If the plane banks suddenly and headsin the other direction, the Dopplershift will change from
53 Hz to -55 Hz. This rapid change in frequency, dfp/dt, is sometimes referred to as frequency
slewing. A good mobile receiver must be capable of tracking the frequency slew rates that can
be generated by the receiver’s motion. a
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Problem 2.9 Suppose that the aircraft in Example 2.7 hasa satellite receiver operating in
the aeronautical mobile-satellite band at 1.5 GHz. What is the Doppler shift observed at this
receiver? Assumethat the geostationary satellite has a 45° elevation with respect to the airport.
Ans. The Doppler shift for this receiver is 491 Hz. a

2.6.4 Fast Fading

If we measure the received signal strength as a function of time for a mobile termi-
nal, we may observe a rapid variation in the signal strength about a median value.
This phenomenonis known as fast fading. From the previous section on stationary
receivers, we would expect the signal powerat different locations to have a Rayleigh
distribution. In Fig. 2.17, we show a sample trace of the received signal power for a
terminal moving at 100 km/hr in a Rayleigh fading environment. The frequency of
transmission is 900 MHz.

Over short periods, the received power hasa relatively smooth behavior, due to
the correlation of the fading at adjacent positions. However, there are the occasional’
deep fades in the level of the received signal, as would be expected with a Rayleigh dis-
tribution.It is the correlation of the fading process that we will investigate in this section.

To model fading with a moving receiver, we expand the model used for station-
ary fading, given by Eq.(2.48), to include the effects of the Doppler shift. Let

N
ws (2 t

Bo = yee (2.69)
n=l
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FIGURE 2.17 Illustration of variations in received signal power due to Rayleigh fading.
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represent the complex envelope of N signal rays. The complex envelope of the chan-
nel E(#) is time varying. Since the receiver is moving, each ray has a different Doppler
shift {f,,) because the relative directions of motion of the rays will be different. The
rays are assumed to come from arbitrary angles w,, surrounding the receiver, as shown
in Fig. 2.18. We assume that all rays are arriving from a horizontal direction; this is
known as the Clarke model.'* As before, we assumethatthe relative phase of each ray
is Lid.

To study the time dependency of the fading phenomenon, we look at the auto-
correlation of the complex envelope and so write

R,(t) = B[E(OE(t+ 2)] (2.70)

where the asterisk denotes complex conjugation and 7 is a time offset. We begin by
computing the cross-correlation between a pair of signal rays. This correlation is
given by

(2K, —j(2 j2mft won 2 TEP i'@ 7é@
F|B,6 BESOeT TREa) = E[E,é Un Be)pyego

0 ifm ZH (2.71)
= 2terete? etm an

dueto the i.i.d, assumption. Using the result of Eq.(2.71) with Eq. (2.69) in Eq.(2.70),

 
FIGURE 2.18 Illustration of local multipath arriving at a receiver.
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we obtain the autocorrelation of the complex envelope, given by

R(t) = m
n=1 m=1jOrft+0) S  jQnf,(t+2+.Ee

|
ee + M= ty“me

= yee4 (2.72)

2 —j2mf,T
E(LE]Ee ")

1
Me=

where we assumethat the effects of small changes in distance on amplitude {£,,} are
negligible. Recall from Section 2.6.3 that the Doppler shift is proportional to the angle
of the radiation relative to the direction of motion;thatis,

Ff, = FpoOs VW, (2.73)

where fp is the maximum Doppler shift. The maximum shift occurs for signal rays
that are in the same direction as the motion of the terminal. Under the assumption
that the multipath is uniformly distributed over the range [-z,z], the expectation of
Eq.(2.72) is independentof n, in which case we have

f2ft
R,(1) = PoEle (2.74)

where Pp = >_ ELE] is the average received power. Substituting Eq. (2.73) into
(2.74), we finally obtain

j2nfpt
R(t) = PyEle OY]

Eo _agf

rl3 i? Af FeOs YWiy (2.75)2mJ,

where Jo(x) is the zeroth-order Bessel function of the first kind, defined by

1 t ~jxcos@
Jg(x) = = J e d@ (2.76)

0

In summary, the correlation of the fading with time (or position) is described by
Eq.(2.75). Figure 2.19 plots this autocorrelation function of the complex envelope as a
function of the normalized parameter 27fpt. As expected, the autocorrelation peaks
at t= 0, but there is strong correlation for normalized delays as large as 2mfpt= 1. The
autocorrelation is symmetricin f.
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The power spectrum of the fading process is determined by the Fourier trans-
form of the autocorrelation function of the envelope andis given by

Spf) = FLR,(4)]

= F[PoJp(2afp7)1
P

0 : f<fy (2.77)
=1f1-CV/fp)

0 I>fp

whereFis the Fourier transform operator. Figure 2.20 plots Eq. (2.77) for Pg = 1. The
power spectrum is zero at frequencies greater than the Doppler shift fp and has dis-
continuities at the edge of the nonzero band. This spectrum is quite similar to what is
actually observed, although, in practice, the discontinuities are not present.

Implicit in the Clarke model for fast fading in mobile terrestrial communications
is the assumption thatall rays are arriving from a horizontal direction. In practice,
however, there may be a vertical component to the waves. More sophisticated models
for mobile terrestrial communications have taken this component into account, but
their conclusionsare similar to those presented here. Empirical measurements tend to
support the Clarke model, with a Doppler bandwidth related to the frequency of
transmission and the mobile velocity. The measured spectra usually show the peaks
near the Doppler frequencies, as depicted in Fig. 2.20.

Empirical investigations have indicated that the Clarke modelis not always a
valid description of the fading process between a mobile terminal and satellite. For
example, with aeronautical terminals and satellites, it has been found that a Gaussian
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FIGURE 2.19 Autocorrelation of the complex envelope of the received signal according toClarke’s model.
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FIGURE 2.20 Power spectrum of the fading process for Clarke’s model.

spectrum is a better model of the spectrum of the fading process and that the maxi-
mum Doppler frequency of the fading process is not proportional to the aircraft’s
speed,butis typically between 20 Hz and 100 Hz. Thereare a coupleoffactors causing
this slower rate: (1) Nearby reflections come from the aircraft’s fuselage and wings,
which are moving (vibrating) at a much slower rate relative to the motion of the
antenna, and (ii) more distant reflections from the sea surface tend to be directional
rather than omnidirectional. In the case of maritime mobile terminal-satellite commu-

nications, a Gaussian fading spectrum with Doppler bandwidths of 1 Hz andlessis a
more accurate model of the empirical results. This is due not only to the slower motion
of the ship through the water, but also to the effects of ocean waves and their move-
mentas reflective surfaces relative to the motion ofthe ship.

Problem 2.10 A data signal with a bandwidth of 100 Hzis transmittedat a carrier frequency
of 800 MHz. Thesignalis to bereliably received in vehicles travelling at speeds of up to 100 km/
hour. What can we say about the minimum bandwidth ofthefilter at the receiver input?
Ans. Thisfilter should be at least 175 Hz wide. a

2.7. CHANNEL CLASSIFICATION

In previous sections, we investigated the effect that various propagation phenomena
have on the receivedelectric field. Some of the observations we made wereas follows:

e The destructive interference caused by a single reflection can cause a significant
reduction in the received power. This interference causes the power loss as a
function of distance to change from a square-lawloss, characteristic of free-space
propagation, to a fourth-powerattenuation.
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* The presence of large objects such as hills, buildings, and so on does not prevent
a signal from being propagated. Rather, diffraction effects allow the signal to
propagate around these large objects, albeit at a reduced level.

* A large numberofreflections from objects near the receiver can cause large vari-
ations in the received electric field that are highly sensitive to position. Again,
this is due to the superposition of multiple electric fields associated with the dif-
ferent reflections.

¢ Movementof the receiver causes a variation in the received electric field, due to

changes in constructive and destructive interference of the various. reflections.
The rate of variation of this electric field depends on the speed of motion of the
receiver.

The first two of these observations can be categorized as large-scale propagation
effects, the last two as small-scale effects:

1. Large-scale effects are due to the general terrain and the density and height of
buildings and vegetation. These effects are characterized statistically by the
median path loss and lognormal shadowing. Both of these phenomena have a
behavior that varies relatively slowly with time. Large-scale effects are important
for predicting the coverage and availability of a particular service.

2. Small-scale effects are due to the local environment, nearby trees, buildings, etc.,
and the movement of the radio terminal through that environment. These
effects have a much shorter timescale. They have been characterizedstatistically
as fast Rayleigh fading. A consideration of small-scale effects is important for
the design of the modulation format and for general transmitter and receiver
design.

When weinvestigated the behaviorof these different physical phenomena,the analysis
was based on the transmitted electric field, which was modeled at a point in space as

E(t) = E,cos(2aft + 8) (2.78)

and by its equivalent complex phasor notation, E, Consequently, the analysis
describes the response of the channel at a single frequency f In practice, the transmit-
ted signal has a nonzero bandwidth and can be represented as

s(t)=m(t)cos(2aft + 64)

Rel 3(er4

where m(f} is the amplitude and @(¢) is the phase. As Eq. (2.79) indicates, the transmit-
ted signal also has a complex phasor representation, 3(¢) = m(He’ (0 “We shall refer
to the complex phasor as the modulating signal. In this section, we consider both the
combination of large- and small-scale propagation effects and the effect of nonzero
signal bandwidth.

In Section 2.2, we made the assumption that the channel was lmear. According to
this assumption,all distortions can be characterized by the attenuation or superposition
of different signals. In addition, we allow the possibility that the propagation channel

ll

(2.79)
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may be time varying. As a consequence of these assumptions, the channel can be pre-
sented by a dual-time time-varying impulse response A(t,r), defined as the responseof
the system measured at time f due to a unit impulse applied at time t — t. Hence, unlike
the impulse response of a time-invariant system, the impulse response A(t,r) changes
shape with t. For an inputs(t), the channel outputis given by the convolutionintegral

x(t) = face T)s(t—T)dt (2.80)
It can be shown (see Chapter 3) that this expression can also be written in complex
phasornotation as

X(t) = ize a(t — T)dt (2.81)
Channels are classified on the basis of the properties of the time-varying impulse
response h(t, 7). The effects of noise are not considered in classifying channels.

2.7.1 Time-Selective Channels

We begin by extending our model ofafast-fading channel to the case in which the
electric field is modulated by the complex phasor s(t). When the signal is modulated,
the received signal is given by

N

> a,(t)m(t) cos (2nft + p(t) + 8,(¢))
na=1

x(t)
ll

(2.82)
Z JO). 72¥ Re a,(née” 3(He! =}n=l

where o,,(f) is the attenuation and @,,(¢) is the phase rotation of the nth reflected path.
The channel modelfor fast fading assumesthatthe different paths of Eq.(2.82) are all
of the same length andthusalso have the same delay. Equation (2.82) can be written
in complex phasor notation as

N

R(t) = DY &(As(0) 2.88)n=1 é:

= &(t)s(t)

where we have made an equivalence between the received signal x(t) and theelectric
field and where &,(¢) = ar,(te "©That is, the complex gain &(¢) (often assumed to
have a Rayleigh-distributed magnitude)is the result of the constructive and destructive
interference of multiple local reflections. It is straightforward to show that &(f) has the
samestatistical properties as the electric field phasor developedin Section 2.6.4.
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Comparing Eq. (2.83) with Eq. (2.81), we can identify the time-varying impulse
response. For the model given by Eq. (2.83), it can be verified that the channel impulse
responseis

h(t, t) = O)d(1) (2.84)

where d(t) is the Dirac delta function or unit-impulse function. Since &(t) in Eq.(2.83)
is time varying, the received signal strength is also time varying. For this reason, the
channel described by Eq. (2.84) is referred to as a time-selective channel, in the sense
that the channelis better at selected times than at other times.

From Fourier-transform theory (see Appendix A), we know that multiplication
in the time domain is equivalent to convolution in the frequency domain. Accordingly,
the power spectrum of the received signal of Eq. (2.83) is the convolution of the power
spectra of the transmitted signal and the fading process;thatis,

SAP) = 8(F) @ SCF) (2.85)

where © is the convolution operator. Figure 2.21 depicts the result of convolving the
power spectrum of the fading process given by Eq. (2.82) with a nominal transmit
spectrum, also shown in the figure. The 3-dB bandwidth of the nominal spectrum is
approximately five times the maximum Dopplershift fy. The conclusion to be drawn
from the figure is that, when the Doppler shift is a small fraction of the total signal
bandwidth, there is very little effect on the received spectrum. In particular, each fre-
quency component is received at approximately the same relative level as that at
which it was transmitted. This type of channel is referred to as a frequency-flat chan-
nel; that is, the frequency response of the channel is approximately constant and does
not change the spectrum of the transmitted signal much.
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FIGURE 2.21 Comparison oforiginal spectrum with Doppler-spread spectrum. Doppler
bandwidth is 20% of signal bandwidth.
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As we shall see, a frequency-flat channel is not necessarily time selective; and
similarly, a time-selective channel is not necessarily frequency flat. Nevertheless, the
combination of a frequency-flat and time-selective channel is commonin practice, and
weshall refer to it as a flat-fading channel.

2.7.2 Frequency-Selective Channels

With large-scale effects, the signal mayarrive at the receiver via paths with different path
lengths. Consequently, in complex phasor notation, a modelfor these large-scale effects is

L

y=} 0y5(t — 1) (2.86)
f=1

where 7 represents the relative delay associated with the /th path and, for the moment,
the complex gains {@,} are assumed constant. (In practice, the complex gains could be
constant due to the transmitter and receiver being physically stationary.) With this
transmission model, the channel impulse response can be represented as

L

h(t, t) = Y &8(t- 1) (2.87)
l=1

This channel is time invariant, but it does show a frequency-dependentresponse, as
illustrated by Example 2.8.

EXAMPLE 2.8 Frequency-Selective Channel

Consider the two-ray channel with the impulse response

h(t, 1) = &(t) + &6(t- t) (2.88)

where ft) is the relative delay of the second path. If we simulate this channeldigitally, with t
equal to the sample period, then the frequency response of the channel for various values of 02
is shownin Fig. 2.22.

For & =0.5, there is attenuation at the edges of the channel. When G2 = j/2, the attenua-
tion is on the left-hand side, and when &» =—j, there is a null at +0.25f,,wheref, is the sampling
rate. (Recall from Section 2.3 that complex values for «imply a phase rotation.) a

In general, channels with an impulse response characterized by Eq. (2.87) show a
frequency dependence.For this reason, these channels are called frequency selective.
By contrast, the channel of Eq.(2.88) is time invariant, and is thusalso referred to as a
time-flat channel,

 
2.7.3 General Channels

In the preceding two sections, we have described time-selective and frequency-selective
channels. A simpler case occurs when the channelis neither time varying nor frequency
varying; this channelis referred to as flat—flat, since the responseis flat in both the time
and frequency domains.
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FIGURE 2.22 Frequency responseofstatic two-ray channel A(t, T) = At) + HAr- T,)
where T, is the sample period.

A more interesting case is characterized by the situation in which the received
signal can be represented as

L

HO = VP e(NKE- 140) (2.89)
inl

Thatis, the signal arrives at the receiver via paths having different lengths, and each of
these paths undergoes time-varying fading. The path lengths can also be slowly time
varying. Under these conditions, the channel is characterized by the time--varying
impulse response

XL

h(t, t) = SY &(Nd(t~ 70) (2.90)
f=1

The channel model of Eq. (2.89) includes both large- and small-scale effects. The
expression for A(i,7) given in Eq.(2.90) is for a finite number of signal paths; in the
general case, we may consider A(t) as representing a continuum of signal paths
with arbitrarily small differences. A channel characterized by Eq. (2.90) is both time
selective and frequency selective.

Tn the case of either a continuum or a discrete number of signal paths, the
received signal is equal to the convolution of the channel impulse response A(t, 7)
with the transmitted signal; thatis,

X(t) = fic. TM t—t)dt (2.91)
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FIGURE 2.23 Time-varying transfer function of a frequency-selective channel.

and related to the time-varying impulse response h(t,t), we may define the time-vary-
ing frequency response ortransfer function

Hit,f) = Fla(t, 0) (2.92)

where F is the Fourier transform operator. The quantity H(¢,f) represents the time-
varying frequency response of the channel,asillustrated in Example 2.9.

EXAMPLE 2.9 Time-Varying Impulse Responses

Consider a channel with the time-varying impulse response

A(t, t) = &(t)d(1) + (1)d(t- 1) (2.93)

where the {&,(t)} are independent Rayleigh processes, At each time f=, we can Fourier
transform the impulse response and determine the power spectrum of the result. In Fig. 2.23, we
show the progression in time of the transfer function ofthis fading channel. The channel shows
some frequencies with strong responses and other frequencies that correspond to nulls, both of
which change with time. a

2.7.4 WSSUS Channels"?

Two conclusions may be drawn from the channel models presented in the previous
sections:
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* The mobile channelintroduces delay spread into the received signal. Thatis, the
received signal has a longer duration than that of the transmitted signal, due to
the different delays of the signal paths. This phenomenonis referred to as time
dispersion.

* The mobile channel introduces Doppler spread into the received signal. Thatis,
the received signal has a larger bandwidth than that of the transmitted signal,
due to the different Doppler shifts introduced by the components of the multi-
path. This second phenomenonis referred to as frequency dispersion.

Both time dispersion and frequency dispersion introduce distortion into the received
signal. The amount of degradation caused by this distortion depends on howthe signal
is designed.

Doppler spreading or frequency dispersion causes variations of the received sig-
nal in the time domain. Of interest for the design of data transmission systems is the
maximum duration for which the channel can be assumed to be approximately con-
stant. A transmitted data symbol that has a duration less than this time should suffer
little distortion from the effects of frequency dispersion. However,it will still suffer
the effects of reduced signal levels.

Just as fading does in the time domain, time dispersion causes slow variations in
the received signal in the frequency domain. (See Example 2.8.) Of interest in the
design of digital transmissions systems is the maximum transmission bandwidth over
which thereis little variation. A signal contained within that bandwidth should suffer
little distortion from the effects of time dispersion.

For design purposes, two parameters characterize the effects of frequency and
time dispersion:

* Coherence time refers to the time separation at which the amplitudes of two
time-domain samples of the channel become decorrelated.

* Coherence bandwidth refers to the frequency separation at which the attenua-
tion of two frequency-domain samples of the channel becomesdecorrelated.

In other words, the coherence time is a measure of the length of time for which the
channel can be assumed to be approximately constant in the time domain. The
coherence bandwidth is a measure of the approximate bandwidth within which the
channel can be assumed to be nearly constant. The parameters of coherence time
and coherence bandwidth are useful for assessing both the performance of various
modulation techniques and the distortion that will be caused by the channel. The
threshold for declaring decorrelation in the definitions of coherence time and coher-
ence bandwidth is a matter for debate. Although not definitive, a threshold of 0.5 is
used by Jakes (1974) and Lee (1982), and we shall use this definition in the discussion
that follows.

The task aheadofusis to develop expressionsfor estimating the coherence time
and coherence bandwidth for a general channel impulse response A(t, tT). We begin
the task by assuming that A(t, 7) is wide-sense stationary (WSS). As explained in
Appendix C, a random process is wide-sense stationary if it has a mean that is time
independent and a correlation function R(i,t) = R(t, —t,). What does this mean for
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the time-varying impulse response? It means that the autocorrelation function of the
channel response takes the form

Elh(t,, th(ty, %)] = Ry (ty —ty37 T) (2.94)

Thatis, the channel autocorrelation function dependsonly on the time difference, fy — fp.
It is also commonly assumedthat, in multipath channels, the gain and phase

shift at one delay are uncorrelated with the gain and phase shift at another delay.
This type of behavioris referred to as uncorrelated scattering (US), a phenomenon
in which the {@&,(f)} are uncorrelated random processes. Under the uncorrelated-
scattering assumption, wefind that

R(t — fst, T) = Rey —ty;T,)6(T, — T) (2.95)

Thatis, the autocorrelation is nonzero only when 1 =}. The combination of a wide-
sense stationary signal and uncorrelated scattering is referred to as a wide-sense
stationary uncorrelated scattering (WSSUS) channel.

EXAMPLE2.10 Uncorrelated Scattering

Suppose that the channel impulse response is given by
bE

h(t, ) = S dn(t)6(t- §)) (2.96)f=1

and the scattering processes are uncorrelated. Determine the autocorrelation function ofthe
channel.

The autocorrelation function of the channelis given by

R, (ty taiT, %)=ELA, T)h* (ty, T)]
li L

> y(t) Ot, - &) » a, (1) 6(4 — s0|fel k=a1

bok ; (2.97)
¥ E[ & (t,) O§ (t,)16( 4, — €) 6( 4 - €))
f=lk=1

L

SELalt GF (t)18( 4 — €) 5% - $)
f=1

where the last equality follows from the third by the uncorrelated-scattering assumption.
Then, with a Clarke model for the scattering process described in Eq. (2.75), the autocorre-
lation of the fading forthe /th path is given by

E[04(t,) G1(t)] = BJy(2afp(t -4)) (2.98)
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where P, is the average power of the /th path. Consequently, the autocorrelation function of
the channel reduces to

i

RyCys t95Ty, T) = bs Py Jg(2Af (ty — te) ) (4, - gp[ae — Tt} (2.99)f=]

Equation (2.99) has the form indicated by Eq.(2.95), a

2.7.5 Coherence Time

In Section 2.7.4, the coherence time is defined as the period over which there is a
strong correlation of the channel time response. For a WSSUSprocess, this is the
range of At over which Ry(At\t,) =R, (4, t+ At;t,, t) of Eq.(2.95)is significant. If we
set t] =Oin R;2 (AL1), then wefind that the Fourier transform of the resulting auto-
correlation functionis given by

Sp(f) = FLR;(At 0)] (2.100)

The function Sp{f) is referred to as the Doppler power spectrum of the channel. A
general property of the Fourier transform is that the width of a signal in the time
domainis inversely proportional to the width of the signal in the frequency domain;
see Appendix A. Consequently,if the Doppler spread 2fp, where fp is the maximum
Dopplerfrequency,is the approximate width of the Doppler power spectrum, then the
coherence timeis given approximately by

Tcoherence * Fr (2.101)
Thatis, the coherence time of the channelis approximately the inverse of the Doppler
spread of the channel,

EXAMPLE2.11 Coherence Timefor a Flat-Fading Channel

For the Clarke model for fast fading described in Section 2.6.4, what is the coherence time of the
channel?

From Eq. (2.75), the normalized autocorrelation of the fading process of a flat--fading
channel described by the Clarke modelis given by

RyCAt, 0) = R,(At) = Jy(2afpAt) (2.102)
If we define the coherence timeas that range of values, At, over which the correlation is greater
than 0.5, then substituting RTcoherence J) = 0.5 into the left-hand side of Eq. (2.102) implies
that the coherence time is given by

1

Peoherence = Hr,Tp
0.30
2fn

——Jq(0.5)
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where de (.) is the inverse Bessel function of order zero. As predicted by the preceding analysis,
the coherencetimeis inversely related to the Doppler spread. a

The two inversely related parameters of coherence time and Doppler spread
provide one measure of the channel characteristics. If the coherence timeisfinite, then
the channel is time selective, that is, time varying. If the coherence timeis infinite,
then the channelis timeflat, that 1s, time invariant.

2.7.6 Power-Delay Profile

With a WSSUS channel, we found that the autocorrelation of the channel impulse
responseis given by Eq. (2.95); that is, the wide-sense stationary assumption implies
that there is a dependence only on At and noton the pair (t,t), while the uncorrelated
scattering assumption implies that t, and t% must align for nonzero correlation. We
define the function

P(t) = R,(037) (2.103)

based on R, (Ats) with At=0. This can be shown to be equivalent to E[|A(t, DI") for
the WSSUSchannel. The function P,(t), which is known as the multipath intensity
profile or power-delay profile of the channel, provides an estimate of the average
multipath poweras a function of the relative delay 7

EXAMPLE2.12 Discrete Power-Delay Profile

Considerthe situation in which the channel impulse responseis given by
£L

A(t, t) = S &(t)6(4- &)) (2.104)f=1

Then, from Example 2.10, the corresponding autocorrelation function of At, tT) is given by
Eq. (2.99); thatis,

L

Ri (ty toiSy'6o) = Ss PJol2fpAt) &(t, — gp Ty — T) (2.105)f=1

and the power-delayprofile is given by
E

P,(t) = § P/d(t- §)) (2.106)bea

Thatis, at the delay &), the power-delay profile is the average powerof the /th path, as would be
expected from the definition. a

The different rays that compose a multipath signal will travel different paths
between the transmitter and the receiver. These paths will often have different lengths,
and there will be correspondingly different transmission delays. Intuitively, we would
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FIGURE 2.24 Sample average power-delayprofile.

expect signals at greater delays to be weaker simply because they have traveled
greater distances. This is often the case, but not always: the actual propagation losses
depend on the reflection coefficients and diffraction effects. The multipath intensity is
sometimes modeled with an exponential power-delay profile, as shown in Fig. 2.24.
That is, the average power decreases exponentially with relative delay. Sample chan-
nels may vary significantly, but the power-delay profile refers to the power as a func-
tion of delay, averaged over a large numberof channels.

The power-delay profile may be characterized by twostatistical parameters. With
P,(t) representing the profile, the average delay is given by

1%
=e|tP,(a)dt (2.107)

mi

where the average poweris

P,, = [P,(nde (2.108)
0

The second central momentof the average power-delay profile is given by

i* 2
My = 5|(t-Tpy P,(ode

mm
(2.109)

1

P,HL [PPi(dae—Ty
0
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There are two parameters in common use to characterize this time dispersion or
excess delay. The first is delay spread, defined by

S= uy (2.110)

which is simply the root-mean-square (rms) delay. The second parameteris the muuzlti-
path spread, given by

Ty = 2ju = 28 (2.111)

The multipath spread is the two-sided rms delay, or the approximate width of the
excess delay. The multipath spread is effectively the time interval over which the
power-delay profile is nonzero.

2.7.7 Coherence Bandwidth

Just as the coherencetime of a channelis related to the autocorrelation function of

the channel impulse response, the coherence bandwidth of a channelis related to
the autocorrelation function of the time-varying frequency response. Recall from
Section 2.7.3 that the time-varying frequency response of the channel is given by
the Fourier transform

H(t,f) = FlA(é, 0] (2.112)

With this definition of the time-varying frequency response, we may define the auto-
correlation function

Rulfyfsdt) = ELA(t,fH(t+ Atfy) (2.113)

This is the frequency-spaced, time-spaced correlation function; it depends only on
the time difference At due to the assumed WSSproperties of the channel. It can be
shown that the frequency-spaced, time-spaced correlation also depends only on Af for
a WSSUSchannel, not on the individual f, and f5,s0 we can define

Pi (Af At) = Ry bS+ AG AD (2.114)

It can also be shown that there is a Fourier transform relationship between the two
quantities [P,(t)] and (P,, (Af, 0)), as shown by

P(Af 0) = FLP,(2)] (2.115)

The function on the left is the coherence spectrum of the channel. The function on
the right is the Fourier transform of the power-delay profile. The coherence spectrum
represents the average correlation between frequencies separated by Afat any particu-
lar instant in time (Ar=0). Consequently, the coherence spectrum is closely related to
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the coherence bandwidth of thesignal. In particular, because of the inverse relation-
ship betweenthe time and frequency domains, we havetherelationship

BWoop * re (2.116)
That is, the coherence bandwidth is inversely proportional to the multipath spread
of the channel.

The coherence bandwidth of the channel is the bandwidth over which the fre-
quency responseis strongly correlated—thatis, relatively flat. If the coherence band-
width is small with respect to the bandwidth ofthe transmitted signal, then the channel
is said to be frequencyselective. Thatis, insofar as the transmitted signal is concerned,
the channel has a nonflat frequency response. When the coherence bandwidth is large
with respect to the bandwidth of the transmitted signal, the channel is said to be fre-
quency nonselective or frequency-flat.

2.7.8 Stationary and Nonstationary Channels

The keyfeature of wide-sense stationary uncorrelated-scattering (WSSUS)channelsis
that correlation of the channel response depends only on the time difference and not
on the absolute time. These stationary models for channel characteristics are conve-
nient for analysis, but often, except for short time intervals, they are not an accurate
description of reality. For example,terrestrial mobile channels are usually highly non-
stationary, for the following reasons, among others:

1. The propagation path often consists of several discontinuities, such as build-
ings, that can cause significant changes in the propagation characteristics
(e.g., when a terminal moves in and out of the electromagnetic shadow of a
building).

2. The environment itself is physically nonstationary. There may be moving
trucks, moving people, or other elements of the environment that can signifi-
cantly affect propagation. An example is the effect of a person’s head on the
propagation pathfora cell phone useras the user nods or changes position.

3. The interference caused by other users sharing the same frequency channel will
vary dynamically as these other users come onto and leave the system.

All of these factors contribute to the nonstationarity of the link. Different types of
radio links have different degrees of nonstationarity; nevertheless, some wireless links,
such asfixed satellite links, can often be considered essentially stationary.

Stationary models still have their application. Even though many communica-
tions links are highly nonstationary, the WSSUS model provides a reasonably accurate
accountof the propagation characteristics for short periods of time. For many applica-
tions, this is sufficient. For example, with digitized voice transmissions, the size of a
voice frame is often on the order of 20 milliseconds. Since communications link can
frequently be considered stationary over many voice frames, the WSSUS modelis an
important tool for analyzing system performance.
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2.7.9 Summary of Channel Classification

This section introduced severalclassifications of wireless channels:

e Time-flat channels are time-invariant channels. An example is a transmitter and
receiver that are both physically stationary, with the propagation environment
unchanging.

° Frequency-flat channels have a frequency response that is approximately flat over
a bandwidth ereater than or equal to the bandwidth of the transmitted signal.

e Time-selective channels are time-varying channels, An example is a wireless ter-
minal moving through the environment and undergoing Rayleigh fading.

° Frequency-selective channels have a frequency response that cannot be assumedto
be flat over the bandwidth of the signal. Frequencyselectivity is due to a multipath
that hassignificant delay spread relative to the symbolperiod of the transmission.

Theclassification of a channel dependsonthesignal that is to be transmitted. Narrow-
band mobile channels are often flat-fading (flat frequency, time selective), because the
coherence bandwidths of most radio channels at transmission frequencies less than
1 gigahertz are typically tens of kilohertz. The exception to this is HF radio, wherein
due to propagation modes such as ducting through the ionosphere, even very narrow
channels can be frequency selective. Wideband channels, in which either the transmit-
ter or the receiver is moving, are often both time selective and frequencyselective.

For data transmission systems, there are two parameters ofinterest:
e Coherence time is the maximum duration for which the channel can be assumed

to be approximately constant. If a transmitted data symbol has a duration thatis
less than the coherence time,it should suffer little distortion from the effects of
frequency dispersion.

© Coherence bandwidth is the maximum transmission bandwidth over which

there is little variation. A signal contained within the coherence bandwidth
should sufferlittle distortion from the effects of time dispersion.

If we assume that the channel is wide-sense stationary with uncorrelated scattering
(WSSUS), then the coherencetimeis inversely proportional to the Dopplerspread of
the channel and the coherence bandwidthis inversely proportionalto the delay spread
of the channel.

Problem 2.11 Measurements of a radio channel in the 800 MHz frequency band indicate
that the coherence bandwidth is approximately 100 kHz. Whatis the maximum symbolrate that
can be transmitted over this channel that will suffer minimal intersymbolinterference?
Ans. The multipath spread of the channel is approximately 10 microseconds. [f we assume that
spreading ofthe symbol by less than 10% causes negligible interference, then maximum symbol
period is 100 microseconds and the corresponding symbolrate is 10 kHz. a

Problem 2.12 Calculate the rms delay spread for an HF radio channel for which

P(t) =0.68(1) + 0.36(7—-0.2) + 0.16(7— 0.4)

where Tis measured in milliseconds. Assumethat signaling with a 5-kHz bandwidthis to use the
channel. Will delay spread be a problem? Thatis, is it likely that some form of compensation (an
equalizer) will be necessary?
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Ans. The ris delay spread is 0.29 millisecond and the coherence bandwidth is 1720 Hz, so an
equalizeris likely necessary. x

Problem 2.13 Showthat the time-varying impulse response of Eq.(2.84) and a time-invariant
impulse response are related by

time-invariant (f) = Atime—varying(4£)

Explain, in words, what the preceding equation means. a

2.8 NOISE AND INTERFERENCE

The primary objective of the previous sectionsis to estimate the received powerlevel
and characterize its behavior as a function of the environment, What sets the mini-

mum acceptable received power level is the receiver noise and interference levels.
In general, noise can be defined as unwanted (and usually uncontrollable} electrical
signals interfering with the desired signal. Unwanted signals arise from a variety of
sources, both natural and artificial. Artificial sources include noise from automobile

ignition circuits, commutator sparking in electric motors, 60-cycle hum, and signals
from other communications systems. Numerousartificial sources result from harmon-
ics of the natural frequency. For example, spark plug firings in car engines havea fre-
quency on the order of thousands of rpm; consequently, although the fundamental
frequency is less than 1 kHz, the energy emitted by this excitation is often so strong
that high-order harmonics can cause significant interference in radio systems. Natural
sources of noise include circuit noise, atmospheric disturbances, and extraterrestrial
radiation. In this section, we will characterize various sources of noise. Later sections

will show how they influence communication system design.

2.8.1 Thermal Noise™4

Thermalnoise can be considered a fundamental property of matter above the absolute
temperature of 0°K. In an insulator, electrons are bound to the atom. In a conductor,
such as a wire or a resistor, the attraction between the electrons and the nucleusis not

as strong, and electrons are free to move from one atom to another. In any conductor
at a temperature above 0°K,these free electrons are neverreally stationary, but move
about with random velocities in ail directions. These random motions have an average
velocity that is zero in any direction over a long period of time. Over short intervals,
there are statistical fluctuations from this zero average—equivalent to intermittent
currents. We call these spontaneousfluctuations thermal noise.

Consider the voltage that is observed between the two terminals of a metallic
resistor. The average voltage is zero. The mean-square voltage is nonzero, due to ther-
mal noise. Quantum physics provides an expression for this mean-square voltage
namely,

22k?
3A R (2.117)
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where

Ris the resistance in ohms

k=1.37 x 10-23 W-s/°K is Boltzman’s constant
h =6.62 x 10-4 W-s? is Planck’s constant
T is the absolute temperature of the resistor in degrees Kelvin

Consequently, the resistor can be modeled as equivalent to the Thévenincircuit shown
in Fig. 2.25, in which the resistor is ideal (noiseless) and the voltage source has zero
mean and a mean-square voltage given by Eq. (2.117). Since the voltage is the sum of
the motions of a large numberofelectrons, it is accurately modeled as a Gaussian dis-
tribution with zero mean. The mean-square (m.s.) voltage across the resistor terminals
is finite and dependson the resistance R. The maximum powerdelivered by thecircuit
of Fig. 2.25 occurs when the load resistance is matched to R. By dividing both sides of
Eq.(2.117) by R and scaling by a factor of 1/4, we obtain an expression for the maxi-
mum available noise power.

Any communicationslink occupies only a very narrow portion of the whole elec-
tromagnetic spectrum. Whatis of interest to communications engineersis the distribu-
tion of thermal noise power across frequency, or S,,(f)—that is, the noise spectral
density. Quantum physics provides an expression for this as well. The importantresult
is that, for frequencies up to 1 0!? Hz, the available thermal noise spectral density
(watts/Hz) is approximately constant andis given by

S,(f) = kT/2
(2.118)

=N)/2, —oo <f'<co

Equation (2.118) describes the noise power delivered to a matched load; it is
independent ofthe resistance. This upper limit of 10'* Hz falls in the near-infrared
portion ofthe electromagnetic spectrum, far above where conventional electrical com-
ponents have ceased to respond. Above these frequencies, the noise power decreases
exponentially as a function of frequency.

Ideal
Resistor

R

Gaussian
noise

source

pe

FIGURE 2.25 Thévenin modelof a resistor.
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On the basis of Eq. (2.118), we use the two-sided spectral model for thermal
noise depicted in Fig. 2.26. This model shows that thermal noise has a flat spectrum
across all frequencies (positive as well as negative), with density No/2. This type of
noise is referred to as while noise, since it contains all frequencies at an equallevel.
The amplitude distribution at any frequency is Gaussian, and there is no correlation
between samples of the equivalent time-domain noise process n{f). That is, for a real
white-noise process, the autocorrelation function is given by

R,(1) E[nté)n(t + 2)]

(2.119)No
= C7)

The noise spectral density is conventionally defined as a two-sided quantity No/2 appli-
cable over the range ~ce < f < °». In practice, the single-sided value No is often used, for
two reasons:

* Conventional instrumentation measures only positive frequencies.

© In Chapter 3, it will be shown that noise has a complex envelope representation
similar to that of any other signal. In the case of noise, both the in-phase and
quadrature components are white, Gaussian, and independentof each other. The
corresponding complex baseband process A(t) has a two-sided noise spectral

density of No, and autocorrelation is R.{T) = N,d(t).
The noise power in a bandwidth B is

P = (N,/2)(2B)
° (2.120)

wherethe first equality corresponds to the two-sided representation and the second to
the single-sided representation. If a filter has a frequency response H(f), then we
define the noise-equivalent bandwidth, or noise bandwidth, of the filter as

oo

fil/BaF
Boe mee 2.121&q N942 ( )

Sniff)

Noi

4 f

FIGURE 2.26 Spectral model for white noise.
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The noise bandwidth is equivalent to the bandwidth of an ideal rectangularfilter that
would pass the same amount of noise power. For manyfilters, the noise bandwidth is
approximately equal to their 3-dB bandwidth. We may define the noise-equivalent
bandwidth of a signal in a similar manner.

Problem 2.14 What would be the rms voltage observed across a 10-M. metallic resistor at
room temperature? Suppose the measuring apparatus has a bandwidth of 1GHz, with an input
impedance of 10 M22. What voltage would be measured then? Compare your answer with the
voltage generated across the antenna terminals by the signal defined in Problem 2.5. Whyis the
avoidance oflarge resistors recommendedforcircuit design? Whatis the maximum power den-
sity (W/Hz) that a thermalresistor therefore delivers to a load?
Ans. The maximum rmsvoltageis 1.6 volts. Over 1 GHz into a 10-MQ load, the voltage is approx-
imately 6 millivolts. The maximum power density delivered to a matched load is kT =4 x 107!
watt/Hz at room temperature. a

2.8.2. Equivalent Noise Temperature and Noise Figure

There are other sources of noise that exhibit behavior similar to that of thermalnoise.

Thatis, the noise produced by these sources is Gaussian in distribution and white over
the range of frequencies of interest. For this reason, the concept of an equivalent
noise temperature is often assigned to these sources. The equivalent noise tempera-
ture of a device is not necessarily its physical temperature, but rather a measure of the
noise that the device produces.

EXAMPLE 2.13 Earth’s Radiation

The antenna ofasatellite looks directly at the Earth in order to receive signals emitted by
ground-based terminals, The Earth has an average temperature of approximately Ty = 290°K
and, like any warm body,radiates energy that is proportional to this temperature. The radiated
energy is effectively white across the frequency band. Any of this energy that falls within the
antenna aperture is collected and addedto the receivedsignal, in which case we say the antenna
has an equivalent noise temperature of To. a

Amplifiers add noise to the signal in much the same way that passive devices
such as resistors do. The noise added depends on the amplifier design and mustbecal-
ibrated for each device. Although amplifiers could be specified in terms of their equiv-
alent noise temperature, they are conventionally specified in terms of their noise
figure. One reason for this alternative representation is that amplifiers usually have a
finite operational bandwidth; consequently, the noise effects may be frequency depen-
dent. For applications considered in this book, we will assume that noise effects are
white.

The noise figure represents the increase in noise at the output of the amplifier,
referenced to the input. Let G(f) be the available powergain of the device as a func-
tion of frequency. G is defined asthe ratio of the available signal powerat the output
of the device to the available signal power of the source when the sourceis a sinusoid
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of frequency f The noise figure is then defined as

Sao?= 2.122

where $,,(f) is the spectrum of the output noise power and S,;(/} is the spectrum of
the input noise power. For an ideal noiseless amplifier, the noise figure is unity; that is,
the amplifier simply amplifies the input noise, but adds no noise itself. Equation
(2.122) permits the calculation of the noise figure dependence on the frequency f if
necessary, :

‘The noise figure is usually expressed in dectbels, but for very low-noise amplifiers
such as those used as receiver front ends in satellite communications, the noise figure
is often very close to 0 dB. The decibel scale makesit difficult to distinguish between
the performance of the different amplifiers in this case. In these situations, it is often
preferable to use the equivalent noise temperature of the amplifier. That is, equivalent
noise temperature and noise figure are equivalent methods of specifying the noise
contribution of a device.

To show the relationship between noise figure and equivalent noise temperature,
assume that the amplifier has a power gain G that is constant; this is referred to as a
flat spectral response. A metallic resistor is connected across the input terminals. The
available noise power at the output due to the input noise is Gk7Tp. The total output
noise poweris defined as G(AT, + KTy), where 7, is the equivalent noise temperature
of the device. This noise model is shownin Fig. 2.27. Consequently, the noise figure can
be written as

GUT, +RTg) — T+ Ty (2.123)
GkT, Ty ™

where 7, is the standard temperature of 290°K. The relationship between the equiva-
lent noise temperature 7, and the noise figure is given by

T, = (F-1T, (2.124)

EXAMPLE 2.14 Noise Figure and Receiver Sensitivity

Suppose a wireless receiver has a noise figure of 8 dB and includes a modem that requires an
SNRof 12 dB for proper operation in a 5-kHz bandwidth. What is the receiver sensitivity?

The noise power due to the receiver in a bandwidth & is given by

N = F(kT)B

kT, GtkT+ kT)
oe

FIGURE 2.27 Noise model of amplifier.
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where F is the noise figure of the receiver. In the decibel representation, this equation becomes

k(dBm - sK~') + T)(dBK)+ F(dB) + B(dBHz)
~ 198.6 + 10log,,290 + 8 + 10log 5000
-129,.0 dBm

N(dBm)

where wehave used the following equivalences for Boltzmann’s constant:

1.37x10-?Watt — sec°K
~228.6dBW —s/K

~198.6dBm —s/K

k
ll

The correspondingreceiver sensitivity is given by

S = SNRxXN|

| So, in a decibel representation, the sensitivity (i.e., the minimum signal level that the receiver
| can reliably detect)is

S(dB) SNR(dB) + M(dBm)

12 + (129) e
-117 dBm

Problem 2.15 The noise figure of a cell phone receiveris specified as 16 dB. Whatis the
equivalent noise temperature? Assumethat reliable detection of a 30-kHz FM signal by this
receiver requires an SNR of 13 dB. Whatis the receiver sensitivity in dBm?
Ans. The equivalent noise temperature is 11,255°K and the receiver sensitivity is 100 dBm. a

2.8.3 Noise in Cascaded Systems

A communications receiver is composed of a number of components, including an
antenna, amplifiers, filters, and mixers, and these components may be connected by
transmission lines. The overall system temperature involves noise contributions from
these components in a weighted manner. In this section, we show how to combine the
noise contributions of these different portions of the system.

We model each of the aforementioned devices with the two-port model shown in
Fig. 2.28, where each device has a noise factor F and a gain (or loss) G. With this
model, the input to the device is summed with an internal noise source. The spectral
density of the internal noise source is (F — 1)kTp. The combinedsignal is then processed

White Gaussian Noise

(F— No mM -

FIGURE 2.28 ‘Two-port model for a communications system component with No = kTp.
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by an ideal (noiseless) amplifier with gain G. If S(f) is the device input, then the out-
put of the circuit is given by

Yf) = GS(f)+ GF ~1)kTy (2,125)

Thatis, the output has both a signal componentand a noise component.
Now consider a system with two such devices, having noise factors F; and F> and

gains G, and Gy, respectively, as shown in Fig. 2.29. To determine the noise figure of
the cascaded system, we assume that the input is connected to a metallic resistor with
noise density No.

Under these assumptions, the output of the first stage and input to the second
stage is #)GNo. The output of the second stage is G[(F>-1)Nq + FGNo}. In accor-
dance with the definition of noise figure given in Eq. (2.122), if we compare the input
and output of the cascaded devices, the overall noise figure is given by

Gy{(Fy-1)Np + F1G,No}

G1G4No

Gy

That is, tre combined noise figure is the noise figure of the first device, plus the
noise figure of the second device attenuated by the gain of the first device. In the
general case, the noise figure for a multistage system is given by

F m=

(2.126)
lt

Pyt
 

(2.127)
  

Correspondingly, the equivalent noise temperature of the system is

Tog = Ty ++ tees (2.128)
* G, GG,

 

where T; and G, are the noise temperature and gain of the Ath stage of the receiver
amplification chain, with k=1,2,.... If we include the equivalent noise temperature of
the antenna in Eq. (2.128), the equation becomes

T, Ts
Toye = Tg + Ty ++ toe, (2.129)

 

Reference
Noise

No

 
 
 

Output Noise
Gil GPLNo + (Fz ~ 1)No)

FIGURE 2.29  [llustration of cascaded noise calculation for two-device system.
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EXAMPLE 2.15 System Noise Figure Calculation

Suppose the antenna of Example 2.13 is connected to an amplifier stage with a gain of 40 dB and
an equivalent noise temperature of 50°K. A subsequent amplifier stage has a gain of 30 dB and
noise figure of 5. Whatis the system noise figure?

From Example 2.13, the antenna has an equivalent noise temperature of Tp or, equiva-
lently, a noise figure of 2 and a gain of 1. Forthe first amplifier, the noise figure is

Fy =1+T,/Ty=1.17

The system noise figure is then

(F,-1)
1Fys = Fant (Fy -1) +
 

2 2+ (147-1) +2, = O47
10

From this example, it should be clear that it is the noise performance of the first amplifier
stage, often referred to as the low-noise amplifier (LNA), that is critical to communications
performance. a

Problem 2.16 Showthat the system temperature,in general, is given by Eq. (2.129). z=

2.8.4 Man-Made Noise’?

Natural background and internal noise sources may be minimized with good system
and antenna design. Beyondthis, artificial noise levels may set the sensitivity limit of a
receiver. Someartificial sources of noise may be other communications systems oper-
ating in the same frequency band; other sources may be systems that operate in other
frequency bands, but unintentionally generate RF signals in the band of interest. In
this section, we will consider three such sources.

Devices that produce large electrical discharges often cause impulse noise. The
electromagnetic pulses may have durations of 5 to 10 nanoseconds and may occur at
rates up to several hundred pulses per second. Due to the short pulse duration,
impulse noise is often modeled as a broadband type of noise. The impulses vary in
their strength and frequency. Some impulses have powerlevels well above the receiver
noise floor, but may occur infrequently. Impulses of weaker strength occur morefre-
quently. The spectral density of the impulse power decreases with frequency, being
greater in frequency bands below 500 MHz and decreasing rapidly at high frequencies.

The sources of impulse noise include the following:

¢ Noise from electrical machinery (particularly commutating motors)

¢ Noise from spark ignition systems in automobile or other internal combustion
engines

e Switching transients

e Dischargelighting.

A general characterization of impulse noise is difficult to come by, but impulse noise is
a nonstationary phenomenon that depends on the frequency of operation of the
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source, the time of day, the surrounding environment, and various other factors. Accu-
rate modeling requires measurements in the frequency band of interest, in differing
environments, and at different times of day, week, and year.

The impact of impulse noise on digital communications systems depends on the
impulse characteristics, such as pulse power, duration, and repetition rate. The impulse
noise can affect both the front-end and intermediate stages of a receiver and can cause
variationsin signal strength, synchronization loss, and message errors.

A. second type of man-made noise or interference is out-of-band transmissions
from other communicationslike services. These out-of-band transmissions include the

harmonics of high-power radars and television signals, services that may be using a
highly separate frequency band,but that have a second or third harmonic which may
fall directly into the communications bandof interest. Of particular concern are exam-
ples where one service transmits at much higher levels than another. For example,the
Global Positioning Satellite Service (GPSS) operates at very low power levels in the
frequency band centered on 1.476 GHz. The band at 738 MHzis assigned for wide-
band public safety messages, with base station transmit powers of up to 30W permit-
ted. Clearly, the second harmonic ofthe latter signal must be sufficiently attenuated to
prevent interference with the former. (See Problem 2.44.)

A third type of interference related to system design, multiple access interfer-
ence, is discussed in the next section.

Problem 2.17 Microwave ovens operate at a natural frequency of the water molecule at
approximately 2.45 GHz. This frequency falls in the middle of a band from 2.41 to 2.48 GHz that
has been allocated for low-power unlicensed radio use, including wireless local area networks
(sometimes referred to as Wi-Fi—see Section 5.16). The oscillators used in some microwave
ovens have poor stability and have been observed to vary +10 MHz around their nominal fre-
quency. Discuss how such variability would affect the signal design for the use of this band. x

2.8.5 Multiple-Access interference
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Due to a limited frequency spectrum, communication frequencies are reused the
world over. Often, the rules for frequency reuse are subject to international agree-
ments to minimize and control the effects of cross-border interference, An exampleis
the assignment of television broadcast frequencies along international borders. In
other cases, international agreements are in place for the use of common frequencies.
For example, the VHF radio band, 118 MHz to 130 MHy,is used for aeronautical
safety communication the world over. The channel frequencies and permitted medula-
tion types within that band are part of the agreement.

For wireless communications, frequencies are often assigned by federal authori-
ties on a regional basis, These same frequencies can then be assigned to another user
or service provider in a different region, sufficiently distant that there is no interfer-
ence. To maximize frequency reuse, reuse distances are often made as small as possi-
ble. As a consequence,a service is not interference free, but rather must have a certain
interference tolerance. A typical example is an FM receiver that musttolerate a signal-
to-interference ratio (SIR) of 20 dB at its edge of coverage, such as that illustrated in
Fig. 2.30.
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Desired Interfering
Signal 

 SNR = 12 dB 
 
 
 

SIR = 20 dB

Cochannel User 1 Cochannel User 2

and coverage area and coverage area

FIGURE 2.30 Example oftraditional frequency reuse.

Frequency reuse policies have madesignificant advances in recent years with the
introduction of cellular systems, wherein a single service provider is given a band of
frequencies for a given service area. The service provider tries to reuse the frequencies
as many times as possible within the given service area in order to meet customer
demands. In a cellular system, the cells are often modeled with a hexagon pattern,as
shownin Fig. 2.31, with users in each cell communicating with a base station located at
the center of the cell. Cellular telephones connect the mobile user wirelessly to the
base station, which acts as an interface to the wired telephone network; or it could
potentially connect the user to another mobile user. The term cellular is usually
applied to terrestrial systems, but similar considerations apply to multibeam satellites.
For nongeostationary satellite systems, there is the added issue that the cells move
with respect to the earth as the satellite moves.

The hexagonalcell distribution is an approximation of practical cellular patterns
that is useful for illustration because ofits ease of analysis. With a hexagon geometry,

 
FIGURE 2.31 Hexagonal patternof cells used in cellular telephone system.
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the reuse pattern can be defined relative to a given reference cell as follows: Move i
cells along any chain of hexagons, and turn clockwise 60 degrees; then move j
cells along the chain thatlies on this new heading, as shown in Fig. 2.31. Thejth cell and
the reference cell are cochanneiceils. That is, the same frequency channels are used in
each of these cells. With this hexagonal geometry, the cells form natural clusters
around the reference cell and each of its cochannel cells. Each cell in a cluster uses dif-

ferent frequencies, but all available frequencies are used in each cluster. The number
of cells per cluster is given by

N=i2+ij+j2 - (2.130)

For the geometry shownin Fig. 2.31, with i= 2 andj = 1, there are seven cells per reuse
cluster. The ratio of D, the distance between the centers of nearest-neighboring
cochannelcells, to R, the cell radius, is the normalized reuse distance and is given by

o = /3N (2.131)
With different choices of i and j, we obtain reuse factors of 1-in-3, 1-in-4, 1-in-7, 1-in-9,
l-in-12, etc. In terrestrial systems, cochannel isolation is determined by propagation
losses; consequently, the reuse distance is a function of the propagationloss. (For satel-
lite systems, the reuse distance is a function of the isolation between the spot beams
that form the cells.) In the preceding expression, the reuse distance D is a function of
both the cell radius and N, the numberof cells per cluster.

Recall our model for the median propagation loss between a transmitter and a
receiver from Section 2.4.1, whichis given by

P= PPr : (2.132)
(r/rq)

 

wherefis the loss at distance rg and n is a path-loss exponent that typically ranges
from two to five, depending on the propagation environment(see Table 2.1). For users
with similar modulation and transmit power, and with similar propagation environ-
ments, the mean carrier-to-interference ratio can be approximated by

C Received powerof desired user

f >’ Received powers of interfering users
i

_ BP(rg/*) ‘
¥ BPp/ry/t) (2.133)
kad

“hy
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where the subscript d corresponds to the desired user and k # d correspondstointer-
fering cochannel users. Equation (2.133) assumes that SP; is the same forall users.
The range r; is the range of the kth transmitter to the receiver of interest.

With frequency-division multiple access (FDMA) strategies, frequencies are
not reused in each cell, since that would cause excessive cochannel interference.
(FDMAwasdiscussed briefly in Chapter 1, and will be discussed in greater detail in
Chapter3.)

EXAMPLE 2.16 Minimum Reuse Pattern

Consider a cellular system with a one-in-N reuse pattern, where the base station receivers are at
the center of each cell. The desired user is at the edge of the cell. Assume that the six closest
interferers in a cellular system cause most of the interference and that these interferers are at
the centers of their cells. What is the best reuse pattern that achieves a carrier-to-interference
ratio of (C/D)min?

From Eq.(2.133), for the desired user at the edge of the cell, ry =.R, and for all cochannel
users, 7, = D. So

 
=n

a se (2.134)
6D” min

where R is the cell radius, D is the reuse distance, and n is the path-loss exponent. It follows
from Egs. (2.131) and (2.134) that the numberof cells per cluster (the inverse of the frequency
reuse factor) has a lower bound of

2/n

Ne 316(5) | (2.135)min.

If the minimum tolerable carrier-to-interference ratio for an analog communication system is 18
dB and the path-loss exponentis 3.1, then

2/34

Nz 316x109} = 15;

The smallest value of N satisfying both this equation and Eq. (2.130) is N=19, with i=2 and
j =3.Thatis, to achieve the desired C/T ratio, the smallest cluster size and reuse factoris 19.

Problem 2.18 The minimum tolerable C/I ratio depends on the modulation and coding
strategy and the quality of service required. Suppose a narrowbanddigital system requires a
C/I = 12 dB. What would be the maximum frequency reuse factor? If the addition of forward
error-correction coding would reduce this to 9 dB without increasing the signal bandwidth,
what would be the relative improvement in reuse factor? Assume that the propagation loss
exponentis 2.6.
Ans. For a C/T ratio of12 dB, the minimum reuse is 12. For a C/I ratio of9 dB, the minimum reuse
is 7, a
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2.9 LINK CALCULATIONS

2.9.1 Free-Space Link Budget

In designing a system for reliable communications, we must perform a link budgetcal-
culation to ensure that sufficient poweris available at the receiver to close the link and
meet the SNR requirement.

The basis for the link budget is the Friis equation (2.11) described in Section
2.2.3. This equation describes the relationship between the received power and the
transmitted power under given assumptions about propagation. The equation does
not include the effects of noise. As we have seen, there are many sourcesof noise in
wireless communications: receiver noise, antenna noise, artificial noise, and multi-
ple access interference. In what follows, we assume that the dominant effect is
receiver noise and that this noise is characterized by the single-sided noise spectral
density No.

To include the effects of noise, we divide each side of the Friis equation by the
noise density No. For free-space propagation,the basic link budget equation is given
by

Pe _ PrGRGrWR=LEORVT (2.136)
Ny Lp&T,

where No=kT, and 7, is the equivalent noise temperatureof the system.Forsatellite
applications, this equation is often written as

© = BIRP-L.+(G/T)-k (2.137)
N, P

whereall quantities are expressed in decibels and

C/Ng = PriNg is the received carrier-to-noise density ratio (dB-Hz);
EIRP = G7Pry is the equivalent isotropic radiated power of the transmitter

(dBW);
Ly is the path loss (dB);
GiT= GpiT, is the ratio of receiver antenna gain to noise temperature

(dB-K™*);
k is Boltzmann’s constant (-228.6 dBW-sK™!).

The C/Noratio is one of a number of equivalent ways of expressing the SNR. Indeed,
in many cases it is the preferred choice, because it makes no assumption about the
underlying modulation strategy,

EXAMPLE2.17 G/Tof a Satellite

Consider a geosynchronoussatellite whose global beam covers all of the visible Earth’s sur-
face. The radius of the Earth is about 6400 km,andthe altitude ofthe satellite is 36,000 km,
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Consequently, the satellite antenna gain, relative to the isotropic situation, is equivalent to
the inverse ratio of the cross-sectional area of the earth to the surface area of a sphere at
36,000 km, assuming 100 percentefficiency; thatis,

2

_ AARae _ 42x 36,000"
sat” 73 2

TRearth x x 6400
= 126.6 (2.138)

 

Expressed in decibels, the satellite antenna (power) gain is 21.0 dB. The satellite antenna is
looking directly at the Earth and thus has an equivalent noise temperature of approximately
290°K. Usually, the satellite receiver noise can be considered smallrelative to the antennanoise.
Consequently, the G/T ratio of the satellite receiving system is

(G/T) = G.(dB) —10 log oTan
= 21.0—24.6

= 3.6 dBK™

The system has a G/T ratio of -3.6 dBK7. =

Problem 2.19Afixedsatellite terminal has a 10-m parabolic dish with 60%efficiency and a
system noise temperature of 70°K. Find the G/Tratio of this terminal at 4 GHz. Supposeit was
a terrestrial mobile radio using an omnidirectional antenna. What would you expect the equiva-
lent noise temperature of the mobile antenna to be?
Ans. The satellite terminal G/Tis 31.7 dBK~. The mobile antenna has a noise temperature of
approximately 290°K. a

EXAMPLE 2.18 Link Budget from Earth Station to Satellite.

A simple link budget for transmitting from a ground Earth station toasatellite is provided in
Table 2.3. The table is broken downinto four subsections that can be loosely identified with the
transmitter, the transmission path, the receiver, and the combined system. We break down the
line items of the table according to these divisions:

1. arth station transmitter, which identifies:

® the transmit frequency from the ground Earth station to the satellite.
* the transmitted power transmitted by the Earth station (as measured at the transmit

antenna terminals).
e the antenna gain. If the antenna is a parabolic dish, then the power gain can be deter-

mined from the diameter and the transmit frequency.

e the transmit EIRP is the dB sum of the transmit power and the antennagain.

2. Losses, whichidentify:
® the satellite elevation. For a geostationary satellite, this is the only geometric informa-

tion required to compute the rangeofthe satellite.

¢ the satellite range, as computed from geometrical considerations. (See Problem 2.20.)
® the free-space loss, which is determined from the satellite range and transmit

frequency.
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TABLE 2.3 Sample link budget from Earth station to satellite. 

Parameter Units Comments 

  
Earth station transmitter  : Transmit frequency GHz 6.0

: ‘Transmit power dBW -10 100-mW transmitter
a Transmit antenna gain dBi 30 60% efficiency for a 10-m parabolic dish
. Transmit EIRP dBW 20

i Losses
Satellite elevation ° 45

Satellite range km 37,630

Free-space loss dB 193.5 =20 x logig (27r/A)

Satellite receiver  Antenna gain dB 23.0

Received power dBm -150.5

Receive G/T dB-K ~2.5 Global beam looking at Earth (290°K) |

System
Boltzmann’s constant dBW-K 228.6

Uplink C/Ng dB-Hz 52.6 From link equation (2.137) 

3. The satellite receiver, which identifies:

* the satellite antenna gain. This also depends on the transmit frequency.
* the received power level. This is the dB sum of the transmit EIRP, the free-space

loss, and the receive antenna gain.

* the satellite G/T. This empirically provided parameter characterizes the satellite design.
In satellite systems, a terminal is usually specified in terms of its G/T rather than in
terms of separate gain and system noise components.

 

4, System, which identifies

¢ Boltzmann’s constant, which is necessary to convert a system temperature into an
equivalent noise density.

* the uplink C/N, as determined by Eq.(2.137).

The conclusion from this table is that the link from Earth station to satellite will support any
signaling system that requires a C/Np ratio of 52.6 dB-Hzorless. a

 

Problem 2.20 For a geostationary satellite at altitude A (36,000 km), determine a formula
relating the range r from the satellite to an earth station to the satellite elevation @ relative to
the earth station. (Let &, = 6400 km be the radius of the Earth.) ,
Ans. The range is

r= R,sing+ |(R, +h)+R,cos'¢ 7
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EXAMPLE 2.19 Satellite-to-Mobile Terminal Link Budget

In Table 2.4, we show a more detailed link budget for the link from thesatellite to a mobile
Earthstation and combine it with the link results of the previous example. In this case, the satel-
lite transmit power is proportional to the received power obtained from Table 2.3. Table 2.4 is
broken down into subsections similar to those in Table 2.3, but we have included a number of

additional effects corresponding to a morerealistic link budget:

1. Satellite transmitter, which includes
e

the transmit frequency.

the receive power. Since this is a two-hop system, the transmit power is determined
by the powerreceived at the satellite from the earth station (Example 2.18).
the satellite gain. This depends on the satellite design and is an empirically pro-
vided parameter.
the transmit antenna gain. This again depends on the antenna size and the transmit
frequency.
transmit EIRP. Forthe satellite, this is the dB sum of the satellite-received power,

the satellite amplifier gain, and thesatellite transmit antenna gain.

2. Losses, which include

the elevation of the satellite with respect to the mobile terminal. This is typically
different from the elevation of the satellite with respect to the (base) Earthstation,
the range of the downlink. For mobile terminals, the link budget must consider the
worst-case path loss. This is equivalent to the largest range or smallest elevation angle.
the free-space loss.

the absorption loss due to the atmosphere. There are losses in RF signal strength
due to atmospheric absorption, which will be largest at the lowest elevation angles,
because, at those angles, the signal passes through more of the atmosphere.

3. Earth station receiver, which includes
the receive G/T.

implementation losses. These losses, which are due to nonideal implementation of
the receiver/modem,can include filtering losses, synchronization losses, and distor-
tion losses due to slight nonlinearities in receiver processing,finite precision effects,
etc. They could also include losses due to interference, or the latter could be
included as a separate line item.

4. System, which includesoo
Boltzmann’s constant.

the downlink C/Np calculated with the use of Eq. (2.137).
the uplink C/No, whichis included for reference purposes.
the combined C/Np for the two links. This calculation is described next.

The overall link has two components in this example: Earth station-to-satellite (uplink) and then
satellite-to—-mobile terminal (downlink). The use of the terms uplink and downlink in satellite sys-
tems differs from those used in terrestrial systems. We assume thesatellite acts as a “bent pipe”;
thatis, it simply retransmits whatever it receives, and there is no onboard processing for regener-
ating the signal. If it is a bent-pipesatellite, the overall link carrier-to-noiseratio is given by

+ ( cy y (2.139)m7 (x),
No No uplink No downlink
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TABLE 2.4 Downlink budget from satellite to mobile Earth station. 

Parameter Units Commentsoon
Satellite transmitter

Transmit frequency GHz 135

Receive power dBW —150.5 From uplink budget
Satellite gain dB 150 Internal satelite amplifiers
Transmit Antenna gain dBi 26 Corresponds to 10-m parabolic dish on the satellite
Transmit EIRP dBW 25.5

Losses

Elevation ° 20 Worst-caseelevation angle
Range km 39,809
Free-space loss dB 181.9

Absorption loss dB 0.2 Due to atmosphere

arth station receiver

Receive G/T dBi -22.6 Approximately omnidirectional in upper hemisphere
Receive implementation joss dB 1.0 Loss due to nonideal receiver

System

Boltzmann’s constant aBW-sK! -228.6

Downlink C/Ng dB-Hz 48.6 From link equation
Uplink C/N dB-Hz $2.6 From uplink budget
Overall C/Np dB-Hz 47.1 

This calculation sumsthe noise of both the uplink and the downlink, weighted accordingto the
received power level. The calculation is done in absolute terms, not in decibels. The result is
shownin the system section of Table 2.4. In this case, the C/Ng ratio of the downlink is domi-
nant, and we say that the channel is downlink limited.

The final step is to compare the overall C/Np ratio with that requited by the modem
delivering the service. If the C/Np ratio is less than the required one,then reliable communica-
tion is not possible. If the C/Ng ratio is greater than the required one, we say thatthelink has a
margin. Margin is desirable for a variety of reasons. Transmit power that varies with tempera-
ture and fosses that vary with weather conditions are examples of other considerations that
have not been included in the link budget. In the absence of further information,the margin is
a tolerance available for uncharacterized transmission impairments. If further information
were available about any of these effects, it could be includedas part of the link budget. a

Problem 2.21 Numerousother quantities may be includedin thesatellite link budget. For
example,if the satellite amplifier (which is typicafly nonlinear) is shared with a number of carri-
ers, then intermodulation distortion will be generated. When there is a large number of equal-
powercarriers present, intermodulation distortion can be modeled as white noise with spectral
density Ip. This will produce a term C/Ip at the satellite that must be combined with the uplink
and downlink C/Nto produce the overall C/(Ng + fp). Given the uplink and downlink C/No of
Examples 2,18 and 2.19, whatis the overall C/(Ng + Ip) if C/fg = 50 dB-Hz?
Ans. The CANg +1) is 45.3 dB-Hz. a
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2.9.2 Terrestrial Link Budget

For a terrestrial link budget, many of the line items are similar to those in the free-
space link budget examples, buttheir calculationsare different.

EXAMPLE2.20 Terrestrial Link Budget

Thelink budget in Table 2.5 is modeled after a police radioservice that is intended to service the
city core and the surrounding suburban and rural areas. The base station is assumed to be
located close to the city core, with an antenna mounted on a high tower that providesa rela-
tively unobstructed view of the surrounding rural area. In this case, although we would expect
large path-loss exponentsin the built-up areas, the median path losses in the outlying rural areas
are assumed to be close to free-space losses. Shadowing lossesare still expected, due to small
undulations of the terrain, trees, bushes, and other forms of vegetation. Table 2.5 is broken
downinto the sections described on the next page. |

TABLE 2.5 Terrestrial link budget from base to mobile.

Parameter Units Comments |

Base station transmitter |

Transmit frequency MHz 705 Mobile public safety band

Transmit power dBW 15

Transmit Antenna gain dBi az Uniform radiation in azimuth
Transmit EIRP dBW 17. Maximum EIRPof 30 dBW |

Power atl m dBm 17.6 Po =Ppl(4q/ay?

Losses

Path-loss exponent 2.4 Applicable at edge of coverage

Range km 10 Range at edge of coverage

Median path loss dB 96=.2.4.x 10logyg(r/r9)

Lognormal shadowing dB 8 standard deviation of log-normal shadowing

Shadowing margin dB 13.2 for 95% availability (1.650,,)

Received Signal

Receive antenna gain dBi 1.5 Vertically polarized whip antenna

Receivedsignal strength dBm —90.1 Pr=Po+ Gr 2llogyo(r/ro) — Mghadow

Receiver characteristics

Required C/No dB-Hz 69.8 from modem characteristics
Boltzmann’s constant dBm-K -198.6

Receiver noise figure dB 6.0 provided

Receiver sensitivity dBm -98.2 S=CINo»+NF+kTg

Margin dB 81 Margin=Pp-S
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1. Base station transmitter, which includes

* the transmit frequency.
* the transmit powerat the antenna terminals.

* the transmit antennagain. We assume a donut-shaped radiation pattern thatis aApprox-
imately uniform in azimuth.

* the transmit ETRP is the dB sum ofthe previous two quantities.

2. Losses, which include:

* the path-loss exponent. Slightly worse than free-space propagation is assumed for the
rural areas at the edge of coverage.

* the range. This is the expected radius of the service area.

* the median-path loss. This is obtained from the general statistical model, assuming a
path-loss exponent of 2.4,

* lognormal shadowing. This describes the standard deviation of the shadowing
expected at the edge of coverage.

* shadowing margin. This is the margin required to maintain 95% availability. The shad-
owing margin is obtained from the lognormal distribution with the preceding devia-
tion. Since police radio is a safety service, it typically has higher availability
requirements than nonsafety services.

3. Received Signai, which includes

* the receive antenna gain. Here, we assume a whip antenna: a whip antennais a flexible
rod or wire antenna, such as commonly used forcellular telephones or car radios.

* the received signal strength. This is the reference power at | meter, minus the path
losses, minus the shadowing margin,plus the receive antennagain.

4. Receiver characteristics

* computes the receiver sensitivity from modem characteristics and the receiver noise
figure.

* compares the receiver sensitivity with the received signallevel.

The receiver noise has a spectral density that is characterized by the product of the receiver
noise factor F and thermal noise at the nominal temperature, namely, kT. Consequently, noting
that Nq = F(AT), we observe that the received signal strength § and the carrier-to-noise ratio are
related by

S(dBm) = a-(4BHz) + kT(dBHz) + F(dB) (2.140)0

where Tis the nominal temperature (290°), Equation (2.140) is used for the calculation in the
receiver characteristics section of Table 2.5. Equation (2.140) also defines the relationship
between the receiversensitivity and the threshold C/Ng of the receiver. a

Problem 2.22 Repeat the link budget of Table 2.5, analyzing the performance in the city
core. Assume that the maximum range within the city core is 2 km, but that the path-loss expo-
nentis 3.5 and the lognormal shadowing deviation is 10 dB.Is this service limited by the receiver
sensitivity? What is the expected service availability for the city core?
Ans. Yes, it is limited by the receiver sensitivity; only 11.5 dB ofmargin is available to compensate
shadowing, and this implies an availability ofapproximately 75%. a

|
|
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2.10 THEME EXAMPLE 1: OKUMURA-HATA EMPIRICAL MODEL"®
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We now discuss an example of a land mobile propagation model that is based on
empirical measurements. This model applies to propagation in the UHF/VHF fre-
quency band from 150 MHz to 1 GHz. Theoriginal data were collected by Okumura
and others in several areas of Japan. Numerouscharts were providedillustrating the
many factors that affect land mobile propagation, including building characteristics
and antennaheight. Hata later provided analytical approximations to these data that
captured mostof the major effects. This analytical representation is describedhere.

This Okumura—Hata model predicts the median-path loss in three types of
environment: urban, suburban, and open. The median-pathlosses, in dB, for the three
environments are given by the equations

L, = A+ Blog,or Urban
L, = A+Blog;yr—C Suburban (2.141)P

L, = A+ Blog ir—D Open
wherer is the range in kilometers. The parameters in these equations depend on the
frequencyof operation,f,, the height of the transmitting station, hp, and the height of
the receivingstation,h,,. These parameters are given by the empirical formulas

A=69.55 + 26.16log 19f,— 13.82 log yh, —a(hq)

B = 44.9-6.55 logygh,

a (2.142)5.4 +2[log,,) (f./28)
D = 40.944 4.78(log jof2)- 18.33log igf,

wheref,, is measured in MHz,h, and h,, are in meters, and a(h,,) is a correction factor
that is defined in what follows. This modelis valid for the following range of parameter
values:

150 MHz <f, < 1000 MHz

30 m<A, <200 m

lm<A,,<10m
1km<r<20 km

The parameter A represents a fixed loss that depends on the frequencyof the signal
and the heights of the base station and mobile station antennas. Its dependenceonfre-
quency is approximately a 2.6 powerlaw,slightly higher than the square-law depen-
dency we would expect for free-space propagation and certainly not independent of
frequency as predicted by the plane-Earth model. The dependence on antennaheights
has a term proportional to A}>*that is similar to the plane-Earth model, which has a
quadratic dependence on hy. The term a(h,,) is a correction factor based on the mobile
antenna height andis a function of the environment. Fora large city, it is given by

a(h,,) = 8.29(log1.54h,)-11dB for f,< 300 MHz

(2.143)

4 (2.144)
a(h,,) = 3.2(log11.75h,,)" —4.97dB for f, > 300 MHz
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FIGURE 2.32 Performance loss predictions with Okumura—Hata propagation model with
30-m base antenna and 1-m mobile antenna Zor a midsizedcity.

For small and medium-sized cities, the correction factoris given by

a(h,,) = (11logf,—0.7)4,, - (1-S6logf, ~ 0.8)dB (2.145)
for all frequencies. The dependence on the mobile antenna height as described by
a(h,,) differs significantly from the quadratic dependence of the plane-Earth model.

From Eq. (2,141), the parameter B represents the path-loss exponent. The worst-
case path-loss exponent is approximately 4.5, improving with higher base station
antennas, as we would intuitively expect.

The parameters C and D represent reductions in the fixed losses for the less
demanding suburban and open propagation environments. These improvements are
frequency dependent.

Although this model is mathematically complicated,it is straightforward to eval-
uate on a computer and estimate path losses. In Fig. 2.32, the computed path loss for
frequencies of 700 and 900 MHzis plotted for the three different environments of the
Okumura—Hata model. We see two expected trends:

1. Propagation losses increase with frequency.

2. Propagation losses increase in built-up areas.

There have been enhancements and modifications to the Okumura—Hata model to

extend the frequencies, the distances, and the environments over whichit is valid,

EXAMPLE 2.21 Base Station Antenna Height

For public safety applications in the 700-MHz band, the maximum transmitter power is 30 W.
What base station height would be needed to communicate with a patrol car at a distance of 10
km in a suburban environment? Assumethat the mobile station antenna height is 1m.
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FIGURE 2.33 Path loss for Okamura—Hata modelin a midsized suburban environmentat
700 MHzas a function of base antenna height.

In Fig. 2.33, we plot the path loss from Eq.(2.141) of the Okumura—Hata modelasa func-
tion of the base station antenna height for the suburban portion of a midsized city. Assuming a
receiver sensitivity of -105 dBm anda fading margin of 10 dB,the allowable path loss would be

L,(dB) = P;(dBm) - Pp(dBm) — M,(dB)
= 45— (-105)-10
= 140dB

From Fig. 2.33, we find that the base station height would needto beat least 130 meters. a

EXAMPLE 2.22 Receiver Range

A mobile phone operating at 900 MHz hasa receiver sensitivity of -95 dBm and an antennawith
an effective antenna height of 1 m and gain of 0 dBi. If the base antenna transmits 2 watts with
an antennaheightof 60 m, whatis the rangeof the cell phonein an urban environment?

At the edge of coverage, the path loss (assuming no shadowing margin)is

L,(aB) = P;(dBm) - Pa(dBm)
= 33-—(-95)
= 128dB

Using the Okumura—Hata model and, in particular, the results of Fig. 2.33, we find that the
expected rangeis slightly less than 3 km. a

Problem 2.23 Evaluate the path loss at 900 MHz, using the Okumura—Hata modelforthe
suburban environment. Assumethat the base and mobile station antenna heights are 30 m and

1 m, respectively. a
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2.41 THEME EXAMPLE 2: WIRELESS LOCAL AREA NETWORKS"7

2.11.1

2.11.2
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Wireless local area networks (LANs) are being implemented in offices and plants to
reduce the cost and inconvenience of wiring network connections. There are also
applications, such as airport lounges, libraries, etc., in which the users are transient and
a wireless connection to a local node may be convenient. Of the various approaches to
wireless LANs, many fall under the umbrella of the IEEE 802.11 standard. The one in
most commen use is IEEE 802.11b: however, we will discuss the more future-oriented

TEEE 802.11a. This standard operates in indoor environments in the 5-GHz band and
offers information rates ranging from 6 Mbps up to 54 Mbps. In this section, we will
consider propagation and noiseissues related to this service.

Propagation Model'®

The propagation model that the International Telecommunications Union (ITU} has
recommended for evaluating indoor systems in the 5-GHz band is given by

Pp = Pr 41dB - 3llogyr~ Y) WAF(q) - YFAF(q) (2.146)
q 4

where the wail attenuation factor (WAF) and floor attenuation factor (FAF) were
described in Section 2.5. Let us consider each of the terms on the right-hand side of
Eq. (2.146) in turn. The second term is a fixed loss of 41 dB. The third term indicates a
path-loss exponent of 3,1, where r is the distance in meters, The fourth and fifth terms
represent the sum of losses the signal encounters, depending on how many walls and
floors are in the path, as described in Section 2.5.

Receiver Sensitivity

The IFEFE 802.11a wireless LAN standard recommends that the receiver have a noise

figure of 10 dB or better. On the basis of this figure, we can calculate a nominal value
for the noise floor of the receiver of

Ny = FET, (2.147)

or, expressed in decibels,
i

No = l0logyoF + &(dBm -sK") + 7(dBK)
10 + (-198.6) + 24.6 (2.148)
164 dBm/Hz

ll

The 6-Mbpsservice in this standard uses binary phase-shift keying (BPSK) modula-
tion. We shall discuss BPSK modulation in Chapter 3—but for now, we note that, for
digital services, the SNR is often expressed as £,/Ng, where Fy is the energy transmit-
ted per bit. Theoretically, BPSK modulation requires an F,/No of 11 dB to achieve a
bit error rate of 107°, In practice, however, with a low-cost solution, there will be
implementation losses, which we will assume are no larger than 3 dB. Consequently,
the practical requirement for £;,/No is 14 dB.
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2.11.4
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With the foregoing information, we can estimate the receiver sensitivity. Equa-
tion (2.140) defines the sensitivity, and we note that the carrier poweris related to the
energy per bit by C= E,Rp, where R;,is the bit rate. Substituting the expression for Cc
into Eq. (2.140), we can relate the sensitivity to the required E}/No by

S(dBm) = £,/N(dB) + 8,(dBHz) + No(dBm/Hz) (2.149)

Thatis, the sensitivity is equal to the required E;/Npotimes the data rate R, and multi-
plied by the noise density No. For this example, the required receiver sensitivity is

S = 14+ 10log,, 610° + (-164)
= -82 dBm

(2.150)

Although we have made somesimplifying assumptions, the result given in Eq. (2.150)
agrees with the required sensitivity specified in the standard for reception under
AWGNconditions.

Problem 2.24 The 54-Mbps service of IEEE 802.11la uses 64-quadrature-amplitude-
modulation (QAM). (This method of modulation is considered in Chapter 3) Suppose the
practical F,/No required to achieve a bit error rate of 10-° with 64 QAMis 30 dB. Forthis
data rate, what is the sensitivity of the receiver just discussed?
Ans. The required sensitivity is 53 dBm, including a 3-dB implementationloss. a

Range

Radios for 5-GHz wireless LAN applications must transmit 200 milliwatts (23 dBm)
or less, Whatis the expected range of this service? If we assume an openoffice envi-
ronment with no walls, we suppose that and the transmitter and receiver are on the
same floor, then the propagation modelof Eq. (2.144) simplifies to

Pp = Pp—41(dB) - 31log197 (2.151)

To close the link with the 6-Mbpsservice, the received power mustbe at least -82 dBm
from Section 2.11.2, so

31 log; r(m) = P,(dBm) - P,(dBm) - 41dB
23 — (-82) —41 (2.152)
64 dB

Solving this equation for r gives a maximum range of 116 meters.

Wi

Problem 2.25 From the results of Problem 2.24, what is the maximum range expected with
the 54-Mbpsservice?
Ans. The expected range is 13.5 m. a

Power-Delay Profile

Empirical measurements of the multipath intensity profile indicate that the rms
delay spread for indoor applications in the 5-GHz bandis typically between 40 and
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60 nanoseconds. A discrete-time model that has been suggested for the multipath
power-delay profile is depicted in Fig.2.34. The model shows an exponential
decrease in the average power of a multipath ray as a function of the delay.

With this model, the impulse response {fz} of the channel is composed of com-
plex samples with a random uniformly distributed phase and Rayleigh-distributed
magnitude, with average power calculable from the power-delay profile shown in the
figure. Mathematically, the samples of the impulse response are given by

ie = N(0, 02/2) +jN(0, 0/2) (2.153)
where N(u,07) is a Gaussian random variable with mean yu and variance o*. The vari-
ances in Eq. (2.153) are given by

kTST,o, = Ope ™ (2.154)
where T, is the sampling period of the impulse response and T,,,, is the rms delay
spread. The constant oj = 1-e “ “=is chosen to normalize the average power; that
is,

So = 1 (2.155)
k=0

For a sampling period of 12.5 nanoseconds and 7;,,,, of 50 nanoseconds, an example
of the multipath spectrum for this application is shown in Fig. 2.35. The spectrum is
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FIGURE 2.34 Impulse response model for multipath channel.
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FIGURE 2.35 Spectral characteristics of 50-nanosecond rms delay spread channel.

depicted at complex baseband and ranges from -40 MHz to +40 MHz. The signal
bandwidth for Fig. 2.35, IEEE 802.11a is approximately 20 MHzforall data rates. We
see that there is significant variation over any 20-MHz band in this spectrum. The
channelis frequency selective and, from Fig. 2.35, the coherence bandwidth is on the
order of 1 Megahertz.

Modulation

Asthe results in the previous section indicate, the wireless LAN application hassignif-
icant frequency-selective characteristics. One method of compensating for these
characteristics is to include in the receiver a device known as an equalizer, which
effectively estimates the channel andtries to invertits effects at the receiver. Unfor-
tunately, these devices are difficult to implementfor this application. The alternative
approach is to design the modulationso thatit is easier to compensate for the channel
characteristics. This is what has been done in the IEEE 802.11a standard.

The standard uses a form of multicarrier modulation known as orthogonalfre-
quency division multiplex (OFDM). This technique, which will be described in Chapter3,
consists of a number of narrowband carriers transmitted in a synchronous fashion.
Whenall the details in the [REE 802.11a standard are accounted for, it is seen that
there are 52 carriers transmitted, each of which has a nominal bandwidth of 312.5 kHz.

By inspection of the spectrum plotof Fig. 2.34, we see that 312.5 kHzis signifi-
cantly less than the coherence bandwidth of the channel. That is, over most 312.5-kHz
pieces of the spectrum, the channel is approximately constant. This means that the
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channel appearslike a flat-fading channel to an individual carrier. As we shall see in
Chapter3,it is easier to track and compensate fora flat-fading channel than fora fre-
quency-selective channel. Theme Example 2 is a precursor of the discussions in the
chapters that follow, where we will see a number of cases in which the modulation
strategy has been selected to take advantage of, or to compensate for, the wireless
channei characteristics,

. 2.42 THEME EXAMPLE3: IMPULSE RADIO AND ULTRA-WIDEBAND!9
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Traditional radio transmission strategies impress information on an RFcarrier, a pro-
cess known as modulation, for propagation from the transmitter to the receiver. The
bandwidth of the resulting signal is typically much less than the carrier frequency. The
result is known as a bandpasssignal, As weshall see in the following chapters, the
analysis of bandpass signals and systems is fundamental to much of communications
theory. However,there are other methodsof transmitting information via radio waves.

One method that has captured attention recently is known as impulse radio. With
this technique, information is sent by meansof very narrow pulses that are widely sep-
arated in time. This is reminiscent of the “spark-gap” transmitter used by Marconi
when he madethe first radio transmission across the Atlantic Ocean. Since the pulse
widths are very narrow, the spectrum of the resulting signal is very broad, and conse-
quently, this technique is a form of ultra-wideband (UWB) radio transmission.

There are several possible definitions for ultra-wideband transmission, but two
popular onesare:

* any transmission where the RF bandwidth exceeds 1 GHz, or

* any transmission where the RF bandwidth at the -10 dB points of the spectrum
exceeds 25% of the center frequency.

Ultra-wideband transmission is considered best for low-power indoor applications
where there is high clutter, that is, the surrounding environment causes significant
amounts of multipath.

Impulse radio is a form of ultra-widebandradio that is based on the use of very
short pulses. One type of pulse usedfor this application is the Gaussian monocycle,
which is based on the first derivative of the Gaussian function. The waveform of the
Gaussian monocycleis given by

2

Wd) = Atexp|-6n($) (2.156)
whereA is an amplitude scale factor and Tis the time constant of the pulse.This signal
is depicted in Fig. 2.36, It consists of a positive lobe followed by a negative lobe, with a
total pulse width of approximately t. For impulse radio applications, the pulse width t
is typically between 0.20 and 1.50 nanoseconds.

The spectrum of a sequence of these pulses can be obtained from the Fourier
transform of an individual pulse and this spectrum is shownin Fig. 2.37. (Fourier the-
ory is reviewed in Appendix A.) The frequencyaxis in Fig. 2.37 has been normalized in
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FIGURE 2.36 Illustration of a Gaussian monopulse used for impulse radio.

terms of the time constant 7; for t= 1.0 nanosecond,this frequency axis ranges from 0
to 5 GHz. In Fig.2.37, the center frequency of the signal is approximately 1/t, and at
the -10 dB points the bandwidth of the signal is approximately 2/t. Thus we see that
the bandwidth of the UWBsignalis greater than its center frequency, which certainly
violates a fundamental requirementfor a bandpasssignal.
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FIGURE 2.37 Spectrum of a Gaussian monopulse.
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FIGURE 2.38 Pulse-position modulation of impulse radio.

There are several methods for modulating such an impulse wave. One method,
known as pulse-position modulation, is illustrated in Fig. 2.38. With this method,there
is a nominal time separation, T,,, between successive pulses, To transmit a binary signal
“OQ,” the pulse is transmitted slightly early (~T,). To transmit a binary signal “1”, the
pulse is transmittedslightly late (+7). The receiver detects this earlv/late timing and
demodulates the data accordingly. Typical separations between pulses (T,) range from
25 nanoseconds to 1000 nanoseconds, resulting in a range of data rates from 40 Mbits/s
to 1 Mbits/s.

The ultra-wideband nature of the modulated signal has both good aspects and
bad. Since the signal power is spread over such a large bandwidth, the amountof
power that falls in any particular narrowband channel is small. However, such
power falls in ail such narrowband channels. Consequently, there is a concern that
ultra-wideband radios will cause harmful interference into existing narrowband
radio services occupying the same radio spectrum. As a consequence, although
ultra-wideband radio has been allowedin various jurisdictions, there are strict limits
on the power spectra that may be transmitted. Due to this limitation on transmit
power, ultra-wideband radio is limited to short-range applications, typically less
than a few hundred meters.

EXAMPLE2.23 Spectral Density of UWB Compared to Noise Floor

Compare the interference caused by a one-milliwatt impulse radio (t= 1 ns) into an 800 MHz
radio to the noise floor of the narrowbandradio. Assume the 800 MHzradio has a noise figure of
10 dB and the separation between the impulse and narrowbandradiosis 10 meters.

In the problem statement, one milliwatt refers to the average power transmitted by the
radio. Since the impulse radio has a low duty cycle, the peak power is much higher than this
average. Flowever,the switching rate of the impulse radio is much greater than the bandwidth of
most narrowbandsignals. ‘This has a smoothing effect, implying that we can use the average
powerfor analysis,
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From Fig. 2.37, the average power of the impulse radio is spread over a bandwidth of
between 1/rt to 2/t. If we use the lower of these two bandwidths, the effective power spectrum is
one milliwatt spread over 1 GHz. Assuming an approximate uniform distribution for this power,
this is equivalent to one picowatt per hertz, or -90 dBm/Hz. Assuming free-space propagation
from an isotropic antenna, the path loss between the impulse radio and the narrowbandreceiver
at 800 MHzis, from Eq.(2.6),

4nR\*Ly = (=)
2

7 ee (2.157)c/800 x 10

112, 212
50.5 dB

Theresulting interference density at the narrowbandreceiver inputis then

-—90 dBm/Hz - 50.5 dB

—(140.5 dBm/Hz)

Jo
(2.158)

We comparethis interference density to the noise floor of the 800 MHzradio, whichis given by

No = kIF
~—174 dBm/Hz +10 dB (2.159)

—164 dBm/Hz
Il

where F is the noise figure of the receiver. Since the interference density is approximately 30 dB
higher than the noise density of the receiver, the 800 MHzradio will see a significant degrada-
tion of performancein the presence of the impulseradio, unless it has at least 24 dB margin. @

This example illustrates a number of interesting points. First, even though
impulse radio spreads power over a large bandwidth, the transmit powers muststill be
very low to be comparableto the noisefloor, typically in the microwatt range. Second,
it reminds us that free-space path loss depends on frequency, which meansit varies
considerably over a widebandsignal. However, the receiver antenna gain usually has
an inverse dependency on frequency that compensatesforthis loss.

The advantage of impulse radio is that it has a very simple transmitter and
receiver design. There is no up-conversion to, and down-conversion from, carrier fre-
quencies; transmission is performed at baseband. In addition, impulse radio has the
capability to provide very high data rates, albeit over short distances.

As mentioned previously, the major application of ultra-wideband radio is in
indoor environments wherethereis significant multipath. In this application, impulse
radio has a significant advantage in its ability to mitigate the effects of multipath.
Multipath is due to echoes of the transmitted signal arriving slightly later than the
transmitted signal. In indoor environments, the multipath differential delay, or delay
spread, tends to be small, often on the order of nanoseconds.” Since most of the time
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an impulse radio is not transmitting, by proper design, these echoes will arrive at the
receiver in between the signaling epochs, as illustrated in Fig. 2.39. Consequently, for
a receiver that is attuned to the timing of the main signal, the echoes will have no
effect.2! Note that the speed of light is approximately 0.3 meters per nanosecond.
Hence,reflections, even with a path difference as little as one meter, can be resolved
by the impulse radio receiver. The upper limit on allowable path differences is deter-
mined by the pulse interval7,

In summary, impulse radio is a reincarnation of very early radio transmission
techniques that did not use an RF carrier. For this reason, it results in a simple imple-
mentation for the transmitter and receiver. It also permits the transmission of very
high data rates over short distances in dense multipath environments. There are a
numberof issues related to ultra-wideband radic. A practical issue is the interference
that impulse radio may cause into existing narrowband radio services. Impulse radio
also poses a modeling challenge. The time resolution of impulse radio is such that it
can distinguish mdividual multipath components, and thus the Rayleigh model for
amplitude distribution of the multipath is no longer valid.

Impulse radio is not the only ultra-wideband transmission technique. Other
methods, based on an extension of the direct-sequence spread spectrum {to be dis-
cussed in Chapter 5), have also been proposed. Other modifications of the basic tech-
nique move the signal spectrum to frequencies above 2 GHz to reduce some of the
concerns with interference.

Reference 

Amplitude
 
      

Time

FIGURE 2.39 Illustration of multipath effects on ultra-widebandradio.
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2.13 SUMMARY AND DISCUSSIONZ2
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In this chapter, we have looked at propagation and noise phenomenaandtheir effect
on a wireless communicationslink.

(a) Three principal propagation modes were identified:

e Free-space propagation, which corresponds to the ideal situation and a path
loss proportional to the square of the distance between transmitter and
receiver.

e Reflection, which is commonin terrestrial propagation and showssignificantly
greater path loss than that of free-space propagation.

© Diffraction, which is also commoninterrestrial propagation and explains why
links may be closed in apparent electromagnetic shadows, albeit with some
significant path losses.

(b) Statistical propagation models were then presented, always with the recogni-
tion that the computation of the exact physical behavior of a signal is too com-
plex in most scenarios. Statistical models were discussed for

¢ Median-path loss that depends upon the range, with a path-loss exponentthat
is related to the environment in which propagation is occuring.

Shadowing losses that are variations about the median-path loss due to the
particular propagation path. 'These shadowinglosses are often modeled with a
log-normaldistribution.

Fast fading due to local reflections that quickly change their relative phase
as the user terminal moves. Fast fading is often modeled with a Rayleigh
distribution.

(c) Noise and interference were characterized as constraints on the performance of
a communications system. Various forms of noise and their sources were exam-
ined, including
e Receiver noise that is due to the electronics of the receiver and the fundamen-

tal properties of circuits. This is ordinarily modeled as white noise.
Antenna noise due to the natural radiation from the local environment. This

noise contribution depends upon the antenna pattern, its height, and the
environment.

Artificial noise due to electrical machinery and discharges that produce har-
monics or impulse noise in the radio frequencies used for communications.
Theeffects ofartificial noise decrease as the frequency of a signal increases.

Multiple-access noise is due to other terminals accessing the same radio fre-
quencies as those used bya signal, either in an adjacent channel or even in the
same channel. Multiple-access noise is a system issue that relates the individ-
ual performanceof a particular terminal to the numberof user terminals that
are allowed to access the system.
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(d) The final topic of the chapter deait with combiningall of the previous elements
in a dink budget describing the communications link and iis performance. The
link budget depends on the following parameters:

* Propagation characteristics of the link, which can vary widely, depending
upon the environment. The propagation determines the average signal power
that the receive terminal can expect at its antenna port for a given transmit
power.

* Noise characteristics determined by the receiver design and also by the envi-
ronment m which the receiver operates.

* The SNR required by the modem to provide reliable communications. The
combination of the received signal strength and the noise determines whether
the communications link can be closed.

NOTES AND REFERENCES
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"The additive white Gaussian modelis often an excellent model forfixed satellite channels,
More details on satellite channels and the factors involvedin satellite link budgets can be found
in Chapter 3 and 10 of Roddy (1996) and Chapter 6 of Spilker (1977).

? The derivation of the effective area of an isotropic antenna is provided in Chapter 2 of
Stutzman (1998).

3 There are various reciprocity theorems in electromagnetics, and a description of the theo-
rems applicable to antennas may be found in Chapter 12 of Ramo (1968) and Chapter 9 of
Stutzman(1998).

‘The characteristics of parabolic antennas are discussed in Chapter 6 of Spilker (1977).
> More detailed analysis of the effects of ground-reffected wavesanddiffraction may be found in
Chapters 2 and 3 of Parsons (1992).

©The characteristic impedance of free space, or wave impedance,is defined in analogy to the
characteristic impedance of an infinite transmission line. The characteristic impedance of free
space is the ratio of the total electric field to the total magnetic field in a plane perpendicular to
the direction of propagation of a wave. For any such plane, the impedanceis Np = 120% ohms,as
described in Chapter 6 of Ramo (1966) and Chapter 1 of Stutzman (1998).

7 Further explanation ofdiffraction effects may be found in Chapter 3 of Rapport (1999) and in
Chapter 3 of Parsons (1992). Further information on Fresnel] integrals may be found in Chapter
7 of Abramowitz and Stegun (1964).

8 A more advanced discussion ofdiffraction and Fresnel integrals may be found in Chapter 12 of
Stutzman (1998).

° Mobile terrestrial channel propagation characteristics are discussedat a similar level to that of
ours in the text by Rappaport (1999).

0The International Telecommunications Union (ITU) is an international body that makes
recommendations regarding communications, both wired and wireless. The purpose of the
recommendationsis to promote common standards and interoperability among the communica-
tions systems of different nations. The ITU recommendations are published and are often a good
source for propagation and interference models. [TU Recommendation P.1238-2 (2001)
describes models for indoor propagation at various transmission frequencies. Detailed

 



Page 116 of 474

 
96 Chapter 2. Propagation and Noise

information on indoor propagation models may be found in the papers by Saleh and Valen-
zuela (1987) and Cheunget al. (1998). The latter paper discusses extensions to the statistical
model proposed in the text to more accurately model the effects of in-building diffraction.
'l Further discussion of local propagation effects can be found in Chapter1 of the classic book
by Jakes (1974) that has been reprinted by the IEEE Press. Further information on Bessel func-
tions may be found in Appendix B and in Chapter 9 of Abramowitz and Stegun (1964).

12 Chapter 1 of Jakes (1974) provides a description of the Clarke model. The original presenta-
tion may be found in Clarke (1968).

'3 A more detailed description of WSSUS channels may be found in Chapter 7 of Proakis (1995).
This book describes Bello’s system functions (including the spaced-time spaced-frequency corre-
lation and coherence spectrum functions) and the Fourier transform relationships between
them. Similar material may be found in Chapter 6 of Parsons (1992).

144 more detailed description of the physics behind thermal noise may be found in Carlson
(1975).

15 More details on the analysis, characteristics, and measurementofartificial noise—particularly,
impulse noise—can be found in Chapter 9 of Parsons (1992).

16 The Okumura—Hata model for land-mobile propagationis often considered the “Bible”in this
area. The original empirical investigations behind the model are described in the paper by Oku-
mura et al. (1968), while the analysis and modelfitting are described in the paper by Hata (1980).

17 The Institute of Electrical and Electronic Engineers (IEEE) publishes a numberof stan-
dards related to communications. IEEE Standard 802 wasinitially developed to specify the
interchange of data on Ethernet networks. It has since been expanded manyfold to describe
the interchange of data on many types of networks. IEEE Std. 802.11 (1999), in particular,
describes the specifications for a numberof wireless local area networks operating at different
frequencies.

8This propagation model is part of ITU Recommendation P.1238-2 (2001) for indoor
applications.

19 The details of mathematically modeling impulse radio are described in the paper by Win and
Scholtz (1998).

20 Channel modelsfor the ultra-wideband transmission are described in the paper by Cassioli
et al (2002).

21 Alternatively, one could use a device known as a Rakereceiver to collect the energy in the
echoes to improve performance. Rake receivers will be discussed in Section 5.6.

22 Much of the material presented in this chapter can be found at a more advancedlevel in the
book by Stiiber (2001), which also considers in detail the effects on propagation of different
modulation strategies for mobile radio.
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Problem 2.26 Consider a communications link with a geostationary satellite such that
the transmitter-receiver separation is 40,000 km. Assume the same transmitter and receiver
characteristics as described in Problem 2.2. What is the received powerlevel in dBm? What
implications does this power level have on the receiver design? With a land-mobilesatellite
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terminal, the typical antenna gain is 10 dB or less, What does this imply about the data rates
that may be supported by such a link?

Problem 2.27 Consider a 10-watt transmitter communicating with a mobile receiver having
a sensitivity of ~-100 dBm. Assume that the receiver antenna height is 2m, and the transmitter
and receiver antenna gains are 1 dB. What height of base station antenna would be necessary to
provide a service area of radius 10 km? If the receiver is mobile, and the maximum radiated
power is restricted by regulation to be [0 watts or less, what realistic options are there for
increasing the service area?

Problem 2.28 In Problem 2.26, the satellite-receiver separation was 40,000 km. Assume the
altitude of a geostationary satellite was said to be 36,000 km, What is the elevation angle from
the receiver to the satellite in Problem 2.26? What was the increased path loss, in decibels, rela-
tive to a receiver when thesatellite is in the zenith position (directly overhead)? If the transmit-
ter-receiver separation in Problem 2.2 had been 20 km, what would the path loss have been?
What can be said about comparing the dB path losses in satellite and terrestrial scenarios as a
function of absolute distance?

Problem 2.29 Suppose that, by law, a service operator is not allowed to radiate more than
30 watts of power. From the plane-Earth model, what antenna height is required for a service
radius of 1 km? 10 km? Assume that the receiver sensitivity is -100 dBm.

Problem 2.30Asatellite is in a geosynchronousorbit (i.e., an orbit in which the satellite
appears to be fixed relative to the Earth). The satellite must be at an altitude of 36,000 km above
the equator to achieve this synchrony. Such a satellite may have a global beam that dluminates
all of the Earth in its view, What is the approximate 3-dB beamwidth of this global beam if the
radius of the earth is 6400 km. Whatis the antenna gain?

Problem 2.31 A 100-m base station toweris located on a plateau as depictedin Fig. 2.40. In
one directions there is a valley bounded by two (nonreflective) mountain ranges. If the transmit
poweris 10 watts, then, assuming ideal diffraction losses, what is the expected received signal
strength. Assume free-space loss over the plains and a transmission frequency of 400 MHz.

 
Transmittera5 I

10km ikm

FIGURE 2.40 Site geometry for Problem 2.31.
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Problem 2.32 In Problem 2.6, the estimates were based on median path loss. In the same
city, the deviation about the median-path loss was estimated to be o7, = 8 dB. Assuming a log- |
normal model, how much additional power must be transmitted to cover the same service area
with 90%availability at the edge of coverage when local shadowingis taken into account?

Problem 2.33 In Problem 2.7, we assume that the path-loss exponent dependsondistance.
Forthefirst 10 m the path-loss exponentis 2, while beyondthat distance this it is 3.5. What is the
expected path loss in this case?

Problem 2.34 Supposesatellites are placed in geosynchronousorbit around the equatorat
3° intervals. An Earth station with a 1-m parabolic antenna transmits 100 watts of power at
4 GHz toward the intended satellite. How much poweris radiated toward the adjacentsatellites
on either side of the intended satellite? What implications does this amount of power have
about low-power and high-powersignals on adjacentsatellites? What does it imply about the
diameter of Earth station antennas?

Multipath

    
Problem 2.35 Prove that the Rayleigh density function is given by Eg. (2.55). (Hint: Let
Z;= Rcos@ and Z;= Rsin@.)

Problem 2.36 Supposetheaircraft in Example 2.7 were accelerating at a rate of 0.25 g (i.e.,
approximately 2.5 m/s”). What would the frequencyslew rate be?

Problem 2.37 Suppose anaircraft is at an altitude of 4000 m in a circular holding pattern
above an airport. The radius of the holding pattern is 4 km.If the aircraft speed is 400 km/hr,
whatis the frequency slew rate, df,/dt (Hz/s), that an aircraft receiver must be capable of track-
ing. Assume that the transmitter is located at groundlevel at the center of the holding pattern.
Aircraft safety communications use the VHF frequency band from 118 to 130 MHz.

Problem 2.38 A commondevice used in digital communications over fading channels is an
interleaver, whichis discussed in detail in Chapter 4. It boosts the performance of many forward
error-correction codes. An interleaver takes a block of data from the encoder and permutes the
order of the bits before transmitting them.At the receiver, the inverse operation, de-interleaving
of the bits, is applied before the bits are decoded. The objective of the de-interleaver is to make
the fading on adjacentbits (as seen by the decoder) appear uncorrelated. Whatis the ideal (mini-
mum) spacing of bits in an interleaver to achieve this objective for a terminal moving at 100 km/
hr and transmitting at 800 MHz? |

Problem 2.39 From the developmentof Section 2.6, we could construct a modelto simulate
a Rayleigh fading process and the effects of fast fading. This modelisillustrated in Fig. 2.41. The
outputs of two independent white Gaussian noise generators are added in quadrature and
then processed withafilter that approximates the desired fading spectrum. In practice, these
operations are often done digitally. Since the fading process is frequently much slower than
desired signalling rates, the spectrum-shaping filter may be very narrowband, requiring many
interpolation stages to model accurately in the digital domain.

Develop a MATLABprogram to generate a Rayleigh fast-fading signal.
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Transmitted Faded

Signal

White White
Gaussian Noise Gaussian Noise

Generator Generator

FIGURE 2.41 Tifustration of digital model for simulating Rayleigh fading in Problem 2.39.

Problem 2.49 Generate a Rayleigh distribution with a 100-Hz fading bandwidth. A sug-
gested approximation 1s to filter white Gaussian noise samples at 1 kHz wiih the one-pole filter
¥, = O7y, 1 + 0.3u,,. For the output samples,

(a) plot the distribution of the output samples. Does this change with fading rate?

(b) plot the spectrum of the output samples. Whatis the 3-dB fading bandwidth?

(c) how much of the time is the signal -4dB or lower? How does this time compare with the-
oretical values?

(d) determine the average 3-dB fade duration. Thatis, each time the signal drops 3 dB below
average, how long doesit stay 3 dB or more below average?

Problem 2.41 Plot the frequency response of the channel A(r) = &t)- ad(i- 7) for
G = 0.3j and t= 10 microseconds. From the results obtained, whatis the approximate maximum
bandwidth over which the channel could be considered frequency flat?

Problem 2.42 Assumethat a terrestrial radio receiver has asensitivity of -l00 dBm. What
otherinformationis necessary to compare this receiver to a satellite receiver that has a G/T of
—22 dB/K?

Problem 2.43 Suppose the receiver in Problem 2.42 has a noise figure of 6 dB and an IF
bandwidth of 30 kHz. Whatis its equivalent G/T ratio?

 
i
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Problem 2.44 Thesensitivity of a commercial GPS receiver is -130 dBm. If the receiver
should function within 100 m of a 738-MHz basestation transmitting 30 watts of power, how
much attenuation of the second harmonic of the transmitted signal is required? Assume free-
space loss between the transmitter and the GPS receiver, and that the GPS receiver requires a
carrier-to-interferenceratio, C/J, of 10 dB.

Problem 2.45 Suppose a laboratory spectrum analyzer has a noise figure of 25 dB. What No
would you expect to see when measuring a noiseless signal?

Problem 2.46Asatellite antennais installed on the tail of an aircraft and connected to the

receiver in an equipment bay located behind the cockpit. The antenna has a noise temperature
of 50°K, and the transmission cable connecting the antenna to the low-noise amplifier (LNA) in
the bay has a loss of 7 dB. The LNAhasa gain of 60 dB and an equivalent noise temperature of
70°K. A secondary gain stage with 40 dB gain and a noise temperature of 1500°K follows. What
is the noise temperature of the overall system? Where would be a better location for the LNA?
Whatis the noise temperature of the new system?

Problem 2.47Asatellite is in a geosynchronousorbit at an altitude of 36,000 km. Thesatel-
lite has three spot beams that illuminate approximately one-third of the visible Earth each.
Whatis the approximate 3-dB beamwidth ofthe satellite spotbeam if the radius of the Earthis
6400 km. Whatis the antenna gain? Since the average temperature of the Earth is 290°K,whatis
the satellite G/T ratio?

Problem 2.48 A handheld radio has a small omnidirectional antenna.Thefirst amplifier
stage of the radio provides a 20-dB gain and has a noise temperature of 1200°K.The sec-
ond amplifier stage provides another 20-dB gain and has a noise temperature of 3500°K.
Whatis the combined noise figure of the antenna andfirst two stages of the radio? If the
baseband processing of the radio requires an SNR of 9 dB in 5 kHz, whatis the receiver
sensitivity?

Problem 2.49 Whena directional antennais pointing toward the empty sky, the noise tem-
perature falls to about 3°K at frequencies between 1 GHz and 10 GHz. The 3°K temperature
represents the residual backgroundradiation of the universe. Cosmological theory suggests that
it is a remnantof the initial Big Bang. If the antenna is connected directly to a low-noise ampli-
fier with a gain of 60 dB and a noise temperature of 100°K, what is the system noise tempera-
ture? Whatis the equivalent noise figure for the system?

Problem 2.50 Prove that, with a 1-in-N reuse pattern, the number of cochannelcells at the
minimum distanceis six.

Problem 2.51 Consider a dense urban environmentin which the path-loss exponentis 4.5
and the required C/I is 13 dB. What reuse factor is permissible? If the cell size is reduced to
increase capacity, what other changes would also be required?

Problem 2.52 Consider the previous problem,2.51, but in a rolling rural environment with
a path-loss exponent of 3. What reuse factor is permissible? What are the disadvantages and
advantagesrelated to the path-loss exponent?
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Problem 2.53 Supposethat a particular 160-kbps service requires a bit error rate (BER)
of 10° in AWGN.Could this service be supported by the link budget described in Table 2.3?
Justify your answer.

Problem 2.54 Whatis the power flux density on the surface of the Earth for Example 2.17,
assuming that the satellite delivers 50 watts to the antenna terminals. How much poweris col-
lected by a 1.8-meter antenna with 50% efficiency? What voltage level would be generated
across a 50-ohm resistor by that amount of power? What is the equivalent rms thermal noise
voltage of this resistor in a 10-kHz bandwidth? ,

Problem 2.55 Constructa link budget for the return link from mobife to base of a commer-
cial cell phone that transmits at most 600 milliwatts. Find the range of the service for the propa-
gation models shown in Table 2.6, assuming that a service availability of 95% is required.
Assume that the base station receiver noise figure is 3 dB and the required SNR is 8 dB fora
9.6-kbps service.

How do these results change if the required availability is 90%? What additional things
could be doneat the base station to help close the return link at greater distances?

Problem 2.56 Consider the design of a radio-controlled model airplane with a maximum
range of 300 m. The receiver requires a C/Nratio of 47 dB-Hz. Due to poorisolation from the
aircraft engine, the receiver has a noise figure of 22 dB. What EIRP wouid haveto be transmit-
ted to achieve the maximum range? Assume line-of-sight transmission at 45 MHz, and assume
that transmit and receive antennas have gains of —3 dB relative to an isotropic antenna.

Problem 2.57 A typical 1.5-volt “AA”cell has 1.5 ampere-hours (Ah) of energy. Assuming
that a 3-V transmitter in the model airplane of Problem 2.56 has a 50% efficiency in converting
input energy into EIRP, how long would a pair of batteries last? How long would they Lastif the
transmitter had a 10%duty cycle?

Problem 2.58 You are a delegate to an ITU-R meeting representing your country. Your
country’s objective is to have the frequency band from 1910 to 1930 MHz designated worldwide
for personal communication services (PCS). You have prepared submissions detailing the suit-
ability of this band for this application, bearing in mind propagation characteristics, technology,
and the need for the designation of this band, based on commercial projections of growth in the
PCS market. The proposal has support from a number of participants at the meeting, but a
number of countries that have existing fixed microwave services operating in the band from
1910 to 1920 MHz object to the proposal. Suggest a compromise proposal that may achieve
your long-term objectives.

TABLE 2.6 Propagation models for Problem 2.55. 

 n 5(dB) Ong

2 0 8

20 8

3.5 10 10

4 6 12
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Problem 2.59 When G. Marconi madethefirst radio transmission in 1899 across the Atlan-

tic Ocean, he usedall of the spectrum available worldwide to transmit a few bits per second.It
has been suggested that, in the period since then, spectrum usage (bits/s/Hz worldwide) has
increased by a factor of a million. List the factors that have resulted in this substantial increase.
Whichfactor will likely result in the largest increase in the future?

Problem 2.60 In Example 2.23, to what would the transmit power need to be reduced in
order to produce an interference level equivalent to the noise floor of the 800 MHz receiver? If
the transmit power remains at one milliwatt, what is the minimum separation of the impulse
radio from the 800 MHz radio to produce equivalent interference and noise floor densities?
Assume free-space propagation conditions.
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As mentioned in Chapter 1, multiple access is a technique that permits the communi-
cation resources of a wireless channel to be shared by a large number of users in dif-
ferent focations. There are four basic forms of multiple access applied to wireless
communications, depending on which particular resource is exploited:

L. Frequency-division multiple access (FDMA)

2. Time-division multiple access (TDMA)

3. Code-division multiple access (CDMA)

4. Space-division multiple access (SDMA)

Ina way, this list also orders the evolution of the spectral efficiency of wireless commu-
nication systems through the years, with the motivation for change being driven by
improved utilization of the available spectrum through the use of increasingly sophisti-
cated modulation and coding techniques. In this chapter, the focus is on FODMA.

As the name implies, FDMA operates by dividing the bandwidth of a wireless
channel equally among a number of users wanting to access the channel. Specifically,
FDMA can be visualized as shown in Fig. 1.2, reproduced here as Fig. 3.1 for conve-
nience of presentation. To facilitate the kind of frequency division portrayed in this
chapter, we resort to the use of modulation, which is a process of transforming thefre-
quency content of a particular user’s information-bearing signal so as to lie inside the
frequency bandallotted to that user. The block diagram of Fig. 3.2 presents the basic
functional blocks that constitute the transmitter and receiver of the wireless communi-

cation system serving a single user;the figure also includes the idealized power spectra
at different points in the system. The baseband processor performs operations such as
filtering on the speech signal and thereby preparesit for modulation. These operations
are followed by transmission over the wireless channel via a pair of antennas, one at
the transmitter and the other at the receiver. The receiver performs inverse operations
on the received signal, with the objective of delivering an estimate of the speech signal
to a user.

103
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FIGURE 3.1 A frequency-domain representation of FDMA.

Section 3.2 reviews the essentials of the modulation process and the different
approaches to impressing an information-bearing signal onto a carrier. A discussion of
linear modulation techniques follows in Section 3.3, with emphasis on binary data
transmission. Section 3.4 describes the raised cosine (RC) spectrum for pulse shaping
so as to mitigate the so-called intersymbol interference problem. The material pre-
sented sets the stage for the complex representation of linear modulated signals and
linear bandpass systems in Section 3.5. Section 3.6 discusses issues relating to the geo-
metric representation of digitally modulated signals. Nonlinear modulation tech-
niques are examined in Section 3.7, again with emphasis on binary data transmission.
Section 3.8 presents two practical issues, adjacent channel interference and nonlinearity,
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signal Modulator of the
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FIGURE 3.2 Illustration of the bandpass characteristic of a wireless system.
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that are of practical concern in wireless communications. With this material at hand,
the stage is set for a comparison of modulation techniques in the context of wireless
communications, which is presented in Section 3.9. Section 3.10 takes up the issue of
channel estimation and tracking at the receiver, The discussion of modulation tech-
niques is completed in Section 3.11 with a look at the noise performance ofdigital
modulation schemes.

Section 3.12 discusses the frequency-division multiple access technique. As with
other chapters in the book, Sections 3.13 and 3.14 discuss two theme examples. The
first, on orthogonal frequency-division multiplexing (OFDM), builds on a computa-
tionally efficient algorithm, namely, the fast Fourier transform, that is widely used in
digital signal processing. The second theme example discusses the ubiquitous cordless
telephone.

3.2. MODULATION

Modulation is formally defined as the process by which some characteristic of a carrier
wave is varied in accordance with an information-bearing signal. In this context, the
information-bearing signal is referred to as the modulating signal, and the output of
the modulation process is referred to as the modulated signal. The device that per-
forms the modulation process in the transmitter is referred to as a modulator, and the
device used to recover the information-bearingsignal in the receiveris referred to as a
demodulator.

Wecan identify three practical benefits that result from the use of modulation in
a wireless communication system:

1. Modulation is used to shift the spectral content of a message signal so that it Hes
inside the operating frequency band ofthe wireless communication channel.
Consider, for example, telephonic communication over a cellular radio channel.
In such an application, the frequency components of a speech signal from about
300 to 3100 Hz are considered adequate for the purpose of communication. In
North America, one band of frequencies assigned to cellular radio systems is
800-900 MHz. The subband of 824-849 MHz is used to receive signals from
mobile users, and the subband of 869-894 MHzis used for transmitting signals to
mobile users. For this form of telephonic communication to be feasible, we
clearly need to do twothings: shift the essential spectral content of a speech sig-
nal so thatit lies inside the prescribed subband for transmission, and shift it back
to its original frequency band on reception. Thefirst of these two operationsis
one of modulation, and the second is one of demodulation.

2. Modulation provides a mechanism for putting the information content ofa message
signal into a form that may be less vulnerable to noise or interference.
In a wireless communication system, the received signal is ordinarily corrupted
by noise generatedat the front end of the receiver or by interference picked up
in the course of transmission. Some specific forms of modulation (e.g., fre-
quency modulation, considered in Section 3.4) have the inherent ability to trade

     
 


