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In practice, the operation of a wireless communication system deviates from this ideal

setting—hence the need to speak of an “estimate” of the complex impulse response
Mt) at the output of the matched filter. Hereafter, we refer to this estimate as hesdt) .
Ignoring the effect of channel noise, we now note from Eqs. (4.45) and (4.46) that

imam a p(t) e Elm TC) (4.47)

where Jim is the actual value of the complex baseband impulse response of the chan-
nel. The effect of ignoring w(r) is justified only when the signal-to-noise ratio is high.

4.15.2 Viterbi Equalization

 
As mentioned previously, a primary objective of the baseband processor is to undo

the convolution performed on the transmitted signal by the channel, which is

indeed a task well suited for the Viterbi algorithm functioning as an equalizer. This

is yet another novel application of the algorithm, buiiding on what we said earlier in

Section 4.9 on convolutional decoding: the Viterbi algorithm is a maximum-likeiihood

sequence estimator.

Consider, then, a channel with memory I, requiring the use of a Virerbi equalizer

with a window of length I. (For the application at hand, a value of 4 is considered typi-

cal for l.) Correspondingly, the equalizer has 21 possible states, with each state consist-
ing of 1 symbols. As with convolutionai decoding, we need a metric for the design of

the equalizer, which, in turn, requires the generation of two kinds of waveforms:

 

1. Estimated received waveforms. This set of waveforms is generated by cycling a

local modulator and channel model through all the possible l—bit sequences for

every bit period. The combination of local modulator and channel model based
on the channel estimate hestU) is termed the estimated waveform generator, with

its output denoted by the complex waveform East“) .

2. Compensated received waveform. From Eq. (4.45), we note that, except for a
delay, the complexflimpuise response estimate hesfit) equals the actual complex
impulse response Mt), convolved with the real autocorrelation function p(t).

Since the estimated waveform generator embodies the channel model, it follows

that the actual received signai Emma) should also be convolved with p(r) .Then

the compensated version of idatalf} , namely,

 
Edatait) = p(r)®fi(r) (4-48)

would be on par with the estimated received waveform Emu) .

Note that Edam) and East“) are both continuous-time signals. ~
In order to generate fairly accurate digital representations of édataU) and

565d!) , it is necessary that they be sampled at a rate of n times the incoming bit rate,

so as to prevent aliasing. That is, each bit of data (actual as well as estimated) is repre~

sented by rt samples, where n is an integer equal to or greater than two.

The squared Euclidean distance between the ith sample of the kth bit in the

actual received waveform Eden-4(3) and the corresponding ith sample of the estimated
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received waveform 555:0) pertaining to a possible state v of the equalizer may be
expressed as the sum of two squared terms, one due to the in-phase components of

these two waveforms and the other due to their quadrature components:
~ ~ 2 ~ ~ 2

11:41) = (5.1.1.41. 11—565mm», 1)) +rcdara,Q(k.11—éeagrv,a)
With 11 samples per bit, the sample index 1' ranges from 0 to n— 1. Hence, we may

define the transition metric for bit k of the actual signal and possible state v of the

equalizer as

11—1 2
= Z pkgvp') (4.49)

.:0

where V : 0,1,...2!‘1

Putting the ideas discussed here together, we may now formulate the block dia-

gram of. Fig. 4.22 for the baseband processor for channel estimation and equalization,

leading to data recovery. The processor consists of three subsystems: the estimated

waveform generator, transition metric computer, and Viterbi equalizer.

Building on the idea of the Viterbi algorithm as a maximum-likelihood sequence

estimator, we may now describe the way in which the Viterbi equalizer performs its

computations. The basic difference between the Viterbi equalizer and the Viterbi

decoder (discussed in Section 4.9) lies in what is used for the transition metric. Specifi-

cally, we use ,uk’v (defined in Eq. (4.49)) for equalization and the Hamming distance
for hard-decision—based convolutional decoding. Accordingly, the steps involved in the

Viterbi equalization are as follows:

1. Compute the transition metric #kv for bit k of the actual received signal and
state V of the equalizer, where v—— 0,1" ”21— 1 and 1 stands for the window length
of the equalizer.

2. Compute the accumulated transition metric for every possible path in the trellis

representing the equalizer. The metric for a particular path is defined as the

squared Euclidean distance between the estimated received waveform repre-
sented by that path and the actual received waveform. For each node in the trellis

JTaiwamnailt) Channel 4135(0) Estimated Baseband
estimator * .1 .1 -.» waveform WWW“ ~ local_cnerator mod ulator

 
 igchannelu)

XaaiaU) Auto- Transition Viterbi Maximum-
correlator “mm-i» metric equalizer likelihoodcom nuter estimate of

dam“) interleaved
output

FIGURE 4.22 Block diagram of baseband processor for channel estimation and equalization.
The lighter arrows indicate complex signals.
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(i.e., each state of the equalizer), the Viterbi algorithm compares the two paths

entering that node. The path with the lower metric is retained, and the other path
is discarded.

3. Repeat the computation for every bit of the received signal.

4. The survivor, or active, path discovered by the algorithm defines the 1—bit

sequence applied to the local modulator in Fig.4.22 for which the estimated

received waveform 56510) is the closest to the actual received waveform
‘g’damm in Euclidean distance. With this sequence at hand, the tasks or" channel

estimation and equalization are completed.

One last comment is in order: The window length l assigned to the equalizer depends
not only on the memory of the channel, but also on whether the modulator used in

the transmitter has memory of its own or not (i.e., partial-response modulation). Let

Imam denote the memory of the modulator and [channel denote the memory of the

channel. Then we may express the window length of the equalizer as

I = [mam + [channel (4‘50)

For example, I z 2 for GMSK.With lchaunel = 4, for example, we thus have I = 6.
mcm

4.16 TIME-DIVISION MULTIPLE ACCESS

The discussion thus far has focused on specific functional blocks (i.e., speech coding,

channel shaping, coding, and modulation) that are basic to the design of a digital com-

munication system. With this material at hand, we are now ready to discuss TDMA, a

widely used form of multiple access for wireless communications.

The purpose of a time-division. multiple-access (TDMA) system is to permit a
number of users, say, N, to access a wireless communication channel of bandwidth B

on a time—shared basis. The immediately apparent features that distinguish TDMA
from FDMA are twofold:

1. Each user has access to the full bandwidth B of the channel, whereas in FDMA

each user is assigned a fraction of the channel. bandwidth, namely, B/N.

2. Each user accesses the channel for only a fraction of the time that it is in use and

on a periodic and orderly basis, with the transmission rate being N times the

user’s required rate. By contrast, in FDMA, each user accesses the channel on a
continuous-time basis.

Both of these features have significant implications for the operation of a TDMA
wireless communication system. Access to the full bandwidth of the wireless channel

means that we may now be dealing with wideband data transmission, which makes the

TDMA system vulnerable to frequency-selective fading. In contrast, FDMA deals

with narrowband transmission, which means that the fading channels are typically fre-

quency flat. To combat the frequency—selective fading problem requires the use of

sophisticated signalaprocessing techniques. Access to the channel on a time-shared

basis has implications of its own. In particular, the transmission of information-bearing

data over the channel takes place in the form of bursts, which, in turn, further complim

cates the requirement of synchronizing the receiver to the transmitter.
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In the context of implementation, unfortunately, there is no TDMA structure

applicable to all TDMA wireless systems in operation. Nevertheless, they do share a

common feature: Each frame of the TDMA structure contains N time slots of equal

duration. It is in the detailed structure of each slot and in the way in which the transmit-

ting and receiving slots are assigned in time that TDMA systems differ from one another.

Typically, the bits constituting each slot of a TDMA frame are divided into two

functional groups:

0 Traffic data bits, which represent digitized speech or other forms of information-

bearing data.

' Overhead bits, whose function is to assist the receiver in performing some auxil-

iary functions that are essential for satisfactory TDMA operation.

The auxiliary functions include synchronization and channel estimation. Specifically,
the synchronization bits in a slot enable the receiver to recover sinusoidal carrier and

bit-timing information, which are needed for coherent demodulation. The framing bits

are used to estimate the unknown impulse response of the channel, which is needed

for estimating the transmitted signal. As already mentioned, in TDMA systems, the

transmission of information-bearing signals pertaining to any user is not continuous in

time. Rather, it is discontinuous, requiring the use of a buffer-and—bnrsr strategy. The

burst form of data transmission over the channel results in an increase in the synchro-

nization overhead, as each receiver is required to piece the transmitted signal (e.g.,

speech) together as it is received over a succession of frames.

Up to now, the discussion of the TDMA framing structure has been of a generic

nature. Theme Example 1, presented in Section 4.17, describes the frame structure of a

specific system.

Advantages of TDMA over FDMA

The following are some of the advantages TDMA has over FDMA:

1. With TDMA, the use of a diplcxer can be avoided at the mobile terminal. A

diplexcr is a complicated and expensive arrangement of filters that allows the

mobile terminal to transmit and receive data at the same time without jamming

its own information-bearing signal. In TDMA, the terminal need not transmit

and receive at the same time; hence, a diplexer is not needed.

2. With TDMA, only one RF carrier at a time is present in the channel. If the chan-

nel includes a nonlinearity, then the effects of the nonlinearity are much reduced

on a single carrier than if multiple carriers were present, as in FDMA. Examples

of such nonlinearities are the power amplifiers employed in base stations or
those in satellite transponders.

3. With voice, a significant portion of the call consists of quiet time, when neither

party is speaking. With a TDMA strategy, special processing techniques can be

employed to fill the quiet times with data or other voice calls to improve the

channel’s efficiency.
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4. With FDMA, the base station rnust have a channel unit (transmitterlreceiver pair)
for each active session.With TDMA, the same channel unit is shared between mul~

tiple sessions; thus, the base station hardware can be significantly simplified.

To achieve some of these advantages requires the use of complicated signal-processing

techniques, which, in turn, necessitates a reliance on digital signal-processing technoi-

ogy in the form of silicon chips for cost-effectiveness. Moreover, this same enabhng

technology has made it possible to implement other functionai needs of TDMA sys-
terns efficiently:

0 sophisticated timing and fast acquisition operations for synchronizing the
receiver to the transmitter, and

0 source coding and channel coding techniques for the efficient and reliable trans-
mission of information over the channel.

Putting all these operational advantages and practical realities together has made

"FDMA preferable to FDMA. However, a major disadvantage of TDMA is that its

deployment requires an increased rate of data transmission across the wireless channel,

which, in turn, may result in increased intersymbol interference (ISI), making channel

equalization in the receiver a necessary practical requirement in TDMA systems.

TDMA Overlaid on FDMA

From the discussion presented thus far, it may appear that TDMA is implemented in a

rigorous, pure form. In reality, however, TDMA is implemented in an overlaid fashion

on FDMA, for practical reasons. To appreciate this point, it is important that we first rec—

ognize that the usable radio spectrum extends from tens of hertz to tens of gigahcrtz,

which represents over nine orders of magnitude. By international agreement, this spec—

trum is shared by allotting certain portions of it to certain applications. For example, in

North America, the band from 11.8 to 130 MHz is dedicated to aeronautical safety com-

munications, and the bands from 82M49 to 869-894 MHz are dedicated to public tele—

phony. In a very high level sense, this is a form of FDMA: sharing the Spectrum on the
basis offiequency.

Hence, every wireless communication system has an FDMA baseline, and

multiple-access schemes such as TDMA are overlaid on this baseline. One of the

issues is the granularity of the underlying FDMA structure. In this sense, TDMA
comes in three basic forms:

1. Widebtmd TDMA. in this form of TDMA, there is only one or a small number of

frequency channels, typically several megahertz wide. Wideband TDMA has

been used in satellite communication systems in which the TDMA service occu~

pics the full bandwidth of the satellite transponder.

2. Medium-band TDMA. In this form of TDMA, there is a significant number of

frequency (FDMA) channels, but the bandwidth of each channel is still large

enough (100 to 500 kHz) that frequency-selective fading can be expected. The

GSM system discussed as a theme example in Section 4.17 is an example of

medium-band TDMA, with sufficient FDMA channels being available to assign

differenbfrequency channels to different cells and to perform the necessary task

of interference management.

 

 

 

Page 255 of 474



Page 256 of 474

236

 
Page 256 of 474

Chapter 4 Coding and Time-Division Multiple Access

3. Narrowband TDMA. This last form of TDMA is a simple step up from a pure

FDMA system. The number of users time~sharing a single channel is small, and

the number of frequency channels is typically large. The bandwidth of a channel

in narrowband TDMA is relatively small (usually less than 50 kHz), and, as a

consequence, we can usually assume the multipath phenomenon to be flat fad-

ing. The North American IS-54 digital telephone system is an example of a nar-

rowband TDMA system. (See Note 2 of Chapter 3.)

The appropriate choice of granularity for the underlying FDMA systems depends

upon several factors:

- In a cellular system, the granularity has to be sufficient to allow different fre-

quency assignments in a neighboring cell and perform flexible interference
management.

0 System complexity increases with the channel bandwidth and data-transmission

rate, with the increase in complexity occurring in both the synchronization and

processing aspects of the system. Lower bandwidths tend to imply lower cost

solutions and lower power requirements.

0 Propagation conditions may favor higher bandwidth systems, but only if appro-

priate measures are implemented to use this advantage. Frequency-selective fad~

ing that occurs in medium and wideband TDMA systems can provide a diversity

advantage, but only if the receiver includes an effective equalizer.

One final comment is in order: TDMA is the not the only choice of multiple access for

overlaying on an FDMA baseline. In Chapter 5, we will present code-division multiple

access (CDMA), which can be considered a wideband system, but, in reality, is still
overlaid on an FDMA baseline. Moreover, wireless communication is not limited to a

single overlay. For example, from the discussion to be presented in Section 4.17, we

will see that the GSM system is not simply TDMA overlaid on FDMA; rather, it also

includes a third multiple-access strategy known as frequency hopping (FH); that is,

GSM is, in reality, an FDMA/TDMAIFH system. Frequency hopping is also discussed

in Chapter 5.

4.17 THEME EXAMPLE 1: (55M13

The Global Sysrem for Mobile (GSM) communications is a digital wireless communica-

tion system that is used all over the world. Figure 4.23 displays the basic TDMA frame

structure of GSM. The structure is composed of eight 577—,us slots, which makes the

total frame duration equal to 4.616 ms. The 1-bit flag adjacent to each data burst of 57

bits is used to identify whether the data bits are digitized speech or some other infor-

mation-bearing signal. The 3 mil bits, all logical zeros, are used in convolutional decod-

ing of the channel~encoded data bits. The 26-bit training sequence in the middle of the

time slot is used for channel equalization. Finally, the guard time, occupying 8.25 bits, is

included at the end of each slot to prevent data bursts received at the base station from

mobile users from overlapping with each other; this is achieved by transmitting no sig-

nal at all during the guard time.
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%— Frame : 4.6155 ms —%
T5, T52 T53 rs4 T55 rs6 rs7

 

 TS: Time slot

T: Tail (bits)

F: Flag (bit)
Train: Training interval for equalizer

Guard: Guard time interval

I Data Train Data Guard3 II-IF-I-

?Tirne slot = 156.25 bits = 577;“ 4%
FIGURE 4.23 Frame structure of GSM communications.

The frame efi‘iciency of a TDMA system is defined as the number of bits repre-

senting information-bearing signals (e.g., digitized speech), expressed as a percentage
of the total number of bits {including the overhead) that are transmitted in a frame.

With each slot consisting of 156.25 bits, of which 40.25 bits are overhead (ignoring the

2 flag bits), the frame efficiency of GSM is

[1 _ 40.25156.25

It is important to note, however, that (as remarked in Section 4.16.2) GSM is not a

pure TDMA system. Rather, it combines TDMA with frequency hopping. Accord—

ingly, a physical channel is partitioned in both time and frequency. The channei is parti-

tioned in time because, with eight slots in a TDMA frame, each carrier frequency

supports eight physical channels mapped onto the eight slots. A time slot assigned to a

particular physical channei is naturally used in every TDMA frame for as long as that

channel is engaged by a mobile user. Consequently, partitioning of the channel in fre—

quency arises because the carrier assigned to such a slot changes its frequency from

one frame to the next in accordance with a frequency-hopping algorithm.

In Section 4.10, we introduced the idea of interleaving as a way of combatting

the Rayleigh fading problem. Frequency hopping combined with interleaving enables

a TDMA system to combat the fading problem even more effectively. In the context

of a TDMA system, the principle of frequency hopping embodies the following two
considerations:

 

)x 100 = 74.24%

1. The carrier used to modulate a TDMA frame changes its frequency from one
frame to the next.

2. If a particular TDMA frame happens to be in a deep fade, then it is highly

unlikely that the next TDMA frame will also be in a deep fade, provided that the

change in carrier frequency applied by the frequency-hopping algorithm from

the particular frame in question to the next one is sufficiently iarge.

For uplink transmission, in Europe, GSM uses the frequency band 890 to 915 MHZ, and

for downiink transmission, it uses the frequency band 935 to 960 MHZ. In either case,

the maximum frequency change from one frame to the next is 25 MHZ. Expressed as a
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percentage of the mean carrier frequency, the maximum frequency hopping for the

downlink is approximately

25 _ 0
W0 x 100 — 2.8 /o

With this percentage of maximum frequency hopping, it turns out that the time spent

by a rapidly moving mobile user in a deep fade is reduced to about 4.6 ms, which is

essentially the frame duration. In the case of slowly moving mobile users (e.g.,

pedestrians), the frequency-hopping algorithm built into the design of GSM pro-

duces substantial gains against fades.

GSM employs a moderately complicated, 13—kilobits/s regular pulse-excited

speech codec (coder/decoder) with a long-term predictor. To provide error proteCw

tion for the speech-encoded bits, concatenated convolutional codes and multilayer

interleaving are employed. An overall speech delay of 57.5 ms occurs in the system.

Turning next to the type of digital modulation used in GSM, we find that the

method of choice is Gaussian minimum-shift keying (GMSK), which was discussed in

Sections 3.7 and 4.14. For GSM, the timeubandwidth product WT of GMSK is stan-

dardized at 0.3, which provides the best compromise between increased bandwidth

occupancy and resistance to cochannel interference. Ninety-nine percent of the radio

frequency (RF) power of GMSK signals so specified is confined to a bandwidth of 250

kHz, which means that, for all practical purposes, the sidelobes of the GMSK signal

are insignificant, for all practical purposes, outside this frequency band.

The available spectrum is divided into ZOO-kHz-wide subchannels, each of which

is assigned to a GSM system transmitting data at 271 kb/S. Figure 4.24 depicts the

power spectrum of a channel in relation to its two adjacent channels; this plot is the

a Power spectrum, dB
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FIGURE 4.24 Power spectrum of GMSK signal for GSM communications.
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passband version of the baseband power spectrum of Fig. 3.21 corresponding to

WTb : 0.3. From Fig. 4.24, we may make the following important observation: The

RF power spectrum of the subchannel shown shaded is down by an amount close to

40 dB at the carrier frequencies of both adjacent subchannels, which means that the

1

i
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effect of cochannel interference in GSM is smail. i

4.13 THEME EXAMPLE 2: JOINT EQUALEZATEON AND DECODING14 i

The material presented in Section 4.12 has taught us an important principle in digital .
communication theory, hereafter referred to as the turbo coding principle. The princi~
ple may be stated as foliows: E

The performance of the receiver of a digital communication system, embodying

the plot of bit error rate (BER) versus transmitted signal energy per bit—to-noise

spectral density ratio, Eb/NO, may be significantly improved by using '

(i) a concatenated encoding strategy at the transmitter and

(ii) an iterative receiver, with all of its components operating in soft-input, soft-
oatpat (i.e., analog) form.  

The iterative receiver is the hallmark of the turbo coding principie.

In Fig. 4.15, the concatenated encoding strategy is implemented in parallel form,

so called because encoder 1 and encoder 2 operate in parallel on their respective

inputs. Moreover, the two encoder inputs are essentially statisticaliy independent by

virtue of the turbo interleaver that separates them.

Alternatively, we can implement the concatenated encoding strategy in serial

form, as illustrated in Fig. 4.25(a). Although, at first sight, this structure Eooks familiar

Wireless channel:Interleaver
Inner encoder

Additive white

(a) Gaussian noise

  
 

  
Received

signal

Channel encoder:
Outer encoder l

Binary
stream

  
 

 
    RECEIVSd qualizer: Deinterleaver Channel decoder: Hard Estimate

Signal Inner decoder Outer decoder limiter of original
binarystream

(b)

FIGURE 4.25 Joint equalizationvandwdecoding problem.
(a) Turbo encoder of the serial form. with the channei viewed as the inner encoder.

(b) Iterative Turbo decoder, highlighting the application of feedback around the two decoding
stages.
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in the context of a fast-fading wireless communication system, the viewpoint embod-

ied in its description as a two—stage encoder can be justified along the following lines:

0 The channel encoder, introduced into the transmitter chain to improve the reli-

ability of communication, is viewed as the outer encoder.

- The wireless channel, essential for the communication process, is viewed as the
inner encoder.

0 The channel interleaver, introduced to disperse the burst of errors produced by

the possible presence of the fast-fading phenomenon in the wireless channel,

separates the two encoders in accordance with the transmit part of the turbo-

coding principle.

Correspondingly, the two-stage decoder is configured as an iterative receiver, as

shown in Fig. 425(b), in accordance with the receiver part of the turbo-coding prinr

ciple. Herein lies the basis of a novel receiver structure made up of the following
constituents:

0 A soft-input, soft—output channel equalizer, designed to mitigate the effect of

intersymbol interference (ISI) produced by the transmission of the encoded-

interleaved signal across the channel; the equalizer acts as the inner decoder.

° A soft—input, soft-output channel decoder, designed to improve the estimates of

encoded data symbols; the channel decoder acts as the outer decoder.

0 A channel deinterleaver, designed to undo the permutation that is present in soft

outputs produced by the equalizer, so as to facilitate proper channel decoding.

- An interleaver, designed to repermute the soft outputs produced by in the chan-

nel decoder, so that the feedback signal applied to the equalizer assumes a form

consistent with the received signal.

Now, if we were to open the feedback loop in Fig. 4.25(b) by removing the interleavet

in the feedback path, we would be left with a conventional receiver defined by the for-

ward path made up of the channel-equalizer, channel-deinterleaver, channel-decoder

chain. The practical advantage of the iterative receiver is that it performs joint equal-

ization and decoding, thereby offering the potential for improving the performance of

the receiver by virtue of the feedback around the two stages of processing: channel

equalization and channel decoding.

In particular, the reduction in bit error rate through joint equalization and

decoding performed iteratively can be explained by observing that each compo-

nent in the receiver, namely, the equalizer and the decoder, helps to bootstrap the

performance of the other. The bootstrap action manifests itself as follows:

- The equalizer uses frequency diversity in the channel to improve the decoder

performance through [SI reduction.

0 The decoder uses time diversity in the code to improve the equalizer perfor—

mance through improved estimates ofuncoded data symbols.
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The net result of this bootstrap action is that, in the course of three to five iterations, a

significant reduction in the bit error rate is accomplished, as is illustrated in a simple,

yet insightful, computer experiment described next.

Computer Experiment

 
Consider the serial concatenated encoder of Fig.4.25(a), with the following

specifications:

1. Channel encoder (outer encoder): convolutional encoder
Code rate 21/2

Constraint length, K m 3

Generator polynomials:

g(1)(D)=1~l-Dz
543(1)): 1 +1) +02

2. Interleavcr: i
Type: pseudorandom interieaver l
Block size: 1000 bits

3. Wireless channei: Tapped-delay-iine model with the foliowing tap weights (see

Fig. 4.26, where T denotes the symbol duration):

wO = 0.93 ---l

W1 2 “0.17 i

W2 = 0.35

Euclidean norm of the tap-weight vector w:

2 2 2 1/2
leIl = (wO-i—wl ~I— W2)

1/2

= ((0.93)2+{70.17)2+(0.35)2)
:1

4. Modulation (not shown in Fig. 425(3)): Binary phase-shift keying (BPSK). With

this simple method of modulation, the baseband model of the system assumes a

real—valued form throughout the system.

 

Output
 

FIGURE 4.26 Tappededelay—line model of wireless channel with three tap—weights; the
blocks labeied Tact like unit-delay operations
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The iterative two—stage receiver of Fig. 4.25(b) was implemented as follows:

1. Equalizer (inner decoder).

. The channel impulse response, assumed to be known.

- The decoding trellis, formed on the basis of the channel impulse response (i.e.,

tap weights of the tapped-delay-line model) and BPSK.

2. Deinterleaver, designed to deinterleave the soft outputs produced by the

equalizer.

3. Channel decoder (outer decoder).

- The decoding trellis, formed on the basis of the convolutional encoder’s gen-
erator polynomials g(1)(D) and g(2)(D)

0 Construction of the decoding trellis, discussed in Section 4.7

4. Interleaver, designed to interleave the soft outputs produced by the channel
decoder.

5. Decoding algorithm for both the equalizer and channel decoder: The logarith-
mic form of the maximum a posterior probability (MAP) algorithm, discussed in
Section 4.12.

Using computer simulations of the encoderfdecoder system of Fig. 4.25, we plot the
receiver performance, in terms of BER versus EbI’NO, in Fig. 4.27, on the basis of which
we may make the following observations:

  
 
 

 
 

10“

—1

10 E Iteration 1

fi 10'2 E
m 1 Iteration 2

10’3 I; Iterations 4,5 Iteration
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FIGURE 4.27 Performance receiver curves for the iterative joint equalization-and-decoding
experiment.
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1. Iterative detection, performed in accordance with the turbo coding principle,
provides a significant improvement in receiver performance measured with
respect to the first iteration; in effect, iteration 1 represents what is achievable
with a noniterative (i.e., conventional) receiver.

2. The receiver converges in about five iterations.

3. Littie change in receiver performance occurs in going from iteration 4 to
iteration 5.

Problem 4.5 The baseband model used in the computer experiment on joint equalization
and decoding is real valued, which is justified for BPSK modulation. To improve spectral effi-
ciency, QPSK modulation is commonly used. Discuss the modifications that would have to be
made to the baseband model in order for it to handle QPSK modulation. I

The computer experiment just presented assumes that the receiver has perfect knowl-
edge of the channel state information (CSI). In practice, we have to deai with a wireless

channel that is typically nonstationary, in which case the equalizer structure has to be
expanded to include a CSI estimator. (See Problem 4.24.) 4.19 THEME EXAMPiE 3: RANDOM-ACCESS TECHNIQUES

There are many instances in multiaccess communications in which a user terminal is

required to send a packet of information to the base station at a random instant in

time. Such instances occur, for example, when the terminal wishes to log onto the sys«
tem or when the user Wishes to make a telephone call. The system must provide a
means by which these random requests can be serviced. This could be done in antim-
ber of ways:

1. The system could permanently assign one channel to each user.

2. The system could poll each user at regular intervals to see if he or she had any-
thing to transmit.

3. The system could provide a random-access channel that the users could access at

any time.

Since a typical user has a low duty cycle, the first approach is wasteful of spectrum. The
second approach could result in long deiays if there is a large number of users, and if
the users are mobile, the polling process can become compiicated. In this section, we
will consider the third approach of assigning a random-access channel. :

4.19.1 Pure Aioha15

Consider the following model of the random-access channel: Let us assume that there is

a large population of user terminals that operate independently of each other and that
each terminal has no knowledge of when the other terminals will transmit. Each termi-

nal transmits random packets of length P, and the average transmission rate is A. That is,

there are, on average, 2. packets transmitted per second by the entire user population.

%

é
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This situation is commonly modeled as a Poisson process. From Appendix C, with Pois-

son arrivals, the probability that there are k arrivals in the period [0,:] is given by

Hakim
Prob(X(t) = k) = kl (4.51)

 

Poisson processes have a memoryless property; that is, the probability that there are k
arrivals in the period [0,t] is the same as the probability that there are k arrivals in the

period [at + s] for some arbitrary s.
If two packets collide (i.e., they overlap in time), it is assumed that the informa-

tion in both packets is lost. It is of interest to determine the throughput S of this chan—
nel; throughput is the number of packets that can be transmitted per slot, on average.
If there was only one user terminal, then, clearly, the maximum throughput would be
unity. In the case of a large number of terminals, however, we must consider the prob
ability that two or more packets will collide. In Fig. 4.28, we show several types of col-
lisions. From the figure, it should be clear that, for a packet transmitted at time to, any

packet transmitted in the interval [to — 7310+ T], where T is the packet duration, will
cause a collision.

With a Poisson model for packet arrival times, if a packet is being transmitted,

then the probability that no additional packets arrive during the period [to— T, t0+ T]
is given by Eq. (4.51) with k = 0, or

27H"

Prob(No additional packets in time 2T) = e’ (4.52)

Consequently, the throughput of an Aloha system is given by the product of the packet
arrival rate and the probability that a packet is successfully received; that is,

—2}tT
S = he (453)

If we normalize this equation to packets received per packet time T, then the normal-
ized throughput is given by

—2}LT

S0 = ATE
(4.54)

= Ge_2G

2)"
Packet Collison Zone

T<———p

Desired Packet

Colliding
packets

FIGURE 4.28 Illustration of packet collision zone.
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FIGURE 4.29 Normalized throughput for unslotted and slotted Aloha.

where G : AT is the normalized loading per packet period—that is, the average num-
ber of packets per slot time T. This throughput is plotted as a function of the offered

load in Fig. 4.29. The peak throughput occurs at G = 1/2, yielding SO: (23)“1 z 0.184
packets per packet time. That is, with an Aloha random-access channel, the maximum

throughput is less than 19% of the full channel capacity. In practice, the throughput is
maintained at a much smaller value so as to ensure stability of the approach.

Slotted Aloha

The performance of an Aloha system can be improved if a framing structure is pro-
vided. This framing structure includes fixed slot times, and user terminals are required
to synchronize their transmissions with the slot times. Often, the timing of the Aloha
frame is based on the timing of a forward-link broadcast channel. This form of random
access with framing is referred to as slotted Aloha.

With slotted Aloha, a collision occurs only if the two user terminals transmit dur—

ing the same T second slot. In a manner anaiogous to the development for the unslot—
ted Aloha case, the normalized throughput of the slotted Aloha is given by

 
s0 = GEO (4.55)

The normalized throughput of unslotted Aloha is also plotted in Fig. 4.29. The peak '
throughput with slotted Aloha, SmaX: 1/6 e036 packet per slot, is double that of
unslotted Aloha.

Carrier-Sense Multiple Access16

The Aloha protocol was first applied in satellite networks in which the user terminals

were dispersed over a wide geographic area. The transmissions were received by the

 

Page 265 of 474



Page 266 of 474

245

 
Page 266 of 474

Chapter 4 Coding and Time-Division Multiple Access

satellite and then re—broadcast over the whole area. There are two consequences of

this approach. The first is that user terminals can hear the broadcast by the satellite
and thus determine immediately whether a collision occurred and there is no need to

transmit an acknowledgment. Second, these systems use geostationary satellites that
have an altitude of approximately 36,000 kilometers, resulting in a significant transmis-
sion delay. Consequently, the user terminal can “hear” a collision, but it is too late to
avoid it.

In terrestrial networks, it is often the case that each user terminal can hear the

transmissions of all the other user terminals. This process of listening to the channel is

referred to as sensing. Such a situation led to the development of another random-

access protocol known as carrier-sense multiple access (CSMA). In its simplest form,
this protocol has the following three steps:

1. If the channel is sensed as idle, the user terminal transmits the packet.

2. If the channel is sensed as busy, the transmission is scheduled for a later time

according to a specified random distribution.

3. At the new point in time, the user terminal senses the channel and repeats the

algorithm.

If transmission were instantaneous, then collisions would occur in the CSMA protocol

only if two terminals transmitted at exactly the same time; this should be a rare occur-
rence. Although the transmission delay is smaller in terrestrial networks than it is in
satellite networks, it is not negligible. Let 1' be the maximum transmission delay

between any pair of user terminals. Then collisions can occur between packets that
have the timing shown in Fig. 4.30.

To analyze the throughput of CSMA, we use the following model: As in the Aloha
case, we assume that packet arrivals have a Poisson distribution with average rate it and
packet duration 1". Analogousiy to transmission in the Aloha case, a packet is transmit-
ted successfully if it is the only packet to be transmitted in time 1:. Consequently, the
probability that a packet is transmitted successfully is given by

#2.”:

Prob(No additional packets in timer) = e (4.56)

Because of the sensing strategy, the average throughput calculation is more complex
than in the Aloha case. Since a packet arriving at a terminal does not mean that it will be

transmitted immediately, we have to calculate the average transmission rate; this

involves calculating the average busy time per packet and the average idle time per

packet.The sum of the two gives the average time between packet transmissions.
The average busy time of a channel is the packet duration, plus the propagation

delay, plus the relative delay of the last colliding packet, as illustrated in Fig. 4.30. The
relative delay of the last colliding packet is a random variable denoted by Y. To deter—
mine the distribution of this random variable, we note that, due to the memoryless

property of the Poisson process,

its

Prob (No additional packets in the interval (t, t+s)) = E’— (4.57)
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T‘(——)—

Desired Packet

Colliding Propagation

packets / DetayY«want—2»

FIGURE 4.30 Illustration of collision conditions for CSMA.

So the probability that the last packet is transmitted at time y or before is equivalent
to the probability that no packets are transmitted in the interval (y,’c], or

Prob(YS y) ~= 2‘1””) for 0 < y < r (4.58)
By determining the probability density function of random variable Y from

Eq. (4.58), we may compute the average relative delay of the last colliding packet (see
Problem 4.33):

1 — edit
it

Combining ail of the components, we find that the average busy time of a channel per
transmission is

 

em ~= 1—4 (4.59)

ThuSy = T+ ”5+ E[Y]

-11 (4.60)
: T+ 21'- 1 — e
 

For a Poisson distribution, the average idle time is given by
1

Time = I (4.61)

The throughput of the CSMA channel is therefore

S = Prob(successfu1 transmission)

Tbusy + Tidle
e

1 — a“ 1 (4-62) 

MSW 21:) +e”1
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FIGURE 4.31 Throughput of the CSMA channel for varying parameter a,

If we normalize the transmission delay by setting a : r/ T and G : AT, then the normal-

ized throughput, in packets per packet time, is given by

euG
; Ge

SO _ aG

_ G

1 + (1 + 2a)GeflG

We plot this normalized throughput for various delay parameters a in Fig. 4.31 as a
function of the load offered. lntuitively, the smaller at is, the larger is the expected

throughput of CSMA, which is evident in the figure.

Other Considerations with Random-Access Protocols

The analysis to this point applies to a datagrarn type of service: packets are sent and
forgotten. In many systems, if there is a collision, the packet is retransmitted. If the
number of retransmissions is small, then the previous results hold. But if the collision

rate is high, retransmissions can add appreciably to the total traffic presented to the
network at any particular time.

With random-access protocols, collisions cause delays in delivering the message.

There is a trade-off between throughput and delay. With high loading, the throughput

approaches zero, and the average delay per packet approaches infinity. The delay
depends upon the retransmission strategy and the propagation delay. Consequently, it
is difficult to compare the delays of different random-access strategies. Retransmission
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cannot occur as soon as a coliision is detected, as that wiEl most certainly result in
another collision. Instead, there has to be a random back-off such that the user termi-

nai waits a random period of time before retransmitting.

Note also that the results presented herein have assumed that there are no
packet errors due to noise.

4.20 SUMMARY AND DISCUSSION

In this chapter, we discussed digital wireless communications buiit around time-division

muitipie access (TDMA). Both the functional biocks that constitute the transmitter of a

TDMA wireiess communication system and the corresponding ones in the receiver
involve features that foliow from some powerful theorems in Shannon’s information

theory. Among these features are the foliowing:

0 Source coding, which is used to remove redundant bits inherent in an information-

bearing signal in accordance with the source—coding theorem and rate distortion

theory, thereby improving the spectral efficiency of the system.

' Channel coding, which invoives the purposefui addition of redundant bits to the

transmitted signal in a controlled manner in accordance with the channel-coding
theorem, thereby providing protection against channel noise.

 
- Interleaving, which invoives the pseudorandomization of the bits in a TDMA

frame so as to combat the fading problem. i

From the preceding features, it is apparent that the deployment of a TDMA wireless

communication system offers a practical means of improving receiver performance at

the expense of. a significant increase in system complexity. However, system complex»

ity is not an issue of concern, because electronics are inexpensive, thanks to the ever—

increasing computing power and cost—effectiveness of silicon chips and computer
software.

The other major issue discussed in the chapter is that of channel estimation and

equalization. Since TDMA channels are typically wider than FDMA channels, they are
more likely to be frequency selective, hence posing a more difficult channel-estimation

probiem. The need for channel estimation arises because the impulse response of the

channel is unknown. This matter is taken care of by transmitting a known sequence
over the channel. The issue of equalization relates to the need for undoing the convo—

iution performed on the transmitted signal by the channel. The Viterbi equalizer,
based on the Viterbi algorithm acting as a maxirnumwlikelihood sequence estimator,

provides a powerfui method for solving this second problem.

GSM was discussed in the chapter as the first of three theme examples. In GSM,

TDMA is combined with frequency hopping so as to combat the problem of deep
fades in a more effective manner than would be possibie otherwise. The combined use

of time slots in TDMA frames and changes in the carrier frequency from one frame to

the next in accordance with a frequency/whopping algorithm results in partitioning of
the physical channei in both time and frequency. For the transmission of TDMA

frames over the channel, GSM uses Gaussian minimum-shift keying (GMSK), which is

 

 
E

Ei-z5;
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a spectrally efficient form of continuous~phase frequency-shift keying. A combination

of regular pulse-excited speech codecs (with long-term prediction), concatenated con-

volutional codecs, and multilayer interleavers/deinterleavers is used for the processing

of individual speech channels.

The second theme example addressed a novel application of the turbo coding

principle to solve the joint equalization—and-decoding problem in an iterative manner.

The procedure described therein is different from the traditional approach, in that the

channel equalizer and channel decoder operate inside a closed feedback loop, helping

to bootstrap the performance of each other. The net result is a receiver that achieves,

for a prescribed Eb/NO, a bit error rate significantly lower than that attainable by tradin

tional means (typically, in three to five iterations).

The third theme example addressed random-access techniques in which each

user terminal is required to send a packet of information to the base station at a ran-

dom instant in time. In this third example, we discussed the following configurations

with increasing levels of performance:

0 Pure Aloha, involving a large population of user terminals that operate indepen-

dently of each other and that have no knowledge of when the other terminals
will transmit.

0 Slotted Aloha, using fixed slot times and requiring the user terminals to synchro—
nize their transmissions with the slot times.

- Carrier-sense multiple access, following three steps:

1. Transmit the packet if the channel is idle

2. Schedule the transmission for a later time if the channel is busy

3. Sense the channel at a new point in time, and repeat the algorithm.

According to the approach taken to describe the channel coding process in this

chapter, channel encoding is performed separately from modulation; likewise for

demodulation and decoding in the receiver. Moreover, the provision for error correc—

tion is made by transmitting additional redundant bits (i.e., parity-check bits) in the

code, which has the effect of lowering the spectral efficiency in bits per second per

hertz. That is, bandwidth utilization is traded for increased power efficiency. To attain a

more efficient utilization of the two communication resources, namely, channel band-

width and transmit power, the processes of channel coding and modulation would

have to be treated as a single entity rather than two separate ones. This treatment is

precisely what is done in trellis~coded modulation.” When this method of modulation
is applied to wireless communications, the usual procedure is to to insert an inter-

leaver between the encoder and signal-space mapper so as to overcome the multipath

fading problem.

The interleaving process may be viewed as a form of time diversity introduced

into the transmitted signal. (A detailed treatment of diversity, with emphasis on spatial

diversity, is presented in Chapter 6.) In a variant of coded modulation known as the

bit~interleaved coded modulation (BICM), the interleaving process is applied at the

level of encoded bits rather the encoded symbols.18 The motivation behind BICM is to
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produce a coded system with a high degree of time diversity, whereby the bit error rate

of the receiver is governed by some product of crime terms, where dfm refers to the
free binary Hamming distance of the code. It turns out that for the same Eb/N0,B1CM
outperforms the baseline approach for coded modulation by producing a smaller BER.

NOTES AND REFERENCES

1The celebrated classic paper of Shannon (1948) laid down the foundations of information the—
ory, and with it, a principled approach to the design of digital communication systems. For a

detailed treatment of Shannon’s theory, see Cover and Thomas (1991). An introductory treat-
ment of the subject is presented in Chapter 9 of Haykin (2001).

2 Chapter 3 of Steele and Hanzo (1999) presents a detailed discussion of speech—coding techw
niques, with an emphasis on their reievance to wireless communications.

3 For detailed treatments of traditional error—control coding techniques, see Clark and Cain
(1981), Lin and Costello (1983) and Michelson and Levesque (1985). These techniques are also
discussed in Chapter 4 of Steele and Hanzo (1999), which emphasizes their relevance to wireiess

communications. Convolutional codes were first described by Elias (1955).

4The free distance of convolutional codes is discussed in Viterbi and Omura (1979), Benedetto
and Biglieri (1999), and Proakis (1995).

5 The ciassic paper on the Viterbi algorithm is due to Viterbi (1967). For a tutoriai paper on this
algorithm, see Forney (1973).

6 Interleaving, of both the block and convolutional types, is discussed in some detail in Clark
and Cain (1981) and in lesser detail in Sklar (2001.).

7Discussions of pseudoraudom interleaving in the context of turbo coding are presented in
Vucetic and Yuan (2000) and Heegard and Wicker (1999). We may also mention the so-calied S-
constraint interleaver, devised by DiVSalar and Pollara (1995).This new interleaver is based on the

generation of N uniformly distributed integers, subject to an S-constraint defined by the mini—
mum interleaving distance. Specifically, in the construction of a turbo code, S is chosen to corre-

spond to the maximum input error pattern length to be broken by the interleaver.

8’I‘urbo codes were invented by Berrou et all. (1993); see aiso Berrou and Glavieux (1996, 1998).
Heegard and Wicker (1999), Vucetic and Yuan (2000), and Hanzo at m'. (2002) discuss turbo

codes as well. For a detailed treatment of iterative decoding, see Chugg et al. (2002). Hanzo er a1.
discusses the performance of turbo codes over fading channels.

The discovery of turbo processing has emerged as a revolution, not only affecting the devel-
opment of good codes for reliable communications and channel equalization as discussed in this

chapter, but also affecting other design aspects of digital communication systems, as summa-
rized here:

0 Turbomiike codes for source coding as well as joint source-channel coding

'Iterative timing recovery and phase estimation for synchronizing the receiver to the
transmitter

0 Turbo-like MIMO (multiple-input, multiple output) wireless communications

Turbo‘BLAST, an example of turbo-MEMO Wireless communications, is discussed in Chapter 6.

9 The BCJR algorithm is named in honor of its four originators: Bahl, Cooke, Jelinek, and Raviv,
who coauthored the first forward—backward method for implementing maximum a posterior
probability decoding in 1974.
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10 For the original exposition of the EXIT chart, see ten Brink (1999).

11 For matters relating to issues 1 and 2 discussed under Subsection 4.13.6 on joint equalization
and decoding, see Benedetto and Montrosi (1996) and Berrou (2003), respectively.

‘2 The material presented in this section follows Chapter 6 of Steele and Hanzo (1999).

13 The abbreviation GSM originally Stood for the French name Groupe de travail pour les Ser-
vices Mobiles. In recognition of the widespread use of GSM communications all over the globe,
it was later renamed Global System of Mobile communications.

14 The issue of an iterative receiver for dealing with joint equalization and decoding is discussed

in Chugg et al. (2001), pp. 105410.

15 The term “Aloha” is Hawaiian. and it literally means “love,” but it is commonly used as a

greeting or farewell.The original ALOHA system was developed at the University of Hawaii by
Abramson (1970) as a protocol for a terrestrial radio system that broadcast packets for com-
puter communications. It was later adapted to satellite communications. The collection of

papers edited by Abramson (1993) has numerous contributions describing the ALOHA proto-
col variants and their performance.

16 In carrier-sense multiple-access, if every terminal cannot hear every other one, then there can
be a degradation in performance. In Tobagi and Kleinrock (1975), it is shown that if users can be
divided into two groups A and B such that members within a group can hear each other. but
cannot hear all the members in the other group, then the performance of CSMA rapidly

degrades such that it is worse than slotted Aloha. There is further degradation with three or
more groups.

17Trellis-coded modulation was discovered by Ungerboeck; see his seminal paper published in
1982; see also the two-part tutorial paper (Ungerboeck, 1987).

18 Bit-interleaved coded modulation (BICM), using a rate-213, 8-PSK modulator, was first
described in Zehavi (1992). For a detailed information-theoretic treatment of BICM, see Caire

et all. (1998). These two papers discuss two different ways of implementing BICM, depending on
how the bit-interleaving process is itself implemented:

. The encoded bits are interleaved separately.
- A common bit interleaver is used.

The latter implementation makes it possible to take a more general approach to the treatment
of BICM.

ADDITIONAL PROBLEMS

Convolutional coding

Note: For Problem 4.6 through 4.10. the same message sequence, 10111..., is used so that we may

compare the outputs of different encoders for the some input.

Problem 4.6 Consider the convolutional encoder of Fig. 4.32 with rate r = 1/2 and constraint

length K = 2. Find the encoder output produced by the message sequence 10111....

Problem 4.7 Figure 4.33 shows a convolutional encoder with rate r = 1/2 and constraint
length K: 4. Determine the encoder output produced by the message sequence 10111....

Problem 4.8 Consider the convolutional encoder of Fig. 4.34 with rate r : 2.8 and constraint

length K = 2. Determine the code sequence produced by the message sequence 10111....
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Output
input 

FIGURE 4.32 Diagram for problem 4.6.

 
Output  

FIGURE 4.33 Diagram for problem 4.7.

 
FIGURE 4.34 Diagram for problem 4.8.

Problem 4.9 Construct the trellis diagram for the encoder of Fig. 4.33, assuming a message
sequence of length 5. Trace the path through the trellis corresponding to the message sequence
10111.... Compare the resulting encoder output with that found in Problem 4.7.

may.“MN“MW”....m............. ‘w..._.”.3"...
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Problem 4.10 Construct the state diagram for the encoder of Fig. 4.33. Starting with the alle
zero state, trace the path that corresponds to the message sequence 10111.", and compare the
resulting code sequence with that found in Problem 4.7.

Problem 4.11 The code rate of the convolutional codes discussed in Section 4.7 is 1m,
where n is the nurnber of modulo-2 adders used in the encoder. A new convolutional code with

code rate kin is required, where k is an integer. How would you generate such a convolutional
code? Justify your answer.

Problem 4.12 A convolutional code has the constraint length K : 5.

(3) Assuming that the code is of a nonsystematic nature and using the Viterbi algorithm, how
many errors can be corrected by the code for a “bursty” wireless channel?

(b) Repeat the problem for a systematic code.

Problem 4.13 Consider the nonsystematic convolutional codes listed in Table 4.3 for con-
straint length K = 6 and 7.

(a) Construct the generator polynomials for these two codes.

([3) Find the free distance for each of the codes.

(c) Identify which, if any, of the two codes can deal with a fading channel that produces a
burst of five transmission errors.

In ten'eaving

Problem 4.14 The expected length of an error burst produced by a fast—fading channel is
inversely proportional to the speed of a mobile unit and directly proportional to the bit rate
transmitted by the unit. Justify the validity of this statement.

Problem 4.15

(a) Continuing with the classical block interleaver/deinterleaver discussed in Subsection 4.10.1.
Show that the end-to-end delay produced by the interleaving/deinterleaving action is ZLN

bits and that the memory requirement is LN.

(b) Show that the corresponding results for the convolutional interleaver discussed in
Subsection 4.10.2 are LN and LN/Z, respectively.

Problem 4.16 The classical block interleaver can be operated in four different permuted
ways, depending on the order in which the incoming symbols are written into the rows of the
matrix of memory elements and the order in which they are read out along the columns:

(a) Left-to-right write in/top-to-bottom read out (LR/RB)

(h) Leftato-right write infbottom-to-top read out (LR/ET)

(c) Rightuto—left write inftop-to-bottom read out (KL/TB)

(d) Rightrtoeleft write in/bottom—to-top read out (RL/BT)

Consider an interleaver in which N : 4 rows and L : 4 columns.
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(a) Given the input sequence {0,1,2,3,4,...,l4,15,16,...}, construct the output sequence for each
of the preceding four permutations.

{b} With N: L, the LRITB and RL/BT permutations are selfminverse; that is,

A} 71

ILRiTB 2 ILRiTB and Int/r13 = Inrrrs

where I is the square matrix describing the interieaver and F1 is the inverse matrix describing the
deinterleaver. Demonstrate the self-inverse property for the example specified in part (a).

Problem 4.17 The classiest block (ML) interleaver has an important property:A burst of
less than L contiguous transmission errors results in isolated errors at the deimerieaver output that
are separated from each other by or least N symbols. Demonstrate this property for each of the
following block interleavers:

(a) N=4,L=4

(a) N=4,L:5

(c) N:4,L26

Problem 4.18 Compare the advantages and disadvantages of block interleavers with those
of convolutional interleavers in the context of four issues:

(a) End—to‘end delay

(b) Memory requirement

(c) Synchronization of commutators in the receiver with those in the transmitter

{d} Compiexity of implementation

Baseband processing for channel estimation and equalization

Problem 4.19 Estimation of the impulse response of a wireless communication channel
requires the transmission of a sounding sequence, preferably with the foliowing desirabte
features:

1. The autocorrelation function of the sequence closely approximates a delta function.

2. The sequence can be locally generated in the receiver in synchrony with the transmitter.

Describe a sounding sequence that satisfies these two requirements, and justify the sequence.

Problem 4.20 Equation (4.50) states that the window length of the Viterbi equalizer equals
the sum of two memories, one due to the shaping filter used in the partial-response modulation
and the other due to the wireless channel. Justify the validity of that equation.

Turbo decoding

Probiem 4.21 Construct a table comparing the features that distinguish the Viterbi algo-
rithm and the BC}R aigorithm, discussed in Sections 4.9 and 4.12, respectively.
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Problem 4.22 Suppose that a turbo encoder of the parallel form is used as the channel
encoder (i.e., outer encoder) in the serial two-stage encoder of Fig. 4.25(a).

(3) Develop the structure of the new iterative receiver.

(b) In what ways does this receiver differ from that of Fig. 425(1))?

(c) What can be improved by the new receiver? What about limitations?

Problem 4.23 The iterative joint equalization-and-decoding receiver of Fig. 4.25 is an
example of a closed—loop feedback system. In such a system, the receiver may become unstable
(i.e., diverge). 1n qualitative terms. explain how such a phenomenon can arise in practice.

Problem 4.24 In the computer experiment presented in Section 4.18, it was assumed that
the receiver “knows” about the state of the channel. In TDMA wireless communication systems,

this requirement is usually satisfied by including a training sequence in each packet transmitted.
For example, in GSM, the training sequence, which is “known” to the receiver, occupies 20 per—
cent of each packet.

With this background, the requirement is to postulate a procedure for estimating the chan-

nel impulse response.

(a) Adapting Eq. (4.9) to the problem at hand, formulate a procedure for performing this
estimation.

([1) Given the joint equalization—and—decoding strategy described in Fig. 4.25, discuss how the

use of bootstrapping (made possible by the strategy) can be used to improve the estimate
of the channel impulse response.

Problem 4.25 In this problem, we revisit the turbo principle applied to the joint equaliza-
tionrandrdecoding problem discussed as Theme Example 2 in Section 4.18. Specifically, we look

at a more difficult multipath channel represented by the tapped-delay-line model of Fig. 4.26
with the following tap weights:

W0 = 0.5

“’1 : J0_5

w2 = 0.5

One way to tackle this problem is to consider the following system specifications:

1. Channel code: rate-1/2, 16-state convolutional code with the following two generator
polynomials:

gmm) = 1+1)3 +n4

55mm) = 1 +02 + D4

2. Block interleaver of size 57' >< 30

3. QPSK modulation with Gray coding

4. Packet size: 57 symbols

Contrast the issues involved in the equalization-and—decoding problem embodied in this prob-
lem versus those discussed in the computer experiment in Section 4.18.
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Time-division multiple access

Problem 4.25 The composition of a TDMA frame permits the use of a single-carrier fre-

quency for both forward and reverse transmissions of information-bearing signals. Describe
how such a two—way communication can be accomplished.

Problem 4.27 A TDMA frame uses a preamble of rap bits, N time slots, and ”Ti trail bits.
Each time siot contains ”T2 trail bits, 110 guard bits, 115 synchronization and channel estimation
bits, and n; information-bearing bits. Derive formulas for (a) the framing efficiency 71 of the sys-
tem and (b) the size of a TDMA frame.

Problem 4.28 As mentioned in Section 3.8, FDMA relies on the use of highly selective

bandpass filters for its operation. A bandpass filter is said to be highly selective if its quality fac-
tor or, simply O-factor, is high compared with unity; the Q-factor is defined as the ratio of the
midband frequency of the filter to its bandwidth.

In this context,TDMA enjoys an advantage over FDMA in that it relaxes this requirement.
Discuss how TDMA attains its advantage.

Random-access techniques _

Problem 4.29 Suppose a system with a user population of 100 terminals plans to use short

packets for making reservations on a longer demand-assigned TDMA channeE. There are two
options for making the reservations: a polling method or slotted Aloha. Assume that the packet

length is equal to T in either case. Which method would be the most efficient and under what
conditions?

Probiem 4.30

(a) Prove that the peak throughput of a pure Aloha system is 1/23, where e is the base of the
natural algorithm.

(1}) Suppose a system has two different packet lengths: T and 2T. Find the throughput of a
slotted Aloha system in this case.

Problem 4.31 Suppose that, in a slotted Aloha system, there is a 10% packet error rate due
to noise, in addition to the error rate associated with those packet errors due to coilisions.

(3) Discuss how the system throughput will be affected.

(b) Repeat the discussion for a carrierwsensitive multiple-access (CSMA) system.

Problem 4.32 Assume that, in a local area network using carrier-sensitive multiple access

(CSMA), the average number of packets offered per second is £500, with a packet size of 50
microseconds. if the maximum diameter of a local area network is 200 meters, determine the

expected throughput of the system in packets per second.

Problem 4.33 Fotlowing the discussion on page 247, show that, in a CSMA system, the

average relative delay of the iast colliding packet is
7211'

1—8E = M
[Y] 1' Jt
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Diversity, Capacity and

Space-Division Multiple Access

6.1 INTRODUCTION

Up to now, we have emphasized the multipath fading phenomenon as an inherent char-

acteristic of the wireless channel. Given this physical reality, how do we make the com«

munication process across the wireless channel into a reliable operation? The answer to

this fundamental question lies in the use of diversity, which may be vieWed as a form of

redundancy. In particular, if several replicas of the information-bearing signal can be

transmitted simultaneously over independently fading channels, then there is a good

likelihood that at least one of the received signals will not be severely degraded by

channel fading. There are several methods for making such a provision. In the context

of the material covered in this book, we may identify three approaches to diversity:

1. Frequency diversity

2. Time (signaE-repetition) diversity

3. Space diversity

In frequency diversity, the information—bearing signal is transmitted by means of sev-

eral carriers that are spaced sufficiently apart from each other to provide indepen-

dently fading versions of the signal. This may be accomplished by choosing a

frequency spacing equal to or larger than the coherence bandwidth of the channel. The

frequency-hopping form of spread-Spectrum modulation, discussed in Chapter 5, is an

example of frequency diversity.

In time diversity, the same information-hearing signal is transmitted in different

time slots, with the interval between successive time slots being equal to or greater
than the coherence time of the channel. If the interval is less than the coherence

time of the channel, we can still get some diversity, but at the expense of perfor-

mance. In any event, time diversity may be likened to the use of a repetition code for

error~control coding. In a more general setting, we may view channei coding with

interleaving, discussed in Chapter 4, as a form of time diversity.

In space diversity, multiple transmit or receive antennas, or both, are used, with

the spacing between adjacent antennas being chosen so as to ensure the independence

of possible fading events occurring in the channel. In practice, however, we find that
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antenna spacings which result in correlations as high as 0.7 may incur a performance
loss of at most half a decibel, compared with the ideal case of independent channels.

Of the three kinds of diversity, space diversity is the subject of interest in this chapter.

Depending on which end of the wireless link is equipped with multiple antennas, we

may identify three different forms of space diversity:

1. Receive diversity, which involves the use of a single transmit antenna and multi-

ple receive antennas.

2. Transmit diversity, which involves the use of multiple transmit antennas and a

single receive antenna.

3. Diversity on both transmit and receive, which combines the use of multiple anten-

nas at both the transmitter and receiver. Clearly, this third form of space diver-

sity includes transmit diversity and receive diversity as special cases.

In the literature, a wireless channel using multiple antennas at both ends is commonly

referred to as a multiple-input, multiple-output (MIMO) channel. Technology built

around MIMO channels resolves the fundamental issue of having to deal with two

practical realities of wireless communications:

I a user terminal of limited battery power, and
- a channel of limited RF bandwidth.

Given fixed values of transmit power and channel bandwidth, this new technology

offers a sophisticated approach to exchanging increased system complexity for boost-

ing the channel capacity (i.e., the spectral efficiency of the channel, measured in bits

per second per hertz) up to a value significantly higher than that attainable by any
known method based on a Singiednput, single-output channel. More specifically, when

the wireless communication environment is endowed with rich Rayleigh scattering,

the MIMO channel capacity is roughly proportional to the number of transmit or

receive antennas, whichever is smaller. That is to say, we have a spectacular increase in

spectral efficiency, with the channel capacity being roughly doubled by doubling the
number of antennas at both ends of the link.

Another approach to increasing the spectral efficiency of wireless communica-

tions is to use highly directional antennas, whereby user terminals are separated in

space by virtue of their angular directions. This approach is the basis of space-division

multiple access (SDMA), discussed in the latter part of the chapter.

The chapter is organized as follows: Section 6.2 discusses the notion of space

diversity on receive, using four techniques for its implementation, namely, selection

combining, maximal-ratio combining, equal-gain combining, and square—law combin—
ing. Section 6.3 describes a mathematical model of MIMO wireless communications.
This discussion is followed by Section 6.4 on the channel capacity of MIMO systems,

assuming that the receiver “knows” the state of the channel. Section 6.5 presents

another viewpoint of the inputeoutput relation of the MIMO channel by applying a
transformation known as singular-value decomposition to the channel matrix; the

resulting decomposition is insightful in the context of fading correlation. Section 6.6
discusses space—time block codes for the joint coding of multiple transmit antennas in
MIMO wireless communications. Section 6.7 examines differential space—time block
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codes, used to simplify the receiver design; such an approach eliminates the need for
the receiver to “know” the state of the channel.

Space-division multiple access and the related use of smart antennas are dis-

cussed in Section 6.8. The next three sections, 6.9 through 6.11, present three theme
examples respectively dealing with (1) a type of coherent MIMO wireless communica—
tion system popularized as a BLAST architecture, (2) the practical merits of different
antenna diversity techniques and the spectral efficiency of spacemtime block codes and
BLAST systems, and (3) keyhole channels that arise when the channel matrix of a
MIMO wireless link is rank deficient.

6.2 "SPACE DIVERSiTY 0N RECEIVE" TECHNIQUES

In “space diversity on receive,” multiple receiving antennas are used, with the spacing
betWeen adjacent antennas chosen so that their respective outputs are essentially inde—
pendent of each other. This requirement may be satisfied by spacing the adjacent
receiving antennas by as much as 10 to 20 radio wavelengths or less apart from each
other. Typically, an elemental spacing of several radio wavelengths is deemed ade-
quate for space diversity on receive. The much larger spacing is needed for elevated
base stations, for which the angle spread of the incoming radio waves is small; note
that the spatial coherence distance is inversely proportional to the angle spread.
Through the use of diversity on receive as described here, we create a corresponding
set of fading channels that are essentially independent. The issue then becomes that of

combining the outputs of these statistically independent fading channels in accordance
with a criterion that will to provide improved receiver performance. In what follows,
we describe four diversity-combining techniques: selection combining, maximal-ratio
combining, equal-gain combining, and square~law combining; the first three involve
the use of linear receivers, and the fourth utilizes a nonlinear receiver.

6.2.1 Selection Combining
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The block diagram of Fig. 6.1 depicts a diversity-combining structure that consists of
two functional blocks: N, linear receivers and a logic circuit. This diversity system is
said to be of a selection-combining kind, in that, given the N, receiver outputs pro-
duced by a common transmitted signal, the logic circuit selects the particular receiver
output with the largest signal-to-noise ratio as the received signal. In conceptual terms,
selection combining is the simplest form of “space diversity on receive” techniques.

To describe the benefit of selection combining in statistical terms, we assume that

the wireless communication channel is described by a frequency-flat, slowly fading
Rayleigh channel. The implications of this assumption are threefold:

1. The frequency-fiat assumption means that all the frequency components consti-
tuting the transmitted signal are characterized by the same random attenuation
and phase shift.

2. The slow—fading assumption means that fading remains essentially unchanged
during the transmission of each symbol.

3. The fading phenomenon is described by the Rayleigh distribution.
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Receiver
1 
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N r

Multiple
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FIGURE 6.1 Block diagram of selection combiner, using N, receive antennas.

Let 3(1‘) denote the complex envelope of the modulated signal transmitted during the

symbol interval 0 5 ti T. Then, in light of the assumed channel, the complex envelope
of the received signal of the kth diversity branch is defined by

36k“) = ackejakflr) + {ukm OSIST 61
k=1,2.. (‘).,NI"

where, for; the kth diversity branch, the fading is represented by the multiplicative
term aka] k and the additive channel noise is denoted by 17vk(r).With the fading assumed
to be slowly varying relative to the symbol duration T, we should be able to estimate
and then remove the unknown phase shift talk at each diversity branch with sufficient

accuracy, in which case Eq. (6.1) simplifies to

ikU) z: akEU) + Wk“) OkSLtSlTZ N (6.2)I”

The signal component of 21km is akfit) and the noise component is aka). The average
signal-to-noise ratio at the output of the kth receiver is therefore

2
E ~ ~ 2(SNR)k= M = Maori] k=1,2,...,Nr (6.3)
Er WV] Elam? 
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Ordinarily, the mean-square value of 17vk0“) is the same for all k. Accordingly, we have
2

(SNR)k : [gonfak] k = 1,2,...,N, (6.4)
where E is the symbol energy and N9 is the one-sided noise spectral density. For binary
data, E equals the transmitted signai energy per bit, namely, Eb-

Let Yk denote the instantaneous signal-to-noise ratio measured at the output of
the kth receiver during the transmission of a given symbol. Then replacing the mean-
square value E[|ock|2] by the instantaneous value lozki2 in Eq. (6.4), We may write

3/16: —C{k k; 1,2,...,Nr (6.5)

Under the assumption that the random amplitude oak is Rayleigh distributed, the
squared amplitude 05: wilI be exponentially distributed (i.e., chi-squared with two
degrees of freedom; see Section 2.6.1). If We further assume that the average signal-
to-noise ratio (SNR)k over the short-term fading is the same, nameiy, FEW, for ali the
N, diversity branches, then we may express the probability density functions of the
random variables Pk pertaining to the individual branches as

1 7k > 0
f1" (7]) —_- mexp(—_) Yk— (6-6)

" ‘ 73v Viv k a 1,2,. .,N,

Problem 6.1 Following the material presented in Section 2.6.1, derive Eq. (6.6). I

For some signal-to-noise ratio 3/, the associated cumulative distributions of the individ-
uai branches are

Proboks n x f’ minim
"m (6.7)

= 1 — expel) 1/2 0yflV

Since, by design, the N, diversity branches are essentially statistically independent, the
probability that ail the diversity branches have a signal—to-noise ratio less than the

threshoid y is the product of the individual probabilities that 34,, < y for all k; that is,
N

Prob(yk< y for k = 1., 2, ...,N,,) = H PFOb(?’k< 7’)
k=1

Nr

. [ma—ii
II

F——7 1...;
I

(DN”U Ki——\ "'3abi |_,,,...,,...I -=: 1V O

which decreases in numerical value with increasing Nr.
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The cumulative distribution function of Eq. (6.8) is the same as the cumulative

distribution function of the random variable I‘sc described by the value

ysc = maxwi, 72, VFW} (6-9)

which is less than the threshold yif, and only if, the individual signal-to-noise ratios

7/], 7'2, ..., 7’N. are all less than 1/. Indeed, the cumulative distribution function of the
selection combiner (i.e., all of the N, diversity branches that have a signal—to—noise

ratio less than y) is given by

r N!-

Frwsc) = [1 fiexphifl ySCZO (6.10)YEW

By definition, the probability density function ffiysc) is the derivative of the cumula—
tive distribution function FFU’SC) with respect to the argument 9/59. Hence, differen-
tiating Eq. (6.10) with respect to 75C yields

of

WFT( ysc)SC

ll
fro/SC)

7 (6.11)

Nrex ( 1’5ch [ MEN” >_ p 7— —exp —_ ysc_0
yav Yaw yflV

For convenience of graphical presentation, we use the scaled probability density
function

fXOC) = ratfrmtrsci

where the normalized variable x is defined by

x = ySC/YBV

Figure 6.2 plots fX(x) versus x for a varying number of receive-diversity branches, Nr,
under the assumption that the shortnterrn signal-to-noise ratios for all the N,
branches share the common value 7w From the figure, we can make the following
observations:

1. As the number of diversity branches, N,, is increased, the probability density

function fX(x) of the normalized random variable X = Fsc/ yav moves progres—

sively to the right.

2. The probability density function fX(x) becomes more and more symmetrical,
and Gaussian, as N, is increased.

Stated another way, a frequency-flat, slowly fading Rayleigh channel is modified
through the use of selection combining into a Gaussian channel, provided that the
number Nr of diversity channels is sufficiently large. Realizing that a Gaussian channel
is a “digital communication theorist’s dream,” we can now see the practical benefit of
using selection combining.
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FIGURE 6.2 Normalized probability density function fXOr) = N,.eXp(—x)(1 — exp(ex)) ’
for a varying number Nr of receive antennas.

According to the theory described herein, the selection-combining procedure
requires that we monitor the receiver outputs in a continuous manner and, at each

instant of time, select the receiver with the strongest signal (i.e., the largest instanta-
neous signal-to-noise ratio). From a practical perspective, such a selective procedure is

rather cumbersome. We may overcome this practical difficulty by adopting a scanning
version of the selection—combining procedure as follows:

0 Start the procedure by selecting the receiver with the strongest output signal.

0 Maintain the procedure by using the output of this particular receiver as the

combiner’s output, so long as its instantaneous signal~to—noise ratio does not it

drop below a prescribed threshold.

0 As soon as the instantaneous signal-to-noise ratio of the combiner falls below

the threshold, select a new receiver that offers the strongest output signal, and
continue the procedure.

 

This technique has a performance similar to that of the nonscanning version of selec-
tive diversity.
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EXAMPLE 6.1 Outage Probability of Selection Combiner

The outage probability of a diversity combiner is defined as the percentage of time the instanta-
neous output signal-to-noise ratio of the combiner is below some prescribed level for a specified

number of branches. Using the cumulative distribution function of Eq. (6.10), Fig. 6.3 plots the
outage curves for the selection combiner with Nr as the running parameter. The horizontal axis
of the figure represents the instantaneous output signal-to-noise ratio of the combiner relative
to 0 dB (i.e., the 50-percentiie point for Nr = 1), and the vertical axis represents the outage prob
ability, expressed as a percentage. From the figure, we observe that the fading depth introduced
through the use of space diversity on receive diminishes rapidly with the increase in the number
of diversity branches. I

6.2.2 Maximal-Ratio Combining2

Page 285 of 474

The selection—combining technique just described is relatively straightforward to imple-
ment. However, from a performance point of View, it is not optimum, in that it ignores
the information available from all the diversity branches except for the particular

branch that produces the largest instantaneous power of its own demodulated signal.
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FIGURE 6.3 Outage probability for selector combining for a varying number Nr of receive
antennas.
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FIGURE 6.4 Block diagram of maximal-ratio combiner using Nr receive antennas.

This limitation of the selection combiner is mitigated by the maximal-ratio com—

biner, the composition of which is described by the block diagram of Fig. 6.4. The
maximal-ratio combiner consists of Nr linear receivers, followed by a linear combiner.
Using the complex enveiope of the received signal at the kth diversity branch given in
Eq. (6.1), we find that the corresponding complex envelope of the linear combiner
output is defined by

N?

)3“) = 2 akint)
k=1

N

Z aktakejetrm + avian (6.12)
k = 1

N, Nr
_ 19k _
30‘) Z akake + Z akwkm

k z 1 k = 1

II

where the ak are complex weighting parameters that characterize the linear combiner.

These parameters are changed from instant to instant in accordance with variations in

signals in the N, diversity branches over the short-term fading process. The require-
ment is to design the linear combiner so as to maximize its output signal-to-noise ratio
at each instant of time. From Eq. (6.12), we note the following two points:

N
t “ '6

1. The complex envelope of the output signal equals 5(1) 2 akakej k
k=1
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NT.

2. The complex envelope of the output noise equals 2 akfizka).
k : 1

Assuming that the 1712,60) are mutually independent for k : 1,2,...,N,., the output signal-
to-noise ratio of the linear combiner is therefore

Nr '9 2

ELM) Z akakej k ]
(SNR)C flL—

(6.13)

l

r—-\3|m

Where E/ND is the symbol energy-to-noise spectral density ratio.
Let ye denote the instantaneous output signal-to-noise ratio of the linear com-

biner. Then, using
2 Nr

and Z [aklz
k :l

5r-

  
N, _J

2 gran-.9fr = 1

as the instantaneous values of the expectations in the numerator and denominator of

Eq. (6.13), respectively, we may write

2
9r

N.”
j

Zakcxke
_ E k2]

Vt (JR—TO] N,.
2 lat

1:21

The requirement is to maximize ya with respect to the ak. This maximization can be
carried out by following the standard differentiation procedure, recognizing that the

(6.14)
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weighting parameters ark are complex. However, we choose to follow a simpler proce—
dure based on the Cauchy~Schwarz inequality, as described next.

Let ak and bk denote any two complex numbers for k = 1,2,...,Nr. According to
the Cauchy—Schwarz inequality for complex numbers, we have

  
N, 2 N, N,.

2 2

zakbk _<_ 2 laki 2 ‘ka (6.15)
k=1 k:1 [6:1

which holds with equality for ak : obj; where c is some arbitrary complex constant
and the asterisk denotes complex conjugation.

Thus, applying the Cauchy—Schwarz inequality to the instantaneous output signal»

to-noise ratio of Eq. (6.14), with ak left intact and bk set equal to akej 6“, we obtain

 
N, N, ‘9 22 .i 1‘:

Z lak‘ 2 iake
E k z 1 k = 1< _ .

1r. — N0 N. (6 16)2

Z iaki
k = l

Cancelling common terms in Eq. (6.16) readily yields

N,
E 2

y, 3 (fig) 2 a, (6.17)k = 1

Equation (6.17) proves that, in general, ya cannot exceed 271k, where yk is as defined
in Eq. (6.5). The equality in Eq. (6.17) holds for k

19k *
a = C(a e )

k k B (6.18)
= cake—J " k = 1, 2, ...,N,

where c is some arbitrary complex constant. Equation (6.18) defines the complex
weighting parameters of the maximal—ratio combiner. On the basis of this equation, we

may state that the optimal weighting factor ak for the kth diversity branch has a mag-

nitude proportional to the amplitude 05k of the signal and a phase that cancels the sig—
nal’s phase 9k to within some value that is identical for all the N,. diversity branches.
The phase alignment just described has an important implication: It permits the fully
coherent addition of the N, receiver outputs by the linear combiner.

Equation (6.17) with the equality sign defines the instantaneous output signal-
townoise ratio of the maximal-ratio combiner, which is written as

)1er = (1%) Z or: (6.19)

 



Page 289 of 474

350

Page 289 of 474

Chapter 6 Diversity, Capacity and Space-Division Multiple Access

According to Eq. (6.5), however, (E/NO) 051,2f is the instantaneous output signal-to-noise
ratio of the kth diversity branch. Hence, the maximal-ratio combiner produces an

instantaneous output signal-to-noise ratio that is the sum of the instantaneous signal-
to-noise ratios of the individual branches; that is,

Nf'

yrnrc = 27,, (6.20)
k=1

The term “maximal-ratio combiner” has been coined to describe the combiner of

Fig. 6.4 that produces the optimum result given in Eq. (6.20). Indeed, if follows from
this result that the instantaneous output signal-to-noise ratio of the maximal-ratio

combiner can be large even when the signaLto-noise ratios of the individual branches

are small. The selection combiner of Section 6.2.1 is clearly inferior in performance to

the maximal-ratio combiner, since the instantaneous signal—to-noise ratio produced by

the selection combiner is simply the largest among the N, terms of Eq. (6.20).

The maximal signal-to-noise ratio ymrc is the sample value of a random variable

denoted by Fm“. According to Eq. (6.19), 7mm is equal to the sum of N, exponentially
distributed random variables for a frequency-flat, slowly fading Rayleigh channel.

From probability theory, the probability density function of such a sum is known to be

chi-square with 2N, degrees offreedom (see Appendix C); that is,

N,—1
1 1},me 1,er

( = _ ex (— ) 6.21frmm Ymrc) (Nr _ 1 ) ! N" P yew ( )ElV

Note that for N, = 1, Eqs. (6.11) and (6.21) reduce to the same value, which is to be

expected.

Figure 6.5 plots the scaled probability density function fX (x) = yavfnmwmrc)

against the normalized variable x = yer/yav for varying NF. On basis of this figure,
we may make observations similar to those for the selection combiner, except for the

fact that, for any Nr, the scaled probability density function for the maximal-ratio com-

biner is radically different from that for the selection combiner.

  

EXAMPLE 6.2 Outage Probability for Maximal-Ratio Combiner

The cumulative distribution function for the maximal-ratio combiner is defined by
x

1DrObV-erc < x) = fofrmfi ymrc)d7mrc
(6.22)

I — flenm(7mrc)dymrc

where the probability density function fpmwmm) is itself defined by Eq. (6.21). Using Eq.
(6.22), Fig. 6.6 plots the outage probability for the maximal-ratio combiner with Nr as a running
parameter. Comparing this figure with Fig. 6.3 for selection combining, we see that the outage-

probability curves for these two diversity techniques are superficially similar. The diversity gain,
defined as the savings in E/NO at a given bit error rate, provides a measure of the effectiveness of
a diversity technique on an outage—probability basis. I
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fX(x) 
 

HGURE 6.5 Normalized probability density function fX {x} :
varying number Nr of receive antennas. r
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FIGURE 6.6 Outage probability of maximal-ratio combiner for a varying number N, of
receive antennas.
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As a point of comparison of the outage performances of selection combining and

maximal-ratio combining, consider a diversity-on-receive system with Nr = 6 and nor—

malized output signal-to-noise ratio = SdB. Examination of Figs. 6.3 and 6.6 for these

settings reveals the following outage probabilities:
Selection combiner: 50%

Maximal-ratio combiner: 10%

These numbers clearly illustrate the highly superior outage performance of the maximal-
ratio combiner over the selection combiner.

EXAMPLE 6.3 Bit Error Rate of Coherent Binary FSK

In this example, we determine the average probability of symbol error for the case of coherent
binary frequency—shift keying (BFSK) over a frequency—fiat. slowly fading Rayleigh channel.

The use of maximal-ratio combining at the receiver is assumed. This simple case is amenable to
an analytic formulation. (Note that the requirement for a coherent phase reference for coherent
analytic evaluation detection makes the use of selection combining somewhat meaningless—

hence the interest in only maximal—ratio combining in the context of coherent BFSK.)
Adapting the formula for the probability of symbol error for BFSK over an additive white

Gaussian-noise channel for the problem at hand, we may write

Prob(error|ymrc) = éerfc£ @7ch (6.23)

which is obtained by substituting 7mm for the signal energynto-noise spectral density ratio E/NO
in the formula for coherent BFSK in Table 3.4.

We next recognize that the instantaneous output signal-to-noise ratio ymm is in fact a ran-
dom variable. To determine the average probability of symbol error, we must average the condi-

tional probability of error of Eq. (6.23) with respect to Time: or

Fe : E [Prob(err0rr| 7mm” (6.24)

where the expectation also is with respect to ymrc. This expectation is found by multiplying the

conditional probability Prob(error|ymrc) by the probability density function of ymrc and then
integrating the product with respect to ymrc. That is, we write

P6 = KProb(error|ymlc)fr(ymm)dymm (6.25)

Substituting Eqs. (6.21) and (6.23) into Eq. (6.25) yields

Mi
1 1 ymrc 7 ymrc

Pe 2(Nr‘] MECITC£ Z i’mrc] Nr CXp [_ yav demfc
yav (6.26)

1 1 ”3'1

2(N 71)!Eerfc[ jyavxjx exp (—x)dx1‘

 

 

where x = yum/j!“ and erfcfl) denotes the complementary error function, discussed in
Appendix E. I
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Unfortunately, there is no exact closed-form solution of Eq. (6.26). To proceed

further, we may use numerical integration or seek an approximate solution. The reader

is referred to Problem 6.25 for the derivation of an approximate formula for P3.

6.2.3 Equal-Gain Combining

In a theoretical context, the maximal-ratio combiner is the optimum among linear

diversity—combining techniques, in the sense that it produces the largest possible value

of instantaneous output signal—to-noise ratio. However, in practical terms, there are

three important issues to keep in mind:3

1. Significant instrumentation is needed to adjust the coraneX weighting para—
meters of the maximal-ratio combiner to their exact values, in accordance with

Eq. (6.18).

2. The additional improvement in output signal—to-noise ratio gained by the maxi-

mal-ratio combiner over the selection-combiner of Section 6.2.1 is not that large,

and it is quite likely that the additional improvement in receiver performance is

iost in the inability to achieve the exact setting of the maximal ratio combiner.

3. So long as a linear combiner uses the diversity branch with the strongest signal,

other details of the combiner may result in a minor improvement in overall

receiver performance.

Issue 3 points to the formulation of the so-called equalmgain combiner, in which all the

complex weighting parameters ak have their phase angles set opposite to those of their

respective multipath branches in accordance with Eq. (6.18), but, unlike the ak in the

maximal-ratio combiner, their magnitudes are set equal to some constant value—

unity, for convenience of use.

We may reach a similar conclusion by examining Eq. (6.16), in which we see that

the summation term §iaki2 involving the magnitudes of the complex weighting parame-
ters is common to both the numerator and denominator of the instantaneous output sigm

nai—to-noise ratio. That is, whether we set ak 2 cake"19i, in accordance with Eq. (6.18)
for the maximal-ratio combiner, or we simply set a], = 616*, for all k in the equal-gain
combiner, the instantaneous output signal—to-noise ratio is unchanged and hence consti—

tutes further justification for using the equal-gain combiner in preference to the maxi-
mal-ratio combiner.

6.2.4 Square-Law Combining

Maximal-ratio combining—and, for that matter, equal—gain combiningmrelies on the

ability to estimate the phase of the different diversity branches and to combine the

signals coherently. Often, such a procedure is not practicai, due to the physical separa-

tion of the diversity receivers or to hardware limitations. In this case, square-law com-

bining offers the opportunity to obtain an advantage in diversity without requiring

phase estimation.

Unlike maximal-ratio combining, square-law combining is applicable only to

certain modulation techniques. In particular, it is applicable to orthogonal modula-

tion, including modulations such as FSK or direct—sequence CDMA signals, in which
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different (approximately orthogonal) frequencies or sequences are used to represent
different data symbols. With binary orthogonal signalling, the receiver generates the
two decision variables

1 R _*

ch = — joxkrmomdt (6.27)W;
and

Qlk = I:ka)s1(r)dr (6.28)JlVDO
where E00) and E10) are normalized versions of the two possible binary symbols.
In orthogonal modulation, the two signaling waveforms approximately satisfy the
conditions

 

Eb i=jITsiofijom = { (6.29)0
0 #1

where Eb is the transmitted signal energy per bit. If the binary symbol 0 is transmitted,

it turns out that the two decision variables are equivalent to

for: ej 9k w
—L+ 0k (6.30)Q _

0k m A/—0
and

Qlk = 3!: (6.31)
We

The ka and Wm are independent Gaussian random variables of zero mean and vari-

ance NO. The square-law receiver makes a decision between the binary symbols 0 and
1 as follows:

2 2

If lQOkl >lQ1kl say 0 (6.32)
otherwise say 1

The structure of the receiver is illustrated in Fig. 6.7.

 
 Received signal

 
on branch k, Output Say 0 if the output

xk(r) is positive
Say 1 Otherwise

FIGURE 6.7 Illustration of receiver for orthogonal waveforms.
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Decision
variabie

fmtdsnddrE)

 
FIGURE 6.8 Block diagram of diversity receiver based on squarenlaw combining.

With receive diversity, the detector outputs are added before being compared against

the decision variables. This form of diversity, referred to as square-law combining, is

iliustrated in Fig. 6.8. With square-law combining, we form the decision variables
N,.

Q0 = Z Iin2 (6.33)
k = 1

and

NF

Qt 2 Z £91142 (6-34)
kzl

and then perform the same test as in Eq.(6.32) to decide whether a 0 or a 1 is transmitted.

Closer inspection of Eqs. (6.33) and (6.34) indicates that both Q0 and Q1 are the
sum of squares of complex Gaussian random variables. Consequently, they both have

a chi-square distribution with 2Nr degrees of freedom, anaiogous to Eq. (6.19). (The

chi-square distribution is discussed in Appendix C.) The difference between the ran-

dom variables on and Qlk lies in their variance. if San) was transmitted, then the
variances are given by

E fa, Var(w0,)
Var(Q0k) = _bVar(0rke f) + ___..L

N0 N0

2% .2. E[W0k] (6.35)
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and

1

Var(Q1k) = N_0Var(w1k) (6.36)
= 1

where the fading is assumed to be Rayleigh distributed with average signal-to-noise

ratio yaw In this case, the probability density function for the correct symbol is
given by

 

 

N.w1

- 1 q ‘ qan(q) = — —-—exp[— ) (6.37)N *1 ! N, +1
( r ) (yaw-'- 1) 7’av

and that for the incorrect symbol is given by

_ 1 N,.—1 638
fQ1(q)— (N _1),q BXPHJ) ( - )r

Equation (6.37) follows from Eq. (6.21), with yaw replaced by yav + 1, in accordance
with Eq. (6.35), under the assumption that s00) is transmitted. Similarly, Eq. (6.38)

follows from Eq. (6.21), with yav set equal to unity, in accordance with Eq. (6.36),

under the assumption that 31(t) is transmitted.

Since Q0 and Q1 are independent random variables, the probability of error is

the probability that Q0 < Q1 when symbol 0 is transmitted. Mathematically, this prob-

ability is obtained from the double integral

Pr0b(Q0 < Q) = Ergotq0)(ffgl(q1)dq1)dqo (6.39)

A similar result holds when a 1 is transmitted.

In Fig. 6.9, we compare the probability of error for coherent BFSK with square-

law combining to maximal-ratio combining for diversity orders 1, 2, and 4 with binary

signaling over a Rayleigh-fading channel. With BFSK, maximal-ratio combining offers

approximately a 3-dB improvement over square-law combining, a performance differ-

ence that is quite small compared with the overall gains that either diversity technique
usually provides.

Problem 6.2 Using Eq. (6.29) in (6.28), show that Eq. (6.31) follows, within a scaling factor.
Hence, show that on and Q1}: are independent random variables. I

Problem 6.3 For a diversity Nr = 2 system and yav : 20 dB, compute the fraction of the time

the decision variable Q0 drops below 10 dB when 0 has been transmitted. What is the probabile
ity that Q1 is greater than 10 dB under the same conditions?
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— Maximaluratio combining
---- Square-law combining

 

 

BitErrorRate  
     

Eb/ND (dB)

FIGURE 5.9 Comparison of diversity performance: square-33w combining versus maximal-
ratio combining.

Ans. Define the incomplete gamma function as

Hana) = fiflsblexpksMs

 
where

F a = I samlexp “5' d5( :l 0 { )

and Na) = (a —~ 1)! ifa is a positive integer. Then Show

P(Q0<10dB) 2 FOO/101,2} = 0.0046
and

P(Q]>1OdB)=1wl"(10,2)=5x10“4 -

6.3 MULTIPLE—INPUT. MULTIPLE—OUTPUT ANTENNA SYSTEMS 4

In Section 6.2, we studied space-diversity wireless communication systems employing

multiple receive antennas to combat the multipath fading problem. In effect, fading

was treated as a source that degrades performance, necessitating the use of space

diversity on receive to mitigate it. In this section, we discuss multiple-input, multiple-

output (MIMO) wireless communications, also referred to in the literature as multi-

ple-transmit, multiple-receive {MTMR) wireless communications.

 
g1-§
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MIMO wireless communications include space diversity on receive as a special

case. Most important, however, are the following three points:

1. The fading phenomenon is viewed not as a nuisance, but rather as an environ-

mental source of possible enrichment.

2. Space diversity at both the transmit and receive ends of the wireless communica-

tions link provides the basis for a significant increase in channel capacity or spec-
tral efficiency.

3. Unlike increasing capacity with conventional techniques, increasing channel

capacity with MIMO is achieved by increasing computational complexity while

maintaining the primary communication resources (i.e., total transmit power and

channel bandwidth) fixed.

6.3.1 Coantenna Interference

Figure 6.10 shows the block diagram of a MIMO wireless link. The signals transmitted

by the N, transmit antennas over the wireless channel are all chosen to lie inside a

common frequency band. Naturally, the transmitted signals are scattered differently

by the channel. Moreover, due to multiple signal transmissions, the system experi-

ences a spatial form of signal~dependent interference referred to as countenna inter—

feren ce {CA I).

Transmit
antennas

Receive
antennas  

FIGURE 6.10 Block diagram of MIMO wireless link with N, transmit antennas and N,
receive antennas.
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Amplitude 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Normalized time
(a)

Amplitude 
0 0.2 0.4 0.6 0.8 l 1.2 1.4 1.6 1.8 2

Normalized time

(b)

Amplitude 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Normalized time

(C)

 
FEGURE 6.11 Effect of coantenna interference on the eye diagram for one receive antenna
and different numbers of transmit antennas. (a) N. = 1, (b) NI = 2, (c) N! = 8. :E

4%

E
.E
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Figure 6.11 illustrates the effect of CAI for one, two, and eight simultaneous

transmissions and a single receive antenna (i.e., N, 2 1, 2, 8 and N,: 1), using BPSK;

the transmitted BPSK signals are different, but they all have the same average power

and occupy the same bandwidth. The figure clearly shows the difficulty that arises from

CAI when the number N, of transmit antennas is large. In particular, with eight simul-

taneous signal transmissions, the eye pattern of the received signal is practically

closed. The pattern, commonly used in the study and design of digital communications,

derives its name from the fact that it resembles the human eye for the transmission of

binary data; the interior region of the eye pattern is called the eye opening. The chal-

lenge for the receiver is how to mitigate the CA1 problem and thereby make it possi-

ble to provide a spectacular increase in spectral efficiency.

In a theoretical context, the spectral efficiency of a communication system is

intimately linked to the channel capacity of the system. To proceed with evaluation of

the channel capacity of MIMO wireless communications, we begin by formulating a

baseband channel model for the system.

6.3.2 Basic Baseband Channel Model

Page 299 of 474

Consider a MIMO narrowband wireless communication system built around a flat-

fading channel and with NI transmit antennas and N, receive antennas. The antenna

configuration is hereafter referred to as the pair (N,,N,,). For a statistical analysis of the

MIMO system in what follows, we use baseband representations of the transmitted

and received signals, as well as of the channel. In particular, we introduce the follow-

ing notation:

0 The spatial parameter

N = min{Nt, Nr} (6.40)

defines a new degree of freedom introduced into the wireless communication

system by using a MIMO channel with N, transmit antennas and NI receive
antennas.

0 The Nfby-I vector

s(n) = [§1(n),§2(n), ...,§Nl(n)]r (6.41)

denotes the complex signal vector transmitted by the NI antennas at discrete

time n. The symbols constituting the vector s(n) are assumed to have zero mean

and common variance 532.1113 total transmit power is fixed at the value

P = Np? (6.42)

For P to be maintained constant, the variance of (i.e., the power radiated by
each transmit antenna) must be inversely proportional to Nt.

0 For the fiat-fading, and therefore memoryless, channel, we may use til-km) to
denote the sampled complex gain of the channel from transmit antenna k to
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receive antenna 1' at discrete time n, where i = 1,2,...,Nr and k : 1,2,...,N£. We may
thus express the Nr-bwat complex channel matrix as

121101) £2101) thfin)     H(n)= harm) @2201} 112ml”) N) (6.43)
- - - receive .

~ ~ antennas 5:

ltNrIU’l) him thNFM) i 

Nt transmit antennas

0 The system of equations

N! N

Stile) = Z hik(n)§k(n)+wi{n)
lc=1

(6.44)

defines the complex signal received at the ith antenna due to the transmitted

symbol E1601.) radiated by the kth antenna. The term val-(n) denotes the additive
complex channel noise perturbing Xi(n). Let the Nr-by-l vector

x04) = 55101), 3:201), Schmn (6.45)

denote the complex received signal vector and the Nrwbymi vector

Wm) = {aim}, 1712201), {VN’rnnT (6.46)

denote the complex channel noise vector. We may then rewrite the system of
equations (6.44) in the compact matrix form

x01) = H(n)s(n)+w(n) (6.47)

Equation (6.47) describes the basic complex channel model for MIMO wireless com-

munications, assuming the use of a flat-fading channel. The equation describes the

inputwoutput behavior of the channel at discrete time H. To simplify the exposition,

hereafter we suppress the dependence on time n by writing

it 2 Hs + w (6.48)

 
where it is understood that all four vectormmatrix terms of the equation, namely, 5, H,

w, and x, are in fact dependent on the discrete time it. Figure 6.12 depicts the basic

channel model of Eq. (6.48).

For mathematical tractability, we assume a Gaussian model made up of three

elements relating to the transmitter, channel, and receiver, respectively:
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Flat-fading
channel

Transmitted signal Received signal

vector “11...”; maw®~MM vector

Channel noise
vector

w

FIGURE 6.12 Depiction of the basic channel model of Eq. (6.48).

1. The N, symbols constituting the transmitted signal vector 5 are drawn from a

white complex Gaussian codebook; that is, the symbols 31,32,.. ,EN are inde-
pendently and identically distributed (i.1.d ) complex Gaussian random variables
with zero mean and common variance 0?. Hence, the correlation matrix of the
transmitted signal vector 5 is defined by

Rs : E[ss+]
(6.49)2

= as IN,

where IN1 is the Nt—by-N, identity matrix.

. The N, X N, elements of the channel matrix H are drawn from an ensemble of

i.i.d. complex random variables with zero mean and unit variance, as shown by

the complex distribution

hm: N(0,1/f2)+jN(0,1/J§) i = 112=“"Nr (6.50)
1:: 1,2,...,N,

where 9((.,.) denotes a real Gaussian distribution. On this basis, we find that the

amplitude component hik is Rayleigh distributed, so we sometimes speak of the

MIMO channel as a rich Rayleigh scattering environment. By the same token,

we also find that the squared amplitude component, namely, iht-kiz, is a chi—
square random variable with mean

E[)h,kl2] = 1 for alliandk (6.51)

. The N elements of the channel noise vector w are i. i.d2complex Gaussian ram
dom variables with zero mean and common variance 0'“,;'thatIS, the correlation
matrix of the noise vector W is given by

R = E[wwt]W

(6.52)

O-wINr

where INr is the Nr-by-NJr identity matrix.
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In light of Eq. (6.42) and the assumption that hik is a normalized random variable with
zero mean and unit variance, the average signal-romaine ratio (SNR) at each receiver
input is given by

P

_2'
0'w

(6.53N 02 )I 5il  

Sq“

which, for a prescribed noise variance (7‘2", is fixed once the total transmit power P is
fixed. Note also that (1) all the NI transmitted signals occupy a common channel band-

width and (2) the SNR p is independent of N,"

The idealized Gaussian model described herein is applicable to indoor local area

networks and other wireiess environments where the mobility of the user’s terminals

is iimited. The model, however, ignores the unavoidable ambient noise, which, as a

result of experimental measurements, is known to be decidedly non—Gaussian due to

the imspulse nature of human-made electromagnetic interference as well as naturalnorse.

6.4 MIMO CAPACITY FOR CHANNEL KNOWN AT THE RECEIVER

With the basic complex channel model at hand, we are now ready to focus the discus~

sion on the primary issue of interest: the channel capacity of a MIMO wireless link.
Two cases will be considered. The first case, discussed in Section 6.4.1, considers a iink

that is stationary and therefore ergodic. The second case, presented in Section 6.4.2,

considers a nonergodic link, assuming quasi—stationarity from one data burst to
another.

6.4.1 Ergodic Capacity

In Section 4.3, we stated that the information capacity of a reel additive white Gauss-

ian noise (AWGN) channei, subject to the constraint of a fixed transmit power P, is
defined by

C = B log2[1+ £2) bits/s (6.54)
Oiv

where B is the channel bandwidth and a: is the noise variance measured over B.
Given a time-invariant channel, Eq. (6.54) defines the maximum data rate that

can be transmitted over the channel with an arbitrarily small probability of error
incurred as a result of the transmission. With the channel used K times for the transmis-

sion of K symbols in, say, T seconds, the transmission capacity per unit time is (T/K)
times the formula for C given in Eq. (6.54). Recognizing that K m ZBT, in accordance

 
- %
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with the sampling theorem discussed in Chapter 4, we may express the information
capacity of the AWGN channel in the equivalent form

C = éloggil + £2] bits/ssz (6.55)
0W

Note that 1 bit per second per hertz corresponds to 1 bit per transmission.
With wireless communications as the medium of interest, consider next the case

of a complex, flat~fading channel with the receiver having perfect knowledge of the

channel state. The capacity of such a channel is given by6
2

C = E[log2[1 + ”ll—PH bits/s/HZ (6.56)
where the expectation is taken over the gain h(n) of the channel, and the channel is

assumed to be stationary and ergodic. In recognition of this assumption, C is com-

monly referred to as the ergodic capacity of the flat-fading channel, and the channel

coding is applied across fading intervals (i.e., over an “ergodic” interval of channel

variation with time).

It is important to note that the scaling factor of 1/2 is missing from the capacity

formula of Eq. (6.56). The reason for this omission is the fact that that equation refers

to a complex baseband channel, whereas Eq. (6.54) refers to a real channel. The fading

channel covered by Eq. (6.56) operates on a complex signal—a signal with in-phase

and quadrature components. Therefore, such a complex channel is equivalent to two

real channels with equal capacities and operating in parallel—hence the result pre-

sented in that equation.

Equation (6.56) applies to the simple case of a single-input, single-output (5150)

flat—fading channel. Generalizing this formula to the case of a multiple-input, multiple-

output (MIMO) flat—fading channel, governed by the Gaussian model described in

Section 6.3.1, we find that the ergodic capacity of the MIMO channel is given by

_ det(Rw+HRSH+) ,
C — E log2 __—_—— bits/ssz (6.57)

(redraw)

which is subject to the constraint

max U'le) S PRS

Where P is the constant transmit power. The expectation in Eq. (6.57) is over the ran-

dom channel matrix H, and the superscript 1' denotes Hermitian transposition; R5

and Rw are, respectively, the correlation matrices of the transmitted signal vector 5

and channel noise vector w. A detailed derivation of Eq. (6.57) is presented in

Appendix G.
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In general, it is difficult to evaluate Eq. (6.57), except for the Gaussian model

described in Section 6.5. In particular, substituting Eqs. (6.49) and (6.52) into Eq. (6.57)
and simplifying yields

2 10'

c = E 10g2 dab. + gnarl] bitsls/Hz (6.58). a iW

Invoking the definition of the average signal—to-noise ratio p introduced in Eq. (6.53),

we may rewrite Eq. (6.58) in the equivalent form

C = E[log2{det[lN + §HHUH bitsfs/Hz (6.59)r t

Equation (6.59), defining the ergodic capacity of a MIMO flat-fading channel, involves

the determinant of an N--by-N, sum matrix followed by the logarithm to the base 2.

Accordingly, we7refer to this formula as the log-der capacity formula for a Gaussian
MIMO channel.7

Problem 6.4 The Eog-det capacity formula of Eq. (6.59) assumes that N 2 N for the N”byN,
matrix product HH'r to be of full rank. Show that for the alternative case N,SrwN which makes
the N-by—-N, matrix product HJrH to be of full rank, the log--det capacity formula of the MIMO
linkis defined by

rC : E[log 2{det[IN1+ anlnm bit/ssz (6.60)
where, as before, the expectation is over the channel matrix H. l

Note that Eqs. (6.59) and (6.60) are equivalent, in that either one of them applies

to all {N,, N,} antenna configurations. The two formulas differentiate themselves only
when the full-rank issue is of concern, as explained in Problem 6.4.

Clearly, Eq. (6.56) pertaining to a conventional flat——fading link with a single
antenna at both ends, is a special case of the log——det capacity formula. Specifically, for
N,:N, :3 (ie., no spatial diversity) pm/O’Pow, and H: h (with dependence on dis-
crete time n suppressed as stated on page 361), Eq. (6.58) reduces to Eq. (6.56).

Another insightful result that follows from the log—dot capacity formula is that if

N, = N, = N, then as N approaches infinity, the capacity C defined in Eq. (6.58) grows
asymptotically (at least) linearly with N; see Problem 6.32. That is,

lim 9 2 constant (6.61)N —> m

The asymptotic formula of Eq. (6.61) may be stated in words as follows:

The ergodic capacity of a MIMO flat-fading wireless link with an equal

number N of transmit and receive antennas grows roaghly proportionw
ately with N.
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What this statement teaches us is that, by increasing the computational complexity

resulting from the use of multiple antennas at both the transmit and receive ends of
a wireless link, we are able to increase the spectral efficiency of the link in a far

greater manner than is possible by conventional means (e.g., increasing the transmit

signal-to-noise ratio). The potential for this very sizable increase in the spectral effi-

ciency of a MIMO wireless communication system is attributed to the key parameter

N = min{N,,N,,}, which, in accordance with Eq. (6.40), defines the number of spatial
degrees offreedom provided by the system. (Later in Section 6.10, we show that N is

equal to the maximal multiplexing gain.)

Problem 6.5 Show that, at high signal-to-noise ratios, the capacity gain of a MIMO wireless

communication system with the channel state known to the receiver is N : min[Nr,N,.] bits per

second per hertz for every 3—dB increase in signal-to-noise ratio. l

6.4.2 Two Other Special Cases of the Log-Det Formula: Capacities of

Receive and Transmit Diversity Links

Naturally, the log-det capacity formula of Eq. (6.59) for the channel capacity of an

(NgNr) wireless link includes the channel capacities of receive and transmit diversity
links as special cases:

1. Diversity-on-receive channel. The log~det capacity formula of Eq. (6.60) applies

to this case. Specifically, for N: = l, the channel matrix H reduces to a column

vector, and with it, Eq. (6.60) reduces to

N

C = E[log2{[1 + p 2 hilzm bitsfssz (6.62)i=1

Compared with the channel capacity of Eq. (6.56), for a single-input, single—out-

put fading channel with p = P/ oi, the squared channel gain lid2 is replaced by
the sum of squared amplitudes Int-12, i = 1,2,...,N,.. Equation (6.62) expresses the

ergodic capacity due to the linear combination of the receive—antenna outputs,

which is designed to maximize the information contained in the N, received sig-

nals about the transmitted signal. This is simply a restatement of the maximal-

ratio combining principle discussed in Section 6.2.

Problem 6.5 As pointed out previously, the selection combiner is a special case of the max-
imal-ratio combiner. What is the channel capacity of a wireless diversity channel using the
selection combiner?

N.

Ans. E[log2(1 +ph2max)] where hm“: manual};1

2. Diversity-on-Iransmit channel. The log-det capacity formula of Eq. (6.59) applies

to this second case. Specifically, for Nr = l, the channel matrix H reduces to a row
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vector, and with it, Eq. (6.59) reduces to

Ni

0 : E[log2[1 + § 2 ill/42]] bits/sle (6.63)
tk : l

Where the matrix product HHt is replaced by the sum of squared amplitudes
lhklz, k 2 1,2,...,Nt. Compared with Case 1 on receive diversity, the capacity of
the diversity—on—transmit channel is reduced because the total transmit power
is held constant, independently of the number of N, transmit antennas.

6.4.3 Outage Capacity

To realize the log—det capacity formula of Eq. (6.59), the MIMO channel code needs to

see an ergodic process of the random-channel processes, which, in turn, results in a hard-

ening of the rate of reliable transmission to the EElog2{det(-)}] information rate (i.e., the

channel capacity approaches the log-det formula). As in all information-theoretic argu-
ments, the bit error rate would go to zero asymptotically in the block length of the code,
thereby entailing a long transportation delay from the sender to the sink. In practice,
however, the MIMO wireless channel is often nonergodic, and the requirement is to

operate the channel under delay constraints. The issue of interest is then summed up as
follows:

How much information can be transmitted across a nonergodic chan—

nel, particularly if the channel code is long enough to see just one ran-
dom-channel matrix?

In the situation described here, the rate of reliable information transmission (i.e., the
strict Shannon~sense capacity) is zero, since, for any positive rate, the probability that
the channel would not support such a rate is nonzero.

To get around this serious conceptual difficulty, the notion of outage is intro-
duced into the characterization of the MIMO link. (Outage was discussed in Section

6.2 in the context of diversity—on-receive.) Specifically, the outage probability of a

MIMO link is defined as the probability for which the link is in a state of outage
(i.e., failure) for data transmitted across the link at a certain rate R, measured in

bits per second per hertz. To proceed on this probabilistic basis, it is customary to
operate the MIMO link by transmitting data in the form of bursts or frames, invoking
a quasi-static model governed by four points:

1. The burst is long enough to accommodate the transmission of a large number of
symbols, which, in turn, permits the use of an idealized infinite-time horizon
that is basic to information theory.

2. Yet the burst is short enough that the wireless link can be treated as quasi static

during each burst; the slow variation is used to justify the assumption that the
receiver can acquire perfect knowledge of the channel state.

3. The channel matrix is permitted to change, say, from burst k to the next burst,
k + 1, thereby accounting for statistical variations of the link.
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4. The different realizations of the transmitted signal vector 5 are drawn from
a white Gaussian codebook; that is, the correlation matrix of s is defined by

Eq. (6.49).

Points 1 and 4 pertain to signal transmission, while points 2 and 3 pertain to the
channel.

To proceed with the evaluation of outage probability, we first note that points 1.

through 4 of the stochastic model just described for a nonstationary wireless link per-
mit us to build on some of the results discussed in Section 6.4.1. In particular, in light

of the logwdet capacity formula of Eq. (6.59), we may view the random variable

c =10g det I +£n HT bitslsleforburstk 6.64
la 2 N}. N it itt

as the expression for a sample of the wireless link. In other words, with the random-

channel matrix Hk varying from one burst to the next, Ck will itself vary in a corre-

sponding way. A consequence of this random behavior is that, occasionally, a draw
from the cumulative distribution function of the wireless link results in a value for Ck

that is inadequate to support reliable communication over the link, in which case the
link is said to be in an outage state. Correspondingly, for a given transmission strategy,

we define the outage probability at rate R as

Poutagem) = Prob{Ck<R for some burst k} (6.65)
or, equivalently,

Pentageflt) = Prob{log2{det(INr+§HkH:]}<R for some burst k} (6.66)t‘

On this basis, we may define the outage capacity of the MIMO link as the maximum bit

rate that can be maintained across the link for all bursts of data transmissions (i.e., all

possible channel states) for a prescribed outage probability.

Problem 5.7 To calculate the outage probability, we use the complementary cumulative dis—
tribution function of the random-channel matrix H, rather than the cumulative probability func-

tion itself. Explain. (By definition, the complementary cumulative distribution function (ccdf) is
equal to unity minus the cumulative distribution function.) I

EXAMPLE 6.4 Outage Capacity for Different Antenna

Configurations and Varying Signal-to-Noise Ratios

In light of the random nature of the channel matrix H, the outage capacity is evaluated with the
use of Monte Carlo simulation by computing the cumulative distribution function of the wire-

less link for a large number of statistically different realizations of H.To illustrate the simulation

procedure, suppose we wish to calculate the outage capacity (115% for error-free transmission
for 100 — 15 = 85 percent of the time. The calculation is performed for a (2,2) antenna configura—

tion operating at a signal—to-noise ratio of 10 dB (i.e., p = 10).
We first obtain the cumulative distribution function (cdf) for this wireless link by generating a

large number of Rayleigh-distributed random transfer functions under the flat-fading assumption.

A
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According to Eq. (6.64) with p = 10 and N, : Ni x 2, the capacity is given by

Ck = log2{det(lz + 129%. Ha} bits/ssz
for realization k of the channel transfer function. Fig. 6.13(a) plots the histogram (Le, probabih
ity density function) of the resulting channel capacity data. This histogram is closely approxi-
mated by a Gaussian distribution, which should not be surprising when it is realized that an

extensive amount of averaging could be involved in computing the log—det capacity formula.8
Integrating the probability density function curve of Fig. 613(3) and then subtracting the

result from unity yields the compiementary cumulative distribution function of the link, which is

plotted in Fig. 6.13(b). Such a plot indicates the probability that a sample capacity will be greater

0.35
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FEGURE 6.13 (a) Histogram (probability density function) of channel data for signal-tounoise ratio ,0 2 10 dB.
(b) Complementary cumuiative probability distribution function corresponding to the histogram of part (a).
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(b) Plots of the outage capacity versus the signal-to-noise ratio for the four antenna
configurations given in part (a).
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than a threshold value (i.e., outage capacity) at a particular SNR (10 dB in this example) and for
a specific antenna configuration (2 by 2 in this example). Thus, from Fig. 6.] 3(b), we can find the
probability that the channel maintains a capacity of 4.2 bits/s/Hz for 85% of the time.

Figure 6.14 displays two different plots of the outage capacity for different signal-to-noise
ratios and antenna configurations. Part (a) plots the probability that the channel capacity is
greater than the abscissa versus the capacity in bits/s/Hz for a signaI-to-noise ratio ,0 m 10 dB.
Part (b) of the figure portrays the picture differently by plotting the outage capacity in bits/s/Hz
versus the signal-to-noise ratio in dB for varying antenna configurations.

Figure 6.14 clearly demonstrates two important points:

1. For N, 2 'l, we see that increasing the number of transmit antennas by using N, : 2,4,
results in a modest increase in the outage capacity for a fixed SNR.

2. For N, : 4 and fixed SNR, there is a significant increase in the outage capacity in going
from the antenna configuration (4,1) to (4,2) and a much bigger increase in the outage
capacity in going from the antenna configuration (4,2) to (4,4). l

Note that, at high signal-to-noise ratios, the outage probability Poutage(R) as defined in
Eq. (6.66) is approximately the same as the frame (burst)-error probability in terms of
the signal—to—noise ratio exponent.9 Accordingly, we may use an analysis based on the
outage probability to evaluate the performance of practical spaceetime block coding
techniques. (Space-time block codes are discussed later in Section 6.6.) That is, for a
prescribed rate R, we may evaluate how the performance of a certain spacemtime
block coding technique compares with that predicted through an outage analysis or
measurement.

6.4.4 Channel Known at the Transmitter

The log-det capacity formula of Eq. (6.59) is based on the premise that the transmitter
has no knowledge of the channel state. Knowledge of the channel state, however, can
be made availabie to the transmitter by first estimating the channel matrix H at the
receiver and then sending this estimate to the transmitter via a feedback channel.10 In
such a scenario, the capacity is optimized over the correlation matrix of the transmit-

ted signal vector s, subject to the power constraint; that is, the trace of this correlation

matrix is less than or equal to the constant transmit power P. Details of this optimiza—
tion are presented in Appendix G.

From a practical perspective, it is important to note that the capacity gain pro-
vided by knowledge of the channel state at the transmitter over the log-det formula of
Eq. (6.59) is significant only at low signai-to-noise ratios; the gain reduces to zero as
the signal-to-noise ratio increases.

 
6.5 SINGULAR-VALUE DECOMPOSITION OF THE CHANNEL MATRIX

We may gain further insight into the behavior of a MiMO wireiess communication sys-
tem by applying what is known as the singuiar—value decomposition to the channel
matrix of the system. The reiationship between this aIgebraic decomposition of a rect-
angular matrix and the eigendecomposition of a Hermitian matrix formed by multiply-
ing the matrix by its Hermitian transpose is discussed in Appendix H.
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To begin the exposition, consider the matrix product HHJr in the log-det capacity
formula of Eq. (6.59). This product satisfies the Hermitian property for all H. We may
therefore diagonalize HHf by invoking the eigendecomposition of a Hermitian matrix
and so write

U*HH*U = A (6.67)

where the two new matrices U and A are described as follows:

0 The matrix A is a diagonal matrix whose Nr elements are the eigenvalues of the

matrix product III-1+.
' The matrix U is a unitary matrix whose NJr columns are the eigenvectors associ-

ated with the eigenvalues of I-IHl.

By definition, the inverse of a unitary matrix is equal to the Hermitian transpose of the
matrix, as shown by

U‘1 = U1 (6.68)

or, equivalently,

UUT = UTU = IN (6.69)

where IN is the Nr-by-Nr identity matrix.

Let the N,—by«N, matrix V be another unitary matrix; that is,

vv'r = Vlv = 1,, (6.70)f

where IN is the Nl-by—N, identity matrix. Since the multiplication of a matrix by the
identity matrix leaves the matrix unchanged, we may inject the matrix product VV’r
into the center of the left-hand side of Eq. (667), thus:

U"H(vv+)H*U = A (6.71)

The left-hand side of Eq. (6.71), representing a square matrix, is recognized as the prod—
uct of two rectangular matrices: the Nr-by-N, matrix Ufflv and the NI—by-N, matrix
V+H+U, which are the Hermitian of each other. Let the Nt-by-Nt matrix D denote a new

diagonal matrix related to the Nr-by-N, diagonal matrix A with Nr S N, by

A = [D 0m) 0]f (6.72)

where the null matrix 0 is added to maintain proper Overall matrix dimensionality of

the equation. Except for some zero elements, D is the square root of A. Then, examin-
ing Eqs. (67].) and (6.72) and comparing terms, we deduce the new decomposition

U*HV = [D 0] (6.73)
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Equation (6.73) is a mathematical statement of the singular-value decomposition
(SVD) theorem, according to which we have the following descriptions:

0 The elements of the diagonal matrix

D = diag(d1, d2, ...,dN) (6.74)l

are the singular values of the channel matrix H.

' The columns of the unitary matrix

U = [u1,u2, ...,uN} (6.75)f‘

are the left singular vectors of matrix H.

0 The columns of the second unitary matrix

v = [v1, v2, vN] (6.76)l

are the right singular vectors of matrix H.

Problem 6.8 Applying the singular—value decomposition of Eq. (6.73) to the basic channel
model of Eq. (6.48), show that for NF S Ni:

i z [D, 0]§ +fir (6.77)
where

1 1

x m U K (6.78)
- r

s = V s (6.79)
and

a = Ulw (6.80)
I

Using the definitions of Eqs. (674) through (6.76), we may rewrite the decomposed
channel model of Eq. (6.77) in the scalar form

x, = dig, + «I», i: 1,2,...,N, (6st)

According to Eq. (6.81), singular—value decomposition of the channel matrix H has

transformed the MIMO wireless link with Nrg N1. into N, virtual channels, as illus—
trated in Fig. 6.15. (Note that s,- = 0 for Nr<iSNt.)The Virtual channels are all
decoupled from each other in that they constitute a parallel set of M, single—input, sin-
gle-output (5150) channels, with each channel being described by the scalar input—
output relation of Eq. (6.81). A comparison of the channel models of Figs. 6.12 and
6.15 immediately reveals the decoupling facilitated in the virtual model of Fig. 6.15 by
the singular—value decomposition of the channel matrix H.
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FlGURE 6.15 Set of Nr virtual decoupled channels resulting from the singular—value
decomposition of the Channel matrix H, assuming that N! g N,.

6.5.1 Eigendecomposition of the Log-det Capacity Formula

Page 313 of 474

The log-det formula of Eq. (6.59) for the ergodic capacity of a MIMO link involves the
matrix product HHl. Substituting Eq. (6.59) into Eq. (6.67) leads to the spectral
decomposition of I-IHJr in terms of Nr eigenmodes, with each eigenmode corresponding
to virtual data transmission using a pair of right- and left-singular vectors of the chan-
nel matrix H as the transmit and receive antenna weights, respectively. Thus, we may
write

HH'r = UAUT

N? t

2 liuiui
i: 1

(6.82)

where the outer product uiu;r is an Nr-by-Nr matrix with a rank equal to unity.
Moreover, substituting the first line of this decomposition into the determinant part

of Eq. (6.59) yields

1' ‘l'

det£lN+ £1111 J = det£lNr+ 1%UAU ] (6.83)’ r I

Next, invoking the determinant identity

det(l +AB) = det(I + BA) (6.84)
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and then using the defining equation (6.69), we may rewrite Eq. (6.83) in the equiva-
lent form

’r t

det(IM+ TEHH ) = det£INr+ ]\%U UA)

=dt1 EA)6[M+M (6.85)
Ni‘

H (1 +11%”)
i=1 I

where A, is the ith eigenvalue of HHT. Finally, substituting Eq. (685) into Eq. (6.59)
yields

N,

c = 1+:[2 log2(1 + {filiJJbits/SJ’HZ (6.86).1521 I

which is subject to constant transmit power; the expectation is over the eigenvalues of
the matrix product HHT. Equation (6.86) shows that, thanks to the properties of the
logarithm, the ergodic capacity of a MIMO wireless communication system is the sum

of capacities of N, virtual single-input, single-output channels defined by the spatial
eigenmodes of the matrix product HH‘L.

According to Eq. (6.86), the channel capacity C attains its maximum value when

equal signal-to-noise ratios p/Nt are allocated to each virtual channel in Fig. 6.15 (i.e.,
the N, eigenmodes of the channel matrix H are all equally effective). By the same
token, the capacity C is minimum when there is a single virtual channel (i.e., all the
eigenmodes of the channel matrix H are zero except for one). The capacities of actual
wireless links lie somewhere between these two extremes.

Specifically, as a result of fading correlation encountered in practice, it is possible
for there to be a large disparity amongst the eigenvalues of HHJF; that is, one or more
of the eigenvalues ll, [12, AN may be small. Such a disparity has quite a detrimen-
tal effect on the capacity of the wireless link, compared with the maximal condition
under which all the eigenvalues of HHJr are equal. A similar effect may also arise in a
Rician fading environment when the line-of—sight (LOS) component is quite strong
(i.e., the Rician factor is greater than, say, 10 dB), in which case one eigenmode of the
channel is dominant. For example, when the angle spread of the incoming radio waves
impinging on a linear array of receive antennas is reduced from 600 to 0.60, the com-

plementary cumulative distribution function (ccdf) of a MIMO wireless communica-

tion system with (N:5 Nr) 2 (7,7) antenna configuration degenerates effectively to that
of a (7,1) system.11

Equation (6.86), based on the log-dot capacity formula of Eq. (6.59), assumes

that N, 2 Nr. Using the log-det capacity formula of Eq. (6.60) for the alternative case,
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N, SN,” and following a procedure similar to that used to derive Eq. (6.86), we may
show that

Nf

c : 1+:[2 iog2[i WEI/173]] bits/ssz (6.87)i=1 r

where the expectation is over the At, which denote the eigenvalues of the Nt-by-Nt
matrix product HIH.

Problem 6.9 For the special case of NI: Nr : N, show that the ergodic capacity scales lin—

early, rather than logarithmically, with increasing SNR as N approaches infinity.
N

Z.

. E p r = [ "W ]Ans C _) :4 (Nlog BZJ/I' 10g .32 p1-

  

is the average eigenvalue Ule-rr = HIH. l

6.6 SPACE—TIME CODES FOR MIMO WIRELESS COMMUNICATIONS

Page 315 of 474

Transmission techniques for MIMO wireless communications may be considered
under two broadly defined categories:

1. Unconstmined Signaling techniques, exemplified by the so-called BLAST archi-
tectures, whose aim is to increase the channel capacity by using standard channel
codes

2. Space—time codes, whose aim is the joint channel encoding of multiple transmit
antennas.

BLAST architectures are considered under Theme Example 1 in Section 6.9. Spacee
time codes are discussed in this section.

As with ordinary channel codes, spaceitime codes employ redundancy for the

purpose of providing protection against channel fading, noise, and interference. They
may also be used to minimize the outage probability or, equivalently, maximize the
outage capacity. Depending on the level of redundancy introduced into the design of
spaceitime codes, the degree of statistical independence among the transmitted sig-
nals is correspondingly reduced.

Spaceitime codes may themselves be classified into two typesfispaceitime
trellis codes and space—time block codes—depending on how transmission of the sig—
nal over the wireless channel takes place.
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A space-time trellis code permits the serial transmission of symbols by combin-

ing signal processing at the receiver with coding techniques that are appropriate to
the use of multiple antennas at the transmitter. Spacewtirne trellis codes, designed for

two to four transmit antennas, perform extremely well in a slow-fading environment,

exemplified by indoor data transmission. For decoding, a multidimensional (i.e., vec-

tor) version of the Viterbi algorithm is required. Accordingly, for a fixed number of
transmit antennas, the decoding complexity of space—time trellis codes (measured in

terms of trellis states at the decoder) increases exponentially as a function of the spec-
tral efficiency.12

In a space—time block code, by contrast, transmission of the signal takes place in
blocks. The code is defined by a transmission matrix, the formulation of which involves

three parameters:

0 The number of transmitted symbols, denoted by l

0 The number of transmit antennas, denoted by N , which defines the size of the
transmission matrix

0 The number of time slots in a data block, denoted by m

With in time slots involved in the transmission of l symbols, the ratio llm defines the
rate of the code, which is denoted by K.

For efficient transmission, the transmitted symbols are expressed in complex
form. Moreover, in order to facilitate the use of linear processing to estimate the trans-

mitted symbols at the receiver and thereby simplify the receiver design, orthogonality
is introduced into the design of the transmission matrix. Here, we may identify two
different design procedures:

- Complex orthogonal design, in which the transmission matrix is square, satisfying
the condition for complex orthogonality in both the spatial and temporal sense.

- Generalized complex orthogonal design, in which the transmission matrix is non-

square, satisfying the condition for complex orthogonality only in the temporal
sense; the code rate is less than unity.

In other words, complex orthogonality of the transmission matrix in the temporal sense
is a safiicient condition for linear processing at the receiver.

A complex orthogonal design of size N, exists if, and only if, Nf m 2 (i.e., the trans—
mitter uses two transmit antennas), and the Alamoitti code is that code with a code

rate of unity. In contrast, generalized complex orthogonal designs permit the use of

more than two transmit antennas, with the result that the code rate is less than unity.
The Alamouti code is much less complex than a space—time trellis code for the

same antenna configuration (i.e., two transmit antennas and a single receive antenna),
but it does not perform as Well as the same space—time trellis code. Nonetheless, the

Alamouti code is the preferred choice, essentially because of its remarkable computa-
tional simplicity and satisfactory performance capability. Indeed, the discovery of the

code by Alamouti was motivated by addressing the issue of exponentially increasing
decoding complexity of spacemtime trellis codes, and this discovery, in turn, motivated
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FIGURE 6.16 Block diagram of orthogonal Space-time block encoder.

the search by Tarokh er al. for its generalization so as to accommodate the use of more
than two transmit antennas.

Before proceeding to discuss the Alamouti code and generalized complex orthog—

onal designs of space—time block codes, we present some preliminary considerations.

6.6.1 Preliminaries

Page 317 of 474

Figure 6.16 shows the baseband diagram of a spaceirime block encoder, which consists

of two functional units: a mapper and the block encoder itself. The mapper takes the

incoming binary data stream {bk}, bk 2 :1, and generates a new sequence of blocks,

with each block made up of multiple symbols that are complex. For example, the map—

per may be in the form of an M-ary PSK mapper or an M-ary QAM mapper, which are

illustrated for M : 16 in the signal~space diagrams of Fig. 6.17. All the symbols in a

particular column of the transmission matrix are pulse shaped (in accordance with the
criteria described in Section 3.4) and then modulated into a form suitable for simulta-

neous transmission over the channel by the transmit antennas. The pulse shaper and

modulator are not shown in Fig. 6.16, as the basic issue of interest is that of baseband

data transmission with an emphasis on the formulation of spaceetime block codes. The

block encoder converts each block of complex symbols produced by the mapper into

an l-by-Nr transmission matrix S, where l and Nr are the temporal dimension and spa-
tial dimension respectively, of the transmission matrix. The individual elements of the

transmission matrix S are made up of the complex symbols, say, 3k, generated by the
mapper their complex conjugates 5i}, and linear combinations ofsk and5k: where the
asterisk denotes complex conjugation.

EXAMPLE 6.5 Quadriphase-Shift Keying

As a simple example. consider the map portrayed by QPSK with M : 4. The map is described in
Table 6.1, where E is the transmitted signal energy.

The input dibits (pairs of adjacent bits) are Gray encoded, wherein only one bit is flipped
as we move from one symbol to the next. (Gray encoding was discussed in Section 3.6.) The

mapped signal points he on a circle of radius E centered at the origin of the signal—space diagram!

Problem 6.10 Construct the map describing the M—ary PSK for M : 16 in Fig. 6.17(a). I
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TABLE 6.1 Gray-encoded QPSK mapper.

Dibit Coordinates of mapped signal points
10 '

l/E/2(1, —1) = A/EeJ’W“
 
 

11 '

ifs/291,4) = flaw“
01 '

l/E/2(—1,+1) = @913“
00

ALE/2&1, +1) = JEejfl/4  

   
(b)

FIGURE 6.17 (a) Signal constellation of 16-PSK. (b) Signal constellation of E6-QAM.

Problem 6.1 1 Construct the map describing the Mary QAM for M = 16 in Fig. 6.]7(b). I

Henceforth, the discussion of space—time block codes is confined to two—dimensional

mappers exemplified by those portrayed in Fig. 6.17. That is, the output of the mapper
is represented by a complex number, as illustrated in Table 6.1 for QPSK.

6.6.2 Alamouti Code”

The Alamoun' code is a two-by-one orthogonal spacewtirne block code. That is, it uses

two transmit antennas and a single receive antenna, as shown in the block diagram
of Fig. 6.18. Let 31 and 32 denote the complex symbols (signals) produced by the

mapper, which are to be transmitted over the wireless channel. Signal transmission
over the channel proceeds as follows:

0 At some arbitrary time r, antenna 1 transmits El, and simultaneously, antenna 2
transmits 32.

0 At time I + T, where Tis the symbol duration, signal transmission is switched, with

”E; transmitted by antenna 1 and ET simultaneously transmitted by antenna 2.
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” 32 Transmit at time I

W 51* Transmit at t + T
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FIGURE 6.18 Block diagram of the transceiver (transmitter and receiver) for the Alamouti code. Note that
t, > t to allow for propagation delay.

The two-by-two space—time block code, just described, is formally written in matrix
form as

(6.88)
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The transmission matrix S is a complex-orthogonal matrix (quaternion), in that it satis-

fies the condition for orthogonality in both the spatial and temporal sense. To demon—
strate this important property, let

Time

(6.89) 
Space

denote the Hermitian transpose of S, involving both transposition and complex conjuga—

tion. To demonstrate orthpgonality in a spatial sense, we multiply the code matrix S by
its Hermitian transpose S on the right, obtaining

1- s s S
SS : 1 2 $1 32

~* ~* ~* ~
#52 51 52 .5‘1

Isliz + [32F 4132 + an (6.90)
~$—$ ~=£<~=k N 2 .. 2

MS2S1 + 5152 [5'2] + |31|

d31l2+ leaf 0]0 1

whiczh eqiaals the tWOuby-two identity matrix, multiplied by the scaling factor
(IEll +|§2| ).

This same result also holds for the alternative matrix product 8+8, which is proof
of orthogonality in the temporal sense. Thus, the transmission matrix of the Alamouti

code satisfies the unique condition

  
a 2 ~ 2

ss'r = s’s = (sll + szl )I (6.91)

where I is the two-by-two identity matrix. Note that

s‘1 a _1.m 3* _ (6.92)a 2 ~ 2

lsrl +lszl

In light of Eqs. (6.63), (6.90), and (6.91), we may summarize four important
properties of the Alamouti code:

Property 1. Unitarity (Complex Orthogonality)

The Alamouti code is an orthogonal Space~time block code in that the product of its

transmission matrix with its Hermitian transpose is equal to the Mo-by-two identity
matrix scaled by the sum of the squared amplitudes of the transmitted symbols
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Property 2. Full-Rate Complex Code

The Alamoati code (with two transmit antennas) is the only complex space—time

block code with a code rate of unity. For any signal constellation, it therefore

achieves full diversity at the full transmission rate.

Property 3. Linearity

The Alamoati code is linear in the transmitted symbols. That is, we may expand the

code matrix S as a linear combination of the transmitted symbols and their complex

conjugates. Doing so, we obtain

S = Ell—11+ §1F12 + 52131 + Ezra (6.93)

where

"J ,_.. H
II

ot—x :30

fl H [\J
ll

00 Q
(6.94)

1"21 = [
01" =22 L 0]

Property 4. Optimality of Capacity

For two transmit antennas and a single receive antenna, the Alamouti code is the only

optimal space—time block code that satisfies the log-det capacity formula of Eq. {6.63).

Turning neXt to the design of the receiver, we assume that the Channel is fre-

quency flat and slowly varying, such that the complex multiplicative distortion intro

duced by the channel at time t is essentially the same as that at timer + 1", where T is

the symbol durationThis multiplicative distortion is denoted by Otkej 9* where k : 1,2,
as indicated in Fig. 6.18. Thus, with 51 and s2 transmitted simultaneously at time t, the

complex received signal at time t’ > t, allowing for propagation delay, is

GO tQ—H:
0

~ 1'3 s 1'9 ~
x1 = Ctje 1s1+ 0622 2.92 + WI (6.95)

where wl is the complex channel noise at time t’. Next, with —EE and ET transmitted

simultaneously at time t + T, the corresponding complex signal received at time t’ + T is

N i9 .. f9 ~
x2 = —0£1e '33 + age zs’f + w2 (6.96)

where wz is the complex channel noise at time t’ + T.
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In the course of time, from time t’ to t’ + T, the channel estimator in the receiver

produces estimates of the multiplicative distortion represented by cake”, 9", Where k = 1,
2. Hereafter, we assume that these two estimates are accuraflte enough for them to be
treated as essentially exact. In other words, alefe‘ and gaze} 2 are both known to the
receiver. Accordingly, we may reformulate the variable 5:1 defined by Eq. (6.95) and

the complex conjugate of the second variable 3:2 defined in Eq. (6.96) in matrix form,
as shown by

V 0t 8191 a eja2 "‘ ~x w

1 = 1 2 SI + 1 (6.97)
~. —j6 719 ~ ~
xi 0629 2 “0612 1 SE W3

The nice thing about this equation is that the original complex signals s1 and 52. . . . . ~ ~>3=

appear as a vector of two unknowns. It rs With thrs goal In mlnd that x1 and x2 were

used for the elements of the two—by-one received signal vector on the left~hand side

of Eq. (6.97).

Problem 6.12 Show that9the two—by-two channel matrix in Eq. (6.97) defined by the multi-
plicative fading factors 05.191 ‘ and 052892 is an orthogonal matrix; that is, Show that

0: (2J 91 €192 0: eja1 8192 2
1 0’2 1 . 0‘2 : (051+ a2) 1 0

“192 7' 91 *J' 92 ‘191 0 1
0622 -0£ie 0628 —O€1€

Motivated by the result of Problem 6.12, we multiply both sides of Eq. (6.97) by the

Hermitian transpose of the twowby~two channel matrix, namely.

7’9} jag
Gale 0526

-j9 16

0118:1631 062ej62 3:1 2 2 1 0 311 ale 01526 W1
1'92 6 ~* 3 (051+a2)[0 1] ~ + ejez 16 ~11:

0529 ‘0‘19 352 52 0523 for 9 WE
(6.98)

'“ (062+0é) 1 + ale—Jeml + “25’9wa— 1
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The two-by-one vector product on the left-hand side of Eq. (6.98) defines the two

complex outputs computed by the linear combiner in Fig. 6.18 in terms of the com-

plex signals i1 and 322 received at times t’ and t’ + T. Thus, let

 
t 7'91 192 ~
yl _ ale 0526 3C1

”‘ —j9 [6 Na
3’2 0626 2 “3‘19 1 x

(6.99)

_j61~ Jazmi-

ale x] + [128 3C

’jGZv— j91~ae
0628 3i:1 — ale x2

define the two-by-one vector of complex signals at the output of the combiner. Corre~

spondingly, let

” a: 9—1-9113 + or ejezffiv

1 = 1 1 2 2 (6.100)
02 462 ~ jet ~ =l<

(128 W1 — 015-18 W2

define the two-by-one vector of additive complex noise contributions in the combiner

outputs. Accordingly. we may recast Eq. (6.98) in a matrix form of input—output

relations describing the overall behavior of the Alamouti code, structured as in

Fig. 6.18, as follows:

y1 = (05% a3) 31 + (6.101)
y2 52 ‘72

In expanded form,

jk = (a? + a§)§k+vk k = 1, 2 (6.102)

Note that, due to complex orthogonality of the Alamouti code, the unwanted symbol

52 is cancelled out in the equation for J71 and the unwanted symbol El is cancelled out

in the equation for J72. It is these cancellations that are responsible for the simplification

of the receiver.

Note also that the scaling factor (a? + 05%) can be small only if the fading coeffi-
cients 051 and 092 are both small. In other words, the diversity paths linking the receive

angerina2 to the two transmit antennas must simultaneously undergo fading in order for
(oc1 + 052) to be small. Hencea the detrimental effect of fading arises if, and only if, both
diversity paths suffer from it. We may therefore state that a wireless communication

system based on the Alamouti code enjoys a two-level diversity gain.
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Problem 6.13 Ordinarily, the complex channel noise terms {4‘21 and 17122 are Gaussian distri-

buted with zero mean and a common variance. Assume that {Ike} 9", k : 1, 2, are known multipli-
cative constants.

(a) Show that the corn lex noise terms \71 and v at the combiner out ut are also GaussianP 2 P
distributed with zero mean.

(b) Given that the real and imaginary components of \7‘1 and \72 have a common variance 02,
determine the common variance of t, and 172.

(c) Show that the probability density function of v1 or v2 is

    {1/ (VIC)m Lexp[m) k e 1,2 (6.103)0 0%

Equation (6.102) is a partial description of the receiver structure depicted in Fig. 6.18 for an

Alamouti—encoded system. The next and finai issue to be considered is, given the noisy lin-

ear combiner output 3% expressed in terms of the transmitted symbol 3;, , how to provide an
optimal estimate of Ek for k = 1,2. To provide insight into this symbol-estimation problem,

Fig. 619 illustrates the signal-space scenario for an Alamouti-encoded system based on the

QPSK signal constellation At time t, the symbols5] ands2 drawn from this constellation
are transmitted followed by transmission of the modified symbols -52 and31 at time M T.

To account for the multipath fading phenomenon, the signal points 51 and s2 are

weighted by the multiplying factor (a? + (1%) in accordance with Eq. (6.102).'Ihe complex
Gaussian noise clouds centered on the weighted signal points represent the effect of addi—

tive complex noise terms, whose intensity decreases as we move away from the weighted

signal points Figure 6.19 also includes the linear combiner outputs signified as the observa-

tions 521 and 322 . Given the scenario pictured in this figure, what is the optimal decision for
the receiver to make?

The answer to this fundamental question lies in the maximum-likelihood

decoding rule, which assumes that the transmitted symbols E] and 52 are equally

probable. Let 3‘1 and 52 denote the maximum-likelihood estimates of E1 and 52,

respectively. One further item that we need to introduce is

me = (E—Ebei

which defines the squared Euclidean distance between two complex signal points

denoted by z and i.

To proceed then with the formulation of the maximum—likelihood decoding rule
for an Alamouti-encoded system, we see from Fig. 6.18 that given knowledge of the

complex channel coefficients in and hz, the maximum--likelihood decoder performs its
decision--makingIn response to the linear combiner outputs 311 and y2, which play the

role of decision statistics. (By definition, sufficient statistics summarize the whole of the
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Imaginary

 
FIGURE 6.19 Signalspace diagram for Alamouti code, using the QPSK signal constellation.
The signal point 3 l and 52 are weighted by (051 + 0122) .The corresponding linear combiner
outputs y} and yg are noisy versions of these weighted signals.

relevant information supplied by observables.) ItIS therefore logical that we formulate
the maximum~likelihood decoding ruleIn terms of y1 and y2. To do so, we use two

things: definition of the squared Euclidean distance, and the formula of Eq. (6.102) for
the linear combiner outputs yk, k = 1,2. In particular, we see from Eq. (6,102) that,

except for the statistics of additive complex Gaussian noise component {:k, the deci—
sion statistic yk is uniquely determined by the transmitted symbol 5k, k = 1,2. Accord—
ingly, we may simplify implementation of the maximum—likelihood decoder by
decomposing it into two independent decoders, one operating on the decision statistic
y1 and the second one operating on the other decision statistic 522 ,which are observed
T seconds apart. On this basis, we may now formally state the maximum-likelihood
decoding rule as follows:

Given that the receiver has knowledge of (i) the channel fading coefii-
cients 051 and 01/2, and (ii) the set of all possible transmitted symbols in
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the mapperis constellation denoted by S, the maximumthelihood esti-

mates of the transmitted symbols El and 52 are respectively defined by

n . 2 ~ 2 2

S] = arg mm {at (y1,(0t1+052)(p)} (6.104)(96 S

and

A . 2 ~ 2 2

52 = arg min {at (y2,(t11+a2)(p)} (6.105)(pa 8

where the (p~ denote the different hypotheses for the linear corn-
bt'her output y1 and y2.

Note that the right-hand sides of Eqs. (6.104) and (6305) do not include any refer-

ences to the actual transmitted symbols El and 32, which is how it should be since

they are both unknown at the receiver. Obviously, the receiver makes the correct deci—

sions on the transmitted symbols if both E] 2 E1 and 32 = 52.

Returning to the scenario pictured in Fig. 6.19, we note the following

i 4

S = {Silvie-1

and

‘P = 31» §2a 3'3» 01' 34

Application of the maximum-likelihood decoding rules of Eqs. (6.104) and (6.105) to

this example scenario yields £1 a 51 and 32 z 32 , both of which are correct.

Problem 6.14 For M-ary PSK, the mapper’s signal constellation consists of M points uni—
formiy distributed on a circle with center at the origin and radius J1}, where E is the signal
energy per symbol. Show that for this particular modulation scheme, the maximum-likelihood

decoding rule of Eqs. (6.104) and (6.105) respectively reduce to
_ 2 N

s: = arg mm d (311491)
(pie S

and

2 N

.92 = arg min d 0/2: 902) I
(p2 E S

6.6.3 Performance Comparison of Diversity~on~Receive and

Diversity-on-Transmit Schemes

Figure 6.20 presents a computer simulation comparing the bit error rate performance

of coherent binary PSK over an uncorrelated Rayleigh-fading channel for three differ—
ent schemes:

(a) No diversity (i.e., one transmit antenna and one receive antenna)
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100

+ No Coding, 1 by l
* MRC, 1 by 2
0 Alamouti, 2 by 1

10““

HT2

BitErrorRate
10‘3

10“1 
—5

10 O 5 10 15 20 25
Signaletoenoise ratio, dB

FIGURE 6.20 Comparison of the bit error rate performance of coherent BPSK over fiat-
fading Rayleigh channel for three configurations:
(a) N0 diversity.

(b) Maximal-ratio combiner (N = 1, N, = 2).
(c) Alamouti code (N: : 2, N, 2 1).

(b) The maximal-ratio combiner (i.e., one transmit antenna and two receive antennas)

(c) The Alamouti code (i.e., two transmit antennas and one receive antenna)

It is assumed that the total transmit power is the same for all three schemes, and in the

case of the two diversity schemes (b) and (0), there is perfect knowledge of. the chan-
nel(s) at the receiver(s).

From the figure, we see that the performance of the Alamouti code is worse by

about 3 dB, compared with the maximal-ratio combiner. This 3-dB penalty is attributed
to the fact that, in the space—diversity-on-transmit scheme using the Alamouti code, the

transmit power in each of the two antennas is one-half of the transmit power in the
space—diversity—on-receive scheme using the maximal-ratio combiner. Indeed, the

diversity schemes based on the Alarnouti code and maximal-ratio combiners would

behave in the same way if each transmit antenna in the Alamouti code was to radiate

the same power as the single transmit antenna in the maximal-ratio combiner.
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Note also that, in an asymptotic sense, the plots for the MRC and Alamouti code

have the same slope. This slope provides a measure of the diversity order. For the case

at hand, the slope, and therefore the diversity order, is two, a result that confirms what

we already know: the Alamouti code uses two transmit antennas, and the MRC uses

two receive antennas. The issue of diversity order is considered in greater detail in
Section 6.10.

6.6.4 Generalized Complex Orthogonal Space—Time Block Codes14

Page 328 of 474

As mentioned previously, it was the remarkable computational simplicity of the Alame

outi code and its capability to deliver a satisfactory performance that motivated the

search for complex space—time block codes using more than two antennas. This search

started with the equally pioneering work of Tarokh, Jafarkhani, and Caldcrbank.

Building on the classic work of a number of theorists, including Radon and Hurwitz,

Tarokh et a1. introduced a theory of generalized complex orthogonal designs. This

new theory applies to the construction of nonsquare orthogonal complex spacefitime

block codes that combine coding at the transmitter with linear processing at the
receiver.

Generalized complex orthogonal designs of space—time block codes distinguish

themselves from the Alamouti code in three respects:

1. A nonsquare transmission matrix, which accommodates the use of more than
two transmit antennas

2. A fractional code rate

3. Orthogonolt‘ty of the transmission matrix only in the temporal sense, which is

sufficient for maximum-likelihood decoding implemented in the form of a linear

receiver in a manner analogous to the way the Alamouti code is implemented.

To define what we mean by a generalized complex orthogonal design, let G denote an

m-by-NI matrix, with NI denoting the number of transmit antennas and m denoting

the number of time slots. Let the entries of the matrix be designated

0, isl, is; isz, is; ..., isf, is:

where the number of transmitted symbols 1 < m. Then the matrix G is said to be a gen-

eralized complex orthogonalized design of size NI and code rate K = l/m if it satisfies

the condition for orthogonality in the temporal sense—that is, if

1'

GfG = [E ISJIZJI (6.106)
i=1

where I is the Nt-by—Nt identity matrix.

The construction of space—time block codes using the generalized complex

orthogonal design is exemplified by the rate-IQ codes for transmission over a wireless
channel. We have two cases:
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(a) For three transmit antennas (l 2 4, m = 8),

El 32 33

—3‘2 51 —E4

—33 34 31

44—53 32is =9: *
~ (6.107)

S] 3‘2 S3
’Space

at: >1: >::

42 31 —542: '-k >3=

s3 s4 31=3: $ >2:

—§4 43 52

J,
Time

(h) For four transmit antennas (l = 4, m = 8),

E] 52 E3 34

—§2 31 715:4 E3

—E3 54 El —§2

—34 —§3 E2 E1

* Space (6.108)
* at: =2: :3:

51 32 33 54
:1: ~* ~93: ~*

“.52 SI —S4 S3

~* ~* ~21: ”at
—S3 S4 31 —S2

~$ N4: ~44 .3"
—S4 —S3 5‘2 $1

!
Time

(The subscripts in G3 and G4 refer to the numbers of transmit antennas.)
The symbol G used for the transmission matrices of these two codes is different

from the corresponding symbol S for the Alamouti code, to emphasize the basic differ-
ence between them. For the Alamouti code, we have SS,r = STS, whereas the codes of
Eqs. (6.107) and (6.108) do not satisfy the condition GG‘r = GTG.

Compared with the Alamouti code defined by the transmission matrix of Eq. (6.88),

the space—time codes G3 and G4 are at a disadvantage in two respects:

1. The bandwidth efficiency is reduced by a factor of two.
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2. The number of time slots across which the channel is required to have a constant
fading envelope is increased by a factor of four.

To improve the bandwidth efficiency, we may use rate~3l4 generalized complex linear-
processing orthogonal designs referred to as sporadic codes. The construction of

these codes differs from that of G3 and G4—hence the use of the symbol H to denote

their transmission matrices Two cases of sporadic codes are as follows:

(a) For three transmit antennas (l = 3, m = 4),

51 3‘2 Eg/fi

4'2 31 side
H3 2 a: a :1: as

E3/fi E3/fi (—3‘1—E1+§2~§2)/2
 Space (6109)

4:

33M? fi/Ji (32 + 52 + s; 43/2

 
Time

(h) For four transmit antennas (l = 3, m x 4),

El 32 Sig/«[2. Eg/fi

a: r; syfz -33/Ji

Sg/fz Eg/fi (—31 4: + 52 43/2 (—32 —§: + 51 413/2
 ;;:5:: Space

sfi/fz 435/2 (32+§:+§]-§:)/2 7(§1+§i+§r§§)/2

 
Time

(6.110)

Table 6.2 summarizes the parameters of five spacewtirne block codes: the Alamouti

code S of Eq. (6.88), the generalized complex orthogonal codes of Eqs. (6.107) and

(6.108), and the generalized compiex orthogonal codes of the sporadic variety given in

Eqs. (6.109) and (6.110).

TABLE 6.2 Summary of the Parameters of Different Space—Time Block Codes.

 
Spaceitime Number Of Numb? 0f Number of time Rate, K n ltransmit antennas, transmitted m

code slots, m
Nr symbols, 1

S 2 2 2 1

G3 3 4 8 1/2

G4 4 4 8 1/2

H3 3 3 a; 3/4

H4 4 3 4 3/4 
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Maximum-likelihood decoding of the spacewtime block codes G3, G4, H3, and

H4 is achieved by using only linear processing at the receiver by virtue of the complex

orthogonality of these four codes in the temporal sense. (For details of these decoding

algorithms, see Problems 6.40 and 6.41; and Note 15.)

6.6.5 Performance Comparisons of Different Space—Time Block Codes

Using a Single Receiver

In this section, we present computer simulation results that compare the five different

space—time block codes S, G3, G4,H3, and H4, for modulation schemes that produce

3 bitsfssz, 2 bitsfs/Hz, and 1 bitfs/Hz, assuming a single receive antenna. The incom-
ing binary data stream is space—time block encoded in accordance with the scheme

shown in Fig. 6.16.

The simulation results presented in Fig. 6.21 compare the symbol error rates for

a data transmission of 3 bits/s/Hz for the following coding—modulation schemes:

(3) No coding and 8-PSK

(b) Alamouti code S, using two transmit antennas and S—PSK
 

100 .

10‘1

Symbolerrorprobability '5'

,_t o
d. 

4 6 8 10 £2 34 16 18 20 22 24

Signal-to—noisc ratio, dB

FIGURE 5.21 Comparison of the bit error rate performance of different spaceitirne block codes:
(a) No space~time coding.
(b) Alamouti code (8-PSK).
(c) Sporadic code H3 (1.6-QAM).
(d) Sporadic code H4 (] é-QAM).
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(c) Sporadic space—time block code H3, using three transmit antennas and 16-QAM

(d) Sporadic space—time block code H4, using four transmit antennas and 16-QAM

Recognizing that the code rate for both H3 and H4 is 3/4, we find that the effective

transmission rate is 3 bits/s/Hz. From the figure, we see that, at a symbol error rate of

10—3, the 16-QAM, rate-3M code H4 combination provides a gain of about 2 dB over
the 8—PSK, full-rate Alamouti combination.

Figure 6.22 compares the bit error rates for a data transmission of 2 bitsls/Hz for

the following coding—modulation schemes:

(3) No coding and QPSK

(b) Alamouti code S, using two transmit antennas and QPSK

(c) A generalized orthogonal space—time block code G3, using three transmit anten-
nas and 16-QAM

(d) A generalized orthogonal space—time block code G4, using four transmit anten-
nas and 16-QAM

is“

H o
.L

10‘2

Symbolerrorprobability 5}

10“4 
4 6 8 10 12 14 16 18 20 22 24

Signal-to-noise ratio, dB

FIGURE 6.22 Comparison of bit error rate performance of different space—time block codes:
(a) No space-time coding.
(b) Alamonti code (QPSK).
(c) Code G3 (lo-QAM).
(d) Code G4 (16—QAM).

“‘1if._ 4
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With the chosen constellations, the effective transmit rate in each case is 2 bits/s/Hz.

The figure shows that, at a symbol error rate of 10—4, the 16-QAM, rate-1/2 code G4
combination produces a gain of about 1 dB over the QPSK, full-rate Alamouti combi-

nation. At a symbol error rate of 10—5, the gain advantage grows to about 5 dB (not
shown in Fig.6.22).

Finally, Fig. 6.23 compares the bit error rates for a data transmission of 1 bit/s/Hz

for the following coding—modulation schemes:

0 No coding and BPSK

0 Alamouti code S. using two transmit antennas and BPSK

0 A generalized spaceitime block code G3, using three transmit antennas and
QPSK

0 A generalized space-time block code G4, using four transmit antennas and
QPSK

In each case, the effective transmission rate is 1 bit/s/Hz. For a bit error rate of 1074,

the figure shows that the QPSK, G4 combination provides a gain of about 5 dB over

the BPSK, S combination. At a symbol error rate of 10‘5, the gain advantage grows to
about 7.5 dB (not shown in Fig. 6.23).

10—1 _

10‘2

._1 or
m

Symbolerrorprobability 5
10-5.
 

10—6
4 6 8 10 12 14 16 18 20

Signal—to-noise ratio, dB

FIGURE 6.23 Comparison of bit error rate performance of different space—time block codes:
(a) No spaceatime coding.
(b) Alamouti code (binary PSK).
(c) Generalized code G3 (QPSK).
(d) Generalized code G4 (QPSK).
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6.7 DIFFERENTIAL SPACEleME BLOCK CODES

In fight of the material presented in Section 6.5 on the ergodic capacity of a MIMO

wireiess channel, the case for a substantial increase in spectral efficiency of the sys—
tem rests on the premise that the receiver has “knowledge,” or, more preciseiy, a

“near-perfect estimate,” of the channel matrix H. Clearly, such a provision imposes a

certain amount of overhead on the design and implementation of the receiver. (The
topic of channel estimation was discussed in Section 3.11.) We may eliminate the

need for channel estimation and thereby simplify the receiver design by using a dif-
ferential space—time block coding scheme.16

The encoding system we have in mind builds on two concepts:

1. Aiamouti’s space—time transmit-diversity block code

2. Differential space—time block coding

The Aiamouti code, involving the use of two transmit antennas and a single receive

antenna in its most basic form, was discussed in Section 6.6. The space—time version of
differential coding is discussed next.

6.7.1 Differential SpacewTime Block Coding

In the Alamouti code the two signals (symbois) E; t and 32 t are transmitted on two
separate antennas at time I, followed by the transmission of the related pair of signais

—s2 3+1 ands1 ”1, at time t + 1 Note that

0 We have appended the subscripts t and 1+ 1 to the pertinent signals to distin-

guish a signai transmission from the one following it.

0 We have set the transmitted signal duration 1“ equal to unity to simpiify the pre-
sentation.

     We assume that the total transmitted power, namely, ~ + '32,]? is maintained
constant. To further simplify matters without loss of generality, we normalize the totai

transmitted power to unity Under this assumption it follows that the row vectors

[s1 t s2 t] and [—32 3+§,Sl r+1l form an orthonormal set. Consequently, any other pair
of transmitted signals can be represented as a linear combination of this orthonormal

set. Specifically, given the new pair of compiex signals 33! 1+2 and 54, M2 to be transmit-
ted at time t + 2, we may express them as the row vector

.... .... ~ ~ .— * .0 VS

[53, ma, 54, {+21 = a},t+2[51,t132,il + a2=£+2[’52,r:51,ri (6111)

where a1 H2 and a2 1+2 are coefficients of the linear combination. These two coef-

ficients are defined as the inner products of the row vector [53 ”2,54 1+2] with
the previously transmitted row vectors [s1 5, 52 :l and [—s2 H1, 31 3+1],ICSPCCUV01Y1
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that is,

]| ~ ~ ~ .. 1' ~:l= cs 1'

[a1,,+2,a21r+2] [S3,t+2’S4,t+2]l:[53,t:32,t] ,[-Sz,r+1,S1,t+1] ]

[53, a2, 54, “2] SM ‘32 r+1 (6.112)

- - +

[83, H?» 6‘4, H2153 {+1

where S? {+1 is the Hermitian transpose of the two—by-two transmitted signal matrix of
the Alamouti code constructed at times t and t+ 1; see Eq. (689). Similarly, we may
write

>1: a: ~* ".4: 1-

[‘“2, t+3’ “1, [+3] = [—34, H3, 33, t+3]St, H1 (6.113)

Combining Eqs. (6.112) and (6.113) into a single matrix relation, we may formulate

the coeflicients matrix

5‘1, 1+2 “2, [+2
2+2, r+3

(6.114)

>l= =l=

‘02, .r+3 ‘11, {+3
1

SMZ, t+3St, t+1

where S, + 2, 1+3 is the transmitted signal matrix constructed at times 1+ 2 and t+ 3;

see Eq. (6.88). Equation (6.114) states that the coefficients matrix is a product of two

orthogonal Alamouti (quatemionic) matrices.

Problem 6.1 5 Show that the coefficients matrix A, + 2, r + 3 is an orthonormal matrix; that is,
Show that the inverse of A! + 2, I + 3 equals its Hermitian transpose. I

Since Sr f + 1 is a unitary matrix by virtue of orthonormality of its two constituent row
vectors, it follows that

—‘l'

Shit-+1 = St,t+1

We may therefore solve Eq. (6.114) for the transmission matrix St + 2, r + 3 by writing
if

St+2,t+3 = At+2,t+3sr,t+1 (6.115)
= Ar+2,r+3st,r+1

Equation (6.115) provides the basis for differential space—time block encoding at the
transmitter.
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The corresponding basis for differential decoding at the receiver lies in
Eq. (6.114), modified by the channel. To be specific, we assume that the wireless link is
quasi~static with the channel matrix H remaining essentially constant over two consec-

utive blocks of signal transmission (i.e., over the time interval (1,: + 3)). Then, in the
absence of channel noise, the received signal matrix in response to the transmitted sig-
nal matrix St: 1+1 is given by (see Problem 6.43)

X1, 1+1 = 5:, t+1H (6116)

Similarly, the received signal matrix in response to the next transmitted signal matrix
Sr+2 “3 is given by

X:+2,z+3 = St+2, [+311 (6.117)

With the mathematical structure of Eq. (6.114) in mind, we use Eqs. (6.116) and
(6.117) to construct the new two-by-two matrix

1.

Yr+2, 1+3 = Xr+2, 1+3Xt, H1
1.

= St+2£ {+3H(St’ {+1H) (6.118)
’r

2, 1+1
Ii 1

St+2, [+3HH S

(Note that the elements of the matrix Y should not be confused with the y’s defined in
Eq. (6.99).)

From the solution to Problem 6.12, we note that

a ejel a ejflz
H = 1 2 (6.119)

1192 3191
0626 —Cdle

and

HTH = HH+ = (053+ 01%)] (6.120)

where I is the two-by—two identity matrix. Accordingly, Eq. (6.118) reduces to

Z 2 'l'

Yt+2, 1+3 : (051 + a2)st+2, #381, t+1 (6.121)2 2

= (0‘1 + 052MHz, 1+3

where, in the second line, we made use of Eq. (6.114).
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Equation (6.121) forms the basis for differential space—time block decoding at

the receiver. Here again, in light of the scaling factor (or? + 05%), the receiver exhibits a
two—level diversity gain in the same way that the coherent Alamouti receiver dis—
cussed in Section 6. 6 does.

Signal transmission begins by sending an arbitrary pair of signals;31 0 and32 0 at
time t— 0, followed by sending the related pair of signals as: 1 andSi 1 at time t: 1.
No informationis conveyed by sending these signals; rather the two transmissions at

times t: 0 and t = 1 provide the receiver with a known frame of reference for facilitat-

ing the differential spaceitirne block decoding process. The transmission of informa-

tion—bearing data begins at r 2 2, at which time the receiver commences the differential

decoding process.

In what follows, we restrict the discussion to M—ary PSK. This method of modula

tion, involving M signal points in a two-dimensional space, befits its use for construct-

ing the two—by-two transmitted signal matrix characterizing the Alamouti code. With

two sets of signal points involved in the formulation of Eqs. (6.115) and (6.121.), we

may identify two signal spaces. One, denoted by E, is spanned by the pair of complex

coefficients (abaz) constituting the matrix A. The second, denoted by 3, is spanned by

the complex signals 51, 52 constituting the matrix S. These two signal spaces have the

following properties:

Property 1.

With M—ary PSK as the method of modulation used to transmit the Alamouti code, the

points representing the signal space .5 are uniformly distributed on a circle of unit

radius (assuming that the transmitted signal power is normalized to unity). Corre—

spondingly, the points representing the signal space fit constitute a quadrature ampli-

tude modulation (QAM) constellation.

Property 2.

The minimum distance between the points in the signal space 5 is equal to the mini—

mum distance between the points in the signal space 511.

Property 3.

The constellation of points in the input spacefl involves an expansion in the size of the

alphabet, compared with that in the constellation of points in the transmitted signal

space 5.

To construct the matrix A, we need a bijective mapping of blocks of 215 bits onto

the signal space a. The mapping is bijective in the sense that it is one-to-one and onto,

as shown in the next two examples. The first example illustrates the constellation

expansion property; the second illustrates the use of Gray coding as a principled way

of constructing the bijective mapping.

EXAMPLE 6.6 Constellation Expansion

Lct E0 and 5'1 denote the pair of symbols transmitted at times t: 0 and t: 1, respectively, fol-
lowed by the transmission of symbols 32 and 33 at times t : 2 and t : 3. We may thus express the
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corresponding matrices as

S0 A1

50, 1 = ~36: .*
751 30

and

52 53
S2, 3 = -1: ~=i<

4'3 S2

Accordingly, the use of Eq. (6.114) yields

_ 1'
A2, 3 — 52, 330,1

”5; E: S] S0

~~* ~~$

.9230 + 53.51 7 3231 + 333:0
~*~* m*m* ~*~ «AH.

—S3SD + $231 3351 + 5250

To proceed further, consider the simple example of BPSK as the method of modulation used to

transmit the Alamouti code, exemplified by the matrices 80,1 and 82,3. Specifically, suppose the
symbols 30, E1, s2, and E3 come from the constellation [—1, +1} depicted in Fig. 6.24(a). Then,
clearly, the four elements of the coefficients matrix A23 come from the constellation {—2, 0, +2]
depicted in Fig. 6.24(b). Comparing these two constellations, we immediately see that there is an
expansion in the size of the alphabet, in accordance with Property 3.

The constellation expansion illustrated in Fig. 6.44 arises from the fact that, although the
BPSK forms a multiplicative group (e.g., the QPSK constellation is the product of two BPSK
constellations), it does not form an additive group over the integers. In contrast, the matrix A

involves both multiplicative and additive groups—hence the constellation expansion.

It is also noteworthy that the minimum distance between the signal points in the input
constellationfll of Fig. 6.2403) is the same as the minimum distance between the transmitted sig-
nal points in the constellation S of Fig. 6.24(a) in accordance with Property 2. In both cases, the
minimum distance is 2. l

Binary symbol 0\ {Binary symbol 1__.—l—._
—1 0 +1

(8)

—O———o———o—
—2 0 +2

0))

FIGURE 5.24 3) Signal constellation for BPSK.
(b) Expanded constellation for input data.
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For a demonstration of Property 1, the reader is referred to Problem 6.45, in

which it is requested that the reader start with a 4-QAM (i.e., QPSK) constellation for

signal space 5 and arrive at a 9wQAM constellation for signal space fit. The solution to

Problem 6.45 provides further confirmation of Properties 2 and 3.

EXAMPLE 6.7 Gray Coding for Bijective Mapping

To continue with the differential spaceetime coding using BPSK, we need a frame of reference

for signal transmission at times t: 0 and t: 1.With the constellation of Fig. 6.44(a) as the polar
basis for representing the BPSK, we choose the dibit 00 as the frame of reference.'1hen, with the

symbol 1 representing the first 0 bit transmitted on antenna 1 and the symbol —1 representing
the second 0 bit transmitted on antenna 2, the corresponding signal matrix is

SO,1=[_11 —] dibitOO
With this frame of reference fixed, we may now go on to determine the values assumed by the

coefficients matrix A23 for the transmission of Gray—encoded dibits 00, 01, 11, and 10, using
Eq. (6.114). The results of this calculation are summarized as follows:

1. Transmitted data dibir 01)

2. Transmitted data dibit 01

3. Transmitted data dibit 11

4. Transmitted data dibir 10

>m as.N U)W IIII Tw
to

Hl

Ifill__’—‘_J
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BPSK [or _1 | \\~‘ 0 (10) //’ | +1signal transmission | \\ , / I. | ‘-._ x/ |

on antenna 1 {00) + /:Y: + (11}
| x ‘x I

BPSK for l //’/ (01) \x l
signal transmission ’ ‘
on antenna 2 *1 0 +1

(51)

, —————— (01)~<————— a ‘ , ——————— (00)~<————— \
\\ // \

’2 \ / 0\\ 2
‘——~7>~(11) —————— ” “ ————— ->—(10) —————— ’

(11)

FIGURE 6.25 (a) Gray encoding of input dibits.
(b) Gray encoding of transmitted dibits.

TAB LE 6.3 Signal Transmissions,Assuming 00 as the Frame of Reference. 

 

Coefficients Transmitted signals
Transmitted dibit at time I: 2 at time i: 2

a2 a3 32 Ea

00 2 [J —1 —1

01 0 —2 —l 1

11 —2 0 1 l

10 i] 2 1 —l  

Figure 6.25 illustrates the bijective mapping of the input signal spacefl onto the transmitted
signal space 5. Part (a) refers to the input dibits, and part (1)) refers to the corresponding trans—
mitted pair of bits transmitted on antennas 1 and 2.

Table 6.3 summarizes (1) the pair of coefficients a2 and a3 representing an incoming dibit,
and (2) the corresponding pair of symbols 52 and 53 transmitted on antennas 1 and 2, assuming
the dibit 00 as the frame of reference. I

Problem 6.16 Fill in the details leading to the formulation of Fig. 6.25 and Table 6.3. l

Problem 6.17 The results presented in Fig. 6.25 and Table 6.3 assume the frame of refer-
ence 00. Repeat Problem 6.16, this time using the frame of reference 11. l

6.7.2 Transmitter and Receiver Structures

As mentioned previously. Eq. (6.115) forms the mathematical basis for constructing
the transmitter. On this basis, we may construct the block diagram depicted in
Fig. 6.26(a), which consists of the following parts:
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1. A mapper, which generates the entries that make up matrix At +1, + 3 in
response to the incoming pair of data bits sent by the source of information at
times t + 2 and t-l- 3.

2. A difierential encoder, which transforms the matrix A, +25,” into the matrix

SI +2,, +3. The two row vectors of matrix Sr+2,r+3 are transmitted on a pair of
antennas at times t+ 2 and t+ 3. The differential encoder itself consists of two

components:

2.1. A delay unit [21, which feeds back the matrix Sat +1 (i.e., the previous
value of S, + 2,, + 3) to the input of the differential encoder.

2.2. A multiplier, which multiplies the matrix inputs A, + 2,, + 3 and St}, + 1 to pro-
vide the transmitted signal matrix Sm + 3 in accordance with Eq. (6.115).

To construct the receiver, we return to Eq. (6.121). On the basis of this equation, we

may construct the block diagram of the receiver of Fig. 626(1)), which consists of the
following functional blocks:

1. A differential decoder, which itself consists of two components:

1.1. A delay unit {21, which feeds forward the matrix XIJ + 1 (Le, the previous
value of the received signal matrix X, + 2,, + 3).

1.2. A multiplier, which multiplies the matrices Xt+21+3 and X11“ to produce

the new matrix YI + 27, + 3.

2. A signal estimator, which computes the matrix Ai+2,z+3 that is closest to Y, + 2,, + 3
in terms of Euclidean distance; the estimate so computed is denoted by Ar+2,r+3.

3. Art inverse mapper, which operates on the estimate A:+2,z+3 to produce corres-
ponding estimates of the original pair of data bits transmitted at times t + 2
and t + 3.

6.7.3 Noise Performance

In deriving Eq. (6.121), we ignored the presence of additive channel noise. It is in rec-
ognition of the unavoidable presence of channel noise that we spoke of “estimates” of
transmitted data bits in describing the structure of the receiver.

How, then, does channel noise affect the performance of the receiver depicted

in Fig. 6.26? To answer this question, we remind ourselves of the classical problem

pertaining to the scalar case of differential phase-shift keying (DPSK). In this con-
text, it is well known that the performance of a DPSK receiver corrupted by additive
white Gaussian noise is worse than that of coherent BPSK. (See Section 3.11) So it is

also for the differential space—time block coding system of Fig. 6.26, compared with
the coherent version of the system discussed in Section 6.6.

Using computer simulations, Fig. 6.27 compares the noise performance of the
differential space—time block coding system of Fig. 6.26 with that of the coherent ver-

sion of the system.The simulations are based on the following configuration:
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Differential encoder

 
 
 

 
 
 

Incomin Alamouti
pair g . transmitted
of data bits I glgnalmatnx
at times i ”2"”l + 2 and r + 3 '- ———————————————————— —'

(8)

Received A, + 2‘, + 3 Estimate of
signal matrix p original

 
Computeclosest
matrix to
AH—ZJ-l-fi

 
 

pair of
data bits
transmitted
at times
t + 2 and t + 3

Inverse
mapper

    

(11}

FIGURE 6.25 Block diagrams of (a) differential space—time block encoder.

(b) differential Spaeeitime block decoder, where z" : unit—delay operator and I : two-by—two
identity matrix.

 
100

-u- 2 bps/Hz, 2 psk modulation
~9- 2 bps/Hz, 4 psk modulation
+ 2 bps/112,8 psk modulation

10—2

10—3ProbabilityofSymbolError
10-4 
10’5

0 5 10 15 20 25 30

SNR (dB)

FIGURE 6.27 Noiseiperformanee comparison of differential space—time block coding for
specific M—ary PSK modulation strategies in a Rayleigh-fading environment.
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0 A single bit of data sent on each of the two transmit antennas

0 BPSK modulation for transmitting the complex symbols 51 and s2 at time i,
followed by the transmission of —32 ands1 at time t + l

The simulation results presented in Fig.6.27 indicate a loss of 3 dB in

receiver performance that is incurred through the use of differential spaceetime
block coding. This loss in performance may be justified by formulating the additive
noise corrupting the received signal matrix X. The formulation is discussed in
Problem 6.47, where it is shown that, under the assumption of a high signal-t0-

noise ratio, the average power of the additive noise is increased by about 3 dB,

compared with that of the corresponding coherent receiver.

6.8 SPACE-DIVISION MULTIPLE ACCESS AND SMART ANTENNAS

Page 343 of 474

The material presented up to this point has focused on the use of space as a basis for
antenna diversity, the use of which improves spectral efficiency by counteracting the

multipath-channel-fading problem. In this section, we discuss the role of space in cel—
lular systems, the development of which has also resulted in a multifold increase in
spectral efficiency by using directional antennas.

In cellular systems, a few channels are broadcast by the base station or shared by
all users on the uplink. The majority of the traffic-bearing (and revenue-generating)
channels are pointuto-point, between a base station and a single user terminal, in which
case we speak of the communications being directional in nature. The recognition that
user terminals can be spatially separated by virtue of their angular directions is the basis

of space-division multiple access (SDMA), a technique that relies on the use of direc-
tional antennas to distinguish among users. A simple example is presented in Fig. 6.28,
which shows a base station in a cellular system with sector antennas; that is, each
antenna covers one sector—in this case, 1200_ of the cell. In the illustration, each

base station requires three nonoverlapping antennas, each with a field of view of 120°.
Consider the case in which there is a one-in-seven reuse pattern, as suggested by

the figure. If there are N users per cell, then the power radiated on one of the sector
antennas is (Nl3)PTGT, where PT is the average power per user and GT is the antenna
gain To close the communications link PTGT must be the same whether the antenna
is directional or omnidirectional. Consequently, we conclude that the total power radi-
ated with a sector antenna is one--third of that produced by an omnidirectional

antenna. By extension, a user terminal receiver suffers only one-third of the interferr
ence that would be produced by omnidirectional base-station antennas with the same
number of users.

In the uplink, all user terminals have omnidirectional antennas, but only one—
third of them are in the field of view of the base-station antenna. So the interference is

reduced by two-thirds in this direction as well.

The general conclusion from this discussion is that, with 1200 sector antennas at
the base station, the number of user terminals can be tripled relative to the omnidirec-
tional case and still maintain the same interference levels. There are many advantages

to this approach:
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0 It can be applied with any of the multiple-access strategies discussed previously:
FDMA, TDMA, or CDMA.

0 It allows multiple users to operate on the same frequency andfor time slot in
the same cell.

‘- It thus leads to more users in the same spectrum and improved capacity.

0 The technology can be applied at the base station without affecting the mobile
terminals.

Although the same idea may also be applied to the mobile terminal, at present it is
more difficult to build a commercially acceptable mobile terminal that has a direcu

tional antenna. However, this is an area of active investigation.
With conventional base stations using omnidirectional antennas, when user den-

sity grows beyond the capacity of a single cell, the growth is accommodated by divid-
ing the initial cell into a number of smaller cells in a process known as cell splitting.
Power control is used to reduce the interference among these smaller cells. Although
sector antennas are more expensive than omnidirectional antennas, it is still more eco-
nomical to add sector antennas than it is to add new base stations.

The same technology can also be applied to satellite systems in which the field of

view of the satellite is divided between a number of spotbeams and, depending upon
the isolation between the beams, frequency and/or time slots may be reused in all or
some of the beams.

 
  
 

 
Downlink

Interfering .I-

FIGURE 6.28 Cellular system with 120“ sector antennas.
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SDMA relies on smart antennas, in the sense that it takes advantage of the

directional nature of radio communications. Some examples of smart antennas are

the following:

1. The simplest example of a smart antenna is the sector antenna just described.
This antenna provides significant capacity gains simply by dividing the service
area of each base station into three (or more) angular sections with a significant
amount of isolation between them.

2. Switched-beam antennas are the next step in the evolution of smart antennas.
These antennas have a number of fixed beams that cover 360°. Switched-beam

antennas are typically narrower than sector antennas. The receiver selects the
beam that provides the best signal and interference reduction.

3. The most advanced example is the adaptive antenna. This antenna dynamically

adjusts its pattern to minimize the effects of noise, interference, and multipath.
With adaptive antennas, there is one beam for each user.

In Section 6.8.], we will discuss how an adaptive antenna may be implemented. There

are many advantages to smart antennas for mobile applications:

0 Greater range. Since the antennas are directional, they have larger gains and can
therefore provide a stronger signal strength for the same transmit power.

. Fewer base stations. For areas with a low user density, fewer base stations are

required, because the existing base station has a greater range. In areas with a
high user density, there is less interference, due to the greater user isolation pro-
vided by the directional antennas. Hence, a single base station can serve more
users.

- Better building penetration. This potential benefit is due to the greater signal
strength and increased transmitter gain.

0 Less sensitivity to power control errors. This additional benefit is due to the better
isolation among different user signals.

° More responsive to traffic hot spots. In areas such as airports and conference
centers, user densities can become quite high, and directional antennas allow
one or a small number of base stations to service these areas better.

SDMA improves system capacity by allowing greater spectrum reuse, through (1)
minimization of the effects of interference and, (2) increasing signal strength for both
the user terminal and the base station.

5.8.1 Antenna Arrays17

In this section, we analyze the behavior of a linear array of antenna elements receiving

a signal, as illustrated in Fig. 6.29. For simplicity, we assume that the transmit antenna
is omni—directional, but, in general, it could be directional. The key assumption is that

the distance between the transmitter and receiver is large enough for the emitted wave

to be viewed as a planar wavefront for the purposes of antenna analysis.
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Transmitter

Planar
Wavefront

FIGURE 6.29 Plane wave incident on a linear antenna array.

The receiving antenna is positioned at an angle 6 with respect to the linear array,
as shown in the figure. Let the complex envelope of the transmitted signal be denoted by

3(1) = m(t)ej27rfl (6.122)

where m(t) is the modulating signal and f is the transmission frequency. Then the
received symbols at a distance lfrom the transmitter is given by

$0.1) = A(l)m(t—I/c)ej2flfU/C) (6.123)

where c is the speed of light and AG) is the path attenuation as a function of the dis—
tance l. (The symbol 1 used here to denote distance should not be confused with that

used in section 6.6 to denote the number of transmitted symbols.) At this point, we
make several key assumptions:

0 The incident field is a plane wave. This assumption relies on the source being suf-
ficiently distant and the array being physically small enough.

0 The spacing of the antenna elements is small enough that there is no variation in

amplitude among the signals received at the different elements. That is, the

attenuation AU) = AGO) 2 A0 is the same for all antenna elements.

0 The bandwidth of the modulating signal is small compared with the carrier fre-

quency f. This assumption implies that there will be little variation in the modula-

tion over the physical dimensions of the antenna; that is,

m(t— 1/6) = m(t — {0/6) 2 mg“)

for each element of the array. (c denotes the speed of light.)

0 There is no mutual coupling between the antenna elements; that is, they can be
treated independently.
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Under these assumptions, the analysis depends solely on the phase relationship of the
different elements, in a manner similar to the manner in which Rayleigh fading

depends on the phase relationship of the different multipath rays.
Assume that there are N + l uniformly spaced antenna elements, where N is

even and d is the antenna spacing. Let the antenna elements be numbered from —N.’2
to ME. If antenna element k is at distance [k from the transmitting antenna, then the

corresponding carrier phase is given by

hr) = 2af(I—lk/c)

= 2rrf(t—lo/c)—27rf(lkilu)/c

5%(1) —2anlk/c

E ¢0(f)—A¢’k

(6.124)

Since the relative distance of the kth element is Alk : kdsinB, the corresponding phase

offset at antenna element k is given by

23% = (27rf/c)(kdsin 9)
6.125

2 are?) sin 9 ( )
where A is the wavelength of the radio transmission. Consequently, from the assump-

tions underlying Eq.(6.123), the received signal at element k is given by

j2fl£¥j Sim?
3160‘) = 50(02 (6.1.26)

= ak(9)so(l)

where

30(1) : A0m0(t)ej¢0(1) (6.127)

is the attenuated and delayed version of the transmitted signal; in Eq. (6.127).

. kd .
yZn’ A 5111951,49) 2 e ('1) (6.128)

is a complex rotation. A phased array computes a linear sum of the signals received at
each element shown in Fig. 6.29, yielding the received signal

N/Z

2 WESkU)

(wlauom

PU)
II

II
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where

W : [W—N1'2> Wm]?

is the weighting vector and

3(9) = [aeN/2(9)=---,flN/2(9)]T

We have thus explicitly demonstrated the dependence of a on 6, the angle of arrival of
the wavefront. The term w+a is a complex gain that is applied to the received signal; it
depends on the choice of the weighting vector w and angle 6.

EXAMPLE 6.8 Antenna Pattern with Uniform Weighting

Suppose that we select the weighting vector w = [l,1,...,1]T. Then, in this case, the complex gain
of the receiving array antenna as a function of 6 is written as

6(9) = wTa(9)

N/z jZE£¥jsin6 (6.130)
= 28

kzeN/Z

If we set

‘2 i119

e = e’ ”(1)5 (6.131)

then we recognize that Eq. (6.130) is the sum of a geometric series, as shown by

N/2

0(9) : Z G)"
k=-N/2

N

®_N/22 6k
k:0

I .m [1 _ 9N”) (6.132)1 4 8

91/2(®—(N+1)/2 7 0(N+1)/2)ll

81/2(871/2 _ 91/2)

84(NH )/2 __ ®(N+1)/2
—1/2 1/2

8 —G)
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The difference terms in the last line of Eq. (6.132) are proportional to the exponential repre-
sentation of the sine function and may thus be written as

6(9) =W (6.133)
sin [111g] sin 6]

Figure 6.30 plots the gain G( 9) as a function of 6, assuming that N = 6 and the element spacing
at = 1,14. The figure shows that the antenna has a strong gain in the direction 9 = O0 and falls off
quickly in other directions. I

If the signalts arriving from a direction 90, then it is desirable to 1have the maxi-
mum signal strengthin that direction. That is, we wish to maximize w1'a(60). Accord-
ingly, we may use the Cauchy—Schwarz inequality of Eq. (6.15) to show that

w = ca(60) (6.134)

is the optimum weight vector, which is aligned with 3(90); the scalar c is not to be com
fused with the speed of light. Without loss of generality, we choose the scalar r: = 1. In

Fig. 6.31, we plot the optimum gain,

wine)

= Wt99)+a(9)
for 60 = 45°. As desired, we have produced an antenna that points in the direction of 90.

Figure 6.32 illustrates how we may produce an antenna that points in any direc-

tion simply by adjusting the weights. For a linear array, the quality of the pointing does
depend somewhat on the angle 90. In the end-fire directions (i.e., large 9), however,
the quality of pointing is not as good as that of other directions for small 9.

0(9)
(6.135)

12

 
ll)

 

 

 

 AmplitudeGain 4;.
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Angle of Arrival, 6(degrees)

FIGURE 6.30 Antenna gain for constant weighting with N = 6 and d = M4.
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FIGURE 6.31 Gain for maximum signal strength with 90 = 45“.

’)// IncidentWave
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array
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I

Output signal

FIGURE 6.32 Antenna with adjustable elemental weights.
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It is also clear, conceptually, how we could use the same array to generate multi-

ple antennas; for example, we may use the same antenna elements with. two different

weighting vectors WI and W2.

In addition, we may adopt the antenna to track a mobile terminal by adjusting

the weights w(n) in discrete time n as a function of the user position. Such adaptive

algorithms are discussed in Appendix I. The linear array is just one possible arrange-

ment of antenna elements; more sophisticated arrangements (e.g., planar arrays) can

provide higher gain and performance that is more uniform in all directions.

Problem 6.18 Suppose the received signal is known to consist of two strong multipath rays
arriving from different directions. Describe how to design a phased array to capture the energy
in both rays. I

Problem 6.19 Derive an expression for the antenna gain G(9) under the conditions of
Example 6.18, assuming that the number of antenna elements, N, is even.

sin(rtN(%) sin 9)
Arts. 6(9) = .— I

sin[rr(§)sin a]

6.8.2 Multipath with Directional Antennas

For large cells, referred to as macrocells, the base-station antenna is usually mounted

on a tall mast and is free of most significant local multipath. In such an environment,

almost all multipath is generated in the vicinity of the mobile terminal for both the

uplink and downlink paths. Several models have been described in the literature; one

of the original ones, Lee’s model,18 is illustrated in Fig. 6.33. With this model, we have
a number of effective scatterers surrounding the mobile terminal in a circular pattern.

Reflections from these scatterers cause the multipath seen at the base station. Mea-

surements indicate that the radius of the scatterers is typically 100 to 200 wavelengths

(A), a value consistent with other measurements which indicate that the typical angle

spreads for macrocells with transmitter—receiver separations of 1 km are from 2° to 6°

when measured at 800 MHz. From this observation, two rules of thumb for spacing

antennas to achieve good diversity have been developed: at the mobile, it is recom-

mended that the antenna spacing be at least 0.21; at the base station, an antenna sepa-

ration of approximately 4011 is recommended.

With microcells, the separation between the base station and the user terminal is

much smaller. Consequently, if we were to apply the Lee model, the circle of effective

scatterers could come close to, or even encompass, the base station. In addition,

microcell base station antennas are often not mounted high, so there will be scattering
effects around the base station as well as the mobile. These observations motivate a

geometrical model, referred to as the single-bounce elliptical model}9 for multipath

propagation in microcells. With this model, we begin by considering multipath that

consists of a single reflection having a fixed excess delay (relative to the direct path

between the base station and user terminal). From geometrical considerations, this
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Base Station

FIGURE 6.33 Lee’s model for multipath propagation in macrocells.
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FIGURE 6.34 Single-bounce elliptical model for multipath propagation in microcells.

assumption defines an ellipse with the base station and mobile terminal situated at its

foci and the reflectors located on its perimeter. We may then parameterize a series of

ellipses with the excess delay parameter 1A1] the sources of multipath with a delay
between t and 1' + A1 are assumed to be due to reflectors in the area between the two

corresponding ellipses, as shown in Fig. 6.34. By assuming the reflectors to be uni-
formly distributed, we can determine the distribution of the direction of arrival of mul-

tipath as a function of the time of arrival. This single-bounce elliptical model leads to
some interesting observations:

0 For a small number of reflectors, most multipath has a small excess delay and a

small angular distribution; that is, paths with low excess delays and higher pow-

ers are clustered around the main path.
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0 As the number of reflectors increases, both the excess delay and the angular dis-
tribution increase.

The overall conclusion is that, with a small number of reflectors, a directional antenna

may not reduce multipath as significantly as might be expected.

The previous results show that both smaller cells and directional antennas

may reduce the number of multipath components that are received. A reduced

number of multipath components will affect the signals statistics. In Section 2.6.1,

we considered the amplitude distribution of the received signal due to local reflec-

tions. The assumption behind that analysis was the existence of a large number of

multipath rays, and the results indicated that the fading amplitude would have a
Rayleigh distribution.

In this section, we will reevaluate the amplitude distribution for a small number

of multipath components. Recall that the complex envelope of the received signal was
modeled as (see Eq.(2.48))

an) 2 Zakejgsrz) (6.136)

where 05k is the gain or attenuation of the kth path and 6k is the relative phase of that
path. The fading amplitude is given by

R = (6.137)  
N .

J 6k
2 cake
k=1

In Section 2.6.1, we argued that, for large N, the term on the right-hand side of

Eq.(6.137) (before taking the magnitude) approaches a complex Gaussian random

variable, in which case R approaches a Rayleigh-distributed random variable. With a

directional antenna, N will be much smaller and a different result may follow. In

Fig. 6.35, we plot the simulated distribution of R for different values of N; the Rayleigh
distribution is also included in the figure for comparison. From the figure, we see that,

for very small N, the probability of a deep fade is significantly larger than for large N.
For N = 6 and larger, the distribution of R closely approximates the Rayleigh distribu-

tion. We conclude that it takes only a small number of paths to approximate a Ray-
leigh amplitude distribution, but for a very small number, the characteristics can be
significantly worse.

The characteristics of the received multipath signal also depend on the band—
width of the transmitted signal. If the transmitted signal is wideband, such as with

direct-sequence spread spectrum, the delay spread is liable to be greater than a chip
period. Consequently, the received signal may consist of two or more approximately
independently faded signals. This is analogous to the diversity situation, and as a con-

sequence, the variation in the received power (or envelope) is much less than is

observed in the flat-fading case. The phenomenon affects directional antennas through
the algorithms used for adaptation.
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FiGURE 6.35 Amplitude distribution of muitipatii as a function of number of paths N.

6.9 THEME EXAMPLE 1: BLAST ARCHITECTURES

For the first theme example of the chapter, we have chosen a family of MIMO wireless

communication systems popularized as BLAST architectures; the acronym “BLAST”
stands for “Bell Laboratories Layered SpacewTirne,” BLAST architectures use stan-

dard one-dimensional forward error-correcting codes and low«complexity interfer-

ence—cancellation schemes to construct and decode powerful two-dimensionai space—

time codes. These MIMO systems offer spectacular increases in spectral efficiency,
provided that three conditions are met:

1. The system operates in a rich Rayleigh scattering environment.

2. Appropriate coding structures are used.

3. Error-free decisions are available in the interference—cancellation schemes. This

condition assumes the combined use of arbitrarily long (and therefore powerful)
FEC codes and perfect decoding.

 
The material presented herein focuses on three specific implementations of BLAST,
depending on the type of coding employed:

1. DiagonaleLAST (D-BLAST)

2. Vertical-BLAST (V~BLAST)

3. TurbowBLAST
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6.9.1 Diagonal-BLAST Architecture20

In 1996, Foschini pioneered a diagonally layered space—time architecture known as

diagonal-BLAST] or simply D-BLAST. This architecture now provides the benchmark
for MIMO wireless communications. The distinctive feature of D‘BLAST is its use of

a diagonally layered coding structure in which the code blocks are arranged across

diagonals in a space—time fashion, as illustrated in Fig. 6.36 for the example of NE : 4
transmit antennas. The figure depicts the incoming binary data stream demultiplexed

and then processed for transmission over the wireless link as four independent data
substreams with equal bit rates. A distinctive feature of D—BLAST is that each

encoded—modulated substream is cycled over time.

To illustrate the diagonal nature of the layered space—time code generated by

D-BLAST, consider the example of four transmit antennas. The transmission matrix

produced by this structure has the form

E1,131,231,3§1,4§1,5 ELK-l fix 0 0 0 0

S = 0 32,1 32,2 52,3 32.45119 E2,151 52,1: 0 0 0

0 0 33,1 33,2 33,3 Eur-3 Eair—2 Eur-1 51K 0 0

0 0 0 34,1 34,2 E4,K—4 54,103 Emir—2 54,191 34hr 0

where the encoded entries in the kth row are delayed by k-l time units with respect

to those in the first row, as the entries below the diagonal are padded with zeros.

The entries on the first diagonal of the transmission matrix S are sent to the

receiver by antenna 1, the entries on the second diagonal of S are sent by antenna 2,

and so on, with the result that the encoded symbols are transmitted by different
antennas.
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FIGURE 6.36 High-level diagram of D—BLAST transmitter for four transmit antennas.
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The diagonal coding structure of D-BLAST is not only highly elegant, but also

capable of achieving the channel capacity based on Eq. (6.60) for an (NgNr) antenna

configuration with N, S N,,, assuming that the channel is impaired by additive White
Gaussian channel noise and that it operates in a quasi-static, fiat-fading environment.

However, a major drawback of D-BLAST lies in the need for independent coding at

each diagonal layer, which implies the required use of short diagonal-layer coding

schemes so as to reduce boundary space—time edge wastage; this form of wastage is
illustrated in the structure of the transmission matrix S. Unfortunately, the use of

short diagonal codes suffers from the deficiency of not allowing adequate time to sup-

port powerful bandwidth-efficient codes with forward error-correcting capabilities.

6.9.2 Vertical-BLAST Architecture21

Page 356 of 474

To mitigate the computational difficulty of D-BLAST, Wolniansky et a1. (1998) pro-

posed a simplified version of BLAST known as vertical-BLAST, or V—BLAST, the first

practical implementation of MIMO wireless communications to demonstrate a spec-

tral efficiency as high as 40 bitsts/Hz in real time. In V—BLAST, the incoming binary

data stream is first demultiplexed into N, substreams, each encoded independently and

mapped onto an antenna of its own by a modulator for transmission over the channel,

as depicted in Fig. 6.37(a). Insofar as the transmitter is concerned, the net result is the

conversion of the incoming binary data stream into a vertical vector of encoded modu-

lated substreamsihence the name “vertical-BLAST,” or “V—BLAST.” Comparing this

figure with Fig. 6.36 for D-BLAST, we see that in V—BLAST there is no cycling over

time—hence the significant reduction in system complexity. Moreover, in the

V—BLAST transmitter, every antenna transmits its own independently coded sub—

stream of data. In so doing, V-BLAST eliminates the space—time edge wastage plagu-

ing D-BLAST, but the outage capacity achieved by V~BLAST is substantially lower
than that of D-BLAST.

Turning next to the receiver depicted in Fig. 6.37(b), the signals impinging on the

receive antennas are individually demodulated and then channel decoded in accor-

dance with the corresponding operations performed in the transmitter. The detection

process, leading to an estimate of the original binary data stream, is performed by the

functional block labeled ordered serial interference-canceliation (051C) detector,

which exploits the timing synchronism between the V—BLAST receiver and transmit-

ter. Specifically, the detection process involves the following sequence of operations:

1. Order determination, in which the N, received substreams are to be detected, in

accordance with the postdetection signal-to—noise ratios of the individual sub-
streams.

2. Detection of the substream, starting with the largest signal-to-noise ratio.

3. Signal cancellation, wherein the effect of the detected substream is removed

from subsequent substreams.

4. Repetition of steps 1 through 3 until all the N, received substreams have been
individually detected.
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FIGURE 6.37 High—level diagram of V-BLAST.
(a) Block diagram of the transmitter four transmit antennas.
(1)) Block diagram of the receiver for six receive antennas.

Note: The OSIC includes the multiplexing operation needed to restore the
detected binary data stream to its original serial form.

The procedure is nonlinear, due to two factors: First, the estimated—signal-cancellation
process is itself nonlinear; second, the detection step involves a quantization (slicing)
operation that is appropriate to the signal constellation used in the transmitter.

Another noteworthy point is that the nulling—and—cancellation step is performed
by exploiting the channel matrix H, which is estimated at the receiver through super-
vised training aided by sending a training sequence from each transmit antenna. The

nulling process suppresses the interference and is followed by cancellation of the esti-
mated signal in question.

It is important to note that for the OSIC detection process to work properly, the
number of receive antennas N, must be at least as large as the number of transmit
antennas N,, for reasons to be explained in Section 6.10.
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One last comment is in order. In V—BLAST, each transmitted data stream is

channel-encoded in its own way. Typically, the channel encoders in the N, layers of the

space—time system are identical. The structure of V—BLAST may be simplified by

employing a single channel encoder before the demultiplexing operation in the trans-

mitter; correspondingly, a single channel decoder is used after the multiplexing Opera-
tion in the receiver.

Problem 6.20 A prototype V—BLAST system uses N, : 8 transmit antennas and N, : 12
receive antennas in an indoor environment with negligible delay spread. The system utilizes
uncoded 16—QAM, where the term “encoded” refers to the absence of channel coding. The sys—

tem has a transmission rate of 24.3 X 103 symbols/s and a channel bandwidth of 30 kHz.

(3) Calculate the raw spectral efficiency of the system.

(b) Assuming that 80% of each burst is devoted to data transmission, calculate the payload
efficiency of the system.

Ans. (a) 25.9 bitsfs/Hz
(b) 20.7 bits/s/Hz I

6.9.3 Turbo-BLAST Architecture22
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The third BLAST architecture for high~throughput wireless communications exploits
three basic ideas:

1. BLAST architecture, which uses multiple antennas on both transmit and receive.

2. A random layered Spaceitt’me (RLST) coding scheme, which is based on the use

of independent block coding and space—time interleaving.

3. A anbolike receiver, also known as an iterative detection and decoding (IDD)

receiver, which performs decoding of the RLST code and iterative estimation of
the channel matrix.

In light of points 1 and 3, the new architecture is referred to as Turbo-BLAST This

architecture is also referred to as anbo-MIMO. (The turbo coding principle was dis-

cussed in Chapter 4.)

Figure 6.38(a) gives a high-level picture of the Turbo-BLAST transmitter with

N, : 4 transmit antennas. The encoding process in the transmitter, responsible for

generating a serially concatenated RLST code, involves the following steps:

0 Demultiplextng the incoming bit stream into N, substreams of equal bit rate

0 Independent block-encoding of each data substream, using the same predeter-
mined linear block FEC codes

0 Interleaving the encoded substreams by means of a spaceititne permuter, which

is independent of the incoming bit streams

0 Full-rate space—time encoding, facilitated by the channel matrix; the term “full-

rate” means that the symbol-constellation in the transmitter’s mapper is designed

to have a size equal to the spatial degree of freedom N = min(Nr, N13-
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The structure of the RLST encoder, designed on the basis of independent block cod—

ing of each transmit data substrearn and periodically cyclic space—time interleaving, is

shown in Fig. 6.380)). The transmitter pictured here is the multiple-antenna generali-

zation of the serial turbo encoder discussed in Section 4.18 on joint equalization and

decoding. For optimal performance of the RLST code, the receiver should use the

maximum a posteriori probability (MAP) decoding algorithm, which is described in

Appendix F. However, the computational complexity of this algorithm for the RLST

code becomes increasingly unmanageable as the number of transmit or receive

antennas is increased. Specifically, with K denoting the length of each layer in the
RLST code, the MAP decoding algorithm needs to select one of ZNFK sequences,
all of which increase exponentially with increasing Nz- To mitigate the computational
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FIGURE 6.38 (a) High-level picture of the Turbo-BLAST transmitter with four transmit
antennas. (b) Illustrating the structure of the random layered space~tirne (RLST) code
generated in the transmitter.  
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complexity problem, we may use the near-optimal turbolike receiver depicted in

Fig. 6.39. The interleavers used to design the RLST codes provide the basis for a near-

optirnal iterative detection and decoding (EDD) process with feasible computational

complexity. The receiver has two stages, in accordance with the receive part of the

turbo coding principle:

1. The inner decoder, consisting of a soft—input, soft-output (SISO) detector, which

is designed to counteract the intersymbol interference (ISI) problem due to the

multipath fading channel.

2. The outer decoder, consisting of NI parallel SISO channel decoders, which is

designed to correct symbol errors incurred during the course of transmission
over the channel.
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FIGURE 6.39 High—level block diagram of iterative decoder for Turbo-BLAST for four
receive antennas. (Note: The abbreviation 8180 stands for soft—input, soft output; it should
not be confused with single-input, single-output antenna configuration.)
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The detector and decoder stages of the receiver are separated by space—time

Lie-interleavers and interleavers, which may be viewed as the spatial generalizations

of their counterparts in the turbo decoder. The space—time deinterleavers and inter-

leavers are used to compensate for the interleaving operations used in the transmit~

ter and to de-correlale outputs before feeding them to the next decoding stage. The

two sets of summers, where differences are computed, provide extrinsic information
from the inner decoder to the outer decoder via the deinterleaver and from the

outer decoder to the inner decoder via the interleaver, thereby forming a closed

feedback loop around the two decoding stages in accordance with the turbo-coding
principle. The iterative receiver produces new and better estimates at each iteration

of the receiver and repeats the information-exchange process a number of times, to

improve the channel decisions and channel estimates. The design of intersubstream

coding at the transmitter, based on independent coding of each substream, leads to a

simplification of the receiver, which now needs to select only one of 2K sequences
(where K is the length of each transmitted burst), separately for each transmitted
sequence.

To reconstruct the original binary data stream, two things are done, as illustrated
in Fig. 6.39:

1. When the IDD process for an information bit is terminated, the output of the
$180 channel decoders are hard-limited.

2. The resulting hard-limiter outputs are multiplexed into a serial form, consistent

with that of the original binary data stream.

During the first iteration of the receiver, a short training sequence is used to pro-
duce a preliminary estimate of the channel matrix H. Unfortunately, with a short

training sequence, it may be difficult to achieve a good estimate of the time-varying

MIMO channel, particularly in an outdoor environment. To mitigate this problem,
the channel matrix is reestimated with the use of newly derived estimates of symbols

at each subsequent iteration of the receiver. The bootstrapping technique described
herein tends to extract maximal information out of each burst of data received.

Experimental Performance Evaluation of Turbo-BLAST
versus V—BLAST23

We conclude Theme Example 1 by comparing the performance of QPSK—modulated

Turbo-BLAST with that of a correspondingly horizontal-coded V~BLAST, using real-
life indoor channel measurements on various MIMO configurations. The channel mea-
surements were acquired by utilizing a narrowband testbed in an indoor environment

with negligible delay spread. At the transmit end, each substream of 100 information

bits was independently encoded, using a rate-1:2 convolutional code generator (7,5),
and then interleaved by means of space—time interleavers. The space interleavers were
designed with diagonal layering interleavers (Fig. 6.38); the time interleavers were cho-

sen randomly, and no attempt was made to optimize their design. With regard to hori-

zontal-coded V—BLAST, each of the substreams was first, independently coded via

rate-U2 convolutional code with generator (7,5) and, second, QPSK modulated. Using
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the measured channel characteristics, and then, using various BLAST configurations,
we evaluated the performance of Turbo-BLAST over a wide range of signal-to-noise

ratios. For the first two experiments, we evaluated the Turbo—BLAST system with the

exact channel matrix. In the third experiment, we evaluated the performance with chan-

nel estimation, using a short training sequence and an iteratively estimated channel.

Experiment 1. Turbo-BLAST versus VuBLAST for N! = 5, 6, 7, 8 and Nr : 8.

We first consider BLAST configurations with fewer transmit antennas than receive

antennas. Figure 6.40 compares the bit-error—rate performance of Turbo-BLAST

(solid traces) and coded V—BLAST (broken traces) for antenna configurations of 8

receive and 5 to 8 transmit antennas. The Turbo-BLAST system produces the best

receiver performance within the first 10 iterations of its operation. The bit—error—rate

performance of both V—BLAST and Turbo—BLAST improves with a decreasing num—

ber of transmitters, with Turbo-BLAST outperforming V—BLAST in all four cases. In

— (8,8)rBLAST
—z— {7,8)-BLAST

,_ -e- (6, 8)-BLAST
*-‘ .9. (5,8)-BLAST

10—3_

10’4 
10":

SNR (dB)

FIGURE 6.40 Bit—error-rate (BER) performance for N, = 5, 6, 7, and 8 and N, : 8, using
convolutional code with rate 1 /2 and constraint length 3 and using QPSK modulation.
Solidtraces: Turbo-BLAST.
Broken traces: V—BLAST.
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terms of V—BLAST performance, a substantial gain in bit-error—rate performance is

realized with fewer transmit antennas. For example, at a BER of 10—3 ,Turbo-BLAST
achieves 23 dB of gain over V—BLAST for N, z 7 and N, = 8, whereas only 0.5 dB of
gain is attained when N, = 5 and N, = 8.

Experiment 2. Turbo-BLAST versus V—BLAST for N, = 8 and N, = 5,6,7,8.

We next consider BLAST configurations with fewer receive antennas than transmit

antennas. Figure 6.41 compares the bit-error—rate performance of Turbo-BLAST (solid

traces) with that of horizontal-coded V—BLAST (broken traces). With antenna config-
urations of eight transmit and five to eight receive antennas, here again we find that

Turbo-BLAST gives the best overall performance within the first 10 iterations. The fig-

ure reveals a major limitation of the V—BLAST system, namely, the inability to work
efficiently with fewer receive antennas than transmit antennas. In the context of

TLll‘bO~BLAST, we can make two observations from Fig. 6.41: First, the bit-error—rate

performance of Turbo~BLAST improves with an increasing number of receivers, with

Turbo-BLAST outperforming V—BLAST in all four cases; second, increasing the num-
ber N, of receive antennas from 7 to 8 offers little benefit.

in“

10—1

 10—27

n:
LL]
m

10’3 .

10*4
-— (8,8)-BLAST
—a— (S,7)—BLAST
-e— (8,6)-BLAST
.9. (8,5)-BLAST

10’5
4 72 0 2 4 6 s 10 12 14

SNR (dB)

FIGURE 6.41 Bil-error—rate (BER) performance for N, : 8 and N, = 5, 6, 7, and 8, using

convolutional code with rate 1/2 and constraint length 3, and using QPSK modulation.
Solid traces: Turbo-BLAST.
Broken traces: V-BLAST.
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Experiment 3. Turbo-BLAST for N; = N, = 8 and iterative channel estimation.

In Fig. 6.42, we compare the performances of two decoding schemes: (1) an iterative

decoder with initial channel estimation using 16 training symbols only, and (2) an itera~
tive decoder with initial channel estimation and iterative refined channel estimation.

The bit-error—rate performance results are compared for Turbo—BLAST architectures

with perfect channel knowledge and with perfect channel and interference knowledge.
The figure shows the convergence behavior of the IDD receiver of Fig. 6.39 at a signal-
to-noise ratio of 3 dB.Although the bit-error—rate performance of the IDD receiver with

iterative channel estimation is initially (i.e., at the first iteration) worse than the decoder

with perfect channel knowledge, at the fifth iteration of the decoding process it comes
very close in performance to the decoder with knowledge of channel state information.

Moreover, both decoders converge very close to the decoder that has knowledge of

both the channel and the interference (dashed trace). Because of channel estimation
errors, the bit-error—rate performance of the IDD receiver with initial channel estimates

is about 2—4 dB worse than the schemes with channel knowledge only and the ideal case
with knowledge of the channel and interference.

10“

initial channel estimation

 10—2-

m iterative channel estimationLE
pa

10—3 .
channel known

10’4 . __________T__________________________
channel and interference known

10—5
l 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6

Iteration number

FIGURE 6.42 Convergence behaviors of the IDD receiver of Fig.6.39 under various
conditions: bitaerrorerate (BER) performance (at SNR = 3 dB) versus the number of
iterations for N1 = 8 and Nr = 8, using convolutional code with rate 112, constraint length 3, and
QPSK modulation.

Solid traces: Turbo-BLAST for varying channel conditions.

Broken traces: Ideal performance.
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6.10 THEME EXAMPLE 2: DIVERSITY, SPACE—TIME BLOCK CODES.
AND V-BLAST

Theme example 1 was devoted to three different BLAST architectures, which con-

stitute an important class of multiple-input, multiple-output (MIMO) wireless

communications. But then, MIMO wireless systems also include antenna diversity

and space—time block codes as special cases. It is therefore in order that we discuss

two pertinent issues:

1. Evaluation of the practical merits of a diversity-on-receive antenna system ver-

sus its diversity-on-transmit counterpart.

2. Comparison of the receiver performance of a spacewtime block code with that of

a BLAST architecture, both involving diversity at the transmit and receive ends
of the wireless link.

The purpose of this second theme example is to address these two issues, using qualita-

tive arguments for dealing with issue 1 and computer experiments for illustrating issue 2.

6.10.1 Diversity-on-Receive versus Diversity-on-Transmit

The diversity-on-receive technique is of long standing, with its roots dating back to the

19203.24 In contrast, the diversity-on-transmit technique is of recent origin, with its dis-
covery in 1998 credited to Alamouti.13

These two antenna diversity techniques rely on the use of multiple antennas, on

the receive side of a wireless communication system in one case and on the transmit

side of the system in the other case. Therein lie the realities that shape the use of the

two techniques in practice.

Consider first the case of diversity-on-receive. The need for multiple antennas

operating at radio frequencies and for the ancillary instruments to select the strongest

diversity branch in the case of selection combining, for example, makes the use of

diversity-on-receive at the terminal (mobile) units in a wireless communication system

rather awkward (requiring the use of dual antennas) and expensive to implement. The

picture is, however, quite different at the base station, which is equipped, in terms of

both transmit power and real estate, to serve thousands of terminal units. Indeed, it is

for this reason that the diversity-on—receive technique is routinely included in the con—
struction of base stations.

In a loose sense, diversity-on-transmit may be viewed as playing a dual role to

that of diversity-on-receive in counteracting the multipath-channel-fading problem.

Accordingly, the two techniques can serve complementary purposes in their use, side

by side at the base station:

0 Diversity—on-receive looks after the channel fading that affects incoming signals

from terminal units operating inside the base station’s coverage on the downlink.

0 Diversity—onntransmit looks after the channel fading that affects outgoing signals

transmitted by the base station to the terminal units in its coverage, without any

feedback from the mobile station to the base station on the uplink.
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To implement the diversity-on-transmit, for example, exemplified by the Alamouti

code requires simply (i) the use of two transmit antennas at the base station and (ii) a
linear decoding receiver with a single receive antenna at the terminal unit, both of
which make sense in practical terms. Indeed, it is for this reason that the Alamouti

code has been adopted in third~generation (3G) wireless systems.

In short, through the use of both diversity-on-receive and diversity-onwtransmit

at a base station, the reception, as well as the transmission, of information-bearing sig-
nals at the base station are made reliable.

6.10.2 Space—Time Block Codes versus V-BLAST

Consider next the issue of comparing the receiver performance of a space—time block

code (STBC) system with that of a BLAST system. For the STBC system, we have
picked the expanded version of the Alamouti code; see Problem 6.37. For the BLAST

system, we have picked V—BLAST. Both of these multiple-antenna configurations are

the simplest schemes in their respective classes of MIMO wireless communications.

Moreover, in order to highlight the underlying differences between them, both sys—
tems are uncoded (i.e., no channel coding is used in either one of them).

In what follows, the performance of each of these two MIMO systems is evaluu

ated in the content of a two-part experiment:

Experiment 1. Receiver performances

The objective of this experiment is to evaluate the effect of increasing signal—to-noise

ratio (SNR) on the symbol error rate (SER) for a prescribed spectral efficiency.

Four specific {Np Nr} wireless systems are evaluated:

(1) STBC: {2,2}

V—BLAST: {2,2}

(ii) STBC: {2,4}

V—BLAST: {2,4}

For all four multiple-antenna systems, the spectral efficiency is maintained at 4 bits/s/Hz.

The constancy of spectral efficiency is achieved by using different modulation schemes:

4-PSK (QPSK) for V—BLAST and 16-PSK for STBC. V—BLAST sends independent sym-
bols on its two transmit antennas, and with each transmission using 4—PSK, the spectral

efficiency is therefore 2 X log 24 = 4 bits/s/Hz. As with the STBC, since the Alamouti
code is a rate-1 code, the use of 16—PSK yields the spectral efficiency log216 = 4 bits/s/Hz,
as desired.

The results for the experiment are plotted in Fig. 6.43. On the basis of these
results, we may make the following observations:

(i) Tw0~by-tw0 antenna systems

- For low signal-to-noise ratios (5 to 17.02 dB), V~BLAST outperforms STBC. This

result is in perfect agreement with statements reported in Section 4.11. Specifi-

cally, therein we made the point that an uncoded system outperforms a channel

encoded system when the signal-to-noise ratio is low. In the context of our

present experiments, recall that V—BLAST is uncoded whereas the STBC system
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SER

——.— STBC, 2—by—2, 4 bps/Hz
—o— STB C, Zebys4, 4 bps/Hz
- - -<>- - VBiast, 2-by-2, 4 bps/Hz
---u-- VBlast, 2-by-4, 4 bps/Hz

in“;

 10—3

10—4

10‘5

10705 10 15 20 25
rajha,da

FIGURE 6.43 BER versus ELI/N0 for four multipieaantenna systems studied under
Experiment 1, assuming a fixed spectral efficiency of 4 bits/s/Hz.

uses a space—time encoder. Note, however, the SER (around 0.6 down to 0.023) is

not small enough for either system to be of practical value in a wireless communi-

cations environment. But then recognize that if forward error-correction (FEC)

channel codes are included in either system, then uncoded symbol error rates as

high as 0.2 may be acceptable.

For high signalwto-noise ratios (in excess of 17 dB), STBC begins to outperform

V—BLAST. For example, at SNR : 25 dB, the SER produced by the STBC system

is slightly larger than 104. However, this improvement in receiver performance
is attained at the cost of a significant increase in SNR.

(ii) Two-by-four antenna systems

In doubling the number of receive antennas from two to four, the benefit of

receive diversity is enhanced, thereby improving the performance of both STBC

and VHBLAST. However, the important point to note here is the fact that, for

low SNR, the improvement in receiver performance for V—BLAST is signifi—

cantly better than that for STBC. For example, for SER = 10—3, V—BLAST

requires 22111 SNR of 13.15 st. For this same SNR, the SER produced by STBC is
2.3 x 10 , which is more than an order of magnitude worse than the correspond-

ing result for V—BLAST.
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0 The crossover SNR, at which STBC begins to outperform V—BLAST, is well in
excess of 20 dB.

An important question is, for low SNR, how do we explain the significantly better
receiver performance produced by V—BLAST over STBC in going from two to four

receive antennas? The answer to this question resides in two factors:

1. The choice of modulation for a fixed spectral efficiency, 16-PSK for the STBC

system and 4-PSK for V—BLAST, makes the former system much harder to

demodulate than the latter. Asymptotically, there is a constant difference in

receiver performance between these two modulation schemes, but, most impor-
tant, the 16—PSK degrades more quickly than 4-PSK at low signal-to-noise ratios.

2. From Chapter 4, we recall that an uncoded system outperforms its coded coun-

terpart at low signal-to-noise ratios. Thus, although both MIMO systems do not
use channel coding, the STBC system does use the full~rate Alamouti code,

which may be another possible factor for the observed difference in performance
between the STBC and V—BLAST systems at low signal-to-noise ratios.

The influences of these two factors on the behavior of STBC and V—BLAST systems at
low signal—to-noise ratios become more pronounced as the number of receive anten-

nas is increased, hence the low-SNR results displayed in Fig. 6.43.

6.10.3 Diversity Order and Multiplexing Gain25
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At various points in this chapter, we have made reference to diversity order. This sub-

section presents a brief discussion of the diversity order of MIMO wireless links and
its experimental evaluation.

To proceed with the discussion, we first note that ultimately all the results relat-

ing to diversity order reflect in the behavior of the average frame error rate with

respect to the signal-to-noise ratio; a frame or packet is another way of referring to a

burst of data transmission across the wireless link. Consider then a space-time scheme

whose average frame error rate, expressed as a function of the signal-to-noise ratio p,
is denoted by FER(p). On this basis, we may make the following statement:

A space-time coding scheme whose asymptotic behavior is described by

do = _p1131w{1‘)g(_lFoEgP;iDD} (6.138)
is said to have a diversity order do.

In other words, the asymptotic slope of the average frame error rate plotted as a func-

tion of the signal~to-noise ratio, on a log-log scale, is equal to the diversity order do. As
pointed out on page 371, the frame error rate is approximately the same as the outage
probability in terms of the exponent signal-to-noise ratio. Hence, we may equally well

formulate the definition of the diversity order do in terms of the outage probability

Poutage‘
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An implication of Eq. (6.137) is that, in a Rayleigh fading environment, a space—

time coding scheme with NI transmit antennas and N, receive antennas is capable of

attaining the maximal diversity order

d = N, X NF (6.139)0, max

In this context, we may cite two simple examples of interest:

1. For the Alamouti code with N, : 2 and N, = 1, we have do = 2.

2. For the maximal-ratio combiner with N, z 1 and Nr = 2, we again have do : 2.

Both of these results are intuitively satisfying.

What about BLAST systems that are designed to maximize ergodic capacity? Is

there tension between maximizing capacity (i.e. transmission rate) and maximizing

diversity order (i.e., reliability of communication)? To answer these two questions, we

introduce the definition of multiplexing gain. Specifically, we make the following state
ment:

A space-time coding scheme, whose ergodic capacity expressed as a

function of the signal-lo-noise ratio ,0, denoted by C(p), is said to have

a multiplexing gain r if the asymptotic behavior (also see Eq. (6.40))

lim % = r (6.140)
p—>°° logp

holds.

An implication of the formula of Eq. (6.140) is that in a high signal-to-noise ratio

regime, the maximal multiplexing gain is defined by

r = min{Nt, N1} (6.141)max

Continuing the discussion of BLAST systems, consider a BLAST system that uses the

ordered serial interference cancellation (OSIC) system to deal with the co-antenna

interference (CAI) problem. Unlike space-time-block code systems designed to maxi-

mize diversity order, the diversity order of a BLAST system varies from one layer

(antenna) to the next one by virtue of the ordered way in which the OSIC detector

solves the CA1 problem. Specifically, to process the first layer output, N, — 1 interfer-

ences have to be cancelled. Thus, with N, 1 1 of the transmit antennas (i.e., degree of

freedom) committed to this cancellation process, the space diversity attainable by the
first layer is

N,.—(N,—1) = N,—N,+1

Next, when the OSIC detector processes the second layer output, there will now be

N, - 2 interferences to be cancelled, making the space diversity attainable by the sec-

ond layer assume the value

Nr—(Nt—Z) : N,_7N,+2
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and so on for the remaining layers. The overall diversity order of the BLAST system is
defined by the minimum of the diversity orders for all the N, layers of the system. On
this basis, we may now define the diversity order of a BLAST system using the OSIC
detector as

which is less than the diversity order attainable by the corresponding STBC system.
From the discussion presented herein, we see that MIMO wireless communica-

tion systems provide a capacity-diversity trade-ofi, depending on how the system is
actually configured: increased diversity leads to improved reliability of the system,
whereas increased capacity leads to improved data transmission across the wireless
channel.

Experiment 2. Diversity Orders of STBC and V—BLAST Systems

The objective of this second experiment is to experimentally evaluate the diversity
orders of STBC and V—BLAST systems in light of the material presented in

Section 610.3. The parameters of the two classes of MIMO systems considered in the

experiment are summarized in Table 6.4. The modulation strategies used in the experi-
ment are as follows:

STBC: 16-PSK

V-BLAST: 4-PSK

For the experimental evaluations, we plot the symbol error rate (rather than the frame

error rate) versus the signal-to-noise ratio. Although indeed the relationship betWeen

the symbol error rate and frame error rate is rather complicated, there is a strong cor-
respondence between them. Heuristically, the two of them behave similarly in an

asymptotic sense. Following a coarse argument, we may formulate the probability of
correct frame as

(Frame,p) = 1 eFER(p) (6.143)Pcorrect

= [1 eSERmnK

where K is the number of symbols contained in a frame. Asymptotically, in the sense of
increasing signal—to-noise ratio, p, and therefore decreasingly small symbol error rate,
we may approximate Eq. (6.142) as follows:

1—FER(p)=1—K>< SER(p)

or, equivalently,

ramp) 2 K x SER(p) (6.144)

Equation (6.140) suggests that, in the SNR exponent, the frame and symbol error rates
(probabilities) behave similarly. In other words, their respective diversity orders (i.e., the

asymptotic slopes versus the signal-to-noise ratio on log-log scales) tend to behave simi-

larly, which is confirmed by numerical evaluations. Accordingly, in light of Eqs. (6.137) and
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TABLE 6.4 MIMO Configurations for Experiment 2.

 

MIMO Number ol Antennas Diversny order

configuratlon N, N,- Theory Experiment

STBC 2 1 2 1.92
2 2 4 3.99

V—BLAST 2 2 1 0.97
2 3 2 1.91 

(6.1.43), we may approximately reformulate the diversity order as

a =~lirn {W} (6.145)0 p—m logp

Turning now to the experimental evaluations, we present two sets of results:

1. Figure 6.44(a) plots the symbol error rates versus the signal-to-noise ratio for

the two STBC configurations listed in Table 6.4(a). The last two columns of this

table present the theoretical values of diversity orders determined from Eq.

(6.145) and the corresponding experimental values derived from the plots of

Fig. 6.44(a).

2. Figure 6.44(b) plots the symbol error rates versus the signal—to—noise ratio for the

two V—BLAST configurations listed in Table 6.4(b). Here again the last two col-

umns of this table present the theoretical values of diversity orders determined

from Eq. (6.145) and the corresponding experimental values derived from the

plots of Fig. 6.44(b).

On the basis of the results on diversity order presented in the two parts of Table 6.4.

we may state that there is good agreement between theory and experiment for both

the STBC and BLAST systems considered herein.

5.11 THEME EXAMPLE 3: KEYHOLE CHANNELS 26

In a MIMO channel, the ability to exploit space~division multiple-access techniques

for spectrally efficient wireless communications is determined by the rank of the

complex channel matrix H. (The rank of a matrix is defined by the number of inde

pendent columns in the matrix.) For a given (NI, Nr) antenna configuration, it is

desirable that the rank of H equal the minimum one of N, transmit and N, receive

antennas, for it is only then that we are able to exploit the full potential of the MIMO

antenna configuration. Under special conditions, however, the rank of the channel
matrix H is reduced to unity, in which case the scattering (fading) energy flow across

the MIMO link is effectively confined to a very narrow pipe, and with it, the channel

capacity is severely degraded. The third theme example of the Chapter explains the

origin of this physical phenomenon, which is commonly referred to as the keyhole

channel or pinhole channel.
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FIGURE 6.44 Experimental evaluation of diverstiy order for MIMO wireless links.
(a) Space-time block codes for two antenna configurations:

(i) N, = 2,1V, = 1. (ii) N, = 2, N, = 2 Modulation scheme: 16-PSK
(b) V—BLAST architecture for two antenna configurations:

(ii) Nr = 2,NJr = 1. (ii) N, = 2, Nr =3 Modulation scheme: 4—PSK
[To achieve accumte statistics (i.e., asymptotic results), large amount of data were used in the
experimental plots of Fig. 6.44.]

 

Page 372 of 474



Page 373 of 474

Jr

434 Chapter 6 Diversity, Capacity and Space-Division Multiple Access

Transmit-end
scatterers

-a Receive-end
/ “-_.__ scatterers

nag

 iti
l

Nr t l D, , .
. ‘\ l ’,,—’ receivetransmit \\ ' ,a’

\\ t , _. a - antennasantennas \\ I t,,’-.‘ . Y_—_ / —’

  

r R i

FIGURE 6.45 Propagation layout of MIMO communication link depicting two sets of
scatterers, one in proximity to the transmit antennas and the other in proximity to the
receive antennas.

Consider the idealized scattering environment pictured in Fig. 6.45. The environ-

ment embodies two sets of significant scatterers, one in proximity to the N; transmit

antennas and the other in proximity to the Nr receive antennas. Yet, the two sets of
scatterers are located far enough away from their respective antenna arrays to justify

the assumption of plane-wave propagation across the link. The radial extents of the two
sets of scatterers are respectively denoted by Dr and Dr, both of which are assumed to

be small compared with the range R (i.e., the distance between the transmit and
receive antenna arrays). A few other assumptions pertaining to the scattering field are
as follows:

0 Both sets of scatterers, each numbering S, behave like ideal reflectors.

- The numbers of scatterers on both sides of the link are large enough to ensure

the occurrence of random fading.

0 The scatterers on the transmit side of the link are uniformly spaced, acting like

an array of virtual transmit antennas, with each one of them receiving the trans—
mitted radio signal and resending it (with no energy loss) toward the receiver.

0 The scatterers on the receive side of the link are also uniformly spaced, acting

like an array of virtual receive antennas with average spacing ZDr/S and angle
spread DrfR.

Note that the scattering environment described in Fig. 6.45 is spatially fixed and there-
fore time invariant.

The GB GP propagation mode named in recognition if its originators, Ges-
bert, Bolcskei, Gore, and Paulraj, is based on the scattering environment pictured

127
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in Fig. 6.45. According to this model, the complex transfer function of the MIMO
link is given by

1 1/2 1/2 1/2

H = ERG” d,,GrRGS ,ZDr/SGIR6,,d, (6-146)

where the five matrix terms of the equation (working backwards) are defined as follows:

R9 d = Nrby-N, correlation matrix of the transmitted signal vector for
transmit angle spread I9I and antenna spacing at,

Gt : S—by-Nt matrix of i.i.d. Rayleigh-fading coefficients produced by
the set of S scatterers at the transmit end of the link

R93: 20/3 = S-by—S matrix of the Scatterer-to-scatterer cross-correlatiOns between
the two sets of scatterers with angle spread 63 and scatterer spacing

2DrfS

Gr 2 Nr-by-S matrix of i.i.d. Rayleigh-fading coefficients produced by
the set of S scatterers at the receive end of the link

R3 d = Nr-by—N, correlation matrix of the received signal vector forr’r

receive angle spread 6,, and antenna spacing d,

In light of these definitions, decomposition of the Nr-by—N, complex transfer function

H of the (N,, Nt) link, as shown in Eq. (6.146), is intuitively satisfying on the following

grounds:

0 The individual matrix terms are arranged in reverse order, starting from the

receive antennas and progressing toward the transmitter, stage by stage, exactly

in the same order as that shown in Fig. 6.45.

0 The overall dimensions of the multiple matrix product are N, by NE, as is readily
shown by the fact that

(erNr) - (erS) - (3x3) - (Sth) - (Ntht) = (erN!)

0 Each element of the square matrices Rar‘dz’ R955 29/5 and R9”)? represents an
autocorrelation function, the unit of which is the square of that for a transmitted

or received signal. In contrast, each element of the channel transfer matrix H is

defined as a signal ratio—hence the need for taking the square root of these
three correlation matrices.

0 Each element of the rectangular matrices G, and Gr is a dimensionless ratio.

The rank of the channel matrix H is controlled primarily by the middle matrix term,

Riafz 01/5, which is entirely due to scatterer-to-scatterer cross-correlations. More-
over, the matrix decomposition of Eq. (6.146) shows that it is indeed possible for the

Rayleigh-fading processes at both the transmit and receive ends of the MIMO link

to be completely uncorrelated (i.e., the matrices G, and G, to be of full rank), yet the

overall rank of the channel matrix H may collapse to unity because the matrix
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Rain/S is of unit tank. In such an eventuality, the MIMO link effectively assumes a
single degree offreedom and, accordingly, exhibits perfect cross—correlations between
the array of receive antennas and the array of transmit antennas. This special form of
MIMO link is called a keyhole channel or pinhole channel, whose capacity is equiva-

lent to that of a single-input, single-output link operating at the same signal-to-noise
ratio as that of the MIMO link.

In physical terms, the keyhole channel arises when the product of the radial
extents of the transmit and receive sets of scatterers, divided by the range between the

transmit and receive antennas, is small compared with the wavelength A of the trans—

mitted radio signal; that is,

13,13,
R << A (6.147)
 

Under this condition, the angle spread 95 of the scatterers at both ends of the link. . . 1/2

assumes a small value, and w1th it, the rank of the matrix R93 213/5 collapses.
The occurrence of keyhole channels has been confirmed} by computer simula—

tions and outdoor measurements. Fortunately, the loss in rank due to keyhole channels

does not appear to be prevalent in most physical environments, because the condition
of Eq. (6.147) is realized only infrequently.

6.12 SUMMARY AND DISCUSSION

In this chapter, we discussed different forms of space diversity, the main idea
behind which is that two or more propagation paths connecting the receiver to the

transmitter are better than a single propagation path. In historical terms, the first

form of space diversity used to mitigate the multipath fading problem was that of
receive diversity, involving a single transmit antenna and multiple receive antennas.
Under receive diversity, we discussed the selection combiner, maximal-ratio com-

biner, equal-gain combiner, and square-law combiner. The selection combiner is
the simplest form of receive diversity, operating on the principle that it is possible
to select, among N,. receive-diversity branches, a particular diversity branch with
the largest output signal-to—noise ratio; the branch so selected defines the desired
received signal. The maximal-ratio combiner is more powerful than the selection
combiner by virtue of the fact that it exploits the full information content of all the
N, receive-diversity branches about the transmitted signal of interest. The maxi-
mal-ratio combiner is characterized by a set of N, receive-complex weighting fac-

tors, which are chosen to maximize the output signal-to-noise ratio of the

combiner. The equal-gain combiner is a simplified version of the maximal-ratio
combiner, with each weighting parameter set equal to unity. The square-law com-
biner differs from the selection combiner, maximal-ratio combiner, and equal-gain

combiner in that it is nonlinear, but applicable only to orthogonal modulation

techniques.

By far the most powerful form of space diversity is the use of multiple antennas
at both the transmit and receive ends of the wireless link. The resulting configuration is


