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s 569 T577 he purpose of this text is to initiate the
53:2 newcomer to cellular radio and wireless personal communications, one of the

on (SEGA) 535 fastest growing fields in the engineering world. Technical concepts which are at
593 the core of design, implementation, research, and invention of wireless commu-
593 nication systems are presented in an order that is conducive to understanding
595 general concepts, as well as those specific to particular cellular and personal
599 communication systems and standards. This text is based upon my experiences
607 as an educator, researcher, and consultant, and is modeled from an academic
617 course developed for electrical engineering students as well as a self-study
635 course for practicing engineers and technicians, developed at the request of the

Institute of Electrical and Electronics Engineers (IEEE). References to journal
articles are used liberally throughout this text to enable the interested reader to
delve into additional reading that is always required to master any field. How-
ever, for handbook or classroom use, or for those who find it difficult to pursue
outside reading, this text has been written as a complete, self-contained teaching
and reference book. Numerous examples and problems have been provided to
help the reader solidify the material.

This book has been designed for the student or practicing engineer who is
already familiar with technical concepts such as probability, communication the—
cry, and basic electromagnetics. However, like the wireless communications
industry itself, this book combines material from many different technical disci-
plines, so it is unlikely that any one person will have had introductory courses
for all of the topics covered. To accommodate a wide range of backgrounds,
important concepts throughout the text are developed from first principles, so
that readers learn the foundations of wireless communications. This approach

xiii
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xiv

makes it possible to use this book as a handbook within industry, or as a teach—
ing tool in a classroom setting.

The material and chapter sequence in this text have been adapted from. an
entry—level graduate course which I first taught in 1991 at the Virginia Polytech-
nic Institute and State University. Chapter 1 demonstrates the rapid growth of
cellular radio throughout the world and provides a glimpse into the future.
Chapter 2 covers cellular radio concepts such as frequency reuse and handoff',
which are at the core of providing wireless communication service to subscribers
on the move using limited radio spectrum. Chapter 2 also demonstrates how
interference between mobiles and base stations affects the capacity of cellular
systems. Chapter 3 presents radio propagation path loss and logrnormal shadow-
ing and describes different ways to model and predict the large-scale effects of
radio propagation in many operating environments. Chapter 4 covers small-scale
propagation effects such as fading, time delay spread. and Doppler spread, and
describes how to measure and model the impact that signal bandwidth and
motion have on the instantaneous received signal through the multipath chan-
nel. Radio wave propagation has historically been the most difficult problem to
analyze and design for, since unlike a wired communication system which has a
constant, stationary transmission channel (i.e., a wired path), radio channels are
random and undergo shadowing and multipat‘h fading, particularly when one of
the terminals is in motion.

Chapter 5 provides extensive coverage of the most common analog and dig-
ital modulation techniques used in mobile communications and demonstrates
trade—offs that must be made in selecting a modulation method. Issues such as
receiver complexity, modulation and demodulation implementation, bit error
rate analysis for fading channels. and spectral occupancy are presented. Chan-
nel coding, adaptive equalization, and antenna diversity concepts are presented
in Chapter 6. 1n portable radio systems where people communicate while walk-
ing or driving, these methods may be used individually or in tandem to improve
the quality (that is, reduce the bit error rate) of digital mobile radio communica-
tions in the presence of fading and noise.

Chapter 7 provides an introduction to speech coding. in the past decade
there has been remarkable progress in decreasing the needed data rate of high
quality digitised speech, which enables wireless system designers to match end—
user services to network architectures. Principles which have driven the devel-
opment of adaptive pulse code modulation and linear predictive coding tech—
niques are presented, and how these techniques are used to evaluate speech
quality in existing and proposed cellular; cordless, and personal communication
systems are discussed. Chapter 8 introduces time, frequency, and code division.
multiple access, as well as more recent multiple access techniques such as
packet reservation and space division multiple access. Chapter 8 also describes
how each access method can accommodate a large number of mobile users and 
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demonstrates how multiple access impacts capacity and the network infrastruc-

ture of a cellular system. Chapter 9 describes networking considerations for wide
area wireless communication systems, and presents practical networking

approaches that are in use or have been proposed for future wireless systems.
Chapter 10 unites all of the material from the first nine chapters by describing
and comparing the major existing and proposed cellular, cordless, and personal
communication systems throughout the world. The trade-offs made in the design
and implementation of wireless personal communications systems are illumi-
nated in this final Chapter. The compilation of the major wireless standards
makes Chapter 10 particularly useful as a single source of information for a wide
range of systems.

Appendices which cover trunking theory, noise calculations, and the Gauss-
ian approximation for spread spectrum code division systems provide details for
those interested in solving practical wireless communications problems.

For industry use, Chapters 1—4 and 8 will benefit working engineers in the

cellular system design and radio frequency (RF) testing/maintenance/measure-
ment areas. Chapters 5—7 are tailored for modern designers and digital signal

processing (DSP) engineers new to wireless. Chapters 9 and 10 should have
broad appeal to network operators and managers, as well as working engineers.

To use this text at the undergraduate level, the instructor may wish to con-

centrate on Chapters 1—5, or Chapters 1—4, and 8, leaving the other chapters
for treatment in a second semester undergraduate course or a graduate level

course. Alternatively, traditional undergraduate courses on communications or
network theory may find in Chapters 1, 2, 3, 5, 7, 8, and 9 useful material that
can be inserted easily into the standard curriculum. In using this text at the

graduate level, I have been successful in covering most of the material in Chap-
ters 1—3 during a standard half-year semester. In Chapters 9 and 10, I have
attempted to cover important but rarely compiled information on practical net
work implementations and worldwide standards.

Without the help and ingenuity of several former Virginia Tech graduate
students, this text could not have been written. I am pleased to acknowledge the
help and encouragement of Riss Mohamed, Varun Kapoor, Kevin Saldanha, and
Anil Doradla — students I met in class while teaching the course Ceilulor Radio

and Personal Communications. Kevin Saldanha also provided camera ready

copy for this text (which turned out to be no small task!). The assistance of these
students in compiling and editing materials for several chapters of this text was
invaluable, and they were a source of constant encouragement throughout the

project. Others who offered helpful suggestions, and whose research efforts are
reflected in portions of this text, include Scott Seidel, Joe Liberti, Dwayne Haw-
baker, Marty Feuerstein, Yingie Li, Ken Blackard, Victor Fung, Weifang Huang,
Prabhakar Koushik, Orlando Landron, Francis Dominique, and Greg Bump. Zhi-
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gang Rong, Jeff Lester, Michael Buehrer, Keith Brafford, and Sandip Sandhu
also provided useful suggestions and helpful reviews of early drafts.

This text benefits greatly from practical input provided by several industry
reviewers. Roman Zaputowycz of Bell Atlantic Mobile Systems, Mike Bamburak
of McCaw Communications, David McKay of Allen Telecom Group, Jihad Her-
mes of Cellular One, Robert Rowe of AirTouch Communications, William Gerda
tier of Qualcomm, and John Snapp of Blue Ridge Cellular provided extremely
valuable input as to what materials were most important, and how they could
best be presented for students and practicing engineers. Marty Feuerstein of
vs. West NewVector and Mike Lord of Cellular One provided comprehensive
reviews which have greatly improved the manuscript. The technical staff at
Grayson Electronics also provided feedback and practical suggestions during the
development of this text.

From the academic perspective, a number of faculty in the wireless commu-
nications field provided useful suggestions which I readily incorporated. These
reviewers include Prof, J. Keith Townsend of North Carolina State University
and Prof. William H. Tranter of the University of Missouri-Rolls. Professors Jof-

frey Reed and Brian Woerner of Virginia Tech also provided excellent recommen-
dations from a teaching perspective. I am grateful for the invaluable
contributions from all of these individuals.

I am pleased to acknowledge the support of the National Science Founda—
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The design objective of early mobile radio

systems was to achieve a large coverage area by using a single, high powered

transmitter with an antenna mounted on a tall tower. While this approach
achieved very good coverage, it also meant that it was impossible to reuse those .

same frequencies throughOut the system, since any attempts to achieve frc- l

quency reuse would reenlt in interference. For example, the Bell mobile System i
in New York City in the 1970s could only support a maximum of twelve simulta-

neous calls over a thousand square miles [CalSS]. Faced with the fact that gov-

ernment regulatory agencies could not make spectrum allocations in proportion
to the increasing demand for mobile services, it became imperative to restruc-

ture the radio telephone system to achieve high capacity with limited radio spec-
trum, while at the same time Covering very large areas.

2.1 Introduction |
The cellular concept was a major breakthrough in solving the problem of

spectral congestion and user capacity. It offered very high capacity in a limited

spectrum allocation withOut any major technological changes. The cellular con-

cept is a system level idea which calls for replacing a single, high power trans-

mitter (large cell) with many low power transmitters (small cells), each
providing coverage to only a small portion of the service area. Each base station

is allocated a portion of the total number of channels available to the entire sys—
tem. and nearby base stations are assigned different groups of channels so that
all the available channels are assigned to a relatively small number of neighbor-
'nE base stations. Neighboring base stations are assigned diil'erent groups of
Channels so that the interference between base stations (and the mobile users

25
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26 Ch. 2 - The Cellular Concept — System Design Fundamentals
r control) is minimized. By systematically spacing base stations and

t, the available channels are distrib—
d as many times as nec-

stations is kept below

under thei

their channel groups throughout a marke
uted throughout the geographic region and may be reuse
essary, so long as the interference between co-channel
acceptable levels.

As the demand for service increases (i.e., as more channels are needed
within a particular market), the number of base stations may be increased
(along with a corresponding decrease in transmitter power to avoid added inter-
ference), thereby providing additional radio capacity with no additional increase
in radio spectrum. This fundamental principle is the foundation for all modern
wireless communication systems, since it enables a fixed number of channels to
serve an arbitrarily large number of subscribers by reusing the channels
throughout the coverage region. Furthermore, the cellular concept allows every
piece of subscriber equipment within a country or continent to be manufactured
with the same set of channels so that any mobile may be used anywhere within
the region.

2.2 Frequency Reuse

Cellular radio systems rely on an intelligent allocation and reuse of chan-
nels throughout a coverage region [Oet83l. Each cellular base station is allocated
a group of radio channels to be used within a small geographic area called a cell.

groups which contain com—Base stations in adjacent cells are assigned channel
pletely different channels than neighboring cells. The base station antennas are
designed to achieve the desired coverage within the particular cell. By limiting
the coverage area to within the boundaries of a cell, the same group of channels
may he used to cover different cells that are separated from one another by dis-
tances large enough to keep interference levels within tolerable limits. The
design process of selecting and allocating channel groups for all of the cellular
base stations within a system is called frequency reuse or frequency planning
[Mac79].

Figure 2.1 illustrates the concept of cellular frequency reuse, wh
labeled with the same letter use the same group of channels. The frequency
reuse plan is overlaid upon a map to indicate where different frequency channels
are used. The hexagonal cell shape shown in Figure 2.1 is conceptual and is a
simplistic model of the radio coverage for each base station, but it has been uni-
versally adopted since the hexagon permits easy and manageable analysis of a
cellular system. The actual radio coverage of a cell is known as the footprint and
is determined from field measurements or propagation prediction models.
Although the real footprint is amorphous in nature, a regular cell shape is
needed for systematic system design and adaptation for future growth. While it
might seem natural to choose a circle to represent the coverage area of a base
station1 adjacent circles can not be overlaid upon a map without leaving gaps or

ere cells
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Figure 2.1

l-llusm‘iLilun of the cellular frequency reuse concept. Cells with the same letter use the some not ofiron nannies. A cell cluster is outlined in bold and replicated ever the coverage area. In this example
the cluster size, N, is equal to seven. and the frequency rouse factor is 117 since each cell containsone—seventh of the total number of available channels.

creating overlapping regions. Thus. when considering geometric Shapes which

cover an entire region without, overlap and with equal area. there are three sen—

sible choices: a square; an equilateral triangle; and a hexagon. A cell must be
designed to serve the weakest mobiles within the footprint, and these are typi-

cally located at the edge of the cell. For a given distance between the center ofa
polygon and its farthest perimeter points, the hexagon has the largest area of the

three. Thus, by using the hexagon geometry, the fewest number of cells can cover
a geographic region, and the hexagon closely approximates a circular radiation
pattern which would occur for an omnidirectional base station antenna and free

Space propagation. Of course, the actual cellular footprint is determined by the

contour in which a given transmitter serves the mobiles successfully. I

When using hexagons to model coverage areas, base station transmitters
are deplcted as either being in the center of the cell (center-excited cells) or on

lilies- of the six cell vertices (edge-excited cells). Normally, omni-directional
h Enlnas are used in centerwexcited cells and sectorecl direotional antennas are

218:: In corner-excited cells, Practical considerations usually do not allow base
was to be placed exactly as they appear in the hexagonal layout. Most sys—'- . _ . .

1:3; Clemens permit. a base station to be positioned up to one—fourth the cellme away from the ideal location.
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To understand the frequency reuse concept,
which has a total of S duplex channels available for use. If each cell is allocated
a group of k channels (it < S l, and if the 8 channels are divided among N cells
into unique and disjoint channel groups which each have the same number of
channels, the total number of available radio channels can be expressed as

S = 131V (2.1)

The N cells which collectively use the complete set of available frequencies
is called a cluster. If a cluster is replicated M times within the system, the total

plex channels, C, can be used as a measure of capacity and is given
C —- MEN = MS (2.2)

As seen from equation (2.2), the capacity of a cellular system is directly pro-replicated in a fixed service area. I
portional to the number of times a cluster is
The factor N is called the cluster size and is typically equal to 4, 7, or 12. If the
cluster size N is reduced while the cell size is kept constant, more clusters are
required to cover a given area and hence more capacity (a larger value of C) is
achieved. A large cluster size indicates that the ratio between the cell radius and
the distance between co-channel cells is large. Conversely, a small cluster size
indicates that co-channel cells are located much closer together. The value for N
is a function of how much interference a mobile or base station can tolerate while
maintaining a sufficient quality of communications. From a design viewpoint,
the smallest possible value of N is desirable in order to maximize capacity over a
given coverage area (i.e., to maximize C in equation (2.2)). The frequency reuse
factor of a cellular system is given by UN , since each cell within a cluster is
only assigned 1/N of the total available channels in the system.

Due to the fact that the hexagonal geometry of Figure 2.1 has exactly six
equidistant neighbors and that the lines joining the centers of any cell and each
of its neighbors are separated by multiples of 60 degrees, there are only certain
cluster sizes and cell layouts which are possible [Mac79]. In order to tessellate -—
to connect without gaps between adjacent cells — the geometry of hexagons is
such that the number of cells per cluster, N, can only have values which satisfy

number ot'du  
equation (2.3). l

N = has}: (2.3) l
where i and j are non-negative integers. To find the nearest covchannel neigh- |
bore of a particular cell, one must do the following: (1) move i cells along any

“I chain of hexagons and then (2) turn 60 degrees counter-clockwise and move 1'' cells. This is illustrated in Figure 2.2 fort = 3 and j = 2 (example, N = 19).
_______’____——————-

' Example 2.1If a total of 33 MHz of bandwi

l. phone system which uses two

dth is allocated to a particular FDD cellular tele-
25 kHz simplex channels to provide full duplex
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Figure 2.2

 
Method of locating ctr-channel cells in a cellular '_ t . = ' ‘ — ‘
[Adapted From [OetBB'I Gil IEEE]. 335 em In ““5 Example‘ N '9 (Len l — 3!] = 2).

vfoice and control channels, compute the number of channels available per cell
113 system uses (a) Iii-cell reuse, (b) 7—cell reuse (c) 12-cell reuse. lfl MHz ofthe
slicer:- spectrum is dedicated to control channels, determine an equitableIS r1 u 1011 o control channels and voice chan ' '
three systems_ nels in each cell for each oi the

Solution to Example 2.1
Given:
Tbtal bandwidth = 33 MHZ

Channel bandwidth = "*5 kllz x 2 simplex channels = 50 kHz/duplex Channel
Total available channels = 33.00050 = 660 channels
(Bl F01" N = 4,

t t l ‘

(b; £0: 13:2?“ ofchannels available per cell = (160/4 a 165 channels.
it t ' -

(C) 13031;:nigfr of channels available per cell = 660/7 a 95 channels.
total number ofchannels available per cell = 660/12 s 55 channels.

A 1 MHz spectrum for control channels implies that there are 1000/50 = 20
control channels out of the 660 channels available. '11: evenly distribute the
control and voice channels, simply allocate the same number of channels in

each cell wherever possible. Here, the 660 channels must be evenly distributed
to each cell Within the cluster. In practice. only the 640 voice channels would he

?;:0;atcd, since the control channels are allocated separately as l per cell.or N = 4 , we can have 5 control channels and 160 voice channels per cell.
In practice, however, each cell only needs a single control channel (the control
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mice than the voice channels). Thus, one
ls would be assigned to each cell.

is and 92 voice channels, 2 cells
and 1 cell with 2 control chan-

In practice, however. each cell
ld have 91 voice channels, and

channels have a greater reuse dist
control channel and 160 voice channc
(h) For N = 7, :1 cells with 3 control channe
with 3 control channels and 90 voice channels,
hole and 92 voice channels could be allocated.
would have one control channel, four cells wou
three cells would have 92 voice channels.
(c) For N = 12 , we can have 3 cells with 2 control channels and 53 voice chan-
nels, and 4 cells with 1 control channel and 54 voice channels each. In an
actual system, each cell would have 1 control channel. 8 cells would have 53
voice channels, and 4 cells would have 54 voice channels.

2.3 Channel Assignment Strategies
on, a frequency reuse schemeFor efficient utilization of the radio spectru
'ng capacity and minimizingthat is consistent with the objectives of increasi

strategies have been
erference is required. A variety of channel assignmentint

hannel assignment strategies can be
developed to achieve these objectives. C
classified as either fixed or dynamic. The choice of channel assignment strategy
impacts the performance of the system. particularly as to how calls are managed
when a mobile user is handed off from one cell to another [Tele], [LiCQii].
[Sun94'], [Rap93b].

In a fixed channel assignment strategy, each cell is allocated a predeter-
mined set of voice channels. Any call attempt within the cell can only be served
by the unused channels in that particular cell. If all the channels in that cell are
occupied. the call is blocked and the subscriber does not receive service. Several
variations of the fixed assignment strategy exist In one approach, called the bor—
rowing strategy, a cell is allowed to borrow channels from a neighboring cell if all
of its own channels are already occupied. The mobile switching center (MSG)
supervises such borrowing procedures and ensures that the borrowing of a chan-
nel does not disrupt or interfere with any of the calls in progress in the donor
cell.

In a dynamic channel assignme
to different cells permanently. Instca

serving base station requests a channel fr
a channel to the requested cell following an algorithm that takes into account the
likelihood of future blocking within the cell, the frequency of use of the candidate
channel, the reuse distance of the channel, and other cost functions.

Accordingly, the MSC only allocates a given frequency if that frequency is
not presently in use in the cell or any other cell which falls within the minimum

channel interference. Dynamicrestricted distance of frequency reuse to avoid co-
which increases the trunk-

channel assignment reduce the likelihood of blocking,
" ing capacity of the system, since all the available channels in a market are acces-

' sihle to all of the cells. Dynamic channel assignment strategies require the MSC

 
nt strategy, voice channels are not allocated

d, each time a call request is made, the I
cm the MSC. The switch then allocates
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' Level at point A

level
(a) Improper

handoff Situation Minimum acceptable signalto maintain the call

 

_Le_vel_at_poifit scan 1? torminated) Receivedsignal
Time.

 

 

 

E _ _ 2 _ EvaaLptaltfi _ _

(b) Proper é:
hand‘lff filtuati‘m En _ _ . _ _ _ _ _ J _ _l:.e_v_el atvyhich handoffis made

E 1 (call properly transferred-to BS 2)
.2 lw i
s lM .

: Time

Figure 213
Illustration ofa handoff scenario at cell boundary.

to collect real-time data on channel occupancy, traffic distribution, and radio sig—

nal. strength indications (RSSI) of all channels on a continuous basis. This
Increases the storage and computational load on the system but provides the
advantage of increased channel utilization and decreased probability of a
blocked call. I

2.4 Handofi Strategies

When a mobile moves into a different cell while a conversation is in

DWETESS, the MSC automatically transfers the call to a new channel belonging to

the new base station. This handof‘f operation not only involves identifying a new

base station, but. also requires that the voice and control signals be allocated to
channels assmiated with the new base station.
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Processing handoff's is an important task in any cellular radio system.
Many handoff strategi doff requests over call initiation requestsd channels in a cell sit t be performed sue—when allocating unuse e. Handoffs muscessi‘ully and as infrequently as possible, and he imperceptible to the users. In
order to meet these requirements, system designers must specify an optimumsignal level at which to initiate a handoff. Once a particular signal level is speci—fied as the minimum usable signal for acceptable voice quality at the base sta—1 receiver (normally taken as between —'i|0 diim and 400 dBm), a slightlytit):stronger signal level is used as a threshold at which a handofi’ is made. This mar-cannot be too large or too small. If
gin” given by A = Pr huritlnff' 'Pr minimum umbieiliaiidoffs which burden the MSC may occur, and if r_\

lets a handoff before a call is
cient time to comp

A is chosen carefully to meet these
1 conditions. Therefore,re 2.3 illustra " uation. Figure 2.3(a)

a handoff is not gnal drops below
1 to keep the channel active. This dropped call

xcessive delay by the M80 in assigning a
it too small for the handof‘f time in the sys-

ditions due to computa-
nnels are available on

til a channel in

as priorities han

is too small, there mayr he insui'fi
lost due to wreak signs
conflicting requirements. Figu
demonstrates the case where
the minimum acceptable love
event can happen when there is an e
handoi'f, or when the t
tern. Excessive delays may
tional loading at the MSC or due to the fact that no cha
any of the nearby base stations (thus forcing the MSC to wait on
a nearby cell becomes free).in deciding when to handoff. it is important to ensure that the drop in the
measured signal level is not due to momentary fading and that the mobile isactually moving away from the serving base station in order to ensure this, thebase station monitors the signal level for a certain period oftime before a hand-gnal strength should be
off is initiated. This running average measurement of si
optimized so that unnecessary handoffs are avoided, while ensuring that needs;1! is terminated due to poor signal level.
sary handeffs are completedThe length of time needed to decide if a handol‘f is necessary depends on the.lope of the short-term average
speed at which the vehicle is time interval is steep, the handoff should be made
received signal level in a givenquickly. Information about the vehicle speed, which can be useful in handol‘f deci—sions, can also be computed from the statistics of the received short-term fading
signal at the base station.

moving. If the s

The time over which a call may be maintained within a cell, without hand-
ofi', is called the dwell time [Rap93bl The dwell time of a particular user is gov-
erned by a number of factors, which include propagation, interference, distance
between the subscriber and the base station, and other time varying effects.
Chapter 4 shoWs that even when a mobile user is stationary, ambient motion in
the vicinity of the base station and the mobile can produce fading, thus even astationary subscriber may have a random and finite dwell time. Analysis in
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[RapQSb] indicates that the statistics of dwell time vary greatly, depending on
the speed of the user and the type of radio coverage. For example, in mature cells
which provide coverage for vehicular highway users, most users tend to have a
relatively constant speed and travel along fixed and well—defined paths with good
radio coverage. In such instances, the dwell time for an arbitrary user is a ran-
dom variable with a distribution that is highly concentrated about the mean
dwell time. On the other hand, for users in dense. cluttered microeell environ-
ments, there is typically a large variation of dwell time about the mean, and the
dwell times are typically shorter than the cell geometry would otherwise sug-
gest It is apparent that the statistics of dwell time are important in the practi-
cal design of handoi'f algorithms [LiCQS], |_Sun94l, [Rap93b].

In first generation analog cellular systems, signal strength measurements
are made by the base stations and supervised by the MSC. Each base station
constantly monitors the signal strengths of all of its reverse voice channels to
determine the relative location of'each mobile user with respect to the base sta—
tion tower. In addition to measuring the R881 of calls in progress within the cell,
a spare receiver in each base station, called the locator receiver, is used to deterv
mine signal strengths of mobile users which are in neighboring cells. The (center
receiver is controlled by the MSC and is used to monitor the signal strength of
users in neighboring cells which appear to be in need of handoff and reports all
RSSI values to the MSC. Based on the locator receiver signal strength informa-

tion from each base station, the MSC decides if a handoff is necessary or not.

In second generation systems that use digital TDMA technology, handofl’
decisions are mobile assisted. In mobile assisted handofl” (MAHO), every mobile
station measures the received power from surrounding base stations and contin-

ually reports the results of these measurements to the serving base station. A
handoff is initiated when the power received from the base station of a neighbor

ing cell begins to exceed the power received from the current base station by a
certain level or for a certain. period of time. The MAI-IO method enables the call
to be handed over between base stations at a much faster rate than in first gen-

eration analog systems since the handol'l‘ measurements are made by each
mobile, and the MSC no longer constantly monitors signal strengths. MAHO is
particularly suited for rnicrocellular environments where handoffs are more fre-
quent.

During the course of a call, if’a mobile moves from one cellular system to a
different cellular system controlled by a different MSC, an iniersystem handoff
becomes necessary. An MSC engages in an intersystem handoff when a mobile

signal becomes weak in a given cell and the MSC cannot find another cell within
"'5 Eti’stem to which it can transfer the call in progress. There are many issues

that must be addressed when implementing an intsrsystem handoff. For
lnfilaflCE. a local call may become a long—distance call as the mobile moves out of
its home system and becomes a roamer in a neighboring system. Also, compati—
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bility between the two MSCs must be determined before implementing an inter-
system handoff. Chapter 9 demonstrates how intersystem handofi‘s are
implemented in practice. licies and methods for managing hand—

s have different po

ems handle hando

h systems, the pr

be served by a new base station is equal
from the user’s point of view, having

cells. However,while in the middle of a conversation is more annoying thTo improve the quality of service as perceived by
sionally on a new call attempt. been devised to prioritize handoil' requests over
the users. various methods have
call initiation requests when allocating voice channels.

l'l’ requests in the same way they handle
obabiiity that a handoff request will not
to the blocking probability ol‘ incoming

a call abruptly terminated

Different system

off requests. Some syst
orig‘nating calls. In sue

2.4.1 Prioritizing Handofis andoi‘fs is called the guard channel con—
One method for giving priority to hreby a fraction of the total available channels in a cell is reserved exclur' h may he handed off into the

cept, whe-sively for handoff requests from ongoing calls who he total carried traffic. as
cell. This method has the disadvannnels are allocated to origin' _ ‘uard channels, however. offer

m utilisation when dynamic channel assignment strategies,
he number of required guard channels by efficient demand

fewer cha

efficient spectru

which minimize t
based allocation, are used.

Queuing of handoff re
of forced termination of a ca

quests is another method to decrease the probability
ll due to lack of available channels. There is a trade-

off bot-Ween the decrease in probability of forced termination and total carriedtraffic. Queuing of handoft‘s is possible due to the Fact that there is a finite timeinterval between the time the received signal level drops below the handoffthreshold and the ti ' ‘ fficicnt signal level. The
delay time and site 0 attern ofthe par—ticular service area. It should he - zero
probability of forced termination. since
rial level to drop below the minimum require
and hence lead to forced termination.

f the queue is determine
noted that queuin

large delays will c
d level to maintain communication

2.4.2 Practical Handofi Considerations
systems. sev
f mobile velocitie

ll within a matter of second
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low speed users while minimizing the handoff intervention from the MSC.
Another practical limitation is the ability to obtain new cell sites.

Although the cellular concept clearly provides additional capacity through
the addition of cell sites. in practice it is difficult For cellular service providers to

obtain new physical cell site locations in urban areas. Zoning laws, ordinances,
and other nontechnical barriers often make it more attractive for a cellular pro-

vider to install additional channels and base stations at the same physical loca-

tion of an existing cell, rather than find new site locations. By using different
antenna heights (often on the same building or tower) and different power levels,

it is possible to provide “large” and “small” cells which are co—locatcd at a single
location. This technique is called the umbrella cell approach and is used to pro-
vide large area Coverage to high speed users while providing small area coverage

to users traveling at low speeds. Figure 2.4 illustrates an umbrella cell which is
co-located with some smaller microcells. The umbrella cell approach ensures

that the numbcr of handoi’fs is minimised for high speed users and provides

additional microcell channels for pedestrian users. The speed of each user may

be estimated by the base station or MSC by evaluating how rapidly the short—
term average signal strength on the RVC changes over time, or more sophisti-

cated algorithms may be used to evaluate and partition users [LiCQS]. It's high

speed user in the large umbrella cell is approaching the base station, and its
velocity is rapidly decreasing, the base station may decide to band the user into
the co—located micrccell, without MSG intervention.

 
Small microcells for

Large "umbrella" cell for 10‘” 3p3'3d traffic
high speed traffic

Figure 2.4
The umbrella cell approach.

Another practical bandoff problem in microcell systems is known as cell
dragging. Cell dragging results from pedestrian users that provide a very strong
signal to the base station. Such a situation occurs in an urban environment when

there is a line-of'~sight (L03) radio path between the subscriber and the base sta-
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tion. As the user travels away from the base station at a very slow speed, the
average signal strength does not decay rapidly. Even when the user has traveled
well beyond the designed range of the cell, the received signal at the base station
may be above the handoff threshold, thus a handoff may not he made. This cre—
ates a potential interference and traffic management problem, since the user has
meanwhile traveled ell. To solve the cell draggingdeep within a neighboring c

problem, handoff thresholds and radio coverage
carefully.

In first generation ana

handoff, once the signal leve

parameters must be adjusted
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handofl' is needed.The 15-95 code division multiple access (CDMA) spread spectrum cellular
system described in Chapter 1.0, provides a unique handoff capability that can—
not be provided with other wireless systems. Unlike channelized wireless sys-
tems that assign different during a handoff (called a hard
handofi), spread spectrum mobiles share the same channel in every cell. Thus,
the term henctoff does not mean a physical change in the assigned channel, but
rather that a different base station handles the radio communication task. By
simultaneously evaluating the received signals from a single subscriber at sev-
eral neighboring base stations, the MSC may actually deci
the user’s signal is best at any mom
scopic space diversity provided by the different physical l
tions and allows the MSC to make a “soft" decision as
user’s signal to pass along to the PSTN at any instance i
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2.5 Interference and System Capacity

Interference is the major limiting factor in the performance of cellular radio
systems. Sources of interference include another mobile in the same cell, a call in
progress in a neighboring cell, other base stations operating in the same fre—
quency band, or any nuncellular system which inadvertently leaks energy into
the cellular frequency band. Interference on voice channels causes cross talk,
where the subscriber hears interference in the background due to an undesired
transmission. On control channels, interference leads to missed and blocked calls
due to errors in the digital signaling. Interference is more severe in urban areas,
due to the greater RF noise floor and the large number of base stations and
mobiles. Interference has been recognized as a major bottleneck in increasing

capacity and is often responsible for dropped calls. The two major types of sys-
tem-generated cellular interference are co-chonnel’ interference and adfncent
Chennai interference. Even though interfering signals are often generated within
the cellular system, they are difficult to control in practice (due to random propa-
gation effects). Even more difficult to control is interference due to out-of-band
users, which arises without warning due to front end overload of subscriber
equipment or intermittent intermodulation products. In practice, the transmit-
ters from competing cellular carriers are often a significant source of outpof—band
interference, since competitors often locate their baSe stations in close proximity
to one another in order to provide comparable coverage to customers.

2.5.1 (lo-channel Interference and System Capacity

Frequency reuse implies that in a given coverage area there are several
cells that use the same set of frequencies. These cells are called ctr-channel cells,

and the interference between signals from these cells is called can-channel inter-

ference. Unlike thermal noise which can be overcome by increasing the signal-to-
noise ration (SNR), co—channel interference cannot be combated by simply

increasing the carrier power of a transmitter. This is because an increase in car-
rier transmit power increases the interference to neighboring co~channel cells. To
reduce co-channol interference, co-channel cells must be physically separated by

a minimum distance to provide sufficient isolation due to propagation.
In a cellular system, when the size of each cell is approximately the same,

covchanncl interference is independent of the transmitted power and becomes a

function of the radius ofthe cell (R ), and the distance to the center of the nearest

CO-channel cell (D). By increasing the ratio of DIR, the spatial separation
between Uta-channel cells relative to the coverage distance of a cell is increased.

Thus interference is reduced from improved isolation of RF energy from the co—

channel cell. The parameter Q, called the ceachonnel reuse ratio, is related to the
“miller size. For a hexagonal geometry
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Q=gam (2.4)
of Q provides larger capacity since the cluster size N isdue to a

f Q improves the transmission quality,
forence. A trade-off must be made between these i

A small value

small, whereas a large value 0
smaller level of co-channel inter
two objectives in actual cellular design.

Table 2.1 Duvchannel Reuse Ratio for Some Values at N

  
interfering cells. Then, the signal~to-

Let i“ be the number of co-channel r which monitors 3 forward
interference ratio (SH or SIR) for a mobile receive
channel can be expressed as

(2.5) M‘-"~IU}

t= |

where S is the desired signal power from the desir
interference power caused by the ith interfering co
the signal levels of co—channel cells are known. then the
ward link can be found using equation (2.5}.

Propagation measurements in a mobile radio channel show that the aver-
e received signal strength at any point decays as a power law of the distance of

receiver. The average received power Pr
proximated by “

ed base station and I‘- is the
-channel cell base station. If

S/I ratio for the for-
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separation between a transmitter and
at a distance d from the transmitting antenna is ap

Pr = Poul”) "

 
       

 

 
(2.6)

 

 
 

 
 

PAdBm) = Pn(dBm) — l0nlog£§j (2.7)o

where P” is the power received at a close-in reference point in the far field region
of the antenna at a small distance d” from the transmitting antenna, and n is
the path loss exponent. Now consider the forward link where the desired signal
is the serving base station and where the interference is due to co-channel base
stations. If D. is the distance of the ith interferer from the mobile, the received
power at a given mobile due to the ith interfering cell will be proportional to
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(DE) "I . The path loss exponent typically ranges between 2 and 4 in urban cellu-
lar systems [Rap92b].

When the transmit power of each base station is equal and the path loss

exponent is the same throughout the coverage area. S/I for a mobile can be

approximated as

(2.8)

 Considering only the first layer of" interfering cells, if all the interfering

base Stations are equidistant from the desired base station and if this distance is

equal to the distance D between cell centers, then equation (2.8) simplifies to

_ = .._..- = —.. (2.9)

Equation (2.9) relates 3/! to the cluster size N, which in turn determines

the overall capacity of the system from equation (2.2). For example1 assume that

the six closest cells are close enough to create significant interference and that

they are all approximately equal distance from. the desired base station. For the

US, AMPS cellular system which uses FM and 30 kHz channels, subjective tests

indicate that sufficient voice quality is previded when 8/1 is greater than or

equal to 18 dB_ Using equation (2.9) it can be shown in order to meet this

requirement, the cluster size N should be at least 6.49, assuming a path loss
exponent n. = 4 . Thus a minimum cluster size of 7 is required to meet an 8/!

requirement of 18 dB‘ It should be noted that equation (2.9) is based on the hex"
agonal cell geometry where all the interfering cells are equidistant from the base

station receiver, and hence provides an optimistic result in many cases. For some

frequency reuse plans (ag. N = 4), the closest interfering cells vary widely in
their distances from the desired cell.

From Figure 2.5, it can be seen for a 7-cell cluster. with the mobile unit is at

the 0811 boundary, the mobile is a distance D —R from the two nearest co-ehannel

interfering cells and approximately D + R/Z. D, D — RM, and D + R from the

other interfering cells in the first tier [Lee86]. Using equation (2.9) and assum—

ing R equals 4, the signalutoninterference ratio for the worst case can be closely

approximated as (an exact expression is worked out by Jacobsmeyer [Jac94]).

  
  
  
  

  
  

  
  

 
ire—Ri“+ (D—R/E) 4+ (ma/2) “+ (n+5?) 4+0

Equation (2110) can be rewritten in terms of the co-channel reuse ratio Q,

 
(2.10)“-slxrfl .4
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= _ ________n___———1 (2.11)

2(Q+ 1)“ + (Q— l)” + (Q+0.5)“+ (til—0.5)4 +L
(«27— 114 (Q2 41.25)“ Q4

For N = 7, the co—channel reuse ratio Q is 4.6, and the worst case 3/! is
approximated as 49.56 (17 dB) using equation (2.11), whereas an exact solution
using equation (2.8) yields 17.8 dB [Jac94']. Hence for a 7-cell cluster, the 8/1
ratio is slightly less than 18 dB for the worst case. To take the worst case into
account, it would be necessary to increase N to the next possible value, which
From equation (2.3) is found to he 12 (corresponding to i = j = 2 ). This obviously
entails a significant decrease in capacity, since 12-cell reuse offers a spectrum
utilization of 1f12 within each cell, whereas T-cell reuse offers a spectrum utiliza-
tion of U7. In practice, a capacity reduction of 7/12 would not be tolerable to
accommodate for the worst case situation which rarely occurs. From the above
discussion it is clear that co-channel interference determines link performance.
which in turn dictates the frequency reuse plan and the overall capacity of cellu—
lar systems.

.3
I

_____________————————
Example 2.2

If a signal to interference ratio of 15 dB is required for satisfactory forward
channel performance of a cellular system, what is the frequency rouse factor
and cluster size that should he used for maximum capacity if the path loss
exponent is la) n = 4 , (b) a = 3 ? Assume that there are 6 codchannels cells in
the first tier, and all of them are at the same distance from the mobile. Use
suitable approximations.

Solution to Example 2.2
(a) n. = 4

First, let us consider a 7-ccl] reuse pattern.
Using equation (2,4), the co-channel reuse ratio D/R : 4.583 .
Using equation (2.9), the signal—to-noise interference ratio is given by

5/1 I (lid) x (4.5%) = 75.3 = 18.66 dB.
Since this is greater than the minimum required 3/! . N = 7 can he used.

b} n = 3

First, let us consider a 7-cell reuse pattern.
Using equation [2.9), the si slate-interference ratio is given by

3/1 = (1m) x (4.533) = 15.04 = 12.05 dB.
Since this is less than the minimum required 8/ I , we need to use a larger
N .

Using equation (2.3), the next possible value of N is 12. (l = j = 2 l.
The corresponding ace-channel ratio is given by equation (2.4) as

[HR = 6.0. 
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Interierence and System Capacity

Usmg equation (2.3) the uignai-to-intcrf‘erence ratio is given by

Y 3/! = (W) R my1 2 36 = l5.56dB.
Since this 15 greaLer than the minimum required S/I , N = l2 can he used    
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not be of the same type as that used by the cellular system) captures the receiver
of the subscriber. Alternatively, the near-far effect occurs when a mobile close to
a base station transmits on a channel close to one being used by a weak mobile.

The base station may have difficulty in discriminating the desired mobile user
from the “bleedover” caused by the close adjacent channel mobile.

Adjacent channel interference can be minimized through careful filtering
and channel assignments. Since each cell is given only a fraction of the available
channels, a cell need not be assigned channels which are all adiacent in he
quency. By keeping the frequency separation between each channel in a given
cell as large as possible, the adjacent channel interference may be reduced con-
siderably. Thus instead of assigning channels which form a contiguous band of
frequencies within a particular cell, channels are allocated such that the fre-
quency separation between channels in a given cell is maximized. By sequen-
tially assigning successive channels in the Frequency band to different cells,
many channel allocation schemes are able to separate adjacent channels in a cell
by as many as N channel bandwidths, where N is the cluster size. Some chan-
nel allocation schemes also prevent a secondary source of adjacent channel inter- l
ference by avoiding the use of adjacent channels in neighboring cell sites. l

if the frequency reuse factor is small, the separation between adjacent
channels may not be sufficient to keep the adjacent channel interference level
within tolerable limits. For example, if a mobile is 20 times as close to the base
station as another mobile and has energy spill out of its passb‘and. the signal-to-

interference ratio for the weak mobile (before receiver filtering) is approximately

_ = (20) "” (2.12)

For a path less exponent n. = 4, this is equal to —52 dB. [fthe intermediate
frequency (IF) iilter of the base station receiver has a slope of 20 dBloctave, then
an adjacent channel interferer must be displaced by at least six times the pass-
band bandwidth from the center of the receiver frequency passband to achieve

52 dB attenuation. Here, a separation of approximately six channel bandwidths

is required for typical filters in order to provide 0 dB SIR from a close-in adjacent
channel user. This implies that a channel separation greater than six is needed
to bring the adjacent channel interference to an acceptable level, or tighter base
station filters are needed when close-in and distant users share the same cell. In

practice, each base station receiver is proceeded by a high Q cavity filter in order
to reject adjacent channel interference.

—_—.—~———-——-——-——'

Example 2.3

This example illustrates how channels are divided into subsets and allo~
cated to different cells so that adjacent channel interference is minimized. The
United States AMPS system initially operated with {566 duplex channels. In  
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1989. the FCC allocated an additional 10 MHz of spectrum ['or cellular ser- ‘
vices. and this allowed 166 new channels to he added to the AMPS system. i l
There are now 832 channels used in AMPS. The [mutant channel (870.030 l

MHZ} along With the corresponding reverse channel (825.030 MHz) is num- I,

bored as channel 1. Similarly the forward channel 889.98 MHZ along with the. “'
reverse channel 844.98 MHz is numbered as channel 666 (see Figure 1.2). The. .

extended hand has channels numbered as 867 through 799. and 990 through 'l[1023.

In order to encourage competition. the FCC licensed the channels to two

competing operators in every service area, and each operator received hali‘of l '
the total channels. The Channels used by the two operators are distinguished l
as block A and block B channels. Block B is operated by companies which have ',
traditionally provided telephone services (callcd wirelinc operators), and Block l
A is operated by companies that have not traditionally provided telephone eer- I

vices (called nonwircline operators). |Out of the 416 channels used by each operator, 395 are voice channels and
the remaining ‘21 are control channels. Channels 1 through 312 (voice chan-
nels) and channels 313 through 333 (control channels) are blue]: A channels,
and channels 355 through 666 (voice channels) and channels 334 through 354 I

(control channels) are block E channels. Channels 65'? through 716 and 991 lthrough 1023 are the extended Block A voice channels, and channels 717

through 799 are extended Block B voice channels. ‘
Each of the 395 voice channels are divided into 21 subsets. each containing I

about 19 channels. In each subset, the closest adjacent channel is 21 channels
away. In a 7-cell reuse system. each cell uses 3 subsets ofcllannels. The 3 subs

sets are assigned such that every channel in the cell is assured of being sepa-
rated from every other channel by at least 7 channel spacings. This channel ‘
assignment scheme is illustrated in Table 2.2. As seen in Table 2.2. each cell
uses channels in the subsets, M + H] + £0, whore i is an integer from 1 to 'i'.
The total number ofvoicc channels in a cell is about 57. The channels listed in

the upper half of the chart belong to block A and those in the lower half belong
to block B. The shaded set all numbers correspond to the control channels I
which are standard to all cellular systems in North America.

2.5.3 Power Control for Reducing Interference

In practical cellular radio and personal communication systems the power
levels transmitted by every subscriber unit are under constant control by the
serving base stations. This is done to ensure that each mobile transmits the

smallest power necessary to maintain a good quality link on the reverse channel.
POWcr control not only helps prolong battery life for the subscriber unit, but also
dramatically reduces the reverse channel 3/! in the System. As shown in Chap-
ters 8 and 10, power control is especially important for emerging CDMA spread
Spectrum Systems that allow every user in every cell to share the same radio
channct
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Table 2.2 AMPS channel allocation for A side and B side carriers

Channel allocation chart for the 832 chnnncl AMPS system_—__—_—_—-————-1—
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2.6 Trunking and Grade of Service

Cellular radio systems rely on trunking to accommodate a large number of
users in a limited radio spectrum. The concept of trunking allows a large numbei
of users to share the relatively small number of channels in a cell by providing
access to each user, on demand from a pool of available channels In a trunked
radio system, each user is allocated a channel on a per call basis, and upon ter-
mination of the call, the previously occupied channel is immediately returned to
the pool of available channels

Trunking exploits the statistical behavior at users so that a fixed number of
channels or circuits may accommodate a lat-,ge random use] community The
telephone company uses trunking theory to determine the number of telephone
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circuits that need to be allocated for office buildings with hundreds of telephones,
and this same principle is used in designing cellular radio systems. There is a
trade-off between the number of available telephone circuits and the likelihood
of a particular user finding that no circuits are available during the peak calling
time. As the number of phone lines decreases. it becomes more likely that all cir-
cuits will be busy for a particular user. In a trunked mobile radio system, when a
particular user requests service and all of the radio channels are already in use,
the user is blocked, or denied access to the system, In some systems, a queue

may be used to hold the requesting users until a channel becomes available.
To design trunked radio systems that can handle a specific capacity at a

specific “grade of service”. it is essential to understand trunking theory and
queuing theory. The fundamentals of trunking theory were developed by Erlang,
a Danish mathematician who, in the late 19th century, embarked on the study of
how a large population could be accommodated by a limited number of servers
[301,188]. Today, the measure of traffic intensity bears his name. One Erlang rep-
resents the amount of traffic intensity carried by a channel that is completely

occupied (Le. 1 call-hour per hour or 1 call-minute per minute). For example, a
radio channel that is occupied for thirty minutes during an hour carries 0.5

Erlangs of traffic.

The grade of service (GUS) is a measure of the ability of a user to access a
trunkecl system during the busiest hour. The busy hour is based upon customer
demand at the busiest. hour during a week, month, or year. The busy hours for

cellular radio systems typically occur during rush hours, between 4 p.m. and 6

p.m. on a Thursday or Friday evening. The grade of service is a benchmark used
to define the desired performance of a particular trunked system by specifying a
desired likelihood of a user obtaining channel access given a specific number of

channels available in the system. It is the wireless designer’s job to estimate the

maximum required capacity and to allocate the proper number of channels in
order to meet the G03. G03 is typically given as the likelihood that a call is

blocked, or the likelihood of a call experiencing a delay greater than a certain

queuing time.
A number of definitions listed in Table 2.3 are used in trunking theory to

make capacity estimates in trucked systems.

The traffic intensity offered by each user is equal to the call request rate

mu'tiplitfid by the holding time. That is, each user generates a traffic intensity of

A“ Erlangs given by

A“ = “H (2.13}

where H is the average duration of a call and u is the average number of call

““9515 per unit time. For a system containing U users and an unspecified
number oi channels, the total offered traffic intensity A, is given as

A = LIAu (2.14)
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on Terms Used in Trunking Theory

     
  
  
  
  
    
  
  
  

Table 2.3 Definitions cl Comm

to a trunked radio channel to a requesting user.
Set-up Time: The time required to alloca leted at time of request, due to congestion. Also
Blocked Call: Call which cannot be comp

referred to as a lost cell. i, Denoterl by H (in seconds).
Holding Time: Average duration of a typical cal ch is the average channel
Traffic Intensity: Measure of channel time utilization, whioccupancy measured in Erlangs. This is a dimensionless quantity and may be

used to measure the time utilization of single or multiple channels. Donated by A.
Load: Traffic intensity across the entire trunkcd radio system, measured in Erlangs.
Grade of‘Ser-vice (G08): A measure of congestion which is specified as the probability of

a cell being blocked (for Erlang B), or the probability of a call being delayed
beyond a certain amount of time (for Erlang C).

Request Role: The average number of call requests per unit tim
onds'l'.

e. Denoted by u see-
 

 
  

Furthcrmore, in a C channel trunked system, if the traffic is equally distributed
among the channels. then the traffic intensity per channel. Am a '13 given as

A, = UAR/C

Note that the offered traffic is not necessarily the traffic which is carried by
the trunked system, only that which is offered to the trucked system. When the
offered traffic exceeds the maximum capacity of the system, the carried traffic
becomes limited due to the limited capacity (Le. limited number of channels}.
ri‘he maximum possible carried traffic is the total number of channels, C, in
Erlangs. The AMPS cellular system is designed for a GOS of 2% blocking. This
implies that the channel allocations for cell sites are designed so that 2 out of
100 calls will be blocked due to channel occupancy during the busiest hour.

There are two types of trucked systems which are commonly used. The first
type offers no queuing for call requests. That is, for every user who requests ser-
vice, it is assumed there is no setup time and the user is given immediate access
to a channel if one is available. If no channels are available. the requesting user
is blocked without access and is free to try again later. This type of trunking is
called blocked calls cleared and assumes that calls arrive as determined by a
Poisson distribution. Furthermore, it is assumed that there are an infinite numv
her of users as well as the following: (a) there are memoryless arrivals of
requests, implying that all users, including blocked users, may request a channel
at any time; (b) the probability of a user occupying a channel is exponentially
distributed, so that longer calls are less likely to occur as described by an expo-
nential distribution; and (c) there are a finite number of channels available in
the trunking pool. This is known as an M/Mfm queue, and leads to the derivation
of the Erlang B ['ormula (also known as the blocked cells cleared formula). The
Erlang B formula determines the probability that a call is blocked and is a mea-
sure of the G08 for a trucked system which provides no queuing for blocked
calls. The Erlang B formula is derived in Appendix A and is given by

(2.15)
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AC

Pr[b£ocfcing] = Tig— = GUS
A ii

(2.16)
 

  k = l)

where C is the number of trunked channels offered by a trunkcd radio system

and A is the total offered traffic. While it is possible to model trunked systems

with finite “SETS. the resulting expressions are much more complicated than the

Erlnng B result. and the added complexity is not warranted for typical trunked

systems which have users that outnumber available channels by orders of mag-
nitude. Furthermore, the Erlnng B formula provides a conservative estimate of

the GUS, as the finite user results always predict a smaller likelihood orb10ck—
ing. The capacity ofa trunked radio system where blocked calls are lost is tabu—
lated for various values of G03 and numbers of channels in Table 2.4.

Table 2.4 Capaclw cl an Erlang B System

  
  

 
 

 
 

 

  Number of
Channels C

Capacity (Erlangs) for (308
= 0.005 = 0.002 = 0.001

0-065

0—535

0—900

3.43

10.1 9.41

13-0

25,7

55.1 51.0
77-4

The second kind of trunked system is one in which a queue is provided to
hold calls which are blocked. If a channel is not available immediately, the call
request may be delayed until a channel becomes available. This type of trunking
is called Blocked Calls Delayed, and its measure of GUS is defined as the proba-
bility that a call is blocked after waiting a specific length of time in the queue. To
find the G055, it is first necessary to find the likelihood that a call is initially
denied access to the system. The likelihood of a call not having immediate access
In a channel is determined by the Erlang C formula derived in Appendix A
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If' no channels are immediately available the call is delayed, and the proba—
bility that the delayed call is forced to wait more than 15 seconds is given by the
probability that a call is delayed, multiplied by the conditional probability that
the delay is greater than if seconds. The GOS ofa trunked system where blocked
calls are delayed is hence given by

Fr [delay > t] = Pr[de1uy:>0]Pr[deluystideley :3 0] (2.18)
= Pr[delay >0] exp HG -A)i/H)

The average delay D for all calls in a queued system is given by

D = Pr [delay > 0] (Ii-1A (2.19)
where the average delay for those calls which are queued is given by H/(C—A}.

The Erlang B and Erlang C formulas are plotted in graphical form in Fig-
ure 2.6 and Figure 2.7. These graphs are useful for determining 005 in rapid
fashion, although computer simulations are often used to determine transient
behaviors experienced by particular users in a mobile system.

To use Figure 2.6 and Figure 2.7, locate the number orchannels on the top
portion of the graph. Locate the traffic intensity oi‘thc system on the bottom por-
tion of the graph. The blocking probability Pr [blocking] is shown on the
abscissa of Figure 2.6, and Pr [delay ;. 0] is shown on the abscissa of Figure 2.7.
With two of the parameters specified it is easy to find the third parameter.

#Mfl—

Example 2.4
How many users can be supported For 0.5% hlocking piebability in" the (“NOW-
ing number ol‘trunked channels in a blocked calls cleared system? (a) 1, (b) 5,
(c) 10, (d) 20, (e) 100. Assume each user generates 0.1 Erlangs of traffic.

Solution to Example 2.4
From Table 2.4 we can find the total capacity in Erlangs for the 0.5% COS for
cliITerent numbers of‘ channels. By using the relation A = UAW we can obtain
the total number of users that can he supported in the system.
(a) Given (3 F l .A“ = 0.1 , 008‘ = 0.005

From Figure 2.6, we obtain A = 0.005 .
Therefore, total number of users, U = A/A” = 0.005 fill = 0.05 users.
But, actually one user could be supported on one channel. So, U = I _

(blGiven C = 5,14” = 1).] , GOS = 0.005
From Figure 2.6, we obtain A = 1.13.
Therefore, total number of users. U = A/Au Lil/ill == ll users.

to) Given C = H) , AM = {H . GUS = 0.005
From Figure 2.6, we obtain A = 3.96- .
Therefore, total number ofusers, U = AKA“ 3.96/01 2: 39 users.

((1) Given C = 2|),Au = 01,608 = 0x105
From Figure 2.6, we obtain A = I 1.111.
Thei'cfiire, total number of users, U = A/ALI Ill/(1.1 Ill] users.

{elGiven C = loo, AH = “1,1305 = 0.005 
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From Figure 2.6, we obtain A = 30.9.
Therefore, total number of users, U = A/A = RONA/0.] = 809 users.

________—_—____———

Example 2.5
An urban area has a population of 2 million residents. Three competing
trunked mobile networks (systems A. B, and C) provide cellular service in this
area. System A has 394 cells with 19 channels each, system B has 98 cella with
57 channels each, and system C has 49 cells, each with 100 channels. Find the
number of' users that can be supported at 2% blocking if‘cach user averages 2
calls per hour at an average call duration 013 minutes. Assuming that all three
trunked systems are operated at maximum capacity, compute the percentage
market. penetration of‘oach cellular provider.

  
Solution to Example 2.5

System A
Given:

Probability of blocking = 2% = 0.02
Number of channels per cell used in the system, C = [9

Traffic intensity per user. A“ = pH = 2 x (3/60) = 0.1 Erlangs

 
For 003 = 0.02 and C = l9, from the Erlang B chart, the total carried
traffic, A, is obtained as .12 Erlange.
Therefore, the number of users that can be supported per cell is

U = A/Au = 12/01 = 120.
Since there are 394 cells, the total number of subscribers that can be sup-
ported by System A is equal to IE!) x 394 = 47280.

System B
Given:

Probability of blocking : 2% = 0.02
Number ofchannela per cell used in the system. C = 57

Traffic intensity pcr user, A” = of] = 2 x (3/60) = 0.1 Erlangs

 yetiasafunctionofthenumberofchannelsandtrafficlI‘l‘lEllElt‘j.’inErlangs.TrafficIntensityinElengs
For GOS = 0,02 and C = 57, from the Erlang l3 chart. the total carried
traffic, A, is obtained as 45 Erlangs.
Therefore, the number of users that can be supported per cell is

U = A/Au = 45/0.I = 450.
Since there are 98 cells, the total number of subscribers that can be sup-
ported by System B is equal to 450 x 93 = 44100.

System C
Given:

Probability of blocking = 2% = 0.02
Number of channels per cell used in the system, C = 100

'I‘raffiointensit)r per user,Au = eff = 2x (3160) = 0.| Erlangs

t6
'3“cl
on
.Eu:
,a

tct!

“5

E?r:,9

,3
E:L
a:
5

For G08 = 0.02 and C = [00, from the Erlang B chart, the total carried
traffic, A, is obtained as 38 Erlangs.
Therefore, the number of users that can be supported per cell is

TheErlangCchartshowingFigure2.? 
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U = AKA” = 88/01 = 330.
Since there are 49 cells, the total number of subscribers that can be 5011‘
ported by System C is equal to 880 x 49 = 43120

Therefore. total number ofcellular subscribers that can be supported by these
three systems are 47280 + 44100 + 43l20 = l34500 users.

Since there are 2 million residents in the giver! urban area and the total num-
ber ot'cellulor subscribers in System A is equal to 47280 . the percentage mar-
ket penetration is equal to

NERO/2000000 a 206 %

Similarly, market penetration of System B is equal to
44100/2000000 = 2205 “It;

and the market penetration of System C is equal to
43120/2000000 = 2.156 '5':

The market penetration of the three systems combined is equal to
134500/2000000 5 6.725% 

 

Example 2.6

A certain city has an area of 1.300 square miles and is covered by a cellular
system using :1 7-cell reuse pattern. Each cell has a radius Of4 miles and the
city is allocated 40 MHz of' spectrum with a full duplex channel bandwidth of'
60 kHz. Assume a G053 of 2% For an Erlang B system is specified. If'the offered
traffic per user is 0.03 Erlangs. compute (a) the number of cells in the service
area, (bl the number of‘channels per cell. to) traffic intensity of each C911. till) the
maximum carried traffic, (9) the total number of users that can he firewall for
2% G08, (1') the number of mobiles per channel. and (g) the theoretical maxir
mum number of users that could be served at one time by the system.

Solution to Example 2.6
(a) Given:

Total coverage area = 1300 miles

Cell radius = 4 miles 7
The area of a cell (hexagon) can be shown to be 2.598 IR‘ , thus each cell cov—crs

2.5981x(4)2 = 41.57 sq mi.
Hence, the total number of cells are NC = 1300/4157 = 31 cells.

(1')) The total number of channels per cell (C)
= allocated spectrum 1 [channel width 2-: frequency reuse Factor )
= 40.0011000/(60, 000 x T) : 95 channels/cell

(c) Given:

C = 95, and G08 = 0.02
From the Erlang B chart, we have

traffic intensity per cell A = 84 Erlangsr‘cell
(d) Maximum carried traffic = number of cells x traffic intensity [JCT cell.

= 3] H 84 = 2604 Erlangs.
(e) Given traffic per user = 0.03 Erlangs

Total number of users = Total traffic / trafiic per user
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= 2604 / 0.03 = 86,800 users.

be sup- (0 Number of mobiles per channel = number of usersfnumber of channels
= 86,800! 1566 = 130 mobilesfchannel.

by these (g) The theoretical maximum number of served mobiles is the number of'avail-
able channels in the system (all channels occupied)

= C x NC = 95 x 31 = 2945 users, which is 3.4% of the customer base.
tal numr ______——-———-——

age mer-
H—W—

Example 2.7
A hexagonal cell within a 4-cell system has a radius of 1.387 km. A total 01'60
channels are used Within the entire system. If the load per user is 0.029
Erlangs. and p = 1 callr‘hour, compute the Following for an Erlang C system
with a GUS of'5%:

(a) How many users per square kilometer will this system support?
(a) What is the probability that a delayed call will have to wait for more than

10 s?

(c) What is the probability that a call will be delayed for more than 10 seconds?

____-—

...————

a cellular Solution to Example 2.7
3 e Given,

$32,311:}; Cell radius. R = 1.387 km 2
:he offered Area covered per cell is 2.598 x (1.387) = 5 sq km
.he service Number of cells per cluster = 4
'e11 (d) the Total number of channels = 60
‘ ' Therefore, number ofchannels per cell = 60 / 4 = 15 channels.

(a) From Erlang C chart, for 5% probability of delay with C = 15 , traffic intern
sity = 8.8 Erlangs.

Therefore. number of users = total traffic intensity I traffic per user
= ELK/0.029 = 303 users

= 303 users/5 sq km = 60 users/sq km
lh) Given u = l , holding time

H = Au/p = 0.029 hour = 104.4 seconds.
The probability that a delayed call will have to wail. for more than 10 s is

1311 ‘39" CW" Pr- [detay et|deloy1 = exp (—(0 -—A) t/H)
= exp (—( 15 —8.3) [Ci/104.4) = 52.22 %

served for
tical main-
n.

(c) Given GUS = 5% = 0.05

Probability that a call is delayed more than 10 seconds,

Pr [delay >10] = Pr- [deldy :: 0] Pr [delay >t|aleley1
= 0.05 x 0.5522 = 2.76 %

Thanking efficiency is a measure of the number of users which can be

afiered a particular GUS with a particular configuration of fixed channels. The
Way in which channels are grouped can Substantially alter the number of users
handled by e trunked system. For example, from Table 2.4, 10 trunked channels
at a G08 of 0.01 can support 4.46 Erlangs of traflic, whereas 2 groups of 5
Naked channels can support 2x136 Erlangs, or 2.72 Erlangs of traffic. 
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0% more traffic at a specific GOSClearly. 10 channels trunked together support 6
allocation ol‘ channels

than do two 5 channel trunksi It should be clear that the
in a trucked radio system has a major impact on overall system capacity.

2.7 Improving Capacity in Cellular Systems
As the demand for wireless service increases, the number of channels

a cell eventually becomes insufficient to support the required num—
e needed to provide more

and

assigned to
ber of users. At this point, cellular design techniques ar
channels per unit coverage area. Techniques such as cell splitting, sector-tea,
coverage zone approaches are used in practice to expand the capacity of cellular
systems. Cell splitting allows an orderly growth of the cellular system. Sectoring
uses directional antennas to further control the interference and frequency reuse
of channels, The zone mic-recoil concept distributes the coverage of a cell and
extends the cell boundary to hard-to-reach places. While cell splitting increases
the number of" base stations in order to increase capacity. scctoring and zone
microcells rely on base station antenna placements to improve capacity by reduc-
ing co-channcl interference. Cell splitting and zone microcell techniques do not
suffer the trunking inefficiencies experienced by sectorcd cells, and enable the
base station to oversee all handofl" chores related to the microcells, thus reducing
the computational load at the MSC. These three popular capacity improvement
techniques will he explained. in detail.

2.7.1 Cell Splitting

Cell splitting is the process of subdividing a congested cell into smaller
cells, each with its own base station and a corresponding reduction in antenna
height and transmitter power. Cell splitting increases the capacity ol‘ a cellular

s the number of times that channels are reused. By defin-system since it increase and by install-ing new cells which have a smaller radius than the original cells
ing these smaller cells (called mic-recalls) between the existing cells, capacity
increases due to the additional number of channels per unit area.

Imagine if every cell in Figure 2.1 were reduced in such a way that the
radius of every cell was out in half. In order to cover the entire service area with
smaller cells, approximately four times as many cells would be required. This
can be easily shown by considering a circle with radius R . The area covered by
such a circle is four times as large as the area covered by a circle with radius
R/ 2 . The increased number of cells would increase the number of“ clusters over
the coverage region, which in turn would increase the number of channels, and I.
thus capacity, in the coverage area. Cell splitting allows a system to grow by i‘
replacing large cells with smaller cells, while not upsetting the channel alloca-
tion scheme required to maintain the minimum conchannel reuse ratio Q (see
equation (2.4)) between co-channel cells.
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lo GOS An example of cell splitting is shown in Figure 2.8. In Figure 2.8, the base

iannels stations are placed at corners of the cells. and the area served by base station A

‘is assumed to be saturated with traffic lie. the blocking of base station A "I
exceeds acceptable rates). New base stations are therefore needed in the region I

   
 

to increase the number of channels in the area and to reduce the area served by ‘| '
Jannem the single base station. Note in the figure that the original base station A has ‘.

:d num— been surrounded by three new microcell base stations. In the example shewn in 1

do more Figure 2.8, the three smaller cells Were added in such a way as to preserve the ll
.ng, and frequency reuse plan of the System. For example. the microeell base station l
cellular labeled G was placed half way betWeen two larger stations utilizing the same l

ectoril'llil,’ channel set G . This is also the case for the other mierocells in the figure. As can

cy reuse be seen from Figure 2.8, cell splitting merely scales the geometry of the cluster.
cell and In this case, the radius of each new microcell is half that of the original cell. ~
IcrEaSEE

nd zone

.3; reduc-
e do not

able the

reducing
ovement

. smaller
antenna

a cellular

By defin~

3) install-

capacity Figure 2.8
Illustration ol'cell splitting.

that the

area with For the new cells to be smaller in size, the transmit power of these cells
.red. This must be reduced. The transmit power of the new cells with radius half that of the

overed by original cells can be found by examining the received power Pr at the new and
.th radius old cell boundaries and setting them equal to each other. This is necessary to
store over “15an that the frequency reuse plan for the new microcells behaves exactly as
mole, and for the original cells. For Figure 2.8
a grow by
J 61 allow- Pr [at old cell boundary] 0: PI IR‘” (2.20)
210 Q (386 Ind

 
Pr[at new cell boundary] acPt2 (It/2) '" (2.21)
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where P“ an P"2 are the transmit powers of the larger and smaller cell base stad
tions, respectively, and n is the path loss exponent. lfwe take a. = 4 and set the
received powers equal to each other, then

1),, = % (2.22)
In other words, the transmit power must be reduced by 12 dB in order to fill

in the original coverage area with microcells, while maintaining the 53/!

requirement.

In practice, not all cells are split at the same time. lt is often dith'Cult For

service providers to find real estate that is perfectly situated for cell splitting.

Therefore, different cell sizes will exist simultaneously. In such situations, spe-

cial care needs to be taken to keep the distance between (to-channel cells at the

required minimum, and hence channel assignments become more complicated.
Also, handoff issues must be addressed so that high speed and low speed traffic

can be simultaneously accommodated (the uth‘Ella cell approach ot‘Section 2.4

is com nionly used). When there are two cell sites in the same region as shown in

Figure 2.8, equation (222) shows that one can not simply use the original trans—

mit power for all new cells or the new transmit; power for all the original cells. If
the larger transmit power is used for all cells. some channels used by the smaller

cells would not be sufficiently separated from (to—channel cells. On the other

hand, if the smaller transmit power is used for all the cells, there would he parts

of the larger cells left unserved. For this reason, channels in the old coll must be

broken down into two channel groups, one that corresponds to the smaller cell

reuse requirements and the other that corresponds to the larger cell reuse

requirements. The larger cell is usuallyr dedicated to high speed traffic so that
handof’fs occur less frequently.

The two channel group sizes depend on the stage of the splitting process. At

the beginning of the eel] splitting process there will be Fewer channels in the
small power groups. However, as demand grows, more channels will be required,

and thus the smaller groups will require more channels. This splitting procoss
continues until all the channels in an area are used in the lower power group, at

which point cell splitting is complete within the region, and the entire system is

rescaled to have a smaller radius per cell, Antenna downtilting, which deliber-

ately focuses radiated energy from the base station towards the ground (rather
than towards the horizon), is often used to limit the radio coverage of newly
formed microcellsi

 
Example 2.8

Consider Figure 2.9. Assume each base station uses '50 channels, I'Gfiflt'leSS 0f
cell size. If each original cell has a radius of 1 km and each microcell has i1
radius oi" 0.5 km. find the number of channels contained in a 3 km by 3 km
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square centered around A. (a) without the use of microcells, (b) with the use of
microcclls as shown in Figure 2.9, and (c) if“ all the original base stations are
replaced by microcells. Assume cells on the edge of the square to be contained
within the square.

Solution to Example 2.8
(a) without the use cl'micrccells:

A cell radius of 1 km implies that the sides of the larger hexagons are also 1
km in length. To cover the 3 km by 3 km square centered around base sta—
tion A. we need to cover 1.5 km (1.5 times the hexagon radius) towards the
right, left. top, and bottom 01‘ base station A. This is shown in Figure 2.9.
From Figure 2.9 we see that this area contains 5 base stations. Since each
base station has 60 channels, the total number of channels without cell
splitting is equal to 5 x 60 = 300 channels.

(b) with the use of the microcells as shown in Figure 2.9:
In Figure 2.9, the base station A is surrounded by 6 microcolls. Therefore,
the total number of base stations in the square area under study is equal to
5 + 6 = 11. Since each base station has 60 channels, the total number of
channels will be equal to I l x 60 = 660 channels. This is a 2.2 times increase
in capacity when compared to case (a).

it) if all the base stations are replaced by microcells:
From Figure 2.9, we see that there are a total off: + 1'2. = 17 base stations in
the square region under study. Since each base station has 60 channels, the
total number oi'channels will be equal to 17 x 60 = 1020 channels. This is a
3.4 times increase in capacity when cornparccl to case (a).

Theoretically, if all cells were microcells having half the radius of' the origi-
nal cell, the capacity increase w0uld approach 4.

2.7.2 Sectoring

As shown in section 2.7.1, cell splitting achieves capacity improvement by

essentially rescaling the system. By decreasing the cell radius R and keeping
the cc‘channel reuse ratio 13/]? unchanged, cell splitting increases the number

01' Channels per unit area. However, another way to increase capacity is to keep
the cell radius unchanged and seek methods to decrease the D/‘R ratio. In this

BDProach. capacity improvement is achieved by reducing the number of cells in a

cluster and thus increasing the frequency reuse. However, in order to do this, it
is necessary to reduce the relative interference without decreasing the transmit
prover.

The co-channel interference in a cellular system may be decreased by
TFDIBCI'HQ a single omni-directional antenna at the base station by several direcr
tloual antennas. each radiating within a specified sector. By using directional
Intennas, a given cell will receive interference and transmit with only a fraction 
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within a 3 km by 3 km square centered around base station A.

I

l Figure 2.9
1

Illustration of cell splitting

 
of the available ceschannel cells. The technique for decreasing co-channel inter-
ference and thus increasing system capacity by using directional antennas is
called sectoring. The factor by which the co-channel interference is reduced
depends on the amount of sectoring used. A cell is normally partitioned into
three 120° sectors or six 60” sectors as shown in Figure 2.10m) and (b).

When sectoring is employed, the channels used in a particular cell are bro-
ken down into sectored groups and are used only within a particular sector, as
illustrated in Figure 2.10(a) and (b). Assuming 7-ce11 reuse, for the case of 120°
sectors, the number of interferers in the first tier is reduced from 6 to 2. This is
because only 2 of the 6 co-channel cells receive interference with a particular set:-
tored channel group. Referring to Figure 2.11, consider the interference experir
enced by a mobile located in the right—most sector in the center cell labeled “5”-
There are 3 co-channel cell sectors labeled “5” to the right of the center cell, and
3 to the left of the center cell. Out of these 6 co-channel cells, only 2 cells have
sectors with antenna patterns which radiate into the center cell, and hence a
mobile in the center cell will experience interference on the forward link from
only these two sectors. The resulting 8/! for this case can be found using aqua“

-""'1r11::12
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   tion (2.8) to be 24.2 dB, which is a significant improvernent over the omni-direc-

ticnal case in Section 2.5, Where the worst case S/I was shown to be 17 dB. In

practical systems, further improvement in 8/1 is achieved by downtilting the

sector antennas such that the radiation pattern in the vertical (elevation) plane
has a notch at the nearest co-channel cell distance.

The improvement in 8/! implies that with 120° sectoring, the minimum

required 3/! of 18 dB can be easily achieved with 7-ce11 reuse, as compared to
l2-cell reuse for the worst possible situation in the unsactored case (see Section

2.5.1}. Thus. sectoring reduces interference, which amoants to an increase in

capacity by a factor of 12/7, or 1.714. In practice. the reduction in interference

“mire-d by ElIciclring enable planners to reduce the cluster size N. and provides an
additional degree of Freedom in assigning channels. IThe penalty for improved
591' and the resulting capacity improvement is an increased number of anten-

nas at each base station, and a decrease in trunking efficiency due to channel

Bectcring at him base station. Since sectoring reduces the coverage area ofa par-
HCUIEU’ group Of Channels, the number of handoffs increases, as Well. Fortunately,
many modern base stations support sectorization and allow mobiles to be
handed off from sector to sector within the same cell without intervention from

the MSC. so the handoff problem is often not a major concern.
It is the loss of traffic due to decreased trunking efficiency that causes some

”Ml'atnrs to shy away frorn the sectoring approach, particularly in dense urban
m3? Where the directional antenna patterns are somewhat ineffective in con-
"filling 1‘3le propagation. Because sectoring uses more than one antenna per

station, the available channels in the cell must be subdivided and dedicated
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Figure 2.11
Illustration ofhow 120" scctorintt reduces interference from eta-channel cells. Our. ofthe 6 co-channel
cells in the first tier, only 2 ol'l.hern interfere with the center cell. It‘omni-directional antennas were
used at each base station. all 6 co-cliannel cells would interfere with the center cell.

to a specific antenna. This breaks up the available trunked channel pool into sev—

eral smaller pools, and deoreases trunking efficiency.
 

Example 2.9
Consider a cellular system in which an average call lasts 2 minutes, and the
probability ol'blocking is to be no more than 1%. Assume that every subscriber
makes 1 call per hour, on average. 11' there are a total of395 traffic channels for
a 7-cell reuse system, there will be about 5’? traffic channels per cell. Assume
that blocked calls are cleared an the blocking is described by the Erlang B dis—
tribution. From the Erlang 13 distribution, it can be Found that the unseetored
system may handle 44.2 Erlangs or 1326 calls per hour.

Now employing ”10° sectoring, there are only 19 channels per antenna sector
(57/3 antennas). For the same probability of blocking and average call length.
it can be found from the Erlang E distribution that each sector can handle 11.2
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Erlangs or 336 calls per hour. Since each cell consists offl sectors, this provides
a cell capacity of 3 x 336 = 1008 calls per hour, which amounts to a 24%
decrease when compared to the unsectorcd case. Thus, scattering decreases the
trunking efficiency while improving the S l I for each user in the system.

It can be found that using 60" sectors improves the SH even more. In this case
the number of‘ first tier interf'erers is reduced from 6 to only 1. This results in
8/1 = 29 dB for a 7—cell system and enables 4-cell reuse. Ochurse, using 6 sec-
tors per cell reduces the trunking efficiency and increases the number of‘ necees
sary handoffs even more. If the unsectorcd system is compared to the 6 sector
case. the degradation in trunking efficiency can be shown to be 4:4%. (The proof
of this is left as an exercise). 

2.7.3 A Novel Mlorocell Zone Concept

The increased number of handoffs required when sectoring is employed

results in an increased load on the switching and control link elements of the

mobile system. A solution to this problem was presented by Lee [Leteb]. This

proposal is based on a microcell concept for 7 cell reuse, as illustrated in Figure

2.12. In this scheme, each of the three (or possibly more) cone sites (represented

as Tit/"Rx in Figure 2.12) are connected to a single base station and share the

same radio EqUiPment. The zones are connected by coaxial cable, fiberoptic cable,

or microwave link to base station multiple zones and single base station make up
a cell. As a mobile travels within the cell, it is served by the zone with the stron-

gest signal. This approach is superior to sectoring since antennas are placed at

the outer edges of the cell, and any channel may be assigned to any zone by the
base station.

As a mobile traVels from one zone to another within the cell, it retains the

same channel. Thus, unlike in sectoring, a handoff is not required at the MSC

when the mobile travels between zones within the cell. The base station simply
switches the channel to a different zone site. In this way, a given channel is

active only in the partiCular zone in which the mobile is traveling, and hence the
base station radiation is localized and interference is reduced. The channels are

distributed in time and spaoe by all three zones and are also reused in co-chan-

nel cells in the normal fashion. This technique is particularly useful along high-
ways or along urban traffic corridors.

The advantage of the zone cell technique is that while the cell maintains a

Particular coverage radius, the co-channel interference in the cellular system is
Educed since a large central base station is replaced by several lower powered
transmitters (zone transmitters) on the edges of the cell, Decreased co-channel
interference improVEs the signal quality and also leads to an increase in capacity,
without the degradation in trunking efficiency caused by sectoring. As men-
lloned earlier, an 3/1 of 18 dB is typically required for satisfactory system per-
formance in narrowband FM. For a system with N = 7, a 19/19 of 4.6 was
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Figure 2.12
The micrccel] concept [adopted from l1.ee.‘31b]@IEEEJ.

shown to achieve this. With respect to the zone microceli system, since transmisu

sion at any instant is confined to a particular zone, this implies that a Dar/R: of

4.6 (where D2 is the minimum distance between active co—channel zones and R2
is the zone radius) can achieve the required link performance. In Figure 2.13, let

each individual hexagon represents a zone, while each group of three hexagons

represents a cell. The zone radius R2 is approximately equal to one hexagon
radius. Now, the capacity of' the zone microcell system is directly related to the
distance between co-channel cells. and not zones. This distance is represented as

D in Figure 2.13. For a [JP/Rz value of 4.6, it can be seen from the geometry of
Figure 2.13 that the value ores-channel reuse ratio, DIR, is equal to 3, where R
is the radius of' the cell and is equal to twice the length of the hexagon radius.

Using equation (2.4), D/R = 3 corresponds to a cluster size ofN: 3. This reduc-
tion in the cluster size from N = 7 to N = 3 amounts to a 2.33 times increase in

capacity for a system completely based on the zone microcell concept. Hence for
the same S/I requirement of 18 :13, this system provides a significant increase

in capacity over conventional cellular planning.
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summary 63

By examining Figure 2.13 and using equation (2.8) [Lee91b] the exact worst
case 3/! of the zone microcell system can be estimated to be 20 dB. Thus, in the

worst case, the system provides a margin of 2 dB over the required signal-to-

interi‘erence ratio while increasing the capacity by 2.33 times over a conventional

7-cell system 115ng omnidirectional antennas. No loss in trunking efficiency is

experienced. Zone cell architectures are being adopted in many cellular and per-
sonal communication systems.

2.8 Summary

In this chapter, the fundamental concepts of handoff, frequency reuse,

trunking efficiency, and frequency planning have been presented. Handoi'fs are

required to pass mobile trafiic from cell to cell, and there are various ways hand—

offs are implemented... The capacity of a cellular system is a function of many
variables. The 8/! limits the frequency reuse factor of a system, which limits

the number of channels within the coverage area. The trunking efficiency limits

the number of users that can access a trunked radio system. Trunking is affected

by the number of available channels and how they are partitioned in a trunked

cellular system. Trunking efficiency is quantified by the GUS. Finally, cell s plitv

ting, sectoring, and the zone microcell technique are all shown to improve capac-

ity by increasing 3/1 in some fashion. The overriding objective in all of these

methods is to increase the number of users within the system. The radio propa-
gation characteristics influence the effectiveness of all of these methods in an

actual system. Radio propagation is the subject of the following two chapters.

2.9 Problems

2.1 PFDVE that for a hexagonal geometry, the co-channel reuse ratio is given by
Q = M.

2.2 Show that the frequency reuse factor for a cellular system is given by MS,
where k is the average number of channels per cell and S is the total number
of channels available to the cellular service provider.

2.3 A cellular service provider decides to use a digital TDMA scheme which can
tolerate a signal-to—interference ratio of 15 dB in the worst case. Find the opti-
mal value of N for (Ell omnidirectional antennas, (b) 120“ sectaring. and (Q)
fill” sectoring. Should aectoring be used? Ifso, which case i 60° or 120° ) should
be used? (Assume a path loss exponent of n1 = 4 and consider trunking effi—
cionch.

5M If an intensive propagation measurement campaign showed that the mobile
radio channel provided a propagation path loss exponent of ii = 3 instead of4,
how would your design in Problem 2.3 change?

2—5 For a N = T system with a Pr [Blocking] = l % and an average call length of
2 minutes, find the loss in trunking efficiency when going from omni-direc-
tional antennas to 60" sectored antennas. (Assume that. blocked calls are

cleared and the average number of calls made by each user is l per hear).
2.6 Assume that a cell named "Radio Knob” has an effective radiated power of 32

Watt and a cell radius of 10 km. The grade of service is established to be a
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Figure 2.13
Defining 9.0..12. Hz for a microcell architecture with N = 7. The smaller hexacnns form was andu—ehannel cells are shown.

  three hexagons (outlined in bold) together form a cell. Six nearest c

  probability of blocking of 5% (assuming blocked calls are cleared). Assume the
average cell length is 2 minutes, and each user averages 21 calls per hour. Fur-
ther, assume the cell has just reached its maximum capacity and must be split
into 4. cells using the techniques described in this chapter: (a) What is the cur
rent capacity of' the “Radio Knob" cell? (in) What is the radius and transmit
power of the new cells? (c) How many channels are needed in the new cells to I
maintain frequency reuse stability in the system? (:1) Il‘traffic is uniformly dis-
tributed, what is the new traffic carried by each new cell? Will the probability
el‘blocking in these new cells be below 0.1% after the split?

2.7 Exercises in trunking (queueing) theory:
(a) What is the maximum system capacity (mm! and per channel) in Erlangs

when providing a 2% blocking probability with 4 channels, with 20 chain-- ll

  
  
  
  
  
  
  
    
  
  
  nels, with 40 channels?

(b) How many users can be supported with 40 channels at 2% blocking?
Assume H = 105 5, ii = 1 call/"hour.

{cl Using the traffic intensity per channel calculated in part (a). find the
grade of service in a lost call delayed system for the case of delays being
greater than 20 seconds Assume that H = 105 s, and determine the G08
for 4 channels, for 20 channels, for 40 channels.

(6) Comparing part (a) and part (c), does a lost call delayed system wi

  
  
  
  tha20
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second queue perform better than a system that drops blocked calls?
A receiver in an urban cellular radio system detects a 1 mW signal at

d = do = l meter from the transmitter. In order to mitigate co—channel inter-
ference effects, it is required that the signal received at any base station
receiver from another base station transmitter which operates with the same
channel must. be below 400 dlim, A measurement team has determined that

the average path loss exponent in the system is n. = 3. Determine the major
radius oi'each cell ifa 7-cell reuse pattern is used. What is the major radius ifs
4-cell reuse pattern is used?
A cellular system using a cluster size of 7 is described in Problem 2.8. It is
operated with 560 channels. 30 of which are designated as setup (control)
channels so that there are about 90 voice channels available per cell. Ifthere is

a potential user density of 9000 usersfkn-i2 in the system, and each user makes
an average ofone call per hour and each call lasts 1 minute during peak hours,
determine the probability that a user will experience a delay greater than 20
seconds ii'all calls are queued.
Show that it's = 4, a cell can be split into four smaller cells, each with halfthe
radius and 1:16 of the transmitter power of the original cell. iicxtcnaiva mea—
surements show that the path loss exponent is 3, how should the transmitter
power he changed in order to split a cell into four smaller cells? What impact
will this have on the cellular geometry? Explain your answer and provide
drawings that show how the new cells would fit within the original macrocells.
For simplicity use omnidirectional antennas.
Using the frequency assignment chart in I"l‘ahle 2.2, design a channelization
scheme for a B-side carrier that uses 4-cell reuse and 3 sectors per cell. Include
an allocation scheme for the 21 control channels.

Repeat Problem 2.11 For the case of'4-cell reuse and 6 sectors per cell.
In practical cellular radio systems, the MSC is programmed to allocate radio
channels dil'l‘erently for the closest (go-channel cells, This technique, called :1
hunting acquertca, ensures that. cc—ohnnnel coils first use different. channels
from within the corchanne] set, hef'ore the same channels are assigned to calls
in nearby cells. This minimizes cowhnnnel interference when the cellular sys—
tom is not fully loaded. Consider 3 adjoining clusters, and design an algorithm
that may be used by the MSC to hunt For appropriate channels when requested
from co-channel cells. Assume a 7~cell rouse pattern with 3 sectors per cell. and
use the LLB. cellular channel allocation scheme For the A‘sidc carrier.

Determine the noise flour (in de) for mobile receivers which implement the
Following standards: (a) AMPS, (b) GSM. (c) USDC, (d) DEBTj (a) 15—95, and if)
UTE. Assume all receivers have a noise figure of 10 dB.
Ir a base station provides a signal level of -90 dBm at the cell fringe, find the
HNR for each ol‘ the mobile receivers described in Problem 2.14.

From first principles, derive the expression for Erlang B given in this chapter.
Carefully analyze the trade—off between sectoring and trunking efficiency for a
4-cell cluster size. While sectoring improves capacity by improving SNR, there
i-‘i a loss due to decreased trunking efficiency, since each sector must be
trunked separately. Consider a wide range of total available channels per cell
and consider the impact of using 3 sectors and 6 sectors per call. Your analysis
may involve computer simulation, and Should indicate the “break even" point
when sectoring is not practical.
Assume each user of a single base station mobile radio system averages three
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calls per hour, each call lastingT an average offi minutes.
ta) What is the traffic intensity fur each ne'er?
(b) Find the number of users that could use the system with We blocking if

only one channel is available.
to) Find the number of users that could use the system with 1% blocking it

five trunked channels are available.

(.dl If the number of users you found in (c) is suddenly doubled, what is the
new blocking probability of the Five channel trunked mobile radio system?
Would this be acceptable performance? Justify why or why not.

2.19 The US. AMPS system is allocated 50 MHz of spectrum in the 800 MHz range.
and provides 832 channels. Forty-two of these channels are control channels.
The forward channel frequency is exactly 45 MHz greater than the reverse
channel frequency

(a) Is the AMPS system simplex, half-duplex“ or duplex? What is the
bandwidth for each channel and how is it distributed between the base
station and the subscriber?

(1)) Assume a base station transmits control information on channel 352.
operating at 880.560 NI He. What is the transmission frequency of a sub-
scriher unit transmitting on channel 352'?

(cl The A—side and B-side cellular carriers evenly split the AMPS channels.
Find the number oi" voice channels and number of control channels For
each carrier.

(d) Let’s suppose you are chief' engineer of a cellular carrier using 7—cell
reuse. Propose a channel assignment strategy for a uniform distribution
of users throughout your cellular system. Specifically, assume that each
cell has 3 control channels (120“ sectoring is employed} and specify the
number of voice channels you would assign to each control channel in
your system.

(e) For an ideal hexagonal cellular layouL which has identical cell sites. what
is the distance between the centers of two nearest cunehaunel cells for 7.
cell reuse? for 4-celi reuse?

2,20 Pretend your company won a license to build a USA cellular system (the appli-
cation cost for the license was only $500!}. Your license is to cover 140 square
km‘ Assume a base station costs $500,000 and a MTSD costs $1,500.000. An
extra $500,000 is needed to advertise and start Lhe business. You have con-
vinced the bank to loan you $6 million, with the idea that in four years you will
have earned $10 million in gross billing revenues. and will have paid off the
loan.

(a) How many base stations (i.e. cell sites) will you be able to install for $6
million?

(b) .»°i..s.~iuniin\;,Y the earth is flat and subscribers are uniformly distributed on
the gr0und, what assumption can you make about the coverage area of
each of your cell sites? What is the major radius of each of your cells.
assuming a hexagonal mosaic?

(e) Assume that the average customer will pay $50 per month over a 4 year
period. Assume that on the first day you turn your system on, you have a
certain number oi'customers which remains fixed throughout the year. On

the first day oi‘eoch new year the number of customers using your system
doubles and then remains fixed for the rest ol'that year. What is the mini-
mum number of customers you must have on the first. day of service in
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order to have earned $10 million in gross billing revenues by the end. 01"
the 4th year of operation?

(d) For your answer in (c). how many users per square km are needed on the
first clay of servwe in order to reach the $10 million mark after the 4th
year?

67
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Mobile Radio Prepagation:
Small-Scale Fading and

' Multipath  
Small—scale fading, or simply fading, is used

to describe the rapid fluctuation of the amplitude of a radio signal over a short
period of time or travel distance, so that large-scale path-loss effects ma}r 'be -
ignored. Fading is caused by interference betwaen two or more versions of the

transmitted signal which arrive at the receiver at slightly different times. These
waves, called multipoth waves, combine at the receiver antenna to give a result-
ant signal which can vary widely in amplitude and phase, depending on the dis-- ,
tribution of the. intensity and relative propagation time of the waves and the
bandwidth of the transmitted signal.

   
4.1 SmaIIFScale Multlpath Propagation

Multipath in the radio channel creates small-scale fading effects. The three-
most important effects are: , , ,

I Rapid changes in signal strength over a” small travel distance or time inter«
val _ . .

' Random fi'equency modulation due to varying Doppler shifts on different
multipath signals ' \.

'_ Time dispersion (echces) caused by multipath propagation delays.

<

In built-up urban areas, fading occurs because the height of the mobile
antennas are well below the heightof surrounding structures, so there is no sin-
gle line-of-sigbtipath to the base station. Even when a line—of—sight exists, multi-
path still occurs due to reflections from the ground and surrounding structure's._
The incoming radio Waves arrive from different directions with different propa-
gation delays. The signal received by the mobile at any point in space may con-
sist of a large number of plane waves having randomly distributed amplitudes,

139
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phases, and angles of arrival. These multipath components, combine vectorially
at the receiver antenna, and can cause the signal received by the mobile to dis-
tort or fade. Even when a mobile receiver is stationary, the received signal may
fade due to movement of surrounding objects in the radio channel.

If objects in the radio channel are static, and motionis considered to be only
due to that of the mobile, then fading is 'purely a spatial phenomenon. The spa-
tial variations of the resulting signal are seen as temporal variations by the
receiver as it moves through the multipath field. Due to the constructive and
destructive effects of multipath waves summing at various points in space, a
receiver moving at high speed can pass through several fades in a small period of
time. In a more serious case, a receiver may stop at a particular location at which

. the received signal is in a deep fade. Maintaininggood communications canrthen
become very difficult, although passing vehicles or people walking in the vicinity
of the mobile can often disturb the field pattern, thereby diminishing the likeli-
hood of the received signal remaining in a deep null for a long periodof time.
Antenna space diversity can prevent deep fading nulls, as shown in Chapter 6.
Figure 3.1 shows typical rapid variations in the received signal level due to
small-scale fading as a receiver is‘ moved over a distance of a few meters.

Due to the relative motion between the mobile and the base station, each

multipath wave experiences an apparent shift in frequency: The shift in received
signal frequency due to motion is called the Doppler shift, and is directly propor-
tional to the velocity and direction of motion of the mobile with respect to the
direction of arrival of the received multipath wave.

4.1.1 Factors Influencing Small-Scale Fading

‘ Many physical feetors in the radio propagation channel influence small-
scale fading. These include the following: _ I
. Multipath propagation — The presence of reflecting objects and scatterers

in the channel creates a constantly changing-environment that dissipates
the signal energy in amplitude, phase, and time. These effects result in mul-
tiple versions of the transmitted signal that arrive at the receiving antenna,
displaced with respect to one another in time and spatial orientation. The
random phase and amplitudes of the‘different multipath components cause
fluctuations in signal strength, thereby inducing small-scale fading, signal
distortion, or both. Multipath propagation often lengthens the time required
for the baseband portion of the signal to reach the receiver which can cause
signal smearing due to intersymbol interference.
Speed of the mobile — The relative motion between the base station and-
the mobile results in random frequency modulation due to different Doppler
shifts on each of the multipath components. Doppler shift will be positive or
negative depending on whether the mobile receiver is moving toward or
away from the base station.
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Small-Scale Mortlpam Propagation ' 141

Speed of surrounding objects — if objects in the radio channel are in
motion, they induce a time varying Doppler shift on multipath components.
If the surroundingobjocts move at a greater rate than the mobile, then this
effect dominates the small-scale fading. OthérwiSe, motion of surrounding
objects may be ignored, and onlythe speed of the mobile need be considered.
The transmission bandwidth of the signal — If the transmitted radio
signal bandwidth is greater than the “bandwidth” of the multipath channel,
the received signal will be distorted, but the received signal strength will not
fade much over a local area (i.e., the small-scale signal fading will not be sig-
nificant). As will be shown, thebandwidth of the channel can be quantified
by the coherence bandwidth which is related to the specific multipath struc-
ture of the channel. The coherence bandwidth is a measure of the maximum
frequency difference for which signals are, still strongly correlated in ampli-
tude. If the transmitted signal has a narrow bandwidth as compared to the
channel, the amplitude of the signal will change rapidly, but the signal will
not be distorted in time. Thus, the statistics of small-scale signal strength
and the likelihood of signal smearing appearing over smalLscale distances
are very much related to the specific amplitudes and delays of the multipath
channel, as well as the bandwidth of the transmitted signal. '

     
4.1.2 Doppler Shift

having length d between points X and Y, while it reeei
source S, as illustrated in Fi

the Wave from source S to th

. ves signals from a remote

gore 4.1. The difference in path lengths traVelE-Cl by
a mobile at points X and Y is A = dcost‘i = ontcose,

where At is the time required for the mobile to travel from X to Y, and 9 is
assumed to be the same at points X and Y since the source is assumed to be very
far away. The phase change in‘the received signal due to the difference in path
lengths is therefore ' ' I

   
2 2nd! = 27mm ‘

A ' T -——7‘- 0059 (4.1)

and hence the apparent change in frequency, or Doppler shift, is given by fat:where ' ‘

fd=fi‘%=%-cosd ‘. (4-2)
Equation (4.2) relates the Doppler shift to the. mobile Velocity and the spa-

tial angle between the direction of motion of the mobile and the direction of
arrival of the wave. It can be seen from equation (4.2) that if the mobile is mov-
ing toward the direction of arrival of the wave, the Doppler shift is positive (i.e.,
the apparent received frequency is increased), and if the mobile is moving away
from the direction of arrival of the wave, the Doppler shift is negative {i.e. the
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apparent received frequency is decreased). As shown in section 4.7.1, multipath
components from 9. CW signal, whicharrive from different directions contribute
to Doppler spreading of the received signal, thus increasing the signal band-
Width.

Figure 4.1 .
Illustration of Doppler effect.

Example 4.1- ' _
Consider a transmitter which radiates ‘a sinusoidal carrier frequency of 1350
MHz. For a vehicle moving 60 mph, compute the received carrier frequency if
the mobile is moving (51) directly towards the transmitter, (b) directly away
from the transmitter; (c) in a direction Which is perpendicular to the direction
of arrival of the transmitted signal.

Solution to Example 4.1
Given: . '

Carrier frequency f; = 1850 MHz 3

Therefore, wavelength it = c/fc = 3 x 10 6 = 0.162m1850 K 10

Vehicle speed u = 60mph = 26.82 mfs

(a) The vehicle is moving directly towards the transmitter. ‘
The Doppler shift in this case is positive and the received frequency is given
by equation (4.2) '

' is 26.82

if = fc+fd = 1850 >410 HIE“). = 1850130016 MHz
{bl The vehicle is moving directly away from the transmitter. I _:

The Doppler shift in this case is negative and hence the received frequency -
is given by
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_ . _ 5 26.32 _‘ = ' '
f — ffl—fd — 1350:: 10 ‘W — 1849.399834 MHz

(c) The vehicle is moving perpendicular to the angle of arrival of the transmit-
ted signal.

In this case, 6 = 90°, cost?! a 0, and there is no Doppler shift,
The received signal frequency is the same as the transmitted frequency of1850 MHz. .

—e——————_—_—__

4.2 Impulse Response Model of a Multlpeth Channel

The small-scalevariations of a mobile radio signal can be directly related to
the impulse response of the mobile radio channel. The impulse response is a
wideband channel characterization and contains all information necessary to
simulate or analyze any type of radio transmission through the channel. This
status from the fact that a mobile radio channel may be modeled as a linear filter
with a time varying impulse response, where the time variation is due to
receiver motion in space. The filtering nature of the channel is caused by the
summation of amplitudes and delays of the multiple arriving waves at any
instant of time. The impulseresponse is a useful characterization of the channel,
since it may be used to predict and compare the performance of many different
mobile communication systems and transmission bandwidths for a particular
mobile-channel condition, I i ‘

To show that a mobile radio channel may be modeled as a linear filter with
a time varying impulse response, consider the case where time variation is due
strictly to receiver motion in space. This is shown in Figure 4.2.

d spatial position
Figure 4.2

The mobile radio channel as a function of time and space.

In Figure 4.2, the receiver moves along the ground-at some constant veloc-
ity v. Fora fixed position (1, the channel between the transmitter and the receiver
can be modeled as a linear time invariant system. However, due to the different
multipath Waves which have propagation delays which vary'over different spa-
tial locations of the receiver, the impulse response of the linear time invariant
channel should be a function of the position of the receiver. That is, the channel .
impulse response can be expressed as Molt). Let x09) represent the transmitted
signal, then the received signal y(cl,t) at position d ce'n be expressed as a convo-
lution of x (it) with arcs).
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“an = x(t_) econ) = r x(T)h(d,t—T)dt (4.3)
For a causal system, h (d, t) = 0 for 13:0, thus equation (4.3) reduces to

t

y (d, n = Ix (1) a (ctr—es: j (4.4)—a:

Since the receiver moves along the ground at a constant velocity o, the posi-
tion of the receiver can by expressed as '

_ - I d = or (4.5)

Substituting (4.5) in (4.4), we obtain '

. . t ,

y(ot,t)'= Ix(t)h(vt,t—t)dt (4.6}_m l

Since o is a constant, 3: (at, t) is just a function of 2:. Therefore, equation (4.6)
can be expressed as

I

310‘) = Incl!) h (otJ—c) d1 = I (t) (8) h (at, t) = s: (t) <83 h (d, t) (4.7)

From equation (4.7) it is clear that the mobile radio channel can be modeled as a
linear time varying channel, where the channel changes with time and distance.

Since a may be assumed constant over a short time (or distance) interval,
we may let .1203) represent the transmitted bandpass waveform, y (1") the '
received waveform, and h (t, r) the impulse response of the time varying multi~ '

' path radio channel. The impulse response h (r, I) completely characterizes the
channel and is a function off both't and 1:. The variable t represents the time
variations due to motion, whereas I represents the channel multipath delay for

a fixed value of it. One may think of '1: as being a vernier adjustment of time. The
received signal 3/ (t) can be expressed as a convolution of the transmitted signal
a: (t) with the channel impulse response (see Figure 4.3a).

y(t) = In" x(r)h(t,t)dt = x(t)'®h(t,'r) . . (4.8)“,3

if the multipath channel is assumed to be a bandlimited bandpass channel,
which is reasonable, than hfifl) may be equivalently describedby a complex

baseband impulse response he (I, t), with the input and output being the com-
plex envelope representations of the transmitted and received signals, respec—
tively (see Figure 4.3b). That is, I I

1 ' 1 ' 1 . 4
Era) = ECU.) ®§h5(t,t) (4.9)
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(4.3)

to 1(3) ”4,1 h(t,'t) =Re {hb(t,t)e my} L. _.y(t)

___ _i y(t) = Re {z-(t)ej”"}
(a)—

yfl) =x(t) ®h(t)

. 7'"—- — _—J ..oft) -—' a} _éhtflfll -—-P rm
l_ _____ ___i %r(t)=§1c(i)®%hb(t)

(b) "

Figure 4.3

(a) Bandpass channel impulse response model.
(b) Basehand equivalent channel impulse response model.

 
where c (t) and r (at) are related to x (t) and Mt), reapectively, through [Cou93]

‘ my = Re {C(t) exp mum} ' (4.10)

yo?) = Re{r'(t)exp 02mm ' (4.11)

The factors of 1/2 in equation (4.9) are due to the properties of the complex
enVelope, in order to represent the passhand radio system at basehand. The low-

pass characterization removes the high frequency variations caused by the car-
rier. making the signal analytically easier to handle. It is shown by Coach ‘

[Cou93] that the average power of a bandpass signal iii-(:3 is equal to 21'“ (t)! , ‘
where the everbar denotes ensemble average for a stochastic signal, or time
average for a deterministic or ergodic stochastic signal.

It is useful to discretize the multipath delay axis 1: of the impulse response
into equal time delay segments called excess delay bins, where each bin has time

a delay width equal to I“ I —ri, where 1:0 is equal to 0, and represents the first
arriving signal at the receiver. Letting i = D, it is seen that I, "To is equal to the
time delay bin width given by At. For convention, To = D, 1:] = Ar, and
Ta“ = iA'L', for i '= 0 to N—I , where N represents the total number of possible
equally-spaced multipath components, including the first arriving component.
Any number of multipath signals received within the ith bin are represented by

‘ a single resolvable multipath component having delay Tr This technique of
quantizing the delay bins determines the time delay resolution of the channel

model, and the useful frequency span of the model can be shown to be 1/ (2M) .
That is, the model may be used to analyze transmitted signals having hand-
widths which are less than 1/ (2.51:) . Note that ta‘ = 0 is the excess time delay
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of the first arriving multipath' component, and neglects the propagation delay
between the transmitter and receiver. Excess delay is the relative delay of the

ith multipath component as compared to the first arriving component and is
given by 1:5. . The maximum excess delay of the channel is given by NAT.

Since the received signal‘xin a multipath channel consists of a series of
attenuated, time-delayed, phase shifted replicas of the transmitted signal, the
baseband impulse response of a multipath channel can be expressed as

N—l

h, (t, r) = Z a, (t, 1) exp 921:1"ch + w, 1)] Etc—”t,- (n) (4.12). a =- o .

where .fli (t, 1:) and 1,; (t) are the real amplitude: and excess delays, respectively,
of ith multipath component at time t. The phase term -2:1:f‘cr|—(t) + it, (t, 1:) in
(4.12) represents the phase shift due to free space propagation of the ith multi-
path component, plus any additional phase shifts which are encountered in the
channel. In general, the phase term is simply represented by a single variable
9, (t, c) which lumps together all'the mechanisms for phase shifts of a single
multipath component within the ith excess delay bin. Note that some excess
delay bins may have no multipath at some time t and delay 1,, since a, (t, 1)
may be zero. In equation (4.12), N is the total possible number of multipath com-
ponents (bins), and 5 (0 is the unit impulse function which determines the spe-
cific multipath bins that have components at time t and excess delays Ti. Figure
«4.4 illustrates an example of different snapshots of hi: (t, r) , where it varies into
the page, and the time delay bins are quantized to widths of At.

 
4

p—L—i——> 10:3)

.,_L_i_‘. m.)

f_.__*_L—p 11:0}TM: Tar-1

Figure 4.4
An example of the time varying discretevtims impulse response model for a multipath radio channel. 
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Mulilpath ‘

n delay If the channel impulse response is assumed to be time invariant, or is at
Y of the least wide sense stationary over a small-scale time or distance interval, then the
J and is channel impulse response may be simplified as

. 1.1—1

:erie of' _ h, (z) = '2 oil—exp Hope (14,) (4.13)
rial, the i = c

When measuring or predicting hbfl), a probing pulse p (t) which approxi-
mates a delta function is used at the transmitter. That is,

(4.12) p (t) 558 (if—11:) ‘ (4.14)

is used to sound the channel to determine he (1').
'9‘“in _ For small-scale channel modeling, the power delay profile of the channel is

t) In . . , I .

£11121; found by taking the spatial average of lhb (m) |2 over a local area. By making
id i1} idle several local area measurements of “106.51”: in different locations, it is possible
viii-lg: to build an ensemble of power delay profiles, each one representing a possible
:1 excess small-scale multipath channel state [Rap91a], ,

_ a (t, 1) Based on work by Cox [00x72], [00x75], if p (t) has a time duration much
atll 02mm smaller than the impulse response of the multipath channel, p (t) does not need
the spe— to he deconvolved from the received signal 1*“) in order to determine relative

' Figure multipath signal strengths. The received power delay profile in a local area isi' '

iries into Ewen by
 

Post) ens, (rail: (4.15)
and many snapshots of [manila are typically averaged over a lecal (small-
scale) area to provide a single time—invariant multipat'h power delay profile-

P(t) . The gain I: in equation (4.15) relates the transmitted power in the prob-

ing pulse p (t) to the total power received in a multipath delay profile.

4.2.1 Relationship Between Bandwidih and Received Power
In actual wireless communication systems, the impulse response of a multi-

path channel is measured in the field using channel sounding techniques. -We

now consider two extreme channel sounding cases as a means of demonstrating
how the small—scale fading behaves quite differently for two signals with differ-

ent bandwidths in the identical mnltipath channel.

Consider a pulsed, transmitted RF signal of the farm

x o) = R: {p (t) exp 02min} , -
where p (i) is a repetitive basehand pulse train with very narrowpulse width

TM and repetition period Tress which is much greater than the maximum mea-
sured excess delay rm“ in the channel. Now let

W) = zfimm/Tbb for osrs TM,

[in channel. 
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- and let p (t) be zero elsewhere for all excess delays of interest. The low pass
channel output r (t) closely approximatesthe impulse response hb (t) and1s
given by

N--i

rm guesses-paw
i=0 -’

21:: exp(—jB) PM” rcct[t—Tb!)

To determine the received power at some time to, the power|r (150” is mea-
sured.- The quantity iJv-(i‘o)|2 is called the instantaneous multipoth power delay 1.
profile of the channel, andis equal to the energy received over the time duratiOn -

. ' of the mpltipath delay divided by 1mm. That1s, using equation (4.16)‘

Ema:

1 Ir(:)xr*(t)dt ‘ (4.17)tmaxveal?
D1:
w N--1N—l

m; l iRcié Zia-repulse» (t—rJ-ip (t—s) exp (—j(ej--ei))}a{I J I:

Note that if all the multipath components are resolved by the probe prt), then

|t—1:1|>Tbb foralljii, and

‘I:

‘I

nuns-l N... |
1mm: - ;[ Zn

For a wideband probing signal p(t), T“, is smaller than the delays between
inultipath components in the channel, and equation (4.18) shows that the total

received power is simply related to the sum of the powers in the individual mul-I

tipath components, and is scaled by the ratio of the probing pulse'5 width and

amplitude, and the maximum observed excess delay of the channel. Assuming ‘
that the received power from the multipath components forms a random process
where each component has a random amplitude and phase at any time t, the

average small-scale received power for the wideband probe is found from equa— ‘
tion (4.17) as   
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N—l N—I
. "i

Emfl [PWB] = Ea,fll: Z IRE-EXP 06;) I2] 55 a; (4.19). i=0 i=0

In equation (4.19), Ed‘s [-] denotes the ensemble average over all possible val-
ues of as and '35- in a local area, and the overbar denotes sample average over a

local measurement area which is generally measured using multipath measure-

ment equipment. The striking result of equations (4.18) and (4.19) is that if a
transmitted signal is able to resolve the multipaths, then. the email-scale
received power is simply the sum oftke powers received in each multipath compo-

nent. In practice, the amplitudes of individual multipath components do not fluc—

tuato widely in a local area. Thus, the received power of a widoband signal such

as p (t) does not fluctuate significantly when a receiver is moved about a local

area lRapSQl. '

Now, instead of a pulse, consider a CW signal which is transmitted into the
exact same channel, and let the complex envelope be given by c (t) = 2. Then,

the instantaneous complex envelope of the received signal is given by the phasor
sum

 N—l .

r (t) = Z aiexp 0‘9.- (1. o) ' (4.20)
i = o

and the instantaneous power is given by
2

Ire)!” = (4.21)  
N—-l .

Zaiexp oceani-D

As the receiver is moved over a local area, the channel changes, and the

received signal strength will vary at a rate governed by the fluctuations of o:IE
and 3;. As mentioned earlier, at varies little over local areas, but (:1;- will vary
greatly due to changes in propagation distance over space, resulting in large fluc-
tuations of r (t) as the receiver is moved over small distances (on the order of a

wavelength). That is, since r(i:) is the phasor sum of the individual multipath
components, the instantaneous phases of the multipath components cause the

large fluctuations which typifies small-scale fading for CW signals. The average
received power over a local area is then given by

N—l 1

Em [Pew] = Emsl: Zea-exp (1'91) ] (4.22)i=0
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1v- 1_

EM lilac-'11] a 2—35... + 2NZ Zr”cos—is-- 0J1 (4.24)
. --l'l l = O i ,j I. r ‘

where rU is the path amplitude correlation coefficient defined to be

=11: [as] _ ' 14.251
and the overbar denotes time average for CW measurements made by a mobile
receiver over the local measurement area [Rap89]. 'Note that ‘ when ‘

mt);-w: 0 and/or ru- =,O then the average power for a CW signal is
equivalent to the average received power for a widehand signal in a small—scale
region. This is seen by comparing equation (4.19) and equation (4. 24). This can
occur when either the multipath phases are identically and independently dis
tributed (i.'1. d umfmIn) over [0 211] or when the path. amplitudes are unoorreé
lated. The l.id uniform distribution of G is a valid assumption since multipath

components traverse differential path lengths that measure hundreds of wave-
lengths and are likely to arrive with random phases. If- for some reason it is
believed that the phases are not independent, the average wideband power and
average CW power will still be equal if the paths have uncorrelated amplitudes.
However, if the phases of the paths are dependent upon each other, then the
amplitudes are likely to be correlated, since the same mechanism which affects
the path phases is likely to also affect the amplitudes. This situation is highly
unlikely at transmission frequencies used in wireless mobile systems.

Thus it is seen that the received local ensemble average power ofwidebtmd

and ricarrowborad signals are equivalent. When the transmitted signal has a

bandwidth much greater than the bandwidth of the channel, then the multipath

structure is completely resolved by the received signal at any time, and the

received power varies very little since the individual multipath amplitudes do

not change rapidly over a local area... However, if the transmitted signal has a

very narrow bandwidth leg, the baseband signal has a duration greater than

the excess delay of the channel), then multipath is not resolved by the received

signal, and large signal fluctuations (fading) occur at the receiver due to the ..
phase shifts of the many unresolved multipath components.

Figure 4.5 illustrates actual indoor radio channel measurements made

simultaneously with a wideband probing pulse having TM: = ions, and 5. CW

transmitter. The carrier frequency wasA- GHz. It can be seen that the CW signal

undergoes rapid fades, whereas the widoband measurements change little over
the tilt measurement track. However, the local average received powers of both

signals were measured to be virtually identical lHanl].

Example 4.2
Assume a discrete channel impulse response is used to model urban radio
channels with excess delays as large as 100.113 and microcellular channels
with excess delays no larger than 4 11s . If the number of multipath bias is fixed
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RelativeReceivedPower

Figure 4 .5
Measured widebend and narrowband receiVed signals over a 51. (0.375 In) meseurement track inside
a building. Carrier frequeney15 4 GHz Widebend pGWEr is computed using equation (4.19), which
cam he thought of as the area under the power delay profile.

at 64, find (a) A: , end-(‘13) the maximum bandwidth which the two models can
accurately represent. Repeat the exercise for an indoor channel model with

excess delays as large as 500 ns. As described in section 4.7.6, SIRCIM and
' SMRCIM are statistical channelmodels based on equation (4.12) that use

parameters in this example.

Solution to Example 4.2

The maximum exceee delay of the channel model:5 given by 1N = NA1.There-
fore, for IN = 100m, and N = 64 we obtain in = 1NINN= 1.5625 us. The
maximum bandwidth that the SMRCIM model can accurately represent is
equal to

1/(2m) = 1/(2(l.5625p,3)) ? 0.32 MHz.

For the SMRCIM urban microcell model, ‘N = 41.15, AI: = tN/N = 62.5ns.‘
The maximum bandwidth that can be represented is

1/ (EA-r) = I/ (2 (62.5 ns)) = 3 MHz.
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. . -9

Similarly, for indoor channels, Ar = tN/N = Still—{:30— = 7.8125 113.
The maximum bandwidth For the indoor channel model is

1/(2Ac) = lam-131251113) = 541MHz.M
_r_—fl_—F.___—F~—

Example 4.3 " ' '
Assume a mobile traveling at a velocity of IO 111/5 receives two multipath com-
ponents at a carrier frequency of 1000 MHz. The first component15 assumed to
arrive at 1: = 0 with an initial phase of 0” and a power of -"1’0 dBm and the
second component which13 3 dB weaker than the first component is assumed
to arrive at 1 = 111.9 also with an initial phase of 0° If the mobile moves
directly towards the direction of arrival of the first component and directly
away from the direction of arrival 'of the second component, compute the nar-
rowband instantaneous power at time intervals of 0.1 s from 0 s to 0-5 a 001m

pute the average narrowhand power received over this observation interval
Compare average na‘rrowband and wideband received powers over the inter-val

Solution to Example 4.3

Given 11 = 10 m/s, time intervals of 0 1 s correspond to spatial intervals of 1 m.
The carrier freauenc}rls given to be 1000 MHZ, hence the wavelength of the
signal'1s

100014 10°

The narrowband instantaneous power can be computed using equation (4.21).
Note -70 dBm = 100 pW. At time t = 0, the phases of both multipath compo-
nents are 0° 1 hence the narrowband instantaneous power is equal to

N—] , 2

WM2 = 2 crime o'e- (to)1 1:0

'= IJTOHFW x exp (0) + J50 pr exp (oil2 =- 291 pw

Now, as the mobile moves. the phase of the two multipath components changes
in opposite directions.
At t = 0.1 s, the phase ofthe first component is

(-J- _ 2nd _ 211m); 2n>¢lO(1an) 110.111
‘ _ 91. 71. 0.3 m

= 20,94 rad = 2,119 rad = 120°

Since the mobile moves towards the direction of arrival of the first component,

and away from the direction of arrival of the second component; BI is positive,
51111102 is negative.
Therefore, at t = 0.1 11, HI = 120“, and ‘02 = —120°, and' the instantaneous
power is equal to
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, N — l 2
2 .

Ir (t)! = Z a,exp 06.- (t. m{$50

= |.f1001_aw x exp 0120““ ./50 pW a exp (412ml2 '= 73.2 [3“]

Similarly, at" t = 0.2 s, (52; 2409, and 92 = —24D°, and the instantaneous
power is equal to . . .’ N— l 2

Ire)!“ = [new U9,(.t.1))i=0

= l'./100 pW x exp 02400) + ./50 w 3: exp —j1240")|2 = 31.5 pW_ P

Similarly, at z = 0.3 s,‘Bl = 360° = 0°, and 92 = —360° = 0°, and-the instan-
taneous power is equal to. '

N— I ' 2

IJ"'(t)IZ = Zn,eprS, (1 fl)
{=0

= [Jloo W x exp 90°) + ./_50 19W >< exp (—jonlz = _291 pW

It follows that at a = 0.4 3, mm: = 78.2 pW, and at t = 0.5 s, erlz = 81.5
pW.

The average narrowband received power is equal to

(2 (29]) + (2) (78.2) + 2 (31-5) PW = 150233 13W6 .

Using equation (4.19), the wideband powar is given byN—] - N—l

Ea.H [Paw] = Eu19[z [ail—exp Using] a: 2 (ifa: 0 i n 0

Ea,0[PW Bj—— 100 pW+50 pW =150 pW

As can be seen, the narrowband and widoband received power are virtually
identical when averaged over 0.5 s (or 5 m). While the CW signal fades over the

observation interval, the widehand signal power remains constant.1

4.3 Small-Scale Mullipeth Measurements

Because of the importance of the multipeth structure in determining the

small-scale fading effects a number of wideband channel sounding techniques
have been developed. These techniques may be classified as direct pulse mea-
surements spread ,spectrum sliding correlator measurements, and swept fre-
quency measurements 
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I 4.3.1 Dir-ct HF Pulse System
A simple channel sounding approach is the direct RF pulse system (see Fig-

ure 4.6). This technique allows engineers to determine rapidly the power delay
' profile .of any- channel, as demonstrated by Rappaport and Seidel [RapSBL

[Rap90]. Essentially a wide band pulsed bistatic radar, this system transmits a
repetitive pulse of width “Ebb s, and uses a receiver with a wide bandpass filter
(BW = 2/To bHifl ). The signal is then amplified, detected with an envelope detec-
tor, and displayed and stored on- a high speed oscilloscope. This gives an immedi—
ate measurement of the squareof the channel impulse response convolved with
the probing pulse (see equation. (4.17)). If the oscilloscope is set on averaging
mode, then this system can provide a local average power delay profile. Another
attractive aspect of this system is the lack of complexity, since off—the-shelf
equipment may be used.

It *— TREE—"T

c: © . , />__ _‘ _ - . Tbs

_ I _ / Pulse Width = Tbb
Pulse Generatifl 1

— I vtlf's/
Resolution = Pulse Will

an _ detector _ Digital Storage
-_. _ Oscilloscope

Rx .——"

Flgure 4.6
Direct RF channel impulse response measurement system.

The minimum resolvable delay between multipath components is equal to

the probing pulse width '1: s b . The main problem with this system is that it is sub-
ject to interference and noise,.due to the Ivvide passband filter required for multi
path time resolution. Also, the pulse system relies on the ability to trigger the
oscilloscope on the first arriving signal. If the first arriving signal is blocked or
fades, severe fading occurs, and it is possible the system may not trigger prop—
erly. Mother disadvantage is that the phases of the individual multipath compo-

nents are not received, due to the use of an envelope detector. However, use of a
coherent detector permits measurement of the multipath phase using this tech“
nique.
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4.3.2 Spread Spectrum Sliding Correlator Channel Sounding

I (see Fig‘- The basic block diagram of a spread spectrum channel lounding system is
war delay shown in Figure 4.7. The advantage of a spread spectrum system is that, while

[Rap-‘59], the probing signal may he‘wideband, it is possible to detect the transmitted sig— .
ansmits a nai using a' narrowband receiver preceded by a widebend mixer, thus improving
)ass filter the dynamic range of the system as compared to the direct RF pulse system.
)DB detec— In a spread spectrum channel sounder, a carrier signal is "spread" over a
l immedi- large bandwidth by mixing it with a binary pseudo-noise (PN) sequence having a
lved With chip duration TL. and 'a chip rate .l'i‘2 equal to l/Td Hz. The power spectrum
averaging envelope of the transmitted spread spectrum signal is given by [Dix84] as
. Another . i ‘

Lthe-shelf ‘ ' [5.13%] 2 (425)(f—fc) Tc

and the null—to—null bandwidth is

BW = ZRc (4.27)

PN Sequence

Generator 1 .
Resolution ~ IT (rm: pulse width)c-

Ri: chip clock Digital Storage .

‘@ Oscilloscope _
‘ Bi 2] _

,3 118.1 to Correlation Bandwidth
itcls sub- I ' Bwtz (Di—B)
hr multi- . detector

igger the Widebsnd Fm-er Narrowhand Filter ‘
ocked‘ or . Fl 4 T .

_ gure . .
518:0:‘33 I SPTWd 3139‘:th channel impulse respon se measurement system.
use of a . _ _ _ ‘

his tech- The spread Spectrum signal is then received, filtered, and despread usmg a
PN sequence generator identical to that used at the transmitter. Although the
two PN sequences are identical, the transmitter chip clock is run at a slightly
faster rate than the receiver chip clock. Mixing the chip sequences in this fashion
implements a sliding correlotor [Dix84]. When the PN code of the faster chip
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clock catches up with the PN code of the slower chip clock, the two chip
sequences will be virtually identically aligned, giving maximal correlation. When
the two sequences are not maximally correlatéd, mixing the incoming spread
spectrum signal with the unsynchronized receiver chip sequence will spread this
signal into a bandwidth at least as large as the receiver's reference PN sequence.
In this way, the narrowband filter that follows the correlator can reject almost all
ofthe incoming signal power. This is how processing gain is realized in a spread
spectrum receiver and how it can reject passband interference, unlike the direct

. RF pulse sounding system. ‘
Processing gain (PG) is given as

PG.= (4.28)

where 1:“, = l/Rbb, is the period of the baseband information. For the case of a
sliding correlator channel sounder, the baseband information rate is equal to the
frequency offset of the PN sequence clocks at the transmitter and receiver.

When the incoming signal is correlated with the receiver sequence, the sig-
nal is collapsed back- to the original bandwidth (i.e., “denpread”), envelope
detected, and displayed on an oscilloscope. Since different incoming multipaths
will have different time delays, they will maximally correlate with the receiver
PN sequence at different times. The energy of these individual paths will pass

. through the correlator depending on the time delay. Therefore, after envelope
detection, the channel impulse response convolved with the pulse shape of a sin-
gle chip is displayed on the oscilloscope. Cox [CoxTQl first used this method to
measure channel impulse responses in outdoor suburban environments at 910
MHz. Devasirvatham [DevBBL [DerOa] successfiilly, used a direct sequence

spread spectrum channel sounder to measure time delay spread of multipath 5
components and signal level measurements in office and residential buildings at
350 MHz. Bultitiide [1311139] used this technique for indoor and microcellular
channel sounding work, as did Landron [Lan92].

The time resolution (A1) of multipath components using a spread spec-

trum system with sliding correlation is
2. - .

m: — .ZTc - F” (4.29)
In other Words, the system can resolve two multipath components as long

as they are equal to or greater than 2T, seconds apart. In actuality, multipath
components with interarrival times smaller than 2Tc can be resolved since the
rms pulse width is smaller than the absolute width of the triangular correlation
pulse, and is on the order of TE. .

The sliding correlation process gives equivalent time measurements that
are updated every time the two sequences are maximally correlated. The time
between maximal correlations (T) can be calculated from equation (4.30)
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chip - _ ' _ l
Vhen . ‘ AT — Tcyl ._ 3%
’read where Ta = chip period (a)
1 mi. R6 = chip rate (Hz)
once. 7‘ = slide factor (dimensionless)
31" all I = sequence length (chips)
“Bad The slide factor is defined as the ratio between the transmitter chip clock
lirect rate and the difference between the transmitter and receiver chip clock rates

[nevse]. Mathematically, this is expressed as

U,

— u—_[3 __ (4.31)
where or = transmitter chip clock rate (Hz)

[3 = receiver chip clock rate (Hz)

For a maximal length PN sequence, thesequence length is

z = 2L1 (4.32)

where n. is the number of shift registers in the sequence generator [Dithi].

Since the incoming spread spectrum signal is mixed with a receiver PN

sequence that is slower than the transmitter sequence, the signal is essentially

down—converted (“collapsed”) to a low-frequency narrowband signal. In other

words, the relative rate of the two codes slipping past each other'1s the rate of
information transferred to the oscilloscope This narrowhand signal allows nar-

rowband processing, eliminating much of the passband noise and interference.

The processing gain of equation (4.281'1a then realized using a narrowband filter
(BW—— 201—13) ).

The equivalent time measurements refer to the relative times of multipath
components as they are displayed on the oscilloscope. The observed time scale on -‘

the oscilloscope using a sliding correlator is related to the actual propagation
time scale by

Observed Time I (4.33)V

This effect is due to the relative rate of information transfer in the sliding
correlator. For example, Tc of equation (4.30) is an observed time measured on

an oscilloscope and not actual propagation time. This effect, known as time dila-

tion, occurs in the "sliding correlator system because the propagation delays are
actually expanded in time by the sliding correlator

Caution must be taken to ensure that the sequence length has a period
which'1s greater than the longest multipath propagation delay The PN Sequence
period13

Actual Propagation Time =

#1,.qu = T1 - (4.34){J
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The sequence period giVes an estimate of the maximum unambiguous

range of incoming multipath signal components. This range is found by multiply-
ing the speed of light withrpm” in equation (434} '

There are several advantages to the spread spectrum channel sounding sys-
tem. One of the key spread spectrum modulation characteristics is the ability to

reject passband noise, thus improving the coverage range for a given transmitter

power. Transmitter and receiver PN sequence synchronization is eliminated by
the sliding correlator. Sensitivity is adjustable by changing the sliding factor and, .

the post--correlator filter bandwidth. Also, required transmitter powers can be

considerably lower than comparable direct pulse systems due to the inherent
“processing gainof spread spectrum systems. '

A disadvantage of the spread spectrum system, as compared to the direct

pulse system, is that measurements are not made in real time, but they arecom—

piled as the PN codes slide past one another. Depending on system parameters

and measurement objectives, the time required to make power delay profile mea~
surements may be excessive Another disadvantage of the system described here
is that a noncohercnt detector is used, so that phases of individual multipath

components can not be measured. Even if coherent detection is used, the sweep

time of a spread spectrum signal induces delay such that the phases of individ-

ual multipath components with different time delays would be measured at sub-

stantially different times, during 'which the channel might change.

 
4.3.3 Frequency Domain Channel Sounding

Because of the dual relationship between time domain arid frequency
domain techniques, it is possible to measure the channel. impulse response in the

frequency domain. Figure 4.3 shows a frequency domain channel sounder used
for measuring channel impulse responses. A vector network analyzer controls a.

synthesized frequency sweeper, and an S-parameter test set is used to monitor
the frequency response of the channel. The sweeper scans a particular frequency

band. (centered on the carrier) by stepping through discrete frequencies. The
number and spacings of these frequency steps impact thetirne resolution 0f the

impulse response measurement. For each frequency step, the S—pflrametél‘ test

set transmits a known signal level at port 1 and monitors the received Signal

level at port 2. These signal levels allow the analyzer to determine the complex

response, (i.e., transmissivity 321M!» of the channel over the measured frequency
range. The transmissivity response is a frequency domain representation of the

channel impulse response. This response is then converted to the time domain

using inverse discrete Fourier transform (IDFT) processing, giving a band—l'imr

ited version of the impulse response. .In theory, this technique works well and

indirectly provides amplitude and phase information in the time domain. How-
ever, the system requires, careful calibration and hardwired synchronization
between the transmitter and receiver, making it useful only for very’ close mea—
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nous surements (cg, indoor channel sounding). Another limitation with this system
i 1 _ is the non-real-tirne nature of the measurement. For time varying channels, the
:‘p y channel frequency response can change rapidly, giving an erroneous impulse
‘5 3_ response measurement. To mitigate this effect, fast sweep times are necessary to
t yto keep the total swapt frequeneylresponse measurement interval as short as possi-'
lifter ble. A faster SWEEP time can be accomplished by reducing the number of fre-
-d b quency steps, but this sacrifices time resolution and excess delay range in the
and time domain. The swept frequency system has been used successfully for indoor '
n be“ propagation studies by Pahlavan [Pah95] and Zaghloul. et.ai. [Zanga],
rent [Zangb];

irect Vector Netwglrik AnalyzerW1

com— Swept Frequency Oscillatoraters
nea-

here

path

veep _ " Y0?)
ivid- 321m) mars) — (Yr—2(0))sub—

Inverse
DFT Processor

m = W“ [Hem
Figure 4.8

Frequency domain channel impulse response measurement system.

4.4 Parsmaters oi Mobile Multlpath Channels

Many multipath channel parameters are derived from the power delay pro-
file, given by equation (4.18). Power delay profiles are measured using the tech-
niques discussed in Section 4.4 and are generally represented as plots of relative
received powar as a function of excess delay with respect to a fixed time delay
reference. Power delay profiles are found by averaging instantaneOus power
delay profile measurements over a local area in order to determine an average
small-scale power delay profile. Depending on the time resolution of the probing
pulse and the type of multipath channels studied, researchers often choose to

sample at spatial separations of a quarter of a wavelength and over ”receiver
movements no greater than 6 In in outdoor channels and no greater than 2 m in

indoor channels in the 450 MHz - 6 GHz range. This small-scale sampling avoids
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large-scale averaging bias in the resulting smallwscale statistics. Figure 4.9
shows typical power delay profile plots from outdoor and indoor channels, deter-
mined from a large number of closely sampled instantaneous profiles.

4.4.1 Time Dispersion Parameters

In order to compare different multipath channels and to develop some gen-
eral design guidelines for wireless systems, parameters which grossly quantify

the multipath channel are used. The mean excess delay, rms delay spread, and
excess delay spread (X dB) are multipath channel parameters that can be deter-
mined from a power delay profile. The time dispersive properties of wide band

multipath channels are most commonly quantified by their mean excess delay‘
(t) and rms delay spread (o-t ). The mean excess delay is the first moment of' the
power delay profile and is defined to be

Zai‘tk 211mm
= k = k__ ,

20:: 21%“)kp I:

The rms delay spread is the square root of the second central moment of the
power delay profile and is defined to be

Tan-M...an«4.1

DI..-_sw.udtun-“.1I-....'.I
(4.35)

(4.35)

where

(4.37) '

' These delays are measured relative to the first detectable signal arriving at the

receiver at To = 0 . Equations (4.35) ~ (4.37) do not rely on the absolute power

level of PU), but only the relative amplitudes of the multipath components
within 13(1). Typical values of rms delay spread are on the order of microsco-
onds in outdoor mobile radio channels and on the order of nanoseconds in indoor

radio channels. Table 4.1 shows the typical measured values ofrmsdelay spread. -

It is important to note that the rms delay spread and mean excess delay are

defined from a single power delay profile which is the temporal or Spatial aver“

age of consecutive impulse response measurements collected and averaged over

a local area. Typically, many measurements are made at many local areas in
order to determine a statistical range of multipath channel parameters for a

mobile communication system over a large-scale area [RapBO].

The maximum. excess delay '{X dB) of the power delay profile is defined to be
the time delay during which multipath energy falls to X dB below the maxi-
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Figure 4.9
Measured multipath power delay profiles
a) From a 900 MlIy, cellular system in San. Francisco [From [RapQO] 15) IEEE].
1:) Inside _a grocery store at 4 (31-17. [From [Haw91]@IEEE]
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Table 4.1 Typical Measured Values of HMS Delayr Spread

Environment Frequency - Notes Reference
(MHZ) - _

Urban 1300 ns avg. New York City [00x75]
' 600 no at. dev.

35.00 as man. .

910

——=_mAveragedextremecase

25 as median

850 Office builcin [Deena]

Indoor 1900 7094 no avg. Three San Francisco [Sei92a] '
- 1470 ns max. ‘ buildings

mum. In other words, the maximum excess delay is defined as "CK—To , where to
is the first arriving signal and "Ex is the maximum delay at which a multipath
component is within X dB of the strongest arriving multipath signal (which does
not necessarily arrive at TD ). Figure 4.10 illustrates the computation of the max—
imum excessidelay for multipath components within 10 dB of the maximum. The
maximum excess delay (X (13) defines the temporal extent of the mnltipath that
is above a particular threshold. The value of 1:}: is sometimes called the excess
delay spread of a power delay profile, but in all cases must be specified with a
threshold that relates the multipath noise floor to the maximum received multiu

path component. .

In practice, values for t. 13, and 5: depend on the choice of noise threshold

used to process P(t). The noise threshold is used to differentiate between
received multipath components and thermal noise. If" the noise threshold is set
too low, then noise will be processed as multipath, thus giving rise to values of
t, F, and c, that are artificially high. ‘

'It should be noted that the power‘delay profile‘and the magnitude fre-

quency response (the spectral response) of a mobile radio channel are related
. through the Fourier transform. It is therefore possible to obtain an equivalent

description of the channel'in the frequency domain using its frequency response
characteristics. Analogous to the delay spread parameters in the time domain,

coherence bandwidth is used to characterize the channel in the frequency
domain. The rms delay spread and coherence bandwidth are inversely propor-
tional to one another, although their exact relationship is a function of the exact

_'mu1tipath structure.
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l multt

 
Excess Delay (ns)

4.4.2 Coherence Bandwldth

While the delay spread is a natural phenomenon caused by reflected and

scattered propagation paths in the radio channel, the coherence bandwidth; Be,
is a defined relation derived from the rms delay spread. Coherence bandwidth is

a statistical measure of the range of frequencies over which the channel can be ‘
considered “flat” (i.e., a channel which passes all spectral components with

approximately equal gain and linear phase). In other words, coherence band-

width is the range of frequencies over which two frequency components have a
strong potential for amplitude correlation. Two sinusoids with frequency separa—

ESPDTESB tion greater than B: are affected quite differently by the channel. If the coher-
iornam, . ence bandwidth is defined as the bandwidth over which the frequency correlation
fluency function is above 0.9, then the coherence bandwidth is approximately [Lee89b]
proper" . .

16 exact ' ' 6 rs fi (4.33)
If the definition is relaxed so that the freQuency correlation function is above 0.5,

then the coherence bandwidth is approximately '

reshold
ietween

.d is sat

alues of

ids fre-

related

rivalent   
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B as L , - (4.39)
50' .

It is important to note that an exact relationship between coherence band-
width and rms delay spread. does not exist, and equations (4. 38) and (4.39) are
“ball park estimates". In general, spectral analysis techniques and simulatiOn
are required to determine the exact impact that time varying multipathhas on a

particular transmitted signal [Che-37], [Fun93], [Ste94]. For this reason, accu—
rate multipath channel models must be used in the design of specific modems for

- wireless applications [Ralea], [Woe94]..

Example 4.4

Calculate the mean excess delay, rms delay spread, and the maximum excess
delay (10 dB) for the multipath profile given in the figure below. Estimate the
50% coherence bandwidth of the channel. Would this channel be suitable for

AMPS or GSM service without the use of an equalizer?

Prfi) _

f _

(as)

Figure E4.4

Solution to Example 4.4 .
The rms delay spread for the given multipath profile can be obtained using
equations (4.35) +— (4.37). The delays of each profile are measured relative to

the first detectable signal. The mean excess delay for the given profile
-.(12(5)+ (-01)(11+(01112l'l'10-01H0l =-

l ‘ [0..01+01+0.1+1] _ 4'38“”-
The second moment for the given power delay profile can be calculatedas

‘2 =" 1) (5)2+ (0.1) (1)2+ (0.1) (2)2+ (0.01) (0) = 21.0711321.21

Therefore the rme delay spread, 0'1 = «121.07— (4.38)2 3 1.37m:
The coherence bandwidth is found from equation (4.39) to be

_ 1 _ ‘

3BE — 5—(l.37|.is) — 146 kHz
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Since BC is greater than 31) kHz. AMPS will work without an equalizer. How-
(4.39,l over, GSM requires 200 kHz bandwidth which exceeds BC, Lhus an equalizer

would he needed for this channel. 
ten coherence band-

4.38) and (4.39) are

ass and simulation 4.4.3 Doppler Spread and Coherence Time

:multipath has 0” 3 Delay spread and coherence bandwidth are parameters which describe thc
r ”"3 reason, accu- time dispersive nature ol‘the channel in a local area. However, they do not offer
Slim-mic modems for information about the time varying nature of the channel caused by either rela—

tive motion between the mobile and base station, or by movement of objects in

the channel. Doppler spread and coherence time are parameters which describe

the time varying nature of the channel in a small-scale region.

Doppler spread Be is a measure of the spectral broadening caused by the
time rate of change of the mobile radio channel and is defined as the range of fre-

quencies over which the received Doppler spectrum is essentially non-zero.

When a pure sinusoidal tone of frequency fc is transmitted, the received signal

spectrum, called the Doppler spectrum. will have components in the range fl, — fd
to ft,+f;t| where fa. is the Doppler shift. The amount of spectral broadening

depends on fa. which is a function of the relative velocity of the mobile, and the
angle 0 between the direction of' motion of the mobile and direction of'arrival oi"

the scattered waves. Iffizc baseband signal bandwidth is mar-it greater than B”,
the effects of'Dopplcr spread are negligible or the receiver.

Coherence time Tu is the time domain dual of Doppler spread and is used

to characterize the time varying nature of the frequency dispersivcness of the

channel in the time domain. The Doppler spread and coherence time are
inversely proportional to one another. That is,

the maximum excess
"e below. Estimate the
iannel be suitable for

I

To -. fin
Coherence time is actually a statistical measure of the time duration over

on b“ ”Named using which the channel impulse response is essentially invariant, and quantifies the

3:5:lpli‘iilillcdatwc to similarity of the channel response at different times. In other words, coherence
' time is the time duration over which two received signals have a strong potential

L331”? for amplitude correlation. If' the reciprocal bandwidth of the baseband signal is

greater than the coherence time of the channel. then the channel will change
during the transmission of‘ the baseband mesaage, thus causing distortion at the
receiver. If the coherence time is defined as the time over which the time correla-

(4.40.21)

be calculated

 

) _ 2 . . _
_ _ 21mm: tion function is above 0.5, then the coherence time is approximately [Stc94l

q
137M T . z ' . .

C 167th. (4 40 b)3 be

Where fm is the maximum Doppler shift given by fm = c/lt. In practice, (4.40.3)
Suggests a time duration during;r which a Rayleigh fading signal may fluctuate
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wildly, and (4.401)) is often too restrictive. A popularrule of thumb for modern

digital communications isto define the coherence time as the geometric mean of

equations (4.40.51) and (4.40.13). That is,

‘ 9 0423
T 2 _= _- (4.40.12)

C ice/f; for. ' .

_ The definition of coherence time implies that two signals arriving with a
time separation greater than To are affected differently by the channel. For
example, for a vehicle traveling 50 mph using a 900 MHz carrier, a conservative

value of To can lie shoWn to be 2.22 ms from (4.40.b). If a digital transmission
system is used, then as long as the symbol rate is greater than l/TG = 454 bps ,

the channel will notcause distortion due to motion (however, distortion could
result from multipath time delay spread, depending on the channel impulsé_
response). Using the practical Formula of"(4.40.cl, To = 6.77 ms and the symbol

rate must exceed 150 bits/sin order to avoid distortion due to frequency disper-
sion.

Example 4.5

Determine the proper spatial sampling interval required to make small-scale
propagation measurements which assume that consecutive samples are highly
correlated'in time. How many samples will be required over 10 m travel dis-

tance if f; = 1900 MHz and o = 50 m/s. How long would it take to make these
measurements, assuming they could be made in real time from a moving vehi-

cle? What is the Doppler spread ED for the Channel? '

Solution to Example 4.5

For correlation, ensure that the time between samples is equal to TC/ 2 , and ’
use the smallest value of TC For conservative design. '
Using equation (4.40.b}

as 3 x 108

.16 x 3.14 x so x1900 2106

Takinghtime samples at less than half TC . at 12825115:
corresponds to a spatial sampling interval of

_ Ax 0.014125 _703 “mm
The time taken to make this measurement is equal to
The Doppler spread is

10m

50 m/s 3 0'2 5'   
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Bp=fl =_f_50x1900x106_31666flz
9 3x108

4.5 Types of Small-Scale Fading

Section 4.3 demonstrated that the type of fading experienced by a signal

propagating through a mobile radio channel depends on the nature of the trans-

mitted signal with respect to the characteristics of the channel. Depending on.
the relation between the signal parameters (such as bandwidth, symbol period,
etc.) and the channel parameters (such as use delay spread and Doppler spread),

different transmitted signals will undergo different types .of fading. The time dis-

persion and frequency dispersion mechanisms in a mobile radio channel lead to

four possible distinct effects, which are manifested depending on the nature of
the transmitted signal the channel, and the velocity. While multipath delay

spread leads to time dispersion and frequency selective fading, Doppler spread
leads to frequency dispersion and time selective fading. The two propagation

mechanisms are independent of one another. Figure 4.11 shows a tree of the four
different types of fading.

Small-Scale Fading

(Based on multipath time delay spread)

Flat Fading ‘ Frequency Selective Ending
1. BW of signal 4: BW of channel 1. BW of signal j;- BW of channel
2. Delay spread < Symbol. period 2. Delay spread a- Symbol period

Small-Scale Fading _
(Based on Doppler spread)

Fast Fading Slow Fading'

1. HighDoppler spread . 1. Low Doppler spread
2. Coherence time < Symbol period . 2. Coherence time >- Symbol period
3.Chan.ne1 variations faster than base- 3. Channel variations slower than

band signal variations baseband signal variations

  
Flgure 4.11
Types of smallLscale fading. 
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4.5.1 Fading Effects Due to Multlpath Time Delay Spread
Time dispersion due to multipath causes the transmitted signal to undergo

either flat or frequency selective fading. - .

4.5.1.1 Flat fading

\

If the mobile radio. channel has a constant gain and linear phase response
over a bandwidth which is greater than the bandwidth of the transmitted signal, "

then the received signal will undergo flat fading. This type of fading is histori-

cally the most common type of fading described in the technical literature. In flat

fading, the multipath structure of the channel'1s such that the spectral charac-
.teristies of the transmitted signal are preserved at the receiver. However the

strength of the received signal changes with time, due to fluctuations‘in the gain
of the channel caused by multipath The characteristics of a flat fading channel
are illustratedin Figure 4.12 ‘

so ' he a

fin +1: t<< 1'}

.1fo eflf tam
Figure 4.12
Flat fading channel characteristics.

It can be seen from Figure 4.12 that ifthe channel gain changes 'ov'er time,
a change of amplitude occurs in the received signal. Over time, the received sig-

nal r (t) varies in gain, but the spectrum of the transmission is preserved. In a

flat'fading channel, the reciprocal bandwidth of the transmitted signal is" much

larger than the multipath time delay spread of the channel and he (t,1:) can be

approximated as having no excess delay (1.e, a single delta function ‘with T =.O)
Flat fading channels are also known as amplitude varying channels and are

sometimes referred to as narrowband channels, since the bandwidth of the

applied signal15 narrow as compared to the channel flat fading bandwidth. Typi-

cal flat fading channels cause deep fades, and thus may require 20 or 30 dB more

transmitter power to achieve lowbit error rates during times of deep fades as
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compared to systems operating over non—fading channels. The distribution of the

undergo instantaneous gain of flat fading channels'is important for designing radio links,
and the most common amplitude distribution is the Rayleigh distribution. The
Rayleigh flat‘fading channel model assumes that the channel induces an ampli-
tude which varies in time according to the Rayleigh distribution.

response To summarize, a signal undergoes flat fading if
ed s1gnal, ’

s histori- BS <1 3,: (4.41)

re. In flat - and
l charac-

'ever the Ts ’5 ‘3"; (4.42)

the gain where T5. is the reciprocal bandwidth (e.g., symbol period) and Bs is the hand-
.- channel width, respectively, of the transmitted modulation, and 1:11 and BC are the rms

delay spread and coherence bandwidth, respectively, of the channel.

4.5.1.2 Frequency Selective Fading

If the channel possesses a constant-gain and linear phase response over a
bandwidth that is smaller than'thebandwidth of transmitted signal, then the

channel creates frequency selective fading on the received signal. Under such

conditions, the channel impulse response has a multipath delay spread which is
greater than the reciprocal bandwidth of the transmitted message waveform.

When this occurs, the received signal includes multiple versions of the transmit

ted waveform which are attenuated (faded) and delayed in time, and hence the

received signal is distorted. Frequency selective fading is due to time dispersion
of the tranSmitted symbols within the channel. Thus the channel induce-

intersymbol interference (181). Viewed in the frequency domain, certain fre-

quency components in the received signal spectrum have greater gains than oth—BIS.

Frequency selective fading channels are much more difficult to model than

flat fading channels since each multipath signal must be modeled and the chan-
nel must be considered to he a linear filter. It is for this reason that widebsnd

multipath measurements are made, and models are developed from these mea-

ver time, surcments. When analyzing mobile communication systems, statistical impulse
aived sis- response models such as the Bjray Rayleigh fading model (which considers the
ted. In a impulse response to be made up of tyre delta functions which independently fade
is' much and have sufficient time delay between them to induce frequency selective fading

) can be upon the applied signal), or computer generated or measured impulse responses
1 1: = U l. are generally used for analyzing frequency selective small-scale fading. Figure
and are 4.13 illustrates the characteristics of a frequency selective fading channel.
h of the For frequency selectiVE fading, the spectrum 811,1“) of the transmitted signal
.th. Typie has a bandwidth which'is greater than the coherence bandwidth Bo of the chan-
dB more no]. Viewedin the frequency domain, the channel becomes frequency selective
fades as where the gain is different for different frequency components. Frequency selec-
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fa J; - f; .

- Figure 4.13
Frequency selective fading channel characteristics.‘

tive fading is caused by multipath delays which approach or exceed the symbol ‘
period of'the transmitted symbol. Frequency selective fading channels are also
known as widebctnd channels since the bandwidth of the signal s (t) is wider
than the bandwidth of the channel impulse response. As time varies, the channel

varies in gain and phase across the spectrum of s(t), resulting in time varying ‘
distortion in the received signal rm. To summarize, a signal undergoes frequency
selective fading if“ I '

as sea ' . (4.43)
and

TS < or . (4.44)‘ '

A common rule of thumb is that a channel is frequency selective if or, > (HTS,
although this is dependent on the specific type of modulation used. Chapter 5
presents simulation results which illustrate the impact of time delay spread on
bit error rate (BER). ' r

4.5.2 Fadlng Effects Due to Doppler Spread

4.5.2.1 Fast Fadlng’
Depending on how rapidly the transmitted baseband signal changes as

compared to the rate of change of the channel, a channel may be classified either
as a first fading or slow fading channel. In a fast fooling channel, the channel
impulse response changes rapidly within the symbol duration. That is, the when
ence time of the channel is smaller than the symbol period of the transmitted

signal. This causes frequency dispersion (also called time selective fading) due to
Doppler spreading, which leads to signal distortion. Viewed in the frequency
domain, signal distortion due to fast fading increases with increasing Doppler
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spread relatiVe to the bandwidth of the transmitted signal. Therefore, a signal
undergoes fast fading if

TS a To (4.45)
and

BS (BB _ (4.46)

It should be noted that when a channel is specified as a fast or slow fading
channel, it does not specify whether the channel is flat fading or frequency selec-
tive in nature. Fast fading only deals with the rate of change of the channel due
to motion. In the case of the flat fading channel, we can approximate the impulse
reaponse to be simply a-- delta function (no time delay). Hence, a flat fading, fast
fading channelis a channel in which the amplitude of the delta function varies

-- faster than the rate of change of the transmitted hasehand signal. In the case of
a frequency selective, fast fading channel, the amplitudes, phases, and time
delays of any one Of the multipath components vary faster than the, rate of

3 symbol - change of the transmitted signal. In practice, fast fading only occurs for very low
are also data rates. '

‘3 “‘1'” 4.5.2.2 Slow Fading
channel .. .
varying . In a slow fading channel, the channel impulse response changes at a. rate
13quy much slower than the transmitted basehand signal aft}. In this case, the channel

may be assumed to be static over one or several reciprocal bandwidth intervals,
In the frequency domain, this implies that the Doppler spread of the channel is

(4.43) much less than the bandwidth of the baseband signal. Therefore, a signal under-
goes slow fading if '

(4.44) ' 'Tb. « TC (4.475
and

135;in (4.43)

It should be clear that the velocity of the mobile (or velocity of objects in the
channel) and the baseband signaling determines whether a signal undergoes
fast fading or slow fading. _

The relation between the various multipath parameters and the type of fad-
ing experienced by’the signal are summarised in Figure 4.14. Over the years, '

.nges as some authors have confused the terms fast and slow fading with the terms large-

.d either scale and small-scale fading. It should be emphasised that fast and slow fading
channel deal with the relationship hetWeen the time rate of change in the channel and.
.e coher- the transmitted signal, and not with propagation path loss models.isniitted

5) due to
equency

Doppler
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T:

l , I Flat Fast
‘ Fading

i
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at'I
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symbolPeriodof TransmittingSymbol l

Slow Fading 1 Fast Fading
I . To

_ _ .__ _, _,_...
TU

Transmitted Symbol Period(a)

 
.35

T I

I Frequency Selective] Frequency Selective
| Fasthding .| Slow Fading

BC. __ _ _ _|"_ __ _ _
I ‘ .

.Flst Fast | ' Flat Slow

Fading I ‘ Fading

TransmittedBaseband' SignalBandwidth
. _. . sz

. 3d

Transmitted Baseband Signal Bandwidth

(bl '
Figure 4.14
Matrix illustrating type offading experienced by a signal as a function of
(n) symbol period
(b) besebnnd signal bandwidth.

4.6 Raylelghand Ricesn Distributlons .

4.6.1 Rayleigh Fading Distributlon

In mobile radio channels, the Rayleigh distribution is commonly used to
describe the statistical time varying nature of the received envelope of a flat fade

ing signal, or the envelope of an individual multipath component. It is well
known that the envelope of the sum of two quadrature Gaussian noise signals
obeys a Rayleigh distribution. Figure 4.15 shows a Rayleigh distributed signal
envelope as a function of time. The Rayleigh distribution has a probability den-
sity function (pdf) given by 
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Figure 4.15 _
A typical Rayleigh fading envelope 9.1: 900 MHz [From [FImQS] @ IEEE].

2 i
r r ‘ -

— Bx — — O S r S onp (r)= {a2 pl ngzl .l J (4.49)
(l (r < O) I

where2:; is the rme value of the received voltage signal before envelope detectiom
and 5-2 is the time-average power of the received signal before envelope detec-
tion. The probability that the envelope of the received signal does not exceed a.

specified value R'IS given by the eorreepending cumulative distributicnn function(CDF)

 
Ra

Pa?) =Pr(rSR) = Ip(r)dr= l—exp[— —] - 14.50)262

The mean value rm” of the Rayleigh distributionis given by I

     
W

rem = Elr] = Irpumr = ed;E ='1.2533e0 .
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and the variance of the Rayleigh distribution is given by of, , which represents
the ac power in the signal envelope

of E[r2]—E2[r] = Ir2p(r)dr—CL2E (4.52)
D i

= 02(2—3) = 0.429252
  

‘ x The rms value of the envelope is the square root of the mean square, or Jig.

The median value of r is found by solving '

é a flm-Idtdnp (r) dr ‘ (4‘53)
and is .

r ‘= 1.1770 .. (4.54)median ‘

Thus the mean and the median differ by only 0.55 dB in a Rayleigh fading
signal. Note that the median is often used in practice, since fading data are usu-
ally measured in the field and a particular distribution cannot be assumed. By
using median values instead of mean values it is easy to compare different fad—
ing distributions which may have widely varying means. Figure 4.16 illustrates
the Rayleigh pdf. The corresponding Rayleigh cumulative distribution function
(CDF) is shown in Figure 4.17.

i 1.. 0.60655

0 a 2o 36 45 Set

Received signal envelope voltage r (volts)
Figure 4.16

' Rayleigh probability density function (pdfi.

4.6.2 Hicean Fading Distribution1 ‘ c

When there is a dominant stationary (nonfading) signal component
present, such as a line-of-sight propagation path, the small-scale fading envelope.
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apresents

(4.52)

I OBS light clutter, Site C
- LDS heavy clutter, Site E
It LOS light 'tlulmry Site D

,fie.

(4.53)

95 Probablllty
Signal Level

(454) a: Alanine: A
311 fading

I. are usu-

imed. By
grant fade

[lustrates

_ function ‘
---.——— Log-normal o=l'.5 til!

Rayleigh
m--------- Rician K=fl dB

Signll Level {dB about median)

Figure 4.1? -

Cumulative distributior: for three small-scale fading measurements and their fit to Rayleigh, Ricean,
and log—normal distributions [From [RapSQ] ‘33 IEEE]. '

distribution is Ricean. In such a situation, random multipath components arriv-
ing at different angles are superimposed on a stationary dominant signal. At. the
output of an envelope detector, this has the effect of adding a dc component to the
random multipath. ‘ ' '

Just as for the case of detection of a sine wave in thermal noise [Rio48], the
effect of a dominant signal arriving with many weaker multipath signals gives
rise to the Ricean distribution. As the dominant signal becomes weaker, the com-
posite signal resembles a noise signal which has an envelope that is Rayleigh.

impoant Thus, the Ricean distribution degenerates to a Rayleigh distribution when the
envelope dominant component fades, away I '
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The Ricean distribution is given by

_ (r2 M“)
‘ Ar

2

P(T). = £58 - 20' 10(7) fer(A20, r20) (4'55). Cl' , . _
g .

_ D for (r «z D)
The parameter A denotes the peak amplitude of the dominant signal and

ID (-) isthe modified Bessel function of the first kind and zerororder. The Ricean
distribution is often described in terms of a parameter K which is defined as the
ratio‘between the deterministic signal power and the variance of the multipath.
It is given 115'; K = Az/(Qoz) or, in terms of dB ‘ '

_ A2 ' '
Kras) = iclog——2 - dB . (4.56)_2a

The parameter K- is known as the Riccan factor-and completely specifies
the Ricean distribution. As A —> O,K —>—oo dB, and as the dominant path
decreases in amplitude, the Ricean distribution degenerates to a Rayleigh distri-
bution. Figure 4.18 shows the Ricean pdf.‘ The Ricean CDF is compared with the
Rayleigh CDF‘ in Figure 4.17.

Received signal envelope voltage r (volts)

Figure 4.18
Probability density function of Ricenn distributions: K = — 00 dB (Rayleigh) and K = 6 dB. For
Keel. the Ricean pdfis approximately Gaussian about the mean. '- '

' 4.7 Statistical lillodels for Multlpath Fading Channels

Several multipath models have been suggested to explain the observed staa
tistical nature of a mobile channel. The first model presented by Ossana [Oss64]
was based on interference of waves incident and reflected from the flat sides of

. randomly located buildings. Although Ossana’s model [Oss64] predicts flat fad-
ing power spectra that were in agreement with measurements in suburban
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areas, it assumes the existence of a direct path between the transmitter and
receiver, and is limited to a restricted range of reflection angles. Dssana's model
is therefore rather inflexible and inappropriate for urban areas where the direct

path is almost always, blocked by buildings or other obstacles. Clarke’s model .
[ClaSB] is. based on scattering and is widely used.

4.7.1 Clarke‘s Model tori-1st Fsdlng

Clarke [Cla68] developed a model where the statistical characteristics of

the electromagnetic fields of the received signal at the mobile are deduced from

scattering. The model assumes a fixed transmitter with a vertically polarized-
antenna. The field incident on the mobile antenna is assumed to comprise ofN .

azimuthal plane waves with arbitrary carrier phases, arbitrary azimuthal
angles of arrival, and each wave having equal average amplitude. It should be
noted that the equal average amplitude assumption is based on the fact that in
the absence of a direct line-of-sight path, the scattered components arriving at a

receiver will experience similar attenuation over small-scale distances. ‘
Figure 4.19 shows a diagram of plane waves incident on a mobile traveling

at 'a velocity v, in the arc-direction. The angle of arrival is measmed in the my

plane with respect to the direction of motion. Every wave that is incident on the
mobile undergoes a Doppler shift due to the motion of the receiver and arrives at
the receiver at the same time. That is, no excess delay due. to multipath is

assumed for any of the waves (flat fading assumption). For the n th wave arriv-

ing at an angle or“ to the x—axis, the Doppler shift in Hertz is given by

A.f” = goose.” _ (4-573

where ll. is the wavelength of the incident wave. ‘
Z

 

 
.l‘

in x-y plane-

Flgure 4.19
Illustrating plane waves arriving at random angles.
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The vertically polarized plane waves arriving at the mobile have E and H
field components given by

N .

_Ez = E02 Cnoos (241sz +9“) - (4.58)
n =1

E N - . .

H,c = 4 .113 Z Chainctncos (zero: + 9n) (4.59)n=l

H E”

N

y = — K 2 CR cosocn‘cos (Znfit +3”) ‘ (4.60)- n =1 I

where EU is the real amplitude of local average Eafield (assumed constant), C"1
is a real random variable representing the amplitude of individual waves, n is

' the intrinsic impedance of free space (3779 ), and fa is the carrier frequency The
random phase of the n th arriving component 6” is given by

on = 2sfnt+¢n . (4.61)
The amplitudes of the E-and H-field are normalized such that the ensemble

average of the C” ’s is given by '
N —

Z G: = 1 - ‘ (4.62)
It = 1

Since the Doppler shift is very small when compared to the carrier fre-
quency, the three field components may be modeled as narrow band random pro-
cesses. The three components E3, H3, and Hy can be approximated as Gaussian
random variables if N is sufficiently large. The phase angles are assumed to‘
have a uniform probability density function [pdf) on the interval [0,25]. Based on
the analysis .by Rice [Ric-481 the E-field can be expressed; in an in—phase and '
quadrature form '

E Tc (t) cos (2nf'ct) —Ts (t) sin (Enfct) (4.63)z

where
N .

Tcn) EOZCncusanansng . (4.54)
n=l

. N

213(4) = EOZCnfiinW‘an‘ln)
n=l
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1d H Both T,3 (t) and Ta (t) are Gaussian random processes which are denoted

as Tc and T5. ,_ respectively, at any time t. TL. and T8 are uncorrelated zero-mean
Gaussian random variables with an equal variance given by

1.55) . . 17f.—_ T: — ‘El —413/2 7 (4.66)
where the overbar denotes the ensemble average.

The envelope of the received E-field, Ezfi), is given by

lEz(t)| = i/TZU) ”Eu-(‘17). = rm ‘ (4.67)
Since Tc and T‘.I are Gaussian random variables, it can be shown through a'

Jacobean transformation [Pap91] that the random received signal envelope r
has a Rayleigh distribution givenby

1,69)

2
1"

PO") = {f-exp[—2—;] Daren-o
D - r c: 0

where 02 = 1133/2 ‘

4.7.1.1 Spectral Shape Due to Doppler Spread in Clarke’s Model

Gans [Gan72] .deve10ped a spectrum analysis for Clarke’s model. Let

p to.) do. denote the. fraction of the total incoming power within do of the angle
a, and let A denote the average received power with respect to an isotropic
antenna. As N —> no, ,1: (a) do approaches a conth1uous. rather than a discrete,

distribution. If G (or) is the azimuthal gain pattern of the mobile antenna as a

function of the angle of arrival, the total received power can be expressed as .

J-AG(C1)p(m)da . . (4.69)

where AG ((1);: (a) do: is the differential variation of received power with angle.
If the scattered signal'is a CW signal of frequency f, , then the instantaneous fre—
quency of the received signal component arriving at an angle or is obtained using
equation (4.57)

 
1

' f(o.) =' = icasein)": fm cosa+f (4.70)
where fm is the maximum Doppler shift. It should be noted that flat) is an even
function of e, (i. e. , fi’od— fr—oJ). '

If S (f) is the power spectrum of the received signal, the differential varia-
tion of received power with frequency'13 given by

S (1‘) WI (4.71)
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Equating the differential variation of received power with frequency to the
differential variation in received power with angle, we have

30‘) W1 = A LP (0000!) +19 (—MGC-flll Ida! (4-72)

Differentiating equation (4.70), and rearranging the terms, we hava

Idfl = ldaII—sinulfm . ‘ _ (4.73)

Using equation (4.70), or. can be expressed as a function of f as

(X. = CBS" I-—|:f—--fa]ft.1

. This implies that

‘Isi‘not = 1_(ff____f_c2) h ‘- ' (4.75) ‘
Substituting equation (4.73) and (4.75) into both sides of (4.72), the power spec-
tral density 8 (f) can be expressed as

80‘) = Achoi)G.(a) $500261 (to l (4.76)
fm 1‘[ fmc]

S(f)=0 lf—f|>fm (4.77)

'The spectrum15 centered on the carrier frequency and'1s zero outside the
limits of f" 2!: fm. Each of the arriving waves has its own carrier frequency (due to
its direction of arrival) which'1s slightly offset from the center Frequency. For the

case of a vertical 1/4 antenna (G (0.): 1.5 ) and a uniform distribution

p(o1)= 1/211: over 0 to 2n, the output spectrum is given by (4 76) as

where

(4.78)

In equation (4.78) the power spectral density at f = fci fm is infinite, i.e.,
Doppler components arriving at exactly 0” and 180° have an infinite power
spectral density. This is not a problem since 0'. is continuously distributed and
the probability of components arriving at eitactly these angles is zero.

Figure 4.20 shows the power spectral density of the resulting RF signal due
to Doppler fading; Smith [Smi75] demonstrated an easy way to simulate Clarke’s

‘ model using a computer simulation as described Section 4.7.2.

After envelope detection of the Doppler-shifted signal, the resulting base—

band spectrum has a maximum frequency of zfm. It can be shown [Jak74] that
the electric field produces a baseband power spectral density given by
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Figure 4.20

Doppler power spectrum for en umnodulated CW carrier [From [Gan72ll ©IEEE].

Somali”) =. 8-1:ij[ 1—(ii] (4.79)
where K {-J is the complete elliptical integral ofthe first kind. Equation (4.79) is
not intuitiva and is a result of the temporal correlation of the received signal
when passed through a nonlinear envelope detector. Figure 4.21 illustrates the
haseband spectrum of the received signal after envelope detection.

The spectral shape of the Doppler spread determines the time domain fad-
ing waveform and dictates the temporal correlation and fade slope behaviors.
Rayleigh fading simulators must use a fading spectrum such as equatioa (4.78)
in order to produce realistic fading waveforms that have proper time correlation.

4.7.2 Slmulatlon of Clarke and Gene Fading Model

It is often useful to simulate multipath fading channels in hardware or soft-
ware. A popular simulation method uses the concept of in—phasa and quadrature
modulation paths to produce a simulated signal with spectral and temporal char-
acteristics very close to measured data. ' ‘

As shown in Figure 4.22, two independent Gaussian low pass noise sources
are used to produce iii-phase and quadrature fading branches. Each Gaussian
source may be formed by summing two independent Gaussian random variables
which are orthogonal (is, g = o, +jb , where a and b are real Gaussian random

variables and g is complex Gaussian). By using the spectral filter defined by
equation (4.78) to shape the random signals in the frequency domain, accurate
time domain waveforms of Doppler fading can he produced by using an inverse
fast Fourier transform (IFFT) at the last stage of the simulator.

 
ERICSSON V. UNILOC

EX. 1021 /Page 101 of 116

 



ERICSSON v. UNILOC 
Ex. 1021 / Page 102 of 116

132 ' Ch. 4 - Mobile Radio Propagation: Small—Scale Fading and Multipaln
.1

-.—.—‘_._,_..'__,_z_, ._'_"_._l_ ..—3—.— 1—p.._r_.l_l.1_ _"'—’—‘._—,—,

 
Figure 4.21
Basehend power spectral density of a CW Doppler signal after envelope-detection.

.,

Smith [Smi’lb] demonstrated a-simple computer program'that' implements
Figure 4.220)). His method uses a complex Gaussian random number generator
(noise source) to produce a baseban‘d line spectrum with complex weights in the
positive frequency band. The maximum frequency component of the 'line spec-
trum is fl”. Using the property of real signals, the negative frequency compo-'
nents are constructed by simply conjugating the complex Gaussian values
obtained for the positive frequencies. Note that the IFFT of this signal is a
purely real Gaussian random process in the time domain which is used in one of
the quadrature arms shown in Figure 4.22. The random valued line spectrum is ‘ '
then multiplied with a discrete frequency representation of Jim-f3 having the
same number of points as the noise source. To handle the case where equation
(4.78) approaches infinity at the passband edge, Smith truncated the value of
S5 (fm) by computing the slope of the function at the sample frequency just
prior to the passband edge and extended the slope to the passband edge. Simula-
tions using the architecture in Figure 4.22 are usually implemented in the fre-
quency domain using complex Gaussian line spectra to take advantage of easy
implementation of equation (4.78). This, in turn, implies that the low pass Gaus-
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Figure 4.22
Simulator using quadrature amplitude modulation with (8.) RI" Doppler filter and

‘ (h) hassband Doppler filterl

sian noise components are actually a series of frequency components (line spec-
trum from—[rm to fm ), which are equally spaced and each have a complex
Gaussian weight. Smith’s simulation methodology is shown in Figure 4.23.

To implement the simulator shown in Figure 4.23, the following steps are
used: ‘

(1) Specify the number of frequency domain points (N) used to represent

”‘33. (f) and the maximum Doppler frequency shift (fm ), The value used for

N is usually a power of 2.

(2) Compute the freiguency spacing between adjacent spectral lines as

Af = 2fm/ (N— 1) . This defines the time duration of a fading waveform,

T = l/Af‘.

(3) Generatecomplex Gaussian random variables for each of the Nr’2 positive

frequency components of the noise source. _
(4) Construct the negative frequency components of the noise source by conju-
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gating positive frequency values and assigning these at negative frequency
values.

Multiply the inrphase and quadrature noise sources by the fading spectrum

J81; (1‘)
Perform an IFFT on the resulting frequency domain signal from the in—phase
and quadrature arms, and compute the sum of the squares of each signal.
Take the square root of the sum obtained'in step 6 to obtain an N point time .

series of a simulated Rayleigh fading signal with the proper Doppler spreadand time correlation.

 
independent complex
Gaussian samples .
form line spectra

Figure 423
Frequency domain implementation of a Rayleigh fading simulator at baseband

several Rayleigh fading simulators may be used in conjunction with vari-

able gains and time delays to produce frequency selective fading effects. This'is
shown111 Figure 4. 24.

By making a single frequency component dominant in amplitude within

:53 (f), the fading is changed from Rayleigh to Riccan. This can be used toa ter the probability distributions of the individual 'multipath components in the '
simulator of Figure 4.24. '

To determine the impact of flat fading on an applied signal s(t),
merely needs to multiply the applied signal by r05) the output of the fading ‘
simulator. To determine the impact of more than one multipath component, a'

convolution must be performed as shown in Figure 4.24.
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Sign5-]- 3“)
under test

‘ Rayleigh
Fading:

Simulator

Rayleigh .
Fading

Simulator

. Rayleigh

Fading
Simulator

Figure 4.24 —
A signal may be applied to a Rayleigh fadingsimulator to determine performance in a wide range Of
channel conditions. Both flat and frequency selective fading conditions may be simulated. depending
on grain and time delay settings. ' -

4.7.3 Level Crossing and Fading Statistics

Rice compute-d joint statistics for a mathematical problem which is similar '
to Clarke’s fading model'[Cla68], and thereby provided simple expressions for

computing the average number of level crossing and the duration of fades. The
level crossing rote (LCR) and average fools duration of a. Rayleigh fading signal
are two important statistics which are useful for designing error control codes
and diversity schemes to be used in mobile communication systems, since it

becomes possible to relate the time rate of. change of the received signal to the
signal level and velotity of the mobile.

The level crossing rote (LCR) is defined as the expected rate at which the
Rayleigh fading envelope, normalized to the local rms signal level, cros‘ses a
specified level in a positivegoing direction. The number of level crossings per
second is given by

 
w p .

NR 2 Ir: p(R,,r‘)d?‘ = fifmpe‘”
ll

2

(4.3s) 
ERICSSON V. UNILOC

EX. 1021 /Page 105 of 116



ERICSSON v. UNILOC 
Ex. 1021 / Page 106 of 116

Ch. 4 - Mobile Radio Propagation: Small—Scale Fadlng end Multipath

where r is thetime derivative of r (t) (i.e., the slope), p (R, r‘) is the joint den—

sity function of r and 1" at r = R, fm is the maximum Doppler frequency and
p = R/er is the value of the specified level R_, normalized to the local rms
amplitude of the fading envelope [Jak74]. Equation (4.80) gives the value of NR,
the average number oflevel crossings per second at specified R. The level cross,-
ing rate is a function of the mobile speed as is apparent from the presence of fin
in equation [4.80). There are few crossings at both high and low levels, with the
maximum rate occurring at p = 1/J5, (i.e., at a level 3 dB below the rms level).
The signal envelope experiences very deep fades only occasionally, but shallow
fades are frequent.—_.,—._.————'—

Example 4.6 ' __
For a Rayleigh fading signal, compute the positive-going level crossing rate for
p = 1, when the maximum Doppler frequency (fm ) is 20 Hz. What is the mar:-
imum velocity of the mobile for this Doppler frequency if the carrier frequency .
is 900 MHz? '

Solution to Example 4.6

Using equation (4.30), the npmber of zero level crossings is
NR .= Jl—n (20)‘(.l)e‘ = 13.44 crossings per second ‘

The maximum velocity of the mobile can be obtained using the Doppler rela-

tion,f‘max=lo/l. - - -
Therefhre velocity of the mobile at fm = 20 Hz is

u = fdl .= 20Hc(1/3 m) = 6.66n1fs = 241(11th—_—._.._..—-—-—-—l—

The average fade duration is defined-an the average period of time for which
the received signal is below a' specified level R . For a Rayleigh fading signal, this

. is given by ' ‘

_ L '
- ._ t +- NflPrEraR] . (4.81}

where Pr [1' SR] is the probability that the received signal r is less than R and
is given by '

Fir-[rsR] = %.Z»ci ' (4.32)

Where Ti is the duration of the fade and T is the observation interval of the fad-4
ing signal. The probability that the received signal r is less than the threshold
R is found from the Rayleigh distribution as ' -

R

Pr[r5Rj = Imago? = l—exp(—p2) . (4.33)
0 . . 
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Jim; den- where p (r) is the pdf of a Rayleigh distribution, Tm", using equations (4.80),

ancy and (4-31), and (4.83), the average'fade duration as a function of p and fm can be
ocal rms expressed as

.e of NR, - p2
rel cross— ? = e — 1 (4.84)
:e of fm ' . mem .

With the The: average duration of a signal fade helps determine the moat likely num-
ls level). be? 0f signaling bits that may be 101% during a fade. Average fade duration prima-

    
shallow rily depends upon the speed of the mobile, and decreases as the maximum

Doppler frequency fm becomes large. If there is a particular fade margin built
into the mobile communication system, it is appropriate to evaluate the receiver

performance by determining the rate at which the input signal falls below a _

 
ifizfiij: given level R, and how long it remains below the level, on average. This is use-
:requenéy in] for relating SNR during a fade to the instantaneous BER which results.—-.—_—.__—___,___—__

Example 4.7 ‘

Find the average fade duration for threshold levels p = 0.01, p. = 0.], and
p = 1, when the Doppler frequency is 200 Hz.

9131' r313. Solution to Example 4.7

Average fade duration can be found by substituting the given values in aqua-
ticm (4.75)
For p = 0.01

90.013 1
1' '= —---_—- = l9.9 s

(uolmoofi P
For p = 0.]

0.12e «- l
”T: = —-—- = 200 S

(0.1)20 ./2n H
For 9 = 1

l1

.T= e '1 =3.43ms
(”200.571 ' ‘——————"—IW-Iul-—fi.—‘__—

~——-I———_—I...__—_fi__—__

Example 4.3 - .
Find the average fade duration for 'a threshold level of p = 0.707 when the
Doppler frequency is 20 Hz. For a binary digital modulation with bit duration
of 50 bps, is the Rayleigh fading slow or fast? What is the avarage number of
bit errors per second for the given data rate. Assume that a bit error occurs
whenever any portion of a bit encounters a fade for which p e 0.] .

 
Solution to Example 4.8 _

The average fade duration can he obtained using equation (4.84).    
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not1
so 1

_ (0.707) sol/27;
For a data rate of 50 bps, the bit period is 20 me. Since the bit period is greater
than the average fade duration, for the given data rate the signal undergoes

fast Rayleigh. fading. Using equation (4.84), the average fado duration for
o = 0,1 is equal to 0.002 s._This is less than the duration of one bit. Therefore,
only one bit on average Will he lost during a fade. Using equation (4.80), the
number of level crossings for p =“ 0.1 is Nr = 4.96 crossings per seconds.
Since a bit error is assumed to occur whenever a portion of a bit encounters a
fade, and since average fade duration spans only a fraction of a bit duration, '
the total number of hits in error is 5 per Second, resulting in a BER. = (550) =
0.1.

t = l8.3 ms

4.7.4 Two-ray Rayleigh Fading Model

Clarke’s model and the statistics for Rayleigh fading are for flat fading con-

ditions and do not consider multipath time delay. In modern mobile communica-

tion systems with high data rates, it has become necessary to model the effects of
multipath delay spread as well as fading. A commonly used multipath model is
an independent Rayleigh fading 2-ray model (which is a specific implementation
of the generic fading simulator shown in Figure 4.24). Figure 4.25 shows a block
diagram of the 2-ray independent Rayleigh fading channel model. The impulse
response of the model is represented as ‘

hilt) = dieXPUt.)5(I)+a16XPU¢2)3(t-r) - (4-85)

where or, and 01.2 are independent and Rayleigh distributed, (in, and ll)2 are inde-
pendent and ' uniformly distributed over [0, 2n] , and 't is the time delay

between the two rays. By setting cc2 equal to zero, the special case of a flat Ray~
leigh fading channel is obtained as .

rib-(t) = ctlexp 0431150) . (4.86)

By varying 1:, it is possible to create a wide range of frequency selective fad- .
ing effects. The proper time correlation properties of the Rayleigh random vari-

ables d, and a: are guaranteed by generating two independent waveforms,
each produced from the inverse Fourier transform of the spectrum described in
Section 4.7.2.

4.7.5 Sale-h and Valenzuela Indoor Statlstlcal Model

Saleh and Valenzuela [$511871 reported the results of indoor propagation

measurements between two vertically polarized omnidirectional antennas
located on the same floor of a medium sized office building. Measurements were

made using 10 ns, 1.5 GHz, radar-like pulses. The method involved averaging
the square law detected pulse response while sweeping the frequency of the
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Figure 4.25
Two-raj.r Rayleigh fading model.

transmitted pulse. Using this method, multipath components within 5 ns were

resolvable. . _
The results obtained by Saleh and Valenzula show that: (a) the indoor chan—

nel is quasi-Itatic or very slowly time varying, and (b) the statistiCI of the chan-

nel impulIe response are independent of transmitting and receiving antenna
polarization, if there is no line—of—sight path between them. They reported a max-

imum multipath delay spread of 100 no to 200 ns within the rooms of a building,

and 300 no in hallways. The measured rms delay spread Within rooms had a

median of 25 ns and a maximum of 50 ns. The large-scale path loss with no line

(if-sight path was found to vary over a 60 dB range and obey a log—distance power
law (see equation (3.68)) with an exponent between 3 and 4.

Saleh and Valenzuela developed a simple multipath model for indoor chan—
nels based on measurement results. The-model aIIumes that the multipath com-

ponents arrive in clusters. The amplitudel of the received components are
independent Rayleigh random variables with variances that decay exponentially

with cluster delay as well as excess delay within a cluster. The ‘Eorresponding
phase angles are independent uniform random variables over_[0,21t]. The clus~

tors and multipath components within a cluster form Poisson arrival processes
with different rates. The clusters and multipath components within a cluster
have exponentially distributed interarrival times. The formation of' the clusters

is related to the building structure, while the components within the cluster are

formed by multiple reflections from objects in the vicinity of the transmitter and
the receiver.

4.7.6 SIHCIM and SMFIGIM lndoor and Outdoor Statlsllcal Models
Rappaport and Seidel [RapBla] reported measurements at 1300 MHz in

five factory buildings and carried out subsequent measurements in other types of
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buildings. The authors developed an elaborate, empirically derived statistical
model based on the discrete impulse response channel model and wrote a com-

puter program called SIRCIM (Simulation of Indoor Radio Channel Impulse-
response Models). SIRCIM generates realistic samples of small-scale indoor
channel impulse response measurements [Ralea]. Subsequent work by Huang
produced SMRCIM (Simulation of Mobile Radio Channel ImpulseLresponse Mod-
els), a similar program that generates small-scale urban cellular and microcellu-
lar' channel impulse responses [Rap93a]. These programs are currently in use at
over 100 institutions throughout the world.

By recording power d‘elay'profile impulse responses at 31/4 intervals on a 1

m track at manyindoor measurement locations, the authors were able to characr
terise local small-scale fading of individual multipath components, and the
small—scale variation in the number and arrival times of multipath components

within a local area. Thus, the resulting statistical models are functions of multi-

path time delay bin re, the small-scale receiver spacing, Xv within a 1 In local
area, the topography Sm which is either line-of-sight (LOS) or obstructed, the
large-scale T—R separation distance D”, and the particular measurement loca-

tion Pm. Therefore, each individual baseband power delay profile is expressed in
a manner similar to equation (4.13), except the random. amplitudes and time

delays are random variables which depend on the surrounding environment.

Phases are synthesized using a pseudo-deterministic model which provides real-

istic results, so that a complete time varying complex baseband channel impulse

response he (tr) may be obtained over a local sreathroug‘h simulation.
JB‘ [1:1, X1. Sm,DmPn]

51,, (1:15,, swamp) = 2A (11:11:: swam?)e (4.87)

e (r — 1:,- (X,, Sm, D”. P,,))

In equation (4.87),)1: is the average multipath receiver power Within a discrete
excess delay interval (£18125 as.

The measured multipath delays inside open—plan buildings ranged from 40‘
us to 800 ns. Mean multipath delay and runs delay spread values ranged from 30

us to 300 115. with median values of 96 ns in Los paths and 105 us in obstructed

paths, Delay spreads were found to be uncorrelated with T-R separation but

' Were afl'ected by factory inventory, building construction materials, building age, '

wall locations, and ceiling, heights. Measurements in. a food processing factory
that manufactures dry-goods and has considerably less metal inventory than

other factories had an rms delay spread that was halfof those observed'in facto-

ries producing metal products. Newer factories which incorporate steel beams
and steel reinforced concrete in the building structure have stronger multipath
signals and less attenuation than older factories which used wood and briCk for
perimeter walls. The data suggested that radio propagation in buildings may be

described by a hybrid geometric/statistical mode] that accounts for both reflec-
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tions from walls and ceilings and random scattering from inventory and equip— _
merit.

By analyzing the. measurements from fifty local areas in many buildings, it
was found that the number of multipath components, Np arriving at a certain
location'is a function ofX Sm , and Pu , and almost always has aGaussian distri-
bution. The average number of multipath components ranges between 9 and 36,
and is generated based on an empirical fit to measurements. The probability that
a multipath component will arrive at a receiver at a particular excess delay T‘- in

' a particular environment Sm is denoted as PR (Tbsm). This was found from
measurements by counting the total number of detected multipath components .

at a particular discrete excess delay time, and dividing by the total number of
possible multipath components for each excess delay interval. The probabilities
for multipath arriving at a particular excessdelay values may be modeled as

piecewise functions of excess delay, and are given by

T.
1_W (TisillOns)

P(T,S) - T410 -
R. 1 1 = 0.55—5‘—) (Ians<Ti€200n5)

 
for DDS 360

022 (El—20m 200 'T soc. ——--l—§gé—- ( 113*: 17: I15)
1

T!

PR(T1‘)SQ) _ 055 + a? ‘ (11561100115)
for OBS

4.

71-100) 1 so)
75

where S1 corresmnds to the LOS topography, and 82 corresponds to obstructed.
topography. SIRCIM uses the probability of arrival distributions described .by'
equation (4.38) or (4.89) along with the probability distribution of the number of

multipath components, NP (X, Sm, P11): to simulate power delay profiles over
' small-scale distances. A recursive algorithm repeatedly compares equation (4.88)

or (4.89) with a uniformly distributed random variable until the proper NP is'

, generated for each profile [Huagl], [Rap91si].
Figure 4.26 shows an example of measured power delay profiles at 19 died

crete receiver locations along a 1 m track, and illustrates accompanying narrow—
band information which SIRCIM computes based on synthesized phases for each

multipath component. [Ralea]. Measurements reported in the literature pro-

vide excellent agreement with impulse responses predicted by SIRCIM. '
Using similar statistical modeling techniques, urban cellular and microcel-

lular multipath measurement data from. [Rap9D] [811191]. [Sei92al were used to

develop SMRCIM. Both large cell and microcsll models were developed. Figure

) ‘( 100 ns < T1 < 5110 ns)0.08 + 0.62 exp[—- 
ERICSSON V. UNILOC

EX. 1021 /Page 111 of 116



ERICSSON v. UNILOC 
Ex. 1021 / Page 112 of 116

192 _ 017.4 - Mobile Hedio Propagation: Small-Scale Fading and Multipaih

4.27 shows an example of SMRCIM output for an outdoor microc'ell environment _
[Rsp93s]'. ' '

HEIEIS2 ' e'ssms'pagrps T-n 53p
va HHS Del. Sbr.

50 . SD 120 160 EDD
‘ [3H3 Bolau Spread (n5)Distancflm)‘

Indoor wide band impulse responses simulated by SIRCIM at 1.3 GHz. Also showu are the distribu-
tions 0f the rms delay Spread and the narrowbend‘signsi power distribution. The channel is simu-
lated as being obstructed in en open-plan building. TJR separation is 25 m. The rms delay spread is
137.7 no. All multipeth components and parameters are stored on disk [From lRapBBa] (Q) IEEE}.

1'

4.3 Problems

4.1 Draw a block diagram of a binary spread spectrum sliding correlator multipoth
measurement system. Explain in words how it is used to measure power delay
profiles, - . . .

(a) If the transmitter chip period is 10 ns, the PN sequence has length 1023,
end a 5 GHz carrier is used at the transmitter, find the time between
'maximal correlation and the slide factor if the receiver uses of PN
Sequence clock that is 30 kHz slower than the transmitter.

If an oscilloscope is used to display one complete cycle of the PN sequence

(th'at is, if two successive maximal correlation peaks are to be displayed
on the oscilloscope), and if 10 divisions are provided on the oscilloscope '
time axis, what is the Most appropriate sweep Setting (in secondsfdivi—
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Hours 4.27 . _
Urban widebend impulse responses simulated by SMRCIM at 1.3 GHz. Also shown are the distribu-
tions of the rms delay spread and the narrowbsnd fading. T—R separation is 2:68 km. The rms delay
spread is 3.5 us. All multipath components and parameters are saved on disk. [From [11313933] @3
IEEE].

sion) to be used? ‘

(o) What is the required IF paesban'd bandwidth for this system? How is this
much better than a direct pulse system with similar time resolution?

4.2 If a particular modulation provides suitable BER performance whenever

e/TSS 0.1, determine the smallest symbol period Ta (and thus the greatest
symbol rate) that may. be sent through'RF channels shown in Figure 1342.

4.3 For the power delay profiles in Figure 134.2, estimate the 90% correlation and

5033': correlation coherence bandwidths. .
4.4 Approximately how large can the rmsdelay spread be in order for a binary

modulated signal with a bit rate of 25 kbps to operate without an equalizer?
'What about an S—PSK system with a bit rate of '75 kbps‘?

4.5 Given that the probability density function of a Rayleigh distributed envelope

 
2

is given by 120‘) = Iioxp[i], where 62 is the variance, show that the2
.5 20'
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PM)

0 dB ' j outdoor

-10 dB _

—20 dB

-30 dB

'1:

50 75 100 excess 0 ' 10 1

(a) flaw?) (b) . (us)

' Figure P42: Two channel responses for Problem 4.2

2.

cumulative distribution function is given as p (reR) = l—exp[_—§]. Find‘ 25

the percentage of time that, a signal is 10 dB or more below the rms value for a
Rayleigh fading signal.
The fading characteristics of a CW carrier' in an urban area are to be mea-
sured. The following assumptions are made: ‘
(1) The mobile receiver uses a simple vertical monopole
(2) Large-scale fading due to path loss is ignored.
(3) The mobile has no line-of-sight path to the base station.
(4) The pdf of the received signal folloWs a Rayleigh distribution.
(a) Derive the ratio of the desired signal level to the rms signal level that

maximizes the level crossing rate. Express your answer in dB.
(b) Assuming the maximum velocity of the mobile is 50 Ion/hr, and the car-

rier frequency is 900 MHz, determine the maximum number of times the
signal envelope will fade below the level found in (a) during a 1 minute
test. .

(c) How long, on average, will each fade in 03) last“?
A vehicle receives a 900 MHz transmission while traveling at a constant veloc-

ity for 10 s. The average fade duration for a signal level 10 dB below the rms
level is 1 ms. How far does the vehicle travel dining the 10 s interval? How

many fades does the signal undergo at the rms threshold level during a 10 s.
interval? Assume that the local mean remains constant during travel.
An automobile moves with velocity uni) shown in Figure P4.8. The received
mobile signal experiences multipath Rayleigh fading on a-QOO MHz CW carrier.
What is the average crossing rate and fade duration over the 100 s interval?

Assume p = 0.1 and ignore large-scale fading effects. 
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' Figure P4.B Graph of velocity of mobile.

  
4.9 For a mobile receiver operating at frequency of 860 MHz and moving at 100

limr'hr

(a) sketch the Dopplersspectrum if a CW signal is transmitted and indicate "
the maximum and minium frequencies

(11) calculate the level crossing rate andaverage fade duration if p — —20 dB.
4.10 For the following di31tal wireless systems estimate the maximum rins delay

spread for which no equalizer'15 required at the receiver {neglect channel cod-
ing, antenna diversity, or use of extremely low power levels).
diatom W Modulation ‘
USDC .- 48.6 kbps n/dDQPSK
GEM 270.333 kbpa - GMSK

DECT' 1152 kbps GMSK .

4.11 Derive the RF Doppler spectrum for a SIB}. vertical monopole receiving 11 CW
signal using the models by Clarke and Gene. Plot the' RF Doppler spectrum

and the corresponding baseband spectrum out of an envelope detector Assume
isotropic scattering and unit average received power.

4 12 Show that the magnitude (envelope) of the sum of two independent identically
distributed complex (quadrature) Gaussian sources is Rayleigh distributed
Assume that the Gaussian sources are zero mean and have unit variance.

4.13 Using the method described in Chapter 4, generate a time sequence of 8192
sample values of a Rayleigh fading signal for

(a) fa = 20 Hz and (b) fd = 200 Hz.
. 414 Generate 100 sample functions of fading data described in Problem 4.13, and

compare the simulated and theoretical values of RRMS , NR, and ‘t for p—= 1.
0.1 and O.()1. Do your simulations agree with theory?

4.15 Rodi-eats the plots of the CDFs shown in Figure 4.17, starting with the pdi'a for
Rayleigh, Ricean, and log-normal distributions. -

4.16 Plot the probability density function and the CDF for a Ricean distribution
having (a) K=_ 10 dB and (b) X = 3 dB. The abscissa of the CDF plot should be
labeled in dB relative to the median signal level for both plots. Note that the

median value for a Ricean distribution changes as K changes.
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4,17 Based on your answer in Problem 4.16, if the median SNR is .70 dBm, what is
the likelihood that a signal greater than —80 dBm will be received in a Ricean
fading channel having (a) K = 1.0 dB. and (h) K = 3 dB?

4.18 A local spatial average of a power delay profile is shown in Figure P448.

Pr("3) \

t t‘

(115)

Figure P4.18. Power delay profile.

to) Determine the rms delay spread and mean excess delay for the channel.
(b) Determine the maximum excess delay (20 dB).
(c) If the channel is to he used with a modulation that requires an equalizer

whenever the symbol duration T is less than 100." determine the maximum
RF symbol rate that can be supported without requiring an equalizer.

(d) If a mobile traveling at 30 km/hr receives a signal through the channel,
determine the time over which the channel appears stationary (or at least
highly correlated).

4 19 A flat Rayleigh fading signal at 6 GHz'ls received by a mobile traveling at 80inn/hr.

(al Determine the number of positive-going zero crossings about the rm‘e valuethat Occur over a 5 s interval.

(b) Determine the average duration of a fade below the rms level
(6) Determine the average duration of afade at a level of 20 dB below the rms

, value -

4.20 Using computer simulation, create a Rayleigh fading simulator that has 3
independent Rayleigh fading multipath components, each having variable
multipath time delay and average power. Then convolve a random binary bit
stream through your simulator and observe the time waveforms of the output
stream. You may wish to use several samples For each hit (7'is a good number)‘
Observe the effects of multipath spread as you vary the bit period and time
delay of the channel

4.21 Based on concepts taught'in this chapter, propose methods that could be used
by a base station to determine the vehicular speed of a mobile user. Such meth—
ods are useful for handof'f' algorithms. 
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