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METHOD AND APPARATUS FOR MONITORING 
TRAFFIC IN A NETWORK 

CROSS-REFERENCE TO RELATED APPLICATION 

[0001] This invention is a continuation of U.S. Patent Application Serial No. 09/608237 for 

METHOD AND APPARATUS FOR MONITORING TRAFFIC IN A NETWORK to 

inventors Dietz, et al., filed June 30, 2000, Attorney/Agent Reference Number APPT-001-1, 

the contents of which are incorporated herein by reference 

[0002] This invention claims the benefit of U.S. Provisional Patent Application Serial No.: 

60/141,903 for METHOD AND APPARATUS FOR MONITORING TRAFFIC IN A 

NETWORK to inventors Dietz, et al., filed June 30, 1999, the contents of which are 

incorporated herein by reference. 

[0003] This application is related to the following U.S. patent applications, each filed 

concurrently with the present application, and each assigned to the assignee of the present 

invention: 

[0004] U.S. Patent Application Serial No. 09/609179 for PROCESSING PROTOCOL 

SPECIFIC INFORMATION IN PACKETS SPECIFIED BY A PROTOCOL DESCRIPTION 

LANGUAGE, to inventors Koppenhaver, et al., filed June 30, 2000, Attorney/Agent 

Reference Number APPT-001-2, and incorporated herein by reference. 

[0005] U.S. Patent Application Serial No. 09/608126 for RE-USING INFORMATION 

FROM DATA TRANSACTIONS FOR MAINTAINING STATISTICS IN NETWORK 

MONITORING, to inventors Dietz, et al., filed June 30, 2000, Attorney/Agent Reference 

Number APPT-001-3, and incorporated herein by reference. 

[0006] U.S. Patent Application Serial No. 09/608266 for ASSOCIATIVE CACHE 

STRUCTURE FOR LOOKUPS AND UPDATES OF FLOW RECORDS IN A NETWORK 

MONITOR, to inventors Sarkissian, et al., filed June 30, 2000, Attorney/Agent Reference 

Number APPT-001-4, and incorporated herein by reference. 

[0007] U.S. Patent Application Serial No. 09/608267 for STATE PROCESSOR FOR 

PATTERN MATCHING IN A NETWORK MONITOR DEVICE, to inventors Sarkissian, et 

APPT-001-1-1 
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al., filed June 30, 2000, Attorney/Agent Reference Number APPT-001-5, and incorporated 

herein by reference. 

FIELD OF INVENTION 

[0008] The present invention relates to computer networks, specifically to the real-time 

elucidation of packets communicated within a data network, including classification 

according to protocol and application program. 

BACKGROUND TO THE PRESENT INVENTION 

[0009] There has long been a need for network activity monitors. This need has become 

especially acute, however, given the recent popularity of the Internet and other internets-an 

"internet" being any plurality of interconnected networks which forms a larger, single 

network. With the growth of networks used as a collection of clients obtaining services from 

one or more servers on the network, it is increasingly important to be able to monitor the use 

of those services and to rate them accordingly. Such objective information, for example, as 

which services (i.e., application programs) are being used, who is using them, how often they 

have been accessed, and for how long, is very useful in the maintenance and continued 

operation of these networks. It is especially important that selected users be able to access a 

network remotely in order to generate reports on network use in real time. Similarly, a need 

exists for a real-time network monitor that can provide alarms notifying selected users of 

problems that may occur with the network or site. 

[0010] One prior art monitoring method uses log files. In this method, selected network 

activities may be analyzed retrospectively by reviewing log files, which are maintained by 

network servers and gateways. Log file monitors must access this data and analyze ("mine") 

its contents to determine statistics about the server or gateway. Several problems exist with 

this method, however. First, log file information does not provide a map of real-time usage; 

and secondly, log file mining does not supply complete information. This method relies on 

logs maintained by numerous network devices and servers, which requires that the 

information be subjected to refining and correlation. Also, sometimes information is simply 

not available to any gateway or server in order to make a log file entry. 

APPT-001-1-1 
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[0011] One such case, for example, would be information concerning NetMeeting® 

(Microsoft Corporation, Redmond, Washington) sessions in which two computers connect 

directly on the network and the data is never seen by a server or a gateway. 

[0012] Another disadvantage of creating log files is that the process requires data logging 

features of network elements to be enabled, placing a substantial load on the device , which 

results in a subsequent decline in network performance. Additionally, log files can grow 

rapidly, there is no standard means of storage for them, and they require a significant amount 

of maintenance. 

[0013] Though Netflow® (Cisco Systems, Inc., San Jose, California), RMON2, and other 

network monitors are available for the real-time monitoring of networks, they lack visibility 

into application content and are typically limited to providing network layer level 

information. 

[0014] Pattern-matching parser techniques wherein a packet is parsed and pattern filters are 

applied are also known, but these too are limited in how deep into the protocol stack they can 

examine packets. 

[0015] Some prior art packet monitors classify packets into connection flows. The term 

"connection flow" is commonly used to describe all the packets involved with a single 

connection. A conversational flow, on the other hand, is the sequence of packets that are 

exchanged in any direction as a result of an activity-for instance, the running of an 

application on a server as requested by a client. It is desirable to be able to identify and 

classify conversational flows rather than only connection flows. The reason for this is that 

some conversational flows involve more than one connection, and some even involve more 

than one exchange of packets between a client and server. This is particularly true when using 

client/server protocols such as RPC, DCOMP, and SAP, which enable a service to be set up 

or defined prior to any use of that service. 

[0016] An example of such a case is the SAP (Service Advertising Protocol), a NetWare 

(Novell Systems, Provo, Utah) protocol used to identify the services and addresses of servers 

attached to a network. In the initial exchange, a client might send a SAP request to a server 

for print service. The server would then send a SAP reply that identifies a particular 

APPT-001-1-1 
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address-for example, SAP#5-as the print service on that server. Such responses might be 

used to update a table in a router, for instance, known as a Server Information Table. A client 

who has inadvertently seen this reply or who has access to the table (via the router that has 

the Service Information Table) would know that SAP#5 for this particular server is a print 

service. Therefore, in order to print data on the server, such a client would not need to make a 

request for a print service, but would simply send data to be printed specifying SAP#5. Like 

the previous exchange, the transmission of data to be printed also involves an exchange 

between a client and a server, but requires a second connection and is therefore independent 

of the initial exchange. In order to eliminate the possibility of disjointed conversational 

exchanges, it is desirable for a network packet monitor to be able to "virtually concatenate"

that is, to link-the first exchange with the second. If the clients were the same, the two 

packet exchanges would then be correctly identified as being part of the same conversational 

flow. 

[0017] Other protocols that may lead to disjointed flows, include RPC (Remote Procedure 

Call); DCOM (Distributed Component Object Model), formerly called Network OLE 

(Microsoft Corporation, Redmond, Washington); and CORBA (Common Object Request 

Broker Architecture). RPC is a programming interface from Sun Microsystems (Palo Alto, 

California) that allows one program to use the services of another program in a remote 

machine. DCOM, Microsoft's counterpart to CORBA, defines the remote procedure call that 

allows those objects-objects are self-contained software modules-to be run remotely over 

the network. And CORBA, a standard from the Object Management Group (OMG) for 

communicating between distributed objects, provides a way to execute programs (objects) 

written in different programming languages running on different platforms regardless of 

where they reside in a network. 

[0018] What is needed, therefore, is a network monitor that makes it possible to continuously 

analyze all user sessions on a heavily trafficked network. Such a monitor should enable non

intrusive, remote detection, characterization, analysis, and capture of ~11 information passing 

through any point on the network (i.e., of all packets and packet streams passing through any 

location in the network). Not only should all the packets be detected and analyzed, but for 

each of these packets the network monitor should determine the protocol (e.g., http, ftp, 

APPT-001-1-1 
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H.323, VPN, etc.), the application/use within the protocol (e.g., voice, video, data, real-time 

data, etc.), and an end user's pattern of use within each application or the application context 

(e.g., options selected, service delivered, duration, time of day, data requested, etc.). Also, the 

network monitor should not be reliant upon server resident information such as log files. 

Rather, it should allow a user such as a network administrator or an Internet service provider 

(ISP) the means to measure and analyze network activity objectively; to customize the type of 

data that is collected and analyzed; to undertake real time analysis; and to receive timely 

notification of network problems. 

[0019] Considering the previous SAP example again, because one features of the invention is 

to correctly identify the second exchange as being associated with a print service on that 

server, such exchange would even be recognized if the clients were not the same. What 

distinguishes this invention from prior art network monitors is that it has the ability to 

recognize disjointed flows as belonging to the same conversational flow. 

[0020] The data value in monitoring network communications has been recognized by many 

inventors. Chiu, et al., describe a method for collecting information at the session level in a 

computer network in United States Patent 5,101,402, titled "APPARATUS AND METHOD 

FOR REAL-TIME MONITORING OF NETWORK SESSIONS AND A LOCAL AREA 

NETWORK" (the "402 patent"). The 402 patent specifies fixed locations for particular types 

of packets to extract information to identify session of a packet. For example, if a DECnet 

packet appears, the 402 patent looks at six specific fields (at 6 locations) in the packet in 

order to identify the session of the packet. If, on the other hand, an IP packet appears, a 

different set of six different locations is specified for an IP packet. With the proliferation of 

protocols, clearly the specifying of all the possible places to look to d~termine the session 

becomes more and more difficult. Likewise, adding a new protocol or application is difficult. 

In the present invention, the locations examined and the information extracted from any 

packet are adaptively determined from information in the packet for the particular type of 

packet. There is no fixed definition of what to look for and where to look in order to form an 

identifying signature. A monitor implementation of the present invention, for example, adapts 

to handle differently IEEE 802.3 packet from the older Ethernet Type 2 (or Version 2) DIX 

(Digital-Intel-Xerox) packet. 

APPT-001-1-1 
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[0021] The 402 patent system is able to recognize up to the session layer. In the present 

invention, the number of levels examined varies for any particular protocol. Furthermore, the 

present invention is capable of examining up to whatever level is sufficient to uniquely 

identify to a required level, even all the way to the application level (in the OSI model). 

[0022] Other prior art systems also are known. Phael describes a network activity monitor 

that processes only randomly selected packets in United States Patent 5,315,580, titled 

"NETWORK MONITORING DEVICE AND SYSTEM." Nakamura teaches a network 

monitoring system in United States Patent 4,891,639, titled "MONITORING SYSTEM OF 

NETWORK." Ross, et al., teach a method and apparatus for analyzing and monitoring 

network activity in United States Patent 5,247,517, titled "METHOD AND APPARATUS 

FOR ANALYSIS NETWORKS," McCreery, et al., describe an Internet activity monitor that 

decodes packet data at the Internet protocol level layer in United States Patent 5,787,253, 

titled "APPARATUS AND METHOD OF ANALYZING INTERNET ACTIVITY." The 

McCreery method decodes IP-packets. It goes through the decoding operations for each 

packet, and therefore uses the processing overhead for both recognized and unrecognized 

flows. In a monitor implementation of the present invention, a signature is built for every 

flow such that future packets of the flow are easily recognized. When a new packet in the 

flow arrives, the recognition process can commence from where it last left off, and a new 

signature built to recognize new packets of the flow. 

SUMMARY 

[0023] In its various embodiments the present invention provides a network monitor that can 

accomplish one or more of the following objects and advantages: 

[0024] • 

[0025] • 

[0026] • 

Recognize and classify all packets that are exchanges between a client and 

server into respective client/server applications. 

Recognize and classify at all protocol layer levels conversational flows that pass 

in either direction at a point in a network. 

Determine the connection and flow progress between clients and servers 

according to the individual packets exchanged over a network. 
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[0027] 

[0028] 

[0029] 

[0030] 

[0031] 

[0032] 

[0033] 

[0034] 

• 

• 

• 

7 

Be used to help tune the performance of a network according to the current mix 

of client/server applications requiring network resources. 

Maintain statistics relevant to the mix of client/server applications using 

network resources. 

Report on the occurrences of specific sequences of packets used by particular 

applications for client/server network conversational flows. 

Other aspects of embodiments of the invention are: 

• 

• 

• 

• 

Properly analyzing each of the packets exchanged between a client and a server 

and maintaining information relevant to the current state of each of these 

conversational flows. 

Providing a flexible processing system that can be tailored or adapted as new 

applications enter the client/server market. 

Maintaining statistics relevant to the conversational flows in a client/sever 

network as classified by an individual application. 

Reporting a specific identifier, which may be used by other network-oriented 

devices to identify the series of packets with a specific application for a specific 

client/server network conversational flow. 

[0035] In general, the embodiments of the present invention overcome the problems and 

disadvantages of the art. 

[0036] As described herein, one embodiment analyzes each of the packets passing through 

any point in the network in either direction, in order to derive the actual application used to 

communicate between a client and a server. Note that there could be several simultaneous 

and overlapping applications executing over the network that are independent and 

asynchronous. 

[0037] A monitor embodiment of the invention successfully classifies each of the individual 

packets as they are seen on the network. The contents of the packets are parsed and selected 

parts are assembled into a signature (also called a key) that may then be used identify further 
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packets of the same conversational flow, for example to further analyze the flow and 

ultimately to recognize the application program. Thus the key is a function of the selected 

parts, and in the preferred embodiment, the function is a concatenation of the selected parts. 

The preferred embodiment forms and remembers the state of any conversational flow, which 

is determined by the relationship between individual packets and the entire conversational 

flow over the network. By remembering the state of a flow in this way, the embodiment 

determines the context of the conversational flow, including the application program it relates 

to and parameters such as the time, length of the conversational flow, data rate, etc. 

[0038] The monitor is flexible to adapt to future applications developed for client/server 

networks. New protocols and protocol combinations may be incorporated by compiling files 

written in a high-level protocol description language. 

[0039] The monitor embodiment of the present invention is preferably implemented in 

application-specific integrated circuits (ASIC) or field programmable gate arrays (FPGA). In 

one embodiment, the monitor comprises a parser subsystem that forms a signature from a 

packet. The monitor further comprises an analyzer subsystem that receives the signature from 

the parser subsystem. 

[0040] A packet acquisition device such as a media access controller (MAC) or a 

segmentation and reassemble module is used to provide packets to the parser subsystem of 

the monitor. 

[0041] In a hardware implementation, the parsing subsystem comprises two sub-parts, the 

pattern analysis and recognition engine (PRE), and an extraction engine (slicer). The PRE 

interprets each packet, and in particular, interprets individual fields in each packet according 

to a pattern database. 

[0042] The different protocols that can exist in different layers may be thought of as nodes of 

one or more trees of linked nodes. The packet type is the root of a tree. Each protocol is either 

a parent node or a terminal node. A parent node links a protocol to other protocols ( child 

protocols) that can be at higher layer levels. For example, An Ethernet packet (the root node) 

may be an Ethertype packet-also called an Ethernet TypeNersion 2 and a DIX (DIGITAL

Intel-Xerox packet)-or an IEEE 802.3 packet. Continuing with the IEEE 802.3-type packet, 
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one of the children nodes may be the IP protocol, and one of the children of the IP protocol 

may be the TCP protocol. 

[0043] The pattern database includes a description of the different headers of packets and 

their contents, and how these relate to the different nodes in a tree. The PRE traverses the tree 

as far as it can. If a node does not include a link to a deeper level, pattern matching is 

declared complete. Note that protocols can be the children of several parents. If a unique 

node was generated for each of the possible parent/child trees, the pattern database might 

become excessively large. Instead, child nodes are shared among multiple parents, thus 

compacting the pattern database. 

[0044] Finally the PRE can be used on its own when only protocol recognition is required. 

[0045] For each protocol recognized, the slicer extracts important packet elements from the 

packet. These form a signature (i.e., key) for the packet. The slicer also preferably generates a 

hash for rapidly identifying a flow that may have this signature from a database of known 

flows. 

[0046] The flow signature of the packet, the hash and at least some of the payload are passed 

to an analyzer subsystem. In a hardware embodiment, the analyzer subsystem includes a 

unified flow key buffer (UFKB) for receiving parts of packets from the parser subsystem and 

for storing signatures in process, a lookup/update engine (LUE) to lookup a database of flow 

records for previously encountered. conversational flows to determine whether a signature is 

from an existing flow, a state processor (SP) for performing state processing, a flow insertion 

and deletion engine (FIDE) for inserting new flows into the database of flows, a memory for 

storing the database of flows, and a cache for speeding up access to the memory containing 

the flow database. The LUE, SP, and FIDE are all coupled to the UFKB, and to the cache. 

[0047] The unified flow key buffer thus contains the flow signature of the packet, the hash 

and at least some of the payload for analysis in the analyzer subsystem. Many operations can 

be performed to further elucidate the identity of the application program content of the packet 

involved in the client/server conversational flow while a packet signature exists in the unified 

flow signature buffer. In the particular hardware embodiment of the analyzer subsystem 
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several flows may be processed in parallel, and multiple flow signatures from all the packets 

being analyzed in parallel may be held in the one UFKB. 

[0048] The first step in the packet analysis process of a packet from the parser subsystem is 

to lookup the instance in the current database of known packet flow signatures. A 

lookup/update engine (LUE) accomplishes this task using first the hash, and then the flow 

signature. The search is carried out in the cache and if there is no flow with a matching 

signature in the cache, the lookup engine attempts to retrieve the flow from the flow database 

in the memory. The flow-entry for previously encountered flows preferably includes state 

information, which is used in the state processor to execute any operations defined for the 

state, and to determine the next state. A typical state operation may be· to search for one or 

more known reference strings in the payload of the packet stored in the UFKB. 

[0049] Once the lookup processing by the LUE has been completed a flag stating whether it 

is found or is new is set within the unified flow signature buffer structure for this packet flow 

signature. For an existing flow, the flow-entry is updated by a calculator component of the 

LUE that adds values to counters in the flow-entry database used to store one or more 

statistical measures of the flow. The counters are used for determining network usage metrics 

on the flow. 

[0050] After the packet flow signature has been looked up and contents of the current flow 

signature are in the database, a state processor can begin analyzing the packet payload to 

further elucidate the identity of the application program component of this packet. The exact 

operation of the state processor and functions performed by it will vary depending on the 

current packet sequence in the stream of a conversational flow. The state processor moves to 

the next logical operation stored from the previous packet seen with this same flow signature. 

If any processing is required on this packet, the state processor will execute instructions from 

a database of state instruction for this state until there are either no more left or the instruction 

signifies processing. 

[0051] In the preferred embodiment, the state processor functions are programmable to 

provide for analyzing new application programs, and new sequences of packets and states 

that can arise from using such application. 
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[0052] If during the lookup process for this particular packet flow signature, the flow is 

required to be inserted into the active database, a flow insertion and deletion engine (FIDE) is 

initiated. The state processor also may create new flow signatures and thus may instruct the 

flow insertion and deletion engine to add a new flow to the database as a new item. 

[0053] In the preferred hardware embodiment, each of the LUE, state processor, and FIDE 

operate independently from the other two engines. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0054] Although the present invention is better understood by referring to the detailed 

preferred embodiments, these should not be taken to limit the present invention to any 

specific embodiment because such embodiments are provided only for the purposes of 

explanation. The embodiments, in tum, are explained with the aid of the following figures. 

[0055] FIG. 1 is a functional block diagram of a network embodiment of the present 

invention in which a monitor is connected to analyze packets passing at a connection point. 

[0056] FIG. 2 is a diagram representing an example of some of the packets and their formats 

that might be exchanged in starting, as an illustrative example, a conversational flow between 

a client and server on a network being monitored and analyzed. A pair of flow signatures 

particular to this example and to embodiments of the present invention is also illustrated. This 

represents some of the possible flow signatures that can be generated and used in the process 

of analyzing packets and of recognizing the particular server applications that produce the 

discrete application packet exchanges. 

[0057] FIG. 3 is a functional block diagram of a process embodiment of the present invention 

that can operate as the packet monitor shown in FIG. 1. This process may be implemented in 

software or hardware. 

[0058] FIG. 4 is a flowchart of a high-level protocol language compiling and optimization 

process, which in one embodiment may be used to generate data for monitoring packets 

according to versions of the present invention. 

[0059] FIG. 5 is a flowchart of a packet parsing process used as part of the parser in an 

embodiment of the inventive packet monitor. 
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[0060] FIG. 6 is a flowchart of a packet element extraction process that is used as part of the 

parser in an embodiment of the inventive packet monitor. 

[0061] FIG. 7 is a flowchart of a flow-signature building process that is used as part of the 

parser in the inventive packet monitor. 

[0062] FIG. 8 is a flowchart of a monitor lookup and update process that is used as part of the 

analyzer in an embodiment of the inventive packet monitor. 

[0063] FIG. 9 is a flowchart of an exemplary Sun Microsystems Remote Procedure Call 

application than may be recognized by the inventive packet monitor. 

[0064] FIG. 10 is a functional block diagram of a hardware parser subsystem including the 

pattern recognizer and extractor that can form part of the parser module in an embodiment of 

the inventive packet monitor. 

[0065] FIG. 11 is a functional block diagram of a hardware analyzer including a state 

processor that can form part of an embodiment of the inventive packet monitor. 

[0066] FIG. 12 is a functional block diagram of a flow insertion and deletion engine process 

that can form part of the analyzer in an embodiment of the inventive packet monitor. 

[0067] FIG. 13 is a flowchart of a state processing process that can form part of the analyzer 

in an embodiment of the inventive packet monitor. 

[0068] FIG. 14 is a simple functional block diagram of a process embodiment of the present 

invention that can operate as the packet monitor shown in FIG. 1. This process may be 

implemented in software. 

[0069] FIG. 15 is a functional block diagram of how the packet monitor of FIG. 3 (and 

FIGS. 10 and 11) may operate on a network with a processor such as a microprocessor. 

[0070] FIG. 16 is an example of the top (MAC) layer of an Ethernet packet and some of the 

elements that may be extracted to form a signature according to one aspect of the invention. 

[0071] FIG. 17 A is an example of the header of an Ethertype type of Ethernet packet of FIG. 

16 and some of the elements that may be extracted to form a signature according to one 

aspect of the invention. 
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[0072] FIG. 17B is an example of an IP packet, for example, of the Ethertype packet shown 

in FIGs. 16 and 17 A, and some of the elements that may be extracted to form a signature 

according to one aspect of the invention. 

[0073] FIG. 18A is a three dimensional structure that can be used to store elements of the 

pattern, parse and extraction database used by the parser subsystem in accordance to one 

embodiment of the invention. 

[0074] FIG. 18B is an alternate form of storing elements of the pattern, parse and extraction 

database used by the parser subsystem in accordance to another embodiment of the invention. 

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS 

[0075] Note that this document includes hardware diagrams and descriptions that may 

include signal names. In most cases, the names are sufficiently descriptive, in other cases 

however the signal names are not needed to understand the operation and practice of the 

invention. 

Operation in a Network 

[0076] FIG. 1 represents a system embodiment of the present invention that is referred to 

herein by the general reference numeral 100. The system 100 has a computer network 102 

that communicates packets (e.g., IP datagrams) between various computers, for example 

between the clients 104-107 and servers 110 and 112. The network is shown schematically as 

a cloud with several network nodes and links shown in the interior of the cloud. A monitor 

108 examines the packets passing in either direction past its connection point 121 and, 

according to one aspect of the invention, can elucidate what application programs are 

associated with each packet. The monitor 108 is shown examining packets (i.e., datagrams) 

between the network interface 116 of the server 110 and the network. The monitor can also 

be placed at other points in the network, such as connection point 123 between the network 

102 and the interface 118 of the client 104, or some other location, as indicated schematically 

by connection point 125 somewhere in network 102. Not shown is a network packet 

acquisition device at the location 123 on the network for converting the physical information 

on the network into packets for input into monitor 108. Such packet acquisition devices are 

common. 
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[0077] Various protocols may be employed by the network to establish and maintain the 

required communication, e.g., TCP/IP, etc. Any network activity-for example an application 

program run by the client 104 (CLIENT 1) communicating with another running on the 

server 110 (SERVER 2)-will produce an exchange of a sequence of packets over network 

102 that is characteristic of the respective programs and of the network protocols. Such 

characteristics may not be completely revealing at the individual packet level. It may require 

the analyzing of many packets by the monitor 108 to have enough information needed to 

recognize particular application programs. The packets may need to be parsed then analyzed 

in the context of various protocols, for example, the transport through the application session 

layer protocols for packets of a type conforming to the ISO layered network model. 

[0078] Communication protocols are layered, which is also referred to as a protocol stack. 

The ISO (International Standardization Organization) has defined a general model that 

provides a framework for design of communication protocol layers. This model, shown in 

table form below, serves as a basic reference for understanding the functionality of existing 

communication protocols. 

ISO MODEL 

Layer Functionality Example 

7 Application Telnet, NFS, Novell NCP, HTTP, 
H.323 

6 Presentation XDR 

5 Session RPC, NETBIOS, SNMP, etc. 

4 Transport TCP, Novel SPX, UDP, etc. 

3 Network IP, Novell IPX, VIP, AppleTalk, etc. 

2 Data Link Network Interface Card (Hard~are 
Interface). MAC layer 

1 Physical Ethernet, Token Ring, Frame Relay, 
ATM, Tl (Hardware Connection) 

[0079] Different communication protocols employ different levels of the ISO model or may 

use a layered model that is similar to but which does not exactly conform to the ISO model. 

A protocol in a certain layer may not be visible to protocols employed at other layers. For 
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example, an application (Level 7) may not be able to identify the source computer for a 

communication attempt (Levels 2-3). 

[0080] In some communication arts, the term "frame" generally refers to encapsulated data at 

OSI layer 2, including a destination address, control bits for flow control, the data or payload, 

and CRC (cyclic redundancy check) data for error checking. The term "packet" generally 

refers to encapsulated data at OSI layer 3. In the TCP/IP world, the term "datagram" is also 

used. In this specification, the term "packet" is intended to encompass packets, datagrams, 

frames, and cells. In general, a packet format or frame format refers to how data is 

encapsulated with various fields and headers for transmission across a network. For example, 

a data packet typically includes an address destination field, a length field, an error correcting 

code (ECC) field, or cyclic redundancy check (CRC) field, as well as headers and footers to 

identify the beginning and end of the packet. The terms "packet format" and "frame format," 

also referred to as "cell format," are generally synonymous. 

[0081] Monitor 108 looks at every packet passing the connection point 121 for analysis. 

However, not every packet carries the same information useful for recognizing all levels of 

the protocol. For example, in a conversational flow associated with a particular application, 

the application will cause the server to send a type-A packet, but so will another. If, though, 

the particular application program always follows a type-A packet with the sending of a type

B packet, and the other application program does not, then in order to recognize packets of 

that application's conversational flow, the monitor can be available to recognize packets that 

match the type-B packet to associate with the type-A packet. If such is. recognized after a 

type-A packet, then the particular application program's conversational flow has started to 

reveal itself to the monitor 108. 

[0082] Further packets may need to be examined before the conversational flow can be 

identified as being associated with the application program. Typically, monitor 108 is 

simultaneously also in partial completion of identifying other packet exchanges that are parts 

of conversational flows associated with other applications. One aspect of monitor 108 is its 

ability to maintain the state of a flow. The state of a flow is an indication of all previous 

events in the flow that lead to recognition of the content of all the protocol levels, e.g., the 

ISO model protocol levels. Another aspect of the invention is forming a signature of 
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extracted characteristic portions of the packet that can be used to rapidly identify packets 

belonging to the same flow. 

[0083] In real-world uses of the monitor 108, the number of packets on the network 102 

passing by the monitor 108's connection point can exceed a million per second. 

Consequently, the monitor has very little time available to analyze and type each packet and 

identify and maintain the state of the flows passing through the connection point. The 

monitor 108 therefore masks out all the unimportant parts of each packet that will not 

contribute to its classification. However, the parts to mask-out will change with each packet 

depending on which flow it belongs to and depending on the state of the flow. 

[0084] The recognition of the packet type, and ultimately of the associated application 

programs according to the packets that their executions produce, is a multi-step process 

within the monitor 108. At a first level, for example, several application programs will all 

produce a first kind of packet. A first "signature" is produced from selected parts of a packet 

that will allow monitor 108 to identify efficiently any packets that belong to the same flow. In 

some cases, that packet type may be sufficiently unique to enable the monitor to identify the 

application that generated such a packet in the conversational flow. The signature can then be 

used to efficiently identify all future packets generated in traffic related to that application. 

[0085] In other cases, that first packet only starts the process of analyzing the conversational 

flow, and more packets are necessary to identify the associated application program. In such a 

case, a subsequent packet of a second type-but that potentially belongs to the same 

conversational flow-is recognized by using the signature. At such a second level, then, only 

a few of those application programs will have conversational flows that can produce such a 

second packet type. At this level in the process of classification, all application programs that 

are not in the set of those that lead to such a sequence of packet types may be excluded in the 

process of classifying the conversational flow that includes these two packets. Based on the 

known patterns for the protocol and for the possible applications, a signature is produced that 

allows recognition of any future packets that may follow in the conversational flow. 

[0086] It may be that the application is now recognized, or recognition may need to proceed 

to a third level of analysis using the second level signature. For each packet, therefore, the 
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monitor parses the packet and generates a signature to determine if this signature identified a 

previously encountered flow, or shall be used to recognize future packets belonging to the 

same conversational flow. In real time, the packet is further analyzed in the context of the 

sequence of previously encountered packets (the state), and of the possible future sequences 

such a past sequence may generate in conversational flows associated with different 

applications. A new signature for recognizing future packets may also be generated. This 

process of analysis continues until the applications are identified. The last generated signature 

may then be used to efficiently recognize future packets associated with the same 

conversational flow. Such an arrangement makes it possible for the monitor 108 to cope with 

millions of packets per second that must be inspected. 

[0087] Another aspect of the invention is adding Eavesdropping. In alternative embodiments 

of the present invention capable of eavesdropping, once the monitor 108 has recognized the 

executing application programs passing through some point in the network 102 (for example, 

because of execution of the applications by the client 105 or server 110), the monitor sends a 

message to some general purpose processor on the network that can input the same packets 

from the same location on the network, and the processor then loads its own executable copy 

of the application program and uses it to read the content being exchanged over the network. 

In other words, once the monitor 108 has accomplished recognition of the application 

program, eavesdropping can commence. 

The Network Monitor 

[0088] FIG. 3 shows a network packet monitor 300, in an embodiment of the present 

invention that can be implemented with computer hardware and/or software. The system 300 

is similar to monitor 108 in FIG. 1. A packet 302 is examined, e.g., from a packet acquisition 

device at the location 121 in network 102 (FIG. 1), and the packet evaluated, for example in 

an attempt to determine its characteristics, e.g., all the protocol information in a multilevel 

model, including what server application produced the packet. 

[0089] The packet acquisition device is a common interface that converts the physical signals 

and then decodes them into bits, and into packets, in accordance with the particular network 
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(Ethernet, frame relay, ATM, etc.). The acquisition device indicates to the monitor 108 the 

type of network of the acquired packet or packets. 

[0090] Aspects shown here include: (1) the initialization of the monitor to generate what 

operations need to occur on packets of different types-accomplished by compiler and 

optimizer 310, (2) the processing-parsing and extraction of selected portions-of packets to 

generate an identifying signature-accomplished by parser subsystem 301, and (3) the 

analysis of the packets-accomplished by analyzer 303. 

[0091] The purpose of compiler and optimizer 310 is to provide protocol specific information 

to parser subsystem 301 and to analyzer subsystem 303. The initialization occurs prior to 

operation of the monitor, and only needs to re-occur when new protocols are to be added. 

[0092] A flow is a stream of packets being exchanged between any two addresses in the 

network. For each protocol there are known to be several fields, such as the destination 

(recipient), the source (the sender), and so forth, and these and other fields are used in 

monitor 300 to identify the flow. There are other fields not important for identifying the flow, 

such as checksums, and those parts are not used for identification. 

[0093] Parser subsystem 301 examines the packets using pattern recognition process 304 that 

parses the packet and determines the protocol types and associated headers for each protocol 

layer that exists in the packet 302. An extraction process 306 in parser subsystem 301 

extracts characteristic portions (signature information) from the packet 302. Both the pattern 

information for parsing and the related extraction operations, e.g., extraction masks, are 

supplied from a parsing-pattern-structures and extraction-operations database 

(parsing/extractions database) 308 filled by the compiler and optimizer 310. 

[0094] The protocol description language (PDL) files 336 describes both patterns and states 

of all protocols that an occur at any layer, including how to interpret header information, how 

to determine from the packet header information the protocols at the next layer, and what 

information to extract for the purpose of identifying a flow, and ultimately, applications and 

services. The layer selections database 338 describes the particular layering handled by the 

monitor. That is, what protocols run on top of what protocols at any layer level. Thus 336 and 

338 combined describe how one would decode, analyze, and understand the information in 
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packets, and, furthermore, how the information is layered. This information is input into 

compiler and optimizer 310. 

[0095] When compiler and optimizer 310 executes, it generates two sets of internal data 

structures. The first is the set of parsing/extraction operations 308. The pattern structures 

include parsing information and describe what will be recognized in the headers of packets; 

the extraction operations are what elements of a packet are to be extracted from the packets 

based on the patterns that get matched. Thus, database 308 of parsing/extraction operations 

includes information describing how to determine a set of one or more protocol dependent 

extraction operations from data in the packet that indicate a protocol used in the packet. 

[0096] The other internal data structure that is built by compiler 310 is the set of state 

patterns and processes 326. These are the different states and state transitions that occur in 

different conversational flows, and the state operations that need to be performed (e.g., 

patterns that need to be examined and new signatures that need to be built) during any state of 

a conversational flow to further the task of analyzing the conversational flow. 

[0097] Thus, compiling the PDL files and layer selections provides monitor 300 with the 

information it needs to begin processing packets. In an alternate embodiment, the contents of 

one or more of databases 308 and 326 may be manually or otherwise generated. Note that in 

some embodiments the layering selections information is inherent rather than explicitly 

described. For example, since a PDL file for a protocol includes the child protocols, the 

parent protocols also may be determined. 

[0098] In the preferred embodiment, the packet 302 from the acquisition device is input into 

a packet buffer. The pattern recognition process 304 is carried out by a pattern analysis and 

recognition (PAR) engine that analyzes and recognizes patterns in the packets. In particular, 

the PAR locates the next protocol field in the header and determines the length of the header, 

and may perform certain other tasks for certain types of protocol headers. An example of this 

is type and length comparison to distinguish an IEEE 802.3 (Ethernet) packet from the older 

type 2 (or Version 2) Ethernet packet, also called a DIGITAL-Intel-Xerox (DIX) packet. The 

PAR also uses the pattern structures and extraction operations database 308 to identify the 

next protocol and parameters associated with that protocol that enables analysis of the next 
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protocol layer. Once a pattern or a set of patterns has been identified, it/they will be 

associated with a set of none or more extraction operations. These extraction operations (in 

the form of commands and associated parameters) are passed to the extraction process 306 

implemented by an extracting and information identifying (Ell) engine that extracts selected 

parts of the packet, including identifying information from the packet as required for 

recognizing this packet as part of a flow. The extracted information is put in sequence and 

then processed in block 312 to build a unique flow signature ( also called a "key") for this 

flow. A flow signature depends on the protocols used in the packet. For some protocols, the 

extracted components may include source and destination addresses. For example, Ethernet 

frames have end-point addresses that are useful in building a better flow signature. Thus, the 

signature typically includes the client and server address pairs. The signature is used to 

recognize further packets that are or may be part of this flow. 

[0099] In the preferred embodiment, the building of the flow key includes generating a hash 

of the signature using a hash function. The purpose if using such a hash is conventional-to 

spread flow-entries identified by the signature across a database for efficient searching. The 

hash generated is preferably based on a hashing algorithm and such hash generation is known 

to those in the art. 

[00100] In one embodiment, the parser passes data from the packet-a parser record-that 

includes the signature (i.e., selected portions of the packet), the hash, and the packet itself to 

allow for any state processing that requires further data from the packet. An improved 

embodiment of the parser subsystem might generate a parser record that has some predefined 

structure and that includes the signature, the hash, some flags related to some of the fields in 

the parser record, and parts of the packet's payload that the parser subsystem has determined 

might be required for further processing, e.g., for state processing. 

[00101] Note that alternate embodiments may use some function other than concatenation of 

the selected portions of the packet to make the identifying signature. For example, some 

"digest function" of the concatenated selected portions may be used. 

[00102] The parser record is passed onto lookup process 314 which looks in an internal data 

store of records of known flows that the system has already encountered, and decides (in 316) 
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whether or not this particular packet belongs to a known flow as indicated by the presence of 

a flow-entry matching this flow in a database of known flows 324. A record in database 324 

is associated with each encountered flow. 

[00103] The parser record enters a buffer called the unified flow key buffer (UFKB). The 

UFKB stores the data on flows in a data structure that is similar to the parser record, but that 

includes a field that can be modified. In particular, one or the UFKB record fields stores the 

packet sequence number, and another is filled with state information in the form of a program 

counter for a state processor that implements state processing 328. 

[00104] The determination (316) of whether a record with the same signature already exists is 

carried out by a lookup engine (LUE) that obtains new UFKB records and uses the hash in 

the UFKB record to lookup if there is a matching known flow. In the particular embodiment, 

the database of known flows 324 is in an external memory. A cache is associated with the 

database 324. A lookup by the LUE for a known record is carried out by accessing the cache 

using the hash, and if the entry is not already present in the cache, the entry is looked up 

(again using the hash) in the external memory. 

[00105] The flow-entry database 324 stores flow-entries that include the unique flow

signature, state information, and extracted information from the packet for updating flows, 

and one or more statistical about the flow. Each entry completely describes a flow. Database 

324 is organized into bins that contain a number, denoted N, of flow-entries (also called flow

entries, each a bucket), with N being 4 in the preferred embodiment. Buckets (i.e., flow

entries) are accessed via the hash of the packet from the parser subsystem 301 (i.e., the hash 

in the UFKB record). The hash spreads the flows across the database to allow for fast lookups 

of entries, allowing shallower buckets. The designer selects the bucket depth N based on the 

amount of memory attached to the monitor, and the number of bits of the hash data value 

used. For example, in one embodiment, each flow-entry is 128 bytes long, so for 128K flow

entries, 16 Mbytes are required. Using a 16-bit hash gives two flow-entries per bucket. 

Empirically, this has been shown to be more than adequate for the vast majority of cases. 

Note that another embodiment uses flow-entries that are 256 bytes long. 
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[00106] Herein, whenever an access to database 324 is described, it is to be understood that 

the access is via the cache, unless otherwise stated or clear from the context. 

[00107] If there is no flow-entry found matching the signature, i.e., the signature is for a new 

flow, then a protocol and state identification process 318 further determines the state and 

protocol. That is, process 318 determines the protocols and where in the state sequence for a 

flow for this protocol's this packet belongs. Identification process 318 uses the extracted 

information and makes reference to the database 326 of state patterns and processes. Process 

318 is then followed by any state operations that need to be executed on this packet by a state 

processor 328. 

[00108] If the packet is found to have a matching flow-entry in the database 324 (e.g., in the 

cache), then a process 320 determines, from the looked-up flow-entry, if more classification 

by state processing of the flow signature is necessary. If not, a process 322 updates the flow

entry in the flow-entry database 324 (e.g., via the cache). Updating includes updating one or 

more statistical measures stored in the flow-entry. In our embodiment, the statistical measures 

are stored in counters in the flow-entry. 

[00109] If state processing is required, state process 328 is commenced. State processor 328 

carries out any state operations specified for the state of the flow and updates the state to the 

next state according to a set of state instructions obtained form the state pattern and processes 

database 326. 

[0011 0] The state processor 328 analyzes both new and existing flows in order to analyze all 

levels of the protocol stack, ultimately classifying the flows by application (level 7 in the ISO 

model). It does this by proceeding from state-to-state based on predefined state transition 

rules and state operations as specified in state processor instruction database 326. A state 

transition rule is a rule typically containing a test followed by the next-state to proceed to if 

the test result is true. An operation is an operation to be performed while the state processor is 

in a particular state-for example, in order to evaluate a quantity needed to apply the state 

transition rule. The state processor goes through each rule and each state process until the test 

is true, or there are no more tests to perform. 
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[00111] In general, the set of state operations may be none or more operations on a packet, and 

carrying out the operation or operations may leave one in a state that causes exiting the 

system prior to completing the identification, but possibly knowing more about what state 

and state processes are needed to execute next, i.e., when a next packet of this flow is 

encountered. As an example, a state process (set of state operations) at a particular state may 

build a new signature for future recognition packets of the next state. 

[00112] By maintaining the state of the flows and knowing that new flows may be set up using 

the information from previously encountered flows, the network traffic monitor 300 provides 

for (a) single-packet protocol recognition of flows, and (b) multiple-packet protocol 

recognition of flows. Monitor 300 can even recognize the application program from one or 

more disjointed sub-flows that occur in server announcement type flows. What may seem to 

prior art monitors to be some unassociated flow, may be recognized by the inventive monitor 

using the flow signature to be a sub-flow associated with a previously encountered sub-flow. 

[00113] Thus, state processor 328 applies the first state operation to the packet for this 

particular flow-entry. A process 330 decides if more operations need to be performed for this 

state. If so, the analyzer continues looping between block 330 and 328 applying additional 

state operations to this particular packet until all those operations are completed-that is, 

there are no more operations for this packet in this state. A process 332 decides if there are 

further states to be analyzed for this type of flow according to the state of the flow and the 

protocol, in order to fully characterize the flow. If not, the conversational flow has now been 

fully characterized and a process 334 finalizes the classification of the conversational flow 

for the flow. 

[00114] In the particular embodiment, the state processor 328 starts the state processing by 

using the last protocol recognized by the parser as an offset into a jump table (jump vector). 

The jump table finds the state processor instructions to use for that protocol in the state 

patterns and processes database 326. Most instructions test something in the unified flow key 

buffer, or the flow-entry in the database of known flows 324, if the entry exists. The state 

processor may have to test bits, do comparisons, add, or subtract to perform the test. For 

example, a common operation carried out by the state processor is searching for one or more 

patterns in the payload part of the UFKB. 
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[00115] Thus, in 332 in the classification, the analyzer decides whether the flow is at an end 

state. If not at an end state, the flow-entry is updated ( or created if a new flow) for this flow

entry in process 322. 

[00116] Furthermore, if the flow is known and if in 332 it is determined that there are further 

states to be processed using later packets, the flow-entry is updated in process 322. 

[00117] The flow-entry also is updated after classification finalization so that any further 

packets belonging to this flow will be readily identified from their signature as belonging to 

this fully analyzed conversational flow. 

[00118] After updating, database 324 therefore includes the set of all the conversational flows 

that have occurred. 

[00119] Thus, the embodiment of present invention shown in FIG. 3 automatically maintains 

flow-entries, which in one aspect includes storing states. The monitor of FIG. 3 also 

generates characteristic parts of packets-the signatures-that can be used to recognize 

flows. The flow-entries may be identified and accessed by their signatures. Once a packet is 

identified to be from a known flow, the state of the flow is known and this knowledge enables 

state transition analysis to be performed in real time for each different protocol and 

application. In a complex analysis, state transitions are traversed as more and more packets 

are examined. Future packets that are part of the same conversational flow have their state 

analysis continued from a previously achieved state. When enough packets related to an 

application of interest have been processed, a final recognition state is ultimately reached, 

i.e., a set of states has been traversed by state analysis to completely characterize the 

conversational flow. The signature for that final state enables each new incoming packet of 

the same conversational flow to be individually recognized in real time. 

[00120] In this manner, one of the great advantages of the present invention is realized. Once a 

particular set of state transitions has been traversed for the first time and ends in a final state, 

a short-cut recognition pattern-a signature--can be generated that will key on every new 

incoming packet that relates to the conversational flow. Checking a signature involves a 

simple operation, allowing high packet rates to be successfully monitored on the network. 
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[00121] In improved embodiments, several state analyzers are run in parallel so that a large 

number of protocols and applications may be checked for. Every known protocol and 

application will have at least one unique set of state transitions, and can therefore be uniquely 

identified by watching such transitions. 

[00122] When each new conversational flow starts, signatures that recognize the flow are 

automatically generated on-the-fly, and as further packets in the conversational flow are 

encountered, signatures are updated and the states of the set of state transitions for any 

potential application are further traversed according to the state transition rules for the flow. 

The new states for the flow-those associated with a set of state transitions for one or more 

potential applications-are added to the records of previously encountered states for easy 

recognition and retrieval when a new packet in the flow is encountered. 

Detailed operation 

[00123] FIG. 4 diagrams an initialization system 400 that includes the compilation process. 

That is, part of the initialization generates the pattern structures and extraction operations 

database 308 and the state instruction database 328. Such initialization can occur off-line or 

from a central location. 

[00124] The different protocols that can exist in different layers may be thought of as nodes of 

one or more trees of linked nodes. The packet type is the root of a tree (called level 0). Each 

protocol is either a parent node or a terminal node. A parent node links a protocol to other 

protocols (child protocols) that can be at higher layer levels. Thus a protocol may have zero 

or more children. Ethernet packets, for example, have several variants, each having a basic 

format that remains substantially the same. An Ethernet packet (the root or level 0 node) may 

be an Ethertype packet-also called an Ethernet TypeNersion 2 and a DIX (DIGITAL-Intel

Xerox packet)-or an IEEE 803.2 packet. Continuing with the IEEE 802.3 packet, one of the 

children nodes may be the IP protocol, and one of the children of the IP protocol may be the 

TCP protocol. 

[00125] FIG. 16 shows the header 1600 (base level 1) of a complete Ethernet frame (i.e., 

packet) of information and includes information on the destination media access control 

address (Dst MAC 1602) and the source media access control address (Src MAC 1604). Also 
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shown in FIG. 16 is some (but not all) of the information specified in the PDL files for 

extraction the signature. 

[00126] FIG. 17 A now shows the header information for the next level (level-2) for an 

Ethertype packet 1700. For an Ethertype packet 1700, the relevant information from the 

packet that indicates the next layer level is a two-byte type field 1702 containing the child 

recognition pattern for the next level. The remaining information 1704 is shown hatched 

because it not relevant for this level. The list 1712 shows the possible children for an 

Ethertype packet as indicated by what child recognition pattern is found offset 12. FIG. 17B 

shows the structure of the header of one of the possible next levels, that of the IP protocol. 

The possible children of the IP protocol are shown in table 1752. 

[00127] The pattern, parse, and extraction database (pattern recognition database, or PRO) 308 

generated by compilation process 310, in one embodiment, is in the form of a three 

dimensional structure that provides for rapidly searching packet headers for the next protocol. 

FIG. 18A shows such a 3-D representation 1800 (which may be considered as an indexed set 

of 2-D representations). A compressed form of the 3-D structure is preferred. 

[00128] An alternate embodiment of the data structure used in database 308 is illustrated in 

FIG. 18B. Thus, like the 3-0 structure of FIG. 18A, the data structure permits rapid searches 

to be performed by the pattern recognition process 304 by indexing locations in a memory 

rather than performing address link computations. In this alternate embodiment, the PRO 308 

includes two parts, a single protocol table 1850 (PT) which has an entry for each protocol 

known for the monitor, and a series of Look Up Tables 1870 (LUT's) that are used to identify 

known protocols and their children. The protocol table includes the parameters needed by the 

pattern analysis and recognition process 304 (implemented by PRE 1006) to evaluate the 

header information in the packet that is associated with that protocol, and parameters needed 

by extraction process 306 (implemented by slicer 1007) to process the packet header. When 

there are children, the PT describes which bytes in the header to evaluate to determine the 

child protocol. In particular, each PT entry contains the header length, an offset to the child, a 

slicer command, and some flags. 
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[00129] The pattern matching is carried out by finding particular "child recognition codes" in 

the header fields, and using these codes to index one or more of the LUT's. Each LUT entry 

has a node code that can have one of four values, indicating the protocol that has been 

recognized, a code to indicate that the protocol has been partially recognized (more LUT 

lookups are needed), a code to indicate that this is a terminal node, and a null node to indicate 

a null entry. The next LUT to lookup is also returned from a LUT lookup. 

[00130] Compilation process is described in FIG. 4. The source-code information in the form 

of protocol description files is shown as 402. In the particular embodiment, the high level 

decoding descriptions includes a set of protocol description files 336, one for each protocol, 

and a set of packet layer selections 338, which describes the particular layering (sets of trees 

of protocols) that the monitor is to be able to handle. 

[00131] A compiler 403 compiles the descriptions. The set of packet parse-and-extract 

operations 406 is generated (404), and a set of packet state instructions and operations 407 is 

generated ( 405) in the form of instructions for the state processor that implements state 

processing process 328. Data files for each type of application and protocol to be recognized 

by the analyzer are downloaded from the pattern, parse, and extraction database 406 into the 

memory systems of the parser and extraction engines. (See the parsing process 500 

description and FIG. 5; the extraction process 600 description and FIG. 6; and the parsing 

subsystem hardware description and FIG. 10). Data files for each type of application and 

protocol to be recognized by the analyzer are also downloaded from the state-processor 

instruction database 407 into the state processor. (see the state processor 1108 description and 

FIG. 11.). 

[00132] Note that generating the packet parse and extraction operations builds and links the 

three dimensional structure (one embodiment) or the or all the lookup tables for the PRD. 

[00133] Because of the large number of possible protocol trees and subtrees, the compiler 

process 400 includes optimization that compares the trees and subtrees to see which children 

share common parents. When implemented in the form of the LUT' s, this process can 

generate a single LUT from a plurality of LUT's. The optimization process further includes a 

compaction process that reduces the space needed to store the data of the PRD. 

APPT-001-1-1 

EX 1022 Page 34



28 

[00134] As an example of compaction, consider the 3-D structure of FIG. 18A that can be 

thought of as a set of 2-D structures each representing a protocol. To enable saving space by 

using only one array per protocol which may have several parents, in one embodiment, the 

pattern analysis subprocess keeps a "current header" pointer. Each location ( offset) index for 

each protocol 2-D array in the 3-D structure is a relative location starting with the start of 

header for the particular protocol. Furthermore, each of the two-dimensional arrays is sparse. 

The next step of the optimization, is checking all the 2-D arrays against all the other 2-D 

arrays to find out which ones can share memory. Many of these 2-D arrays are often sparsely 

populated in that they each have only a small number of valid entries. So, a process of 

"folding" is next used to combine two or more 2-D arrays together into one physical 2-D 

array without losing the identity of any of the original 2-D arrays (i.e., all the 2-D arrays 

continue to exist logically). Folding can occur between any 2-D arrays irrespective of their 

location in the tree as long as certain conditions are met. Multiple arrays may be combined 

into a single array as long as the individual entries do not conflict with each other. A fold 

number is then used to associate each element with its original array. A similar folding 

process is used for the set ofLUTs 1850 in the alternate embodiment of FIG. 18B. 

[00135] In 410, the analyzer has been initialized and is ready to perform recognition. 

[00136] FIG. 5 shows a flowchart of how actual parser subsystem 301 functions. Starting at 

501, the packet 302 is input to the packet buffer in step 502. Step 503 loads the next (initially 

the first) packet component from the packet 302. The packet components are extracted from 

each packet 302 one element at a time. A check is made (504) to determine if the load

packet-component operation 503 succeeded, indicating that there was more in the packet to 

process. If not, indicating all components have been loaded, the parser subsystem 301 builds 

the packet signature (512)-the next stage (FIG 6). 

[00137] If a component is successfully loaded in 503, the node and processes are fetched (505) 

from the pattern, parse and extraction database 308 to provide a set of patterns and processes 

for that node to apply to the loaded packet component. The parser subsystem 301 checks 

(506) to determine if the fetch pattern node operation 505 completed successfully, indicating 

there was a pattern node that loaded in 505. If not, step 511 moves to the next packet 

component. If yes, then the node and pattern matching process are applied in 507 to the 
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component extracted in 503. A pattern match obtained in 507 (as indicated by test 508) 

means the parser subsystem 301 has found a node in the parsing elements; the parser 

subsystem 301 proceeds to step 509 to extract the elements. 

[00138] If applying the node process to the component does not produce a match (test 508), 

the parser subsystem 301 moves (510) to the next pattern node from the pattern database 308 

and to step 505 to fetch the next node and process. Thus, there is an "applying patterns" loop 

between 508 and 505. Once the parser subsystem 301 completes all the patterns and has 

either matched or not, the parser subsystem 301 moves to the next packet component (511). 

[00139] Once all the packet components have been the loaded and processed from the input 

packet 302, then the load packet will fail (indicated by test 504), and the parser subsystem 

301 moves to build a packet signature which is described in FIG. 6 

[00140] FIG. 6 is a flow chart for extracting the information from which to build the packet 

signature. The flow starts at 601, which is the exit point 513 of FIG. 5. At this point parser 

subsystem 301 has a completed packet component and a pattern node available in a buffer 

(602). Step 603 loads the packet component available from the pattern analysis process of 

FIG. 5. If the load completed (test 604), indicating that there was indeed another packet 

component, the parser subsystem 301 fetches in 605 the extraction and process elements 

received from the pattern node component in 602. If the fetch was successful (test 606), 

indicating that there are extraction elements to apply, the parser subsystem 301 in step 607 

applies that extraction process to the packet component based on an extraction instruction 

received from that pattern node. This removes and saves an element from the packet 

component. 

[00141] In step 608, the parser subsystem 301 checks if there is more to extract from this 

component, and if not, the parser subsystem 301 moves back to 603 to load the next packet 

component at hand and repeats the process. If the answer is yes, then the parser subsystem 

301 moves to the next packet component ratchet. That new packet component is then loaded 

in step 603. As the parser subsystem 301 moved through the loop between 608 and 603, extra 

extraction processes are applied either to the same packet component if there is more to 

extract, or to a different packet component if there is no more to extract. 
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[00142] The extraction process thus builds the signature, extracting more and more 

components according to the information in the patterns and extraction database 308 for the 

particular packet. Once loading the next packet component operation 603 fails (test 604), all 

the components have been extracted. The built signature is loaded into the signature buffer 

(610) and the parser subsystem 301 proceeds to FIG. 7 to complete the signature generation 

process. 

[00143] Referring now to FIG. 7, the process continues at 701. The signature buffer and the 

pattern node elements are available (702). The parser subsystem 301 loads the next pattern 

node element. If the load was successful (test 704) indicating there are more nodes, the parser 

subsystem 301 in 705 hashes the signature buffer element based on the hash elements that are 

found in the pattern node that is in the element database. In 706 the resulting signature and 

the hash are packed. In 707 the parser subsystem 301 moves on to the next packet component 

which is loaded in 703. 

[00144] The 703 to 707 loop continues until there are no more patterns of elements left (test 

704). Once all the patterns of elements have been hashed, processes 304, 306 and 312 of 

parser subsystem 301 are complete. Parser subsystem 301 has generated the signature used by 

the analyzer subsystem 303. 

[00145] A parser record is loaded into the analyzer, in particular, into the UFKB in the form of 

a UFKB record which is similar to a parser record, but with one or more different fields. 

[00146] FIG. 8 is a flow diagram describing the operation of the lookup/update engine (LUE) 

that implements lookup operation 314. The process starts at 801 from FIG. 7 with the parser 

record that includes a signature, the hash and at least parts of the payload. In 802 those 

elements are shown in the form of a UFKB-entry in the buffer. The LUE, the lookup engine 

314 computes a "record bin number" from the hash for a flow-entry. A bin herein may have 

one or more "buckets" each containing a flow-entry. The preferred embodiment has four 

buckets per bin. 

[00147] Since preferred hardware embodiment includes the cache, all data accesses to records 

in the flowchart of FIG. 8 are stated as being to or from the cache. 
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[00148] Thus, in 804, the system looks up the cache for a bucket from that bin using the hash. 

If the cache successfully returns with a bucket from the bin number, indicating there are more 

buckets in the bin, the lookup/update engine compares (807) the current signature (the 

UFKB-entry's signature) from that in the bucket (i.e., the flow-entry signature). If the 

signatures match (test 808), that record (in the cache) is marked in step 810 as "in process" 

and a timestamp added. Step 811 indicates to the UFKB that the UFKB-entry in 802 has a 

status of "found." The "found" indication allows the state processing 328 to begin processing 

this UFKB element. The preferred hardware embodiment includes one or more state 

processors, and these can operate in parallel with the lookup/update engine. 

[00149] In the preferred embodiment, a set of statistical operations is performed by a 

calculator for every packet analyzed. The statistical operations may include one or more of 

counting the packets associated with the flow; determining statistics related to the size of 

packets of the flow; compiling statistics on differences between packets in each direction, for 

example using timestamps; and determining statistical relationships of timestamps of packets 

in the same direction. The statistical measures are kept in the flow-entries. Other statistical 

measures also may be compiled. These statistics may be used singly or in combination by a 

statistical processor component to analyze many different aspects of the flow. This may 

include determining network usage metrics from the statistical measures, for example to 

ascertain the network's ability to transfer information for this application. Such analysis 

provides for measuring the quality of service of a conversation, measuring how well an 

application is performing in the network, measuring network resources consumed by an 

application, and so forth. 

[00150] To provide for such analyses, the lookup/update engine updates one or more counters 

that are part of the flow-entry (in the cache) in step 812. The process exits at 813. In our 

embodiment, the counters include the total packets of the flow, the time, and a differential 

time from the last timestamp to the present timestamp. 

[00151] It may be that the bucket of the bin did not lead to a signature match (test 808). In 

such a case, the analyzer in 809 moves to the next bucket for this bin. Step 804 again looks 

up the cache for another bucket from that bin. The lookup/update engine thus continues 

lookup up buckets of the bin until there is either a match in 808 or operation 804 is not 
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successful (test 805), indicating that there are no more buckets in the bin and no match was 

found. 

[00152] If no match was found, the packet belongs to a new (not previously encountered) 

flow. In 806 the system indicates that the record in the unified flow key buffer for this packet 

is new, and in 812, any statistical updating operations are performed for this packet by 

updating the flow-entry in the cache. The update operation exits at 813. A flow 

insertion/deletion engine (FIDE) creates a new record for this flow (again via the cache). 

[00153] Thus, the update/lookup engine ends with a UFKB-entry for the packet with a "new" 

status or a "found" status. 

[00154] Note that the above system uses a hash to which more than one flow-entry can match. 

A longer hash may be used that corresponds to a single flow-entry. In such an embodiment, 

the flow chart of FIG. 8 is simplified as would be clear to those in the art. 

The hardware system 

[00155] Each of the individual hardware elements through which the data flows in the system 

are now described with reference to FIGS. 10 and 11. Note that while we are describing a 

particular hardware implementation of the invention embodiment of FIG. 3, it would be clear 

to one skilled in the art that the flow of FIG. 3 may alternatively be implemented in software 

running on one or more general-purpose processors, or only partly implemented in hardware. 

An implementation of the invention that can operate in software is shown in FIG. 14. The 

hardware embodiment (FIGS. 10 and 11) can operate at over a million packets per second, 

while the software system of FIG. 14 may be suitable for slower networks. To one skilled in 

the art it would be clear that more and more of the system may be implemented in software as 

processors become faster. 

[00156] FIG. 10 is a description of the parsing subsystem (301, shown here as subsystem 

1000) as implemented in hardware. Memory 1001 is the pattern recognition database 

memory, in which the patterns that are going to be analyzed are stored. Memory 1002 is the 

extraction-operation database memory, in which the extraction instructions are stored. Both 

1001 and 1002 correspond to internal data structure 308 of FIG. 3. Typically, the system is 

initialized from a microprocessor (not shown) at which time these memories are loaded 
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through a host interface multiplexor and control register 1005 via the internal buses 1003 and 

1004. Note that the contents of 1001 and 1002 are preferably obtained by compiling process 

310 of FIG. 3. 

[00157] A packet enters the parsing system via 1012 into a parser input buffer memory 1008 

using control signals 1021 and 1023, which control an input buffer interface controller 1022. 

The buffer 1008 and interface control 1022 connect to a packet acquisition device (not 

shown). The buffer acquisition device generates a packet start signal 1021 and the interface 

control 1022 generates a next packet (i.e., ready to receive data) signal 1023 to control the 

data flow into parser input buffer memory 1008. Once a packet starts loading into the buffer 

memory 1008, pattern recognition engine (PRE) 1006 carries out the operations on the input 

buffer memory described in block 304 of FIG. 3. That is, protocol types and associated 

headers for each protocol layer that exist in the packet are determined. 

[00158] The PRE searches database 1001 and the packet in buffer 1008 in order to recognize 

the protocols the packet contains. In one implementation, the database 1001 includes a series 

of linked lookup tables. Each lookup table uses eight bits of addressing. The first lookup table 

is always at address zero. The Pattern Recognition Engine uses a base packet offset from a 

control register to start the comparison. It loads this value into a current offset pointer (COP). 

It then reads the byte at base packet offset from the parser input buffer and uses it as an 

address into the first lookup table. 

[00159] Each lookup table returns a word that links to another lookup table or it returns a 

terminal flag. If the lookup produces a recognition event the database also returns a command 

for the slicer. Finally it returns the value to add to the COP. ' 

[00160] The PRE 1006 includes of a comparison engine. The comparison engine has a first 

stage that checks the protocol type field to determine if it is an 802.3 packet and the field 

should be treated as a length. If it is not a length, the protocol is checked in a second stage. 

The first stage is the only protocol level that is not programmable. The second stage has two 

full sixteen bit content addressable memories (CAMs) defined for future protocol additions. 

[00161] Thus, whenever the PRE recognizes a pattern, it also generates a command for the 

extraction engine (also called a "slicer") 1007. The recognized patterns and the commands 
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are sent to the extraction engine 1007 that extracts information from the packet to build the 

parser record. Thus, the operations of the extraction engine are those carried out in blocks 

306 and 312 of FIG. 3. The commands are sent from PRE 1006 to slicer 1007 in the form of 

extraction instruction pointers which tell the extraction engine 1007 where to a find the 

instructions in the extraction operations database memory (i.e., slicer instruction database) 

1002. 

[00162] Thus, when the PRE 1006 recognizes a protocol it outputs both the protocol identifier 

and a process code to the extractor. The protocol identifier is added to the flow signature and 

the process code is used to fetch the first instruction from the instruction database 1002. 

Instructions include an operation code and usually source and destination offsets as well as a 

length. The offsets and length are in bytes. A typical operation is the MOVE instruction. This 

instruction tells the slicer 1007 to copy n bytes of data unmodified from the input buffer 1008 

to the output buffer 1010. The extractor contains a byte-wise barrel shifter so that the bytes 

moved can be packed into the flow signature. The extractor contains another instruction 

called HASH. This instruction tells the extractor to copy from the input buffer 1008 to the 

HASH generator. 

[00163] Thus these instructions are for extracting selected element( s) of the packet in the input 

buffer memory and transferring the data to a parser output buffer memory 1010. Some 

instructions also generate a hash. 

[00164] The extraction engine 1007 and the PRE operate as a pipeline. That is, extraction 

engine 1007 performs extraction operations on data in input buffer 1008 already processed by 

PRE 1006 while more (i.e., later arriving) packet information is being simultaneously parsed 

by PRE 1006. This provides high processing speed sufficient to accommodate the high arrival 

rate speed of packets. 

[00165] Once all the selected parts of the packet used to form the signature are extracted, the 

hash is loaded into parser output buffer memory 1010. Any additional payload from the 

packet that is required for further analysis is also included. The parser output memory 1010 is 

interfaced with the analyzer subsystem by analyzer interface control 1011. Once all the 

information of a packet is in the parser output buffer memory 1010, a data ready signal 1025 
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is asserted by analyzer interface control. The data from the parser subsystem 1000 is moved 

to the analyzer subsystem via 1013 when an analyzer ready signal 1027 is asserted. 

[00166] FIG. 11 shows the hardware components and dataflow for the analyzer subsystem that 

performs the functions of the analyzer subsystem 303 of FIG. 3. The analyzer is initialized 

prior to operation, and initialization includes loading the state processing information 

generated by the compilation process 310 into a database memory for the state processing, 

called state processor instruction database (SPID) memory 1109. 

[00167] The analyzer subsystem 1100 includes a host bus interface 1122 using an analyzer 

host interface controller 1118, which in tum has access to a cache system 1115. The cache 

system has bi-directional access to and from the state processor of the system 1108. State 

processor 1108 is responsible for initializing the state processor instruction database memory 

1109 from information given over the host bus interface 1122. 

[00168] With the SPID 1109 loaded, the analyzer subsystem 1100 receives parser records 

comprising packet signatures and payloads that come from the parser into the unified flow 

key buffer (UFKB) 1103. UFKB is comprised of memory set up to maintain UFKB records. 

A UFKB record is essentially a parser record~ the UFKB holds records of packets that are to 

be processed or that are in process. Furthermore, the UFKB provides for one or more fields to 

act as modifiable status flags to allow different processes to run concurrently. 

[00169] Three processing engines run concurrently and access records in the UFKB 1103: the 

lookup/update engine (LUE) 1107, the state processor (SP) 1108, and the flow insertion and 

deletion engine (FIDE) 1110. Each of these is implemented by one or more finite state 

machines (FSM's). There is bi-directional access between each of the finite state machines 

and the unified flow key buffer 1103. The UFKB record includes a field that stores the packet 

sequence number, and another that is filled with state information in the form of a program 

counter for the state processor 1108 that implements state processing 328. The status flags of 

the UFKB for any entry includes that the LUE is done and that the LUE is transferring 

processing of the entry to the state processor. The LUE done indicator is also used to indicate 

what the next entry is for the LUE. There also is provided a flag to indicate that the state 

processor is done with the current flow and to indicate what the next entry is for the state 
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processor. There also is provided a flag to indicate the state processor is transferring 

processing of the UFKB-entry to the flow insertion and deletion engine. 

[00170] A new UFKB record is first processed by the LUE 1107. A record that has been 

processed by the LUE 1107 may be processed by the state processor 1108, and a UFKB 

record data may be processed by the flow insertion/deletion engine 1110 after being 

processed by the state processor 1108 or only by the LUE. Whether or not a particular engine 

has been applied to any unified flow key buffer entry is determined by status fields set by the 

engines upon completion. In one embodiment, a status flag in the UFKB-entry indicates 

whether an entry is new or found. In other embodiments, the LUE issues a flag to pass the 

entry to the state processor for processing, and the required operations for a new record are 

included in the SP instructions. 

[00171] Note that each UFKB-entry may not need to be processed by all three engines. 

Furthermore, some UFKB entries may need to be processed more than once by a particular 

engine. 

[00172] Each of these three engines also has bi-directional access to a cache subsystem 1115 

that includes a caching engine. Cache 1115 is designed to have information flowing in and 

out of it from five different points within the system: the three engines, external memory via 

a unified memory controller (UMC) 1119 and a memory interface 1123, and a 

microprocessor via analyzer host interface and control unit (ACIC) 1118 and host interface 

bus (HIB) 1122. The analyzer microprocessor (or dedicated logic processor) can thus directly 

insert or modify data in the cache. 

[00173] The cache subsystem 1115 is an associative cache that includes a set of content 

addressable memory cells (CAMs) each including an address portion and a pointer portion 

pointing to the cache memory ( e.g., RAM) containing the cached flow-entries. The CAMs are 

arranged as a stack ordered from a top CAM to a bottom CAM. The bottom CAM' s pointer 

points to the least recently used (LRU) cache memory entry. Whenever there is a cache miss, 

the contents of cache memory pointed to by the bottom CAM are replaced by the flow-entry 

from the flow-entry database 324. This now becomes the most recently used entry, so the 
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contents of the bottom CAM are moved to the top CAM and all CAM contents are shifted 

down. Thus, the cache is an associative cache with a true LRU replacement policy. 

[00174] The LUE 1107 first processes a UFKB-entry, and basically performs the operation of 

blocks 314 and 316 in FIG. 3. A signal is provided to the LUE to indicate that a "new" 

UFKB-entry is available. The LUE uses the hash in the UFKB-entry to read a matching bin 

of up to four buckets from the cache. The cache system attempts to obtain the matching bin. 

If a matching bin is not in the cache, the cache 1115 makes the request to the UMC 1119 to 

bring in a matching bin from the external memory. 

[00175] When a flow-entry is found using the hash, the LUE 1107 looks at each bucket and 

compares it using the signature to the signature of the UFKB-entry until there is a match or 

there are no more buckets. 

[00176] If there is no match, or if the cache failed to provide a bin of flow-entries from the 

cache, a time stamp in set in the flow key of the UFKB record, a protocol identification and 

state determination is made using a table that was loaded by compilation process 310 during 

initialization, the status for the record is set to indicate the LUE has processed the record, and 

an indication is made that the UFK.B-entry is ready to start state processing. The 

identification and state determination generates a protocol identifier which in the preferred 

embodiment is a "jump vector" for the state processor which is kept by the UFKB for this 

UFKB-entry and used by the state processor to start state processing for the particular 

protocol. For example, the jump vector jumps to the subroutine for processing the state. 

[00177] If there was a match, indicating that the packet of the UFKB-entry is for a previously 

encountered flow, then a calculator component enters one or more statistical measures stored 

in the flow-entry, including the timestamp. In addition, a time differen_ce from the last stored 

timestamp may be stored, and a packet count may be updated. The state of the flow is 

obtained from the flow-entry is examined by looking at the protocol identifier stored in the 

flow-entry of database 324. If that value indicates that no more classification is required, then 

the status for the record is set to indicate the LUE has processed the record. In the preferred 

embodiment, the protocol identifier is a jump vector for the state processor to a subroutine to 

state processing the protocol, and no more classification is indicated in the preferred 
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embodiment by the jump vector being zero. If the protocol identifier indicates more 

processing, then an indication is made that the UFKB-entry is ready to start state processing 

and the status for the record is set to indicate the LUE has processed the record. 

[00178] The state processor 1108 processes information in the cache system according to a 

UFKB-entry after the LUE has completed. State processor 1108 includes a state processor 

program counter SPPC that generates the address in the state processor instruction database 

1109 loaded by compiler process 310 during initialization. It contains an Instruction Pointer 

(SPIP) which generates the SPID address. The instruction pointer can be incremented or 

loaded from a Jump Vector Multiplexor which facilitates conditional branching. The SPIP 

can be loaded from one of three sources: (1) A protocol identifier from the UFKB, (2) an 

immediate jump vector form the currently decoded instruction, or (3) a value provided by the 
' 

arithmetic logic unit (SP ALU) included in the state processor. 

[00179] Thus, after a Flow Key is placed in the UFKB by the LUE with a known protocol 

identifier, the Program Counter is initialized with the last protocol recognized by the Parser. 

This first instruction is a jump to the subroutine which analyzes the protocol that was 

decoded. 

[00180] The State Processor ALU (SP ALU) contains all the Arithmetic, Logical and String 

Compare functions necessary to implement the State Processor instructions. The main blocks 

of the SP ALU are: The A and B Registers, the Instruction Decode & State Machines, the 

String Reference Memory the Search Engine, an Output Data Register and an Output Control 

Register 

[00181] The Search Engine in turn contains the Target Search Register set, the Reference 

Search Register set, and a Compare block which compares two operands by exclusive-or-ing 

them together. 

[00182] Thus, after the UFKB sets the program counter, a sequence of one or more state 

operations are be executed in state processor 1108 to further analyze the packet that is in the 

flow key buffer entry for this particular packet. 

[00183] FIG. 13 describes the operation of the state processor 1108. The state processor is 

entered at 1301 with a unified flow key buffer entry to be processed. The UFKB-entry is new 
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or corresponding to a found flow-entry. This UFKB-entry is retrieved from unified flow key 

buffer 1103 in 1301. In 1303, the protocol identifier for the UFKB-entry is used to set the 

state processor's instruction counter. The state processor 1108 starts the process by using the 

last protocol recognized by the parser subsystem 301 as an offset into a jump table. The jump 

table takes us to the instructions to use for that protocol. Most instructions test something in 

the unified flow key buffer or the flow-entry if it exists. The state processor 1108 may have to 

test bits, do comparisons, add or subtract to perform the test. 

[00184] The first state processor instruction is fetched in 1304 from the state processor 

instruction database memory 1109. The state processor performs the one or more fetched 

operations (1304). In our implementation, each single state processor instruction is very 

primitive (e.g., a move, a compare, etc.), so that many such instructions need to be performed 

on each unified flow key buffer entry. One aspect of the state processor is its ability to search 

for one or more (up to four) reference strings in the payload part of the UFKB entry. This is 

implemented by a search engine component of the state processor responsive to special 

searching instructions. 

[00185] In 1307, a check is made to determine if there are any more instructions to be 

performed for the packet. If yes, then in 1308 the system sets the state processor instruction 

pointer (SPIP) to obtain the next instruction. The SPIP may be set by an immediate jump 

vector in the currently decoded instruction, or by a value provided by the SP ALU during 

processing. 

[00186] The next instruction to be performed is now fetched (1304) for execution. This state 

processing loop between 1304 and 1307 continues until there are no more instructions to be 

performed. 

[00187] At this stage, a check is made in 1309 if the processing on this particular packet has 

resulted in a final state. That is, is the analyzer is done processing not only for this particular 

packet, but for the whole flow to which the packet belongs, and the flow is fully determined. 

If indeed there are no more states to process for this flow, then in 1311 the processor finalizes 

the processing. Some final states may need to put a state in place that tells the system to 

remove a flow-for example, if a connection disappears from a lower level connection 
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identifier. In that case, in 1311, a flow removal state is set and saved in the flow-entry. The 

flow removal state may be a NOP (no-op) instruction which means there are no removal 

instructions. 

[00188] Once the appropriate flow removal instruction as specified for this flow ( a NOP or 

otherwise) is set and saved, the process is exited at 1313. The state processor 1108 can now 

obtain another unified flow key buffer entry to process. 

[00189] If at 1309 it is determined that processing for this flow is not completed, then in 1310 

the system saves the state processor instruction pointer in the current flow-entry in the current 

flow-entry. That will be the next operation that will be performed the next time the LRE 1107 

finds packet in the UFKB that matches this flow. The processor now exits processing this 

particular unified flow key buffer entry at 1313. 

[00190] Note that state processing updates information in the unified flow key buffer 1103 and 

the flow-entry in the cache. Once the state processor is done, a flag is set in the UFKB for the 

entry that the state processor is done. Furthermore, If the flow needs to be inserted or deleted 

from the database of flows, control is then passed on to the flow insertion/deletion engine 

1110 for that flow signature and packet entry. This is done by the state processor setting 

another flag in the UFKB for this UFKB-entry indicating that the state processor is passing 

processing of this entry to the flow insertion and deletion engine. 

[00191] The flow insertion and deletion engine 1110 is responsible for maintaining the flow

entry database. In particular, for creating new flows in the flow database, and deleting flows 

from the database so that they can be reused. 

[00192] The process of flow insertion is now described with the aid of FIG. 12. Flows are 

grouped into bins of buckets by the hash value. The engine processes a UFKB-entry that may 

be new or that the state processor otherwise has indicated needs to be created. FIG. 12 shows 

the case of a new entry being created. A conversation record bin (preferably containing 4 

buckets for four records) is obtained in 1203. This is a bin that matches the hash of the 

UFKB, so this bin may already have been sought for the UFKB-entry by the LUE. In 1204 

the FIDE 1110 requests that the record bin/bucket be maintained in the cache system 1115. If 

in 1205 the cache system 1115 indicates that the bin/bucket is empty, step 1207 inserts the 
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flow signature (with the hash) into the bucket and the bucket is marked "used" in the cache 

engine of cache 1115 using a timestamp that is maintained throughout the process. In 1209, 

the FIDE 1110 compares the bin and bucket record flow signature to the packet to verify that 

all the elements are in place to complete the record. In 1211 the system marks the record bin 

and bucket as "in process" and as "new" in the cache system (and hence in the external 

memory). In 1212, the initial statistical measures for the flow-record are set in the cache 

system. This in the preferred embodiment clears the set of counters used to maintain 

statistics, and may perform other procedures for statistical operations requires by the analyzer 

for the first packet seen for a particular flow. 

[00193] Back in step 1205, if the bucket is not empty, the FIDE 1110 requests the next bucket 

for this particular bin in the cache system. If this succeeds, the processes of 1207, 1209, 1211 

and 1212 are repeated for this next bucket. If at 1208, there is no valid bucket, the unified 

flow key buffer entry for the packet is set as "drop," indicating that the system cannot process 

the particular packet because there are no buckets left in the system. The process exits at 

1213. The FIDE 1110 indicates to the UFKB that the flow insertion and deletion operations 

are completed for this UFKB-entry. This also lets the UFKB provide the FIDE with the next 

UFKB record. 

[00194] Once a set of operations is performed on a unified flow key buffer entry by all of the 

engines required to access and manage a particular packet and its flow signature, the unified 

flow key buffer entry is marked as "completed." That element will then be used by the parser 

interface for the next packet and flow signature coming in from the parsing and extracting 

system. 

[00195] All flow-entries are maintained in the external memory and some are maintained in 

the cache 1115. The cache system 1115 is intelligent enough to access the flow database and 

to understand the data structures that exists on the other side of memory interface 1123. The 

lookup/update engine 1107 is able to request that the cache system pull a particular flow or 

"buckets" of flows from the unified memory controller 1119 into the cache system for further 

processing. The state processor 1108 can operate on information found in the cache system 

once it is looked up by means of the lookup/update engine request, and the flow 

insertion/deletion engine 1110 can create new entries in the cache system if required based on 
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information in the unified flow key buffer 1103. The cache retrieves information as required 

from the memory through the memory interface 1123 and the unified memory controller 

1119, and updates information as required in the memory through the memory controller 

1119. 

[00196] There are several interfaces to components of the system external to the module of 

FIG. 11 for the particular hardware implementation. These include host bus interface 

1122,which is designed as a generic interface that can operate with any kind of external 

processing system such as a microprocessor or a multiplexor (MUX) system. Consequently, 

one can connect the overall traffic classification system of FIGS. 11 and 12 into some other 

processing system to manage the classification system and to extract data gathered by the 

system. 

[00197] The memory interface 1123 is d_esigned to interface to any of a variety of memory 

systems that one may want to use to store the flow-entries. One can use different types of 

memory systems like regular dynamic random access memory (DRAM), synchronous 

DRAM, synchronous graphic memory (SGRAM), static random access memory (SRAM), 

and so forth. 

[00198) FIG. 10 also includes some "generic" interfaces. There is a packet input interface 

1012-a general interface that works in tandem with the signals of the input buffer interface 

control 1022. These are designed so that they can be used with any kind of generic systems 

that can then feed packet information into the parser. Another generic interface is the 

interface of pipes 1031 and 1033 respectively out of and into host interface multiplexor and 

control registers 1005. This enables the parsing system to be managed by an external system, 

for example a microprocessor or another kind of external logic, and enables the external 

system to program and otherwise control the parser. 

[00199] The preferred embodiment of this aspect of the invention is described in a hardware 

description language (HDL) such as VHDL or Verilog. It is designed and created in an HDL 

so that it may be used as a single chip system or, for instance, integrated into another general

purpose system that is being designed for purposes related to creating and analyzing traffic 
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within a network. Verilog or other HDL implementation is only one method of describing the 

hardware. 

[00200] In accordance with one hardware implementation, the elements shown in FIGS. 10 

and 11 are implemented in a set of six field programmable logic arrays (FPGA's). The 

boundaries of these FPGA's are as follows. The parsing subsystem of FIG. 10 is implemented 

as two FPGAS; one FPGA, and includes blocks 1006, 1008 and 1012, parts of 1005, and 

memory 1001. The second FPGA includes 1002, 1007, 1013, 1011 parts of 1005. Referring 

to FIG. 11, the unified look-up buffer 1103 is implemented as a single FPGA. State processor 

1108 and part of state processor instruction database memory 1109 is another FPGA. Portions 

of the state processor instruction database memory 1109 are maintained in external SRAM' s. 

The lookup/update engine 1107 and the flow insertion/deletion engine 1110 are in another 

FPGA. The sixth FPGA includes the cache system 1115, the unified memory control 1119, 

and the analyzer host interface and control 1118. 

[00201] Note that one can implement the system as one or more VSLI devices, rather than as a 

set of application specific integrated circuits (ASIC's) such as FPGA's. It is anticipated that 

in the future device densities will continue to increase, so that the complete system may 

eventually form a sub-unit (a "core") of a larger single chip unit. 

Operation of the Invention 

[00202] Fig. 15 shows how an embodiment of the network monitor 300 might be used to 

analyze traffic in a network 102. Packet acquisition device 1502 acquires all the packets from 

a connection point 121 on network 102 so that all packets passing point 121 in either 

direction are supplied to monitor 300. Monitor 300 comprises the parser sub-system 301, 

which determines flow signatures, and analyzer sub-system 303 that analyzes the flow 

signature of each packet. A memory 324 is used to store the database of flows that are 

determined and updated by monitor 300. A host computer 1504, which might be any 

processor, for example, a general-purpose computer, is used to analyze the flows in memory 

324. As is conventional, host computer 1504 includes a memory, say RAM, shown as host 

memory 1506. In addition, the host might contain a disk. In one application, the system can 
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operate as an RMON probe, in which case the host computer is coupled to a network 

interface card 1510 that is connected to the network 102. 

[00203] The preferred embodiment of the invention is supported by an optional Simple 

Network Management Protocol (SNMP) implementation. Fig. 15 describes how one would, 

for example, implement an RMON probe, where a network interface card is used to send 

RMON information to the network. Commercial SNMP implementations also are available, 

and using such an implementation can simplify the process of porting the preferred 

embodiment of the invention to any platform. 

[00204] In addition, MIB Compilers are available. An MIB Compiler is a tool that greatly 

simplifies the creation and maintenance of proprietary MIB extensions. 

Examples of Packet Elucidation· 

[00205] Monitor 300, and in particular, analyzer 303 is capable of carrying out state analysis 

for packet exchanges that are commonly referred to as "server announcement" type 

exchanges. Server announcement is a process used to ease communications between a server 

with multiple applications that can all be simultaneously accessed from multiple clients. 

Many applications use a server announcement process as a means of multiplexing a single 

port or socket into many applications and services. With this type of exchange, messages are 

sent on the network, in either a broadcast or multicast approach, to announce a server and 

application, and all stations in the network may receive and decode these messages. The 

messages enable the stations to derive the appropriate connection point for communicating 

that particular application with the particular server. Using the server announcement method, 

a particular application communicates using a service channel, in the form of a TCP or UDP 

socket or port as in the IP protocol suite, or using a SAP as in the Novell IPX protocol suite. 

[00206] The analyzer 303 is also capable of carrying out "in-stream analysis" of packet 

exchanges. The "in-stream analysis" method is used either as a primary or secondary 

recognition process. As a primary process, in-stream analysis assists in extracting detailed 

information which will be used to further recognize both the specific application and 

application component. A good example of in-stream analysis is any Web-based application. 

For example, the commonly used PointCast Web information application can be recognized 
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using this process; during the initial connection between a PointCast server and client, 

specific key tokens exist in the data exchange that will result in a signature being generated to 

recognize PointCast. 

[00207] The in-stream analysis process may also be combined with the server announcement 

process. In many cases in-stream analysis will augment other recognition processes. An 

example of combining in-stream analysis with server announcement can be found in business 

applications such as SAP and BAAN. 

[00208] "Session tracking" also is known as one of the primary processes for tracking 

applications in client/server packet exchanges. The process of tracking sessions requires an 

initial connection to a predefined socket or port number. This method of communication is 

used in a variety of transport layer protocols. It is most commonly seen in the TCP and UDP 

transport protocols of the IP protocol. 

[00209] During the session tracking, a client makes a request to a server using a specific port 

or socket number. This initial request will cause the server to create a TCP or UDP port to 

exchange the remainder of the data between the client and the server. The server then replies 

to the request of the client using this newly created port. The original port used by the client 

to connect to the server will never be used again during this data exchange. 

[00210] One example of session tracking is TFfP (Trivial File Transfer Protocol), a version of 

the TCP/IP FfP protocol that has no directory or password capability. During the 

client/server exchange process of TFfP, a specific port (port number 69) is always used to 

initiate the packet exchange. Thus, when the client begins the process of communicating, a 

request is made to UDP port 69. Once the server receives this request, a new port number is 

created on the server. The server then replies to the client using the new port. In this example, 

it is clear that in order to recognize TFfP; network monitor 300 analyzes the initial request 

from the client and generates a signature for it. Monitor 300 uses that signature to recognize 

the reply. Monitor 300 also analyzes the reply from the server with the key port information, 

and uses this to create a signature for monitoring the remaining packets of this data exchange. 

[00211] Network monitor 300 can also understand the current state of particular connections 

in the network. Connection-oriented exchanges often benefit from state tracking to correctly 

APPT-001-1-1 

EX 1022 Page 52



46 

identify the application. An example is the common TCP transport protocol that provides a 

reliable means of sending information between a client and a server. When a data exchange is 

initiated, a TCP request for synchronization message is sent. This message contains a specific 

sequence number that is used to track an acknowledgement from the server. Once the server 

has acknowledged the synchronization request, data may be exchanged between the client 

and the server. When communication is no longer required, the client sends a finish or 

complete message to the server, and the server acknowledges this finish request with a reply 

containing the sequence numbers from the request. The states of such a connection-oriented 

exchange relate to the various types of connection and maintenance messages. 

Server Announcement Example 

[00212] The individual methods of server announcement protocols vary. However, the basic 

underlying process remains similar. A typical server announcement message is sent to one or 

more clients in a network. This type of announcement message has specific content, which, in 

another aspect of the invention, is salvaged and maintained in the database of flow-entries in 

the system. Because the announcement is sent to one or more stations, the client involved in a 

future packet exchange with the server will make an assumption that the information 

announced is known, and an aspect of the inventive monitor is that it too can make the same 

assumption. 

[00213] Sun-RPC is the implementation by Sun Microsystems, Inc. (Palo Alto, California) of 

the Remote Procedure Call (RPC), a programming interface that allows one program to use 

the services of another on a remote machine. A Sun-RPC example is now used to explain 

how monitor 300 can capture server announcements. 

[00214] A remote program or client that wishes to use a server or procedure must establish a 

connection, for which the RPC protocol can be used. 

[00215] Each server running the Sun-RPC protocol must maintain a process and database 

called the port Mapper. The port Mapper creates a direct association between a Sun-RPC 

program or application and a TCP or UDP socket or port (for TCP or UDP implementations). 

An application or program number is a 32-bit unique identifier assigned by ICANN (the 

Internet Corporation for Assigned Names and Numbers, www.icann.org), which manages the 
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huge number of parameters associated with Internet protocols (port numbers, router 

protocols, multicast addresses, etc.) Each port Mapper on a Sun-RPC server can present the 

mappings between a unique program number and a specific transport socket through the use 

of specific request or a directed announcement. According to ICANN, port number 111 is 

associated with Sun RPC. 

[00216] As an example, consider a client (e.g., CLIENT 3 shown as 106 in FIG. 1) making a 

specific request to the server (e.g., SERVER 2 of FIG. 1, shown as 110) on a predefined UDP 

or TCP socket. Once the port Mapper process on the sun RPC server receives the request, the 

specific mapping is returned in a directed reply to the client. 

[00217] 1. 

[00218] 2. 

[00219] 3. 

A client (CLIENT 3, 106 in FIG. 1) sends a TCP packet to SERVER 2 

(110 in FIG. 1) on port 111, with an RPC Bind Lookup Request 

(rpcBindLookup ). )'CP or UDP port 111 is always associated Sun RPC. This 

request specifies the program (as a program identifier), version, and might 

specify the protocol (UDP or TCP). 

The server SERVER 2 (110 in FIG. 1) extracts the program identifier and 

version identifier from the request. The server also uses the fact that this packet 

came in using the TCP transport and that no protocol was specified, and thus 

will use the TCP protocol for its reply. 

The server 110 sends a TCP packet to port number 111, with an RPC Bind 

Lookup Reply. The reply contains the specific port number (e.g., port number 

'port') on which future transactions will be accepted for the specific RPC 

program identifier (e.g., Program 'program') and the protocol (UDP or TCP) for 

use. 

[00220] It is desired that from now on every time that port number 'port' is used, the packet is 

associated with the application program 'program' until the number 'port' no longer is to be 

associated with the program 'program'. Network monitor 300 by creating a flow-entry and a 

signature includes a mechanism for remembering the exchange so that future packets that use 

the port number 'port' will be associated by the network monitor with the application 

program 'program'. 
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(00221] In addition to the Sun RPC Bind Lookup request and reply, there are other ways that a 

particular program-say 'program'-might be associated with a particular port number, for 

example number 'port'. One is by a broadcast announcement of a particular association 

between an application service and a port number, called a Sun RPC portMapper 

Announcement. Another, is when some server-say the same SERVER 2-replies to some 

client-say CLIENT I-requesting some portMapper assignment with a RPC portMapper 

Reply. Some other client-say CLIENT 2-might inadvertently see this request, and thus 

know that for this particular server, SERVER 2, port number 'port' is associated with the 

application service 'program'. It is desirable for the network monitor 300 to be able to 

associate any packets to SERVER 2 using port number 'port' with the application program 

'program'. 

(00222] FIG. 9 represents a dataflow 900 of some operations in the monitor 300 of FIG. 3 for 

Sun Remote Procedure Call. Suppose a client 106 (e.g., CLIENT 3 in FIG. 1) is 

communicating via its interface to the network 118 to a server 110 (e.g., SERVER 2 in FIG. 

1) via the server's interface to the network 116. Further assume that Remote Procedure Call is 

used to communicate with the server 110. One path in the data flow 900 starts with a step 910 

that a Remote Procedure Call bind lookup request is issued by client 106 and ends with the 

server state creation step 904. Such RPC bind lookup request includes values for the 

'program,' 'version,' and 'protocol' to use, e.g., TCP or UDP. The process for Sun RPC 

analysis in the network monitor 300 includes the following aspects. : 

(00223] • Process 909: Extract the 'program,' 'version,' and 'protocol' (UDP or TCP). 

Extract the TCP or UDP port (process 909) which is 111 indicating Sun RPC. 

(00224] • Process 908: Decode the Sun RPC packet. Check RPC type field for ID. If value 

is portMapper, save paired socket (i.e., dest for destination address, src for source 

address). Decode ports and mapping, save ports with socket/addr key. There may 

be more than one pairing per mapper packet. Form a signature (e.g., a key). A 

flow-entry is created in database 324. The saving of the request is now complete. 

(00225] At some later time, the server (process 907) issues a RPC bind lookup reply. The 

packet monitor 300 will extract a signature from the packet and recognize it from the 
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previously stored flow. The monitor will get the protocol port number (906) and lookup the 

request (905). A new signature (i.e., a key) will be created and the creation of the server state 

(904) will be stored as an entry identified by the new signature in the flow-entry database. 

That signature now may be used to identify packets associated with the server. 

[00226] The server state creation step 904 can be reached not only from a Bind Lookup 

Request/Reply pair, but also from a RPC Reply portMapper packet shown as 901 or an RPC 

Announcement portMapper shown as 902. The Remote Procedure Call protocol can 

announce that it is able to provide a particular application service. Embodiments of the 

present invention preferably can analyze when an exchange occurs between a client and a 

server, and also can track those stations that have received the announcement of a service in 

the network. 

[00227] The RPC Announcement portMapper announcement 902 is a broadcast. Such causes 

various clients to execute a similar set of operations, for example, saving the information 

obtained from the announcement. The RPC Reply portMapper step 901 could be in reply to a 

portMapper request, and is also broadcast. It includes all the service parameters. 

[00228] Thus monitor 300 creates and saves all such states for later classification of flows that 

relate to the particular service 'program'. 

[00229] FIG. 2 shows how the monitor 300 in the example of Sun RPC builds a signature and 

flow states. A plurality of packets 206-209 are exchanged, e.g., in an exemplary Sun 

Microsystems Remote Procedure Call protocol. A method embodiment of the present 

invention might generate a pair of flow signatures, "signature-1" 210 and "signature-2" 212, 

from information found in the packets 206 and 207 which, in the example, correspond to a 

Sun RPC Bind Lookup request and reply, respectively. 

[00230] Consider first the Sun RPC Bind Lookup request. Suppose packet 206 corresponds to 

such a request sent from CLIENT 3 to SERVER 2. This packet contains important 

information that is used in building a signature according to an aspect of the invention. A 

source and destination network address occupy the first two fields of each packet, and 

according to the patterns in pattern database 308, the flow signature (shown as KEYl 230 in 

FIG. 2) will also contain these two fields, so the parser subsystem 301 will include these two 
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fields in signature KEY 1 (230). Note that in FIG. 2, if an address identifies the client 106 

(shown also as 202), the label used in the drawing is "Ci", If such address identifies the 

server 110 (shown also as server 204), the label used in the drawing is "Si", The first two 

fields 214 and 215 in packet 206 are "Si" and Ci" because packet 206 is provided from the 

server 110 and is destined for the client 106. Suppose for this example, "S 1" is an address 

numerically less than address "Ct". A third field "p1" 216 identifies the particular protocol 

being used, e.g., TCP, UDP, etc. 

[00231] In packet 206, a fourth field 217 and a fifth field 218 are used to communicate port 

numbers that are used. The conversation direction determines where the port number field is. 

The diagonal pattern in field 217 is used to identify a source-port pattern, and the hash pattern 

in field 218 is used to identify the destination-port pattern. The order indicates the client

server message direction. A sixth field denoted "i 1" 219 is an element that is being requested 

by the client from the server. A seventh field denoted "s 1 a" 220 is the service requested by 

the client from server 110. The following eighth field "QA" 221 (for question mark) indicates 

that the client 106 wants to know what to use to access application "s1a". A tenth field "QP" 

223 is used to indicate that the client wants the server to indicate what protocol to use for the 

particular application. 

[00232] Packet 206 initiates the sequence of packet exchanges, e.g., a 

RPC Bind Lookup Request to SERVER 2. It follows a well-defined format, as do all the 

packets, and is transmitted to the server 110 on a well-known service connection identifier 

(port 111 indicating Sun RPC). 

[00233] Packet 207 is the first sent in reply to the client 106 from the server. It is the 

RPC Bind Lookup Reply as a result of the request packet 206. 

[00234] Packet 207 includes ten fields 224-233. The destination and source addresses are 

carried in fields 224 and 225, e.g., indicated "Ci" and "St", respectively. Notice the order is 

now reversed, since the client-server message direction is from the server 110 to the client 

106. The protocol "p I" is used as indicated in field 226. The request "i1" is in field 229. 
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Values have been filled in for the application port number, e.g., in field 233 and protocol 

""p2"" in field 233. 

[00235] The flow signature and flow states built up as a result of this exchange are now 

described. When the packet monitor 300 sees the request packet 206 from the client, a first 

flow signature 210 is built in the parser subsystem 301 according to the pattern and extraction 

operations database 308. This signature 210 includes a destination and a source address 240 

and 241. One aspect of the invention is that the flow keys are built consistently in a particular 

order no matter what the direction of conversation. Several mechanisms may be used to 

achieve this. In the particular embodiment, the numerically lower address is always placed 

before the numerically higher address. Such least to highest order is used to get the best 

spread of signatures and hashes for the lookup operations. In this case, therefore, since we 

assume "Si'' <"C 1 ", the order is address "Si" followed by client address "C 1 ". The next field 

used to build the signature is a protocol field 242 extracted from packet 206's field 216, and 

thus is the protocol "p 1". The next field used for the signature is field 243, which contains the 

destination source port number shown as a crosshatched pattern from the field 218 of the 

packet 206. This pattern will be recognized in the payload of packets to derive how this 

packet or sequence of packets exists as a flow. In practice, these may be TCP port numbers, 

or a combination of TCP port numbers. In the case of the Sun RPC example, the crosshatch 

represents a set of port numbers of UDS for p 1 that will be used to recognize this flow (e.g., 

port 111). Port 111 indicates this is Sun RPC. Some applications, such as the Sun RPC Bind 

Lookups, are directly determinable ("known") at the parser level. So in this case, the 

signature KEY-1 points to a known application denoted "a 1" (Sun RPC Bind Lookup), and a 

next-state that the state processor should proceed to for more complex recognition jobs, 

denoted as state "st0 " is placed in the field 245 of the flow-entry. 

[00236] When the Sun RPC Bind Lookup reply is acquired, a flow signature is again built by 

the parser. This flow signature is identical to KEY-1. Hence, when the signature enters the 

analyzer subsystem 303 from the parser subsystem 301, the complete flow-entry is obtained, 

and in this flow-entry indicates state "st0 ". The operations for state "st0 " in the state 

processor instruction database 326 instructs the state processor to build and store a new flow 

signature, shown as KEY-2 (212) in FIG. 2. This flow signature built by the state processor 
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also includes the destination and a source addresses 250 and 251, respectively, for server 

"Si" followed by (the numerically higher address) client "C(. A protocol field 252 defines 

the protocol to be used, e.g., "p2" which is obtained from the reply packet. A field 253 

contains a recognition pattern also obtained from the reply packet. In this case, the 

application is Sun RPC, and field 254 indicates this application "a2". A next-state field 255 

defines the next state that the state processor should proceed to for more complex recognition 

jobs, e.g., a state "st 1". In this particular example, this is a final state. Thus, KEY-2 may now 

be used to recognize packets that are in any way associated with the application "a2". Two 

such packets 208 and 209 are shown, one in each direction. They use the particular 

application service requested in the original Bind Lookup Request, and each will be 

recognized because the signature KEY-2 will be built in each case. 

[00237] The two flow signatures 210 and 212 always order the destination and source address 

fields with server "Si" followed by client "C 1". Such values are automatically filled in when 

the addresses are first created in a particular flow signature. Preferably, large collections of 

flow signatures are kept in a lookup table in a least-to-highest order for the best spread of 

flow signatures and hashes. 

[00238] Thereafter, the client and server exchange a number of packets, e.g., represented by 

request packet 208 and response packet 209. The client 106 sends packets 208 that have a 

destination and source address S 1 and C 1, in a pair of fields 260 and 261. A field 262 defines 

the protocol as "p2", and a field 263 defines the destination port number. 

[00239] Some network-server application recognition jobs are so simple that only a single 

state transition has to occur to be able to pinpoint the application that produced the packet. 

Others require a sequence of state transitions to occur in order to match a known and 

predefined climb from state-to-state. 

[00240] Thus the flow signature for the recognition of application "a2" is automatically set up 

by predefining what packet-exchange sequences occur for this example when a relatively 

simple Sun Microsystems Remote Procedure Call bind lookup request instruction executes. 

More complicated exchanges than this may generate more than two flow signatures and their 

corresponding states. Each recognition may involve setting up a complex state transition 
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diagram to be traversed before a "final" resting state such as "st( in field 255 is reached. All 

these are used to build the final set of flow signatures for recognizing a particular application 

in the future. 

[00241] Embodiments of the present invention automatically generate flow signatures with the 

necessary recognition patterns and state transition climb procedure. Such comes from 

analyzing packets according to parsing rules, and also generating state transitions to search 

for. Applications and protocols, at any level, are recognized through state analysis of 

sequences of packets. 

[00242] Note that one in the art will understand that computer networks are used to connect 

many different types of devices, including network appliances such as telephones, "Internet" 

radios, pagers, and so forth. The term computer as used herein encompasses all such devices 

and a computer network as used herein includes networks of such computers. 

[00243] Although the present invention has been described in terms of the presently preferred 

embodiments, it is to be understood that the disclosure is not to be interpreted as limiting. 

Various alterations and modifications will no doubt become apparent to those or ordinary 

skill in the art after having read the above disclosure. Accordingly, it is intended that the 

claims be interpreted as covering all alterations and modifications as fall within the true spirit 

and scope of the present invention. 
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CLAIM 

We claim: 

1. A packet monitor for examining packets passing through a connection point on a 

computer network in real-time, the packets provided to the packet monitor via a packet 

acquisition device connected to the connection point, the packet monitor comprising: 

(a) a packet-buffer memory configured to accept a packet from the packet 

acquisition device; 

(b) a parsing/extraction operations memory configured to store a database of 

parsing/extraction operations that includes information describing how to 

determine at least one of the protocols used in a packet from data in the packet; 

(c) a parser subsystem coupled to the packet buffer and to the pattern/extraction 

operations memory, the parser subsystem configured to examine the packet 

accepted by the buffer, extract selected portions of the accepted packet, and form 

a function of the selected portions sufficient to identify that the accepted packet is 

part of a conversational flow-sequence; 

(d) a memory storing a flow-entry database including a plurality of flow-

entries for conversational flows encountered by the monitor; 

(e) a lookup engine connected to the parser subsystem and to the flow-entry 

database, and configured to determine using at least some of the selected portions 

of the accepted packet if there is an entry in the flow-entry database for the 

conversational flow sequence of the accepted packet; 

(f) a state patterns/operations memory configured to store a set of predefined 

state transition patterns and state operations such that traversing a particular 

transition pattern as a result of a particular conversational flow-sequence of 

packets indicates that the particular conversational flow-sequence is associated 

with the operation of a particular application program, visiting each state in a 

traversal including carrying out none or more predefined state operations; 
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(g) a protocol/state identification mechanism coupled to the state 

patterns/operations memory and to the lookup engine, the protocol/state 

identification engine configured to determine the protocol and state of the 

conversational flow of the packet; and 

(h) a state processor coupled to the flow-entry database, the protocol/state 

identification engine, and to the state patterns/operations memory, the state 

processor, configured to carry out any state operations specified in the state 

patterns/operations memory for the protocol and state of the flow of the packet, 

the carrying out of the state operations furthering the process of identifying which 

application program is associated with the conversational flow-sequence of the packet, 

the state processor progressing through a series of states and state operations until there 

are no more state operations to perform for the accepted packet, in· which case the state 

processor updates the flow-entry, or until a final state is reached that indicates that no 

more analysis of the flow is required, in which case the result of the analysis is 

announced. 

2. A packet monitor according to claim 1, wherein the flow-entry includes the state of 

the flow, such that the protocol/state identification mechanism determines the state of the 

packet from the flow-entry in the case that the lookup engine finds a flow-entry for the 

flow of the accepted packet. 

3. A packet monitor according to claim 1, wherein the parser subsystem includes a 

mechanism for building a hash from the selected portions, and wherein the hash is used 

by the lookup engine to search the flow-entry database, the hash designed to spread the 

flow-entries across the flow-entry database. 

4. A packet monitor according to claim 1, further comprising: 

a compiler processor coupled to the parsing/extraction operations memory, the 

compiler processor configured to run a compilation process that includes: 

receiving commands in a high-level protocol description language that describe the 

protocols that may be used in packets encountered by the monitor, and 
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translating the protocol description language commands into a plurality of 

parsing/extraction operations that are initialized into the parsing/extraction operations 

memory. 

5. A packet monitor according to claim 4, wherein the protocol description language 

commands also describe a correspondence between a set of one or more application 

programs and the state transition patterns/operations that occur as a result of particular 

conversational flow-sequences associated with an application program, wherein the 

compiler processor is also coupled to the state patterns/operations memory, and wherein 

the compilation process further includes translating the protocol description language 

commands into a plurality of state patterns and state operations that are initialized into the 

state patterns/operations memory. 

6. A packet monitor according to claim 1, further comprising: 

a cache memory coupled to and between the lookup engine and the flow-entry 

database providing for fast access of a set of likely-to-be-accessed flow-entries from the 

flow-entry database. 

7. A packet monitor according to claim 6, wherein the cache functions as a fully 

associative, least-recently-used cache memory. 

8. A packet monitor according to claim 7, wherein the cache functions as a fully 

associative, least-recently-used cache memory and includes content addressable 

memories configured as a stack. 

9. A packet monitor according to claim 1, wherein one or more statistical measures 

about a flow are stored in each flow-entry, the packet monitor further comprising: 

a calculator for updating the statistical measures in a flow-entry of the accepted 

packet. 

10. A packet monitor according to claim 9, wherein, when the application program of a 

flow is determined, one or more network usage metrics related to said application and 

determined from the statistical measures are presented to a user for network performance 

monitoring. 
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11. A method of examining packets passing through a connection point on a computer 

network, each packets conforming to one or more protocols, the method comprising: 

(a) receiving a packet from a packet acquisition device; 

(b) performing one or more parsing/extraction operations on the packet to create a 

parser record comprising a function of selected portions of the packet; 

(c) looking up a flow-entry database comprising none or more flow-entries for 

previously encountered conversational flows, the looking up using at least some of 

the selected packet portions and determining if the packet is of an existing flow; 

( d) if the packet is of an existing flow, classifying the packet as belonging to the 

found existing flow; and 

( e) if the packet is of a new flow, storing a new flow-entry for the new flow in the flow

entry database, including identifying information for future packets to be identified 

with the new flow-entry, 

wherein the parsing/extraction operations depend on one or more of the protocols to 

which the packet conforms. 

12. A method according to claim 11, wherein each packet passing through the connection 

point is examined in real time. 

13. A method according to claim 11, wherein classifying the packet as belonging to the 

found existing flow includes updating the flow-entry of the existing flow. 

14. A method according to claim 13, wherein updating includes storing one or more 

statistical measures stored in the flow-entry of the existing flow. 

15. A method according to claim 14, wherein the one or more statistical measures include 

measures selected from the set consisting of the total packet count for the flow, the time, 

and a differential time from the last entered time to the present time. 

16. A method according to claim 11, wherein the function of the selected portions of the 

packet forms a signature that includes the selected packet portions and that can identify 

future packers, wherein the lookup operation uses the signature and wherein the 

APPT-001-1-1 

EX 1022 Page 64



58 

identifying information stored in the new or updated flow-entry is a signature for 

identifying future packets. 

17. A method according to claim 11, wherein at least one of the protocols of the packet 

uses source and destination addresses, and wherein the selected portions of the packet 

include the source and destination addresses. 

18. A method according to claim 17, wherein the function of the selected portions for 

packets of the same flow is consistent independent of the direction of the packets. 

19. A method according to claim 18, wherein the source and destination addresses are 

placed in an order determined by the order of numerical values of the addresses in the 

function of selected portions. 

20. A method according to claim 19, wherein the numerically lower address is placed 

before the numerically higher address in the function of selected portions. 

21. A method according to claim 11, wherein the looking up of the flow-entry database 

uses a hash of the selected packet portions. 

22. A method according to claim 11, wherein the parsing/extraction operations are 

according to a database of parsing/extraction operations that includes information 

describing how to determine a set of one or more protocol dependent extraction 

operations from data in the packet that indicate a protocol used in the packet. 

23. A method according to claim 11, wherein step (d) includes if the packet is of an 

existing flow, obtaining the last encountered state of the flow and performing any state 

operations specified for the state of the flow starting from the last encountered state of the 

flow; and wherein step (e) includes if the packet is of a new flow, performing any state 

operations required for the initial state of the new flow. 

24. A method according to claim 23, wherein the state processing of each received packet 

of a flow furthers the identifying of the application program of the flow. 
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25. A method according to claim 23, wherein the state operations include updating the 

flow-entry, including storing identifying information for future packets to be identified 

with the flow-entry. 

26. A method according to claim 25, wherein the state processing of each received packet 

of a flow furthers the identifying of the application program of the flow. 

27. A method according to claim 23, wherein the state operations include searching the 

parser record for the existence of one or more reference strings. 

28. A method according to claim 23, wherein the state operations are carried out by a 

programmable state processor according to a database of protocol dependent state 

operations. 

29. A packet monitor for examining packets passing through a connection point on a 

computer network, each packets conforming to one or more protocols, the monitor 

comprising: 

(a) a packet acquisition device coupled to the connection point and configured to receive 

packets passing through the connection point; 

(b) an input buffer memory coupled to and configured to accept a packet from the 

packet acquisition device; 

(c) a parser subsystem coupled to the input buffer memory and including a slicer, the 

parsing subsystem configured to extract selected portions of the accepted packet and 

to output a parser record containing the selected portions; 

(d) a memory for storing a database comprising none or more flow-entries for 

previously encountered conversational flows, each flow-entry identified by 

identifying information stored in the flow-entry; 

(e) a lookup engine coupled to the output of the parser subsystem and to the flow-entry 

memory and configured to lookup whether the particular packet whose parser record 

is output by the parser subsystem has a matching flow-entry, the looking up using at 
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least some of the selected packet portions and determining if the packet is of an 

existing flow; and 

(f) a flow insertion engine coupled to the flow-entry memory and to the lookup engine 

and configured to create a flow-entry in the flow-entry database, the flow-entry 

including identifying information for future packets to be identified with the new 

flow-entry, 

the lookup engine configured such that if the packet is of an existing flow, the monitor 

classifies the packet as belonging to the found existing flow; and if the packet is of a new 

flow, the flow insertion engine stores a new flow-entry for the new flow in the flow-entry 

database, including identifying information for future packets to be identified with the 

new flow-entry, 

wherein the operation of the parser subsystem depends on one or more of the protocols to 

which the packet conforms. 

30. A monitor according to claim 29, wherein each packet passing through the connection 

point is accepted by the packet buffer memory and examined by the monitor in real time. 

31. A monitor according to claim 29, wherein the lookup engine updates the flow-entry of 

an existing flow in the case that the lookup is successful. 

32. A monitor according to claim 29, further including a mechanism for building a hash 

from the selected portions, wherein the hash is included in the input for a particular 

packet to the lookup engine, and wherein the hash is used by the lookup engine to search 

the flow-entry database. 

33. A monitor according to claim 29, further including a memory containing a database of 

parsing/extraction operations, the parsing/extraction database memory coupled to the 

parser subsystem, wherein the parsing/extraction operations are according to one or more 

parsing/extraction operations looked up from the parsing/extraction database. 

34. A monitor according to claim 33, wherein the database of parsing/extraction 

operations includes information describing how to determine a set of one or more 
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protocol dependent extraction operations from data in the packet that indicate a protocol 

used in the packet. 

35. A monitor according to claim 29, further including a flow-key-buffer (UFKB) 

coupled to the output of the parser subsystem and to the lookup engine and to the flow 

insertion engine, wherein the output of the parser monitor is coupled to the lookup engine 

via the UFKB, and wherein the flow insertion engine is coupled to the lookup engine via 

the UFKB. 

36. A method according to claim 29, further including a state processor coupled to the 

lookup engine and to the flow-entry-database memory, and configured to perform any 

state operations specified for the state of the flow starting from the last encountered state 

of the flow in the case that the packet is from an existing flow, and to perform any state 

operations required for the initial state of the new flow in the case that the packet is from 

an existing flow. 

37. A method according to claim 29, wherein the set of possible state operations that the 

state processor is configured to perform includes searching for one or more patterns in the 

packet portions. 

38. A monitor according to claim 36, wherein the state processor is programmable, the 

monitor further including a state patterns/operations memory coupled to the state 

processor, the state operations memory configured to store a database of protocol 

dependent state patterns/operations. 

39. A monitor according to claim 35, further including a state processor coupled to the 

UFKB and to the flow-entry-database memory, and configured to perform any state 

operations specified for the state of the flow starting from the last encountered state of the 

flow in the case that the packet is from an existing flow, and to perform any state 

operations required for the initial state of the new flow in the case that the packet is from 

an existing flow. 

40. A monitor according to claim 36, wherein the state operations include updating the 

flow-entry, including identifying information for future packets to be identified with the 

flow-entry. 
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41. A packet monitor according to claim 29, further comprising: 

a compiler processor coupled to the parsing/extraction operations memory, the 

compiler processor configured to run a compilation process that includes: 

receiving commands in a high-level protocol description language that 

describe the protocols that may be used in packets encountered by the 

monitor and any children protocols thereof, and 

translating the protocol description language commands into a plurality of 

parsing/extraction operations that are initialized into the parsing/extraction 

operations memory. 

42. A packet monitor according to claim 38, further comprising: 

a compiler processor coupled to the parsing/extraction operations memory, the 

compiler processor configured to run a compilation process that includes: 

receiving commands in a high-level protocol description language that 

describe a correspondence between a set of one or more application programs 

and the state transition patterns/operations that occur as a result of particular 

conversational flow-sequences associated with an application programs, and 

translating the protocol description language commands into a plurality of 

state patterns and state operations that are initialized into the state 

patterns/operations memory. 

43. A packet monitor according to claim 29, further comprising: 

a cache subsystem coupled to and between the lookup engine and the flow-entry 

database memory providing for fast access of a set of likely-to-be-accessed flow-entries 

from the flow-entry database. 

44. A packet monitor according to claim 43, wherein the cache subsystem is an 

associative cache subsystem including one or more content addressable memory cells 

(CAMs). 
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45. A packet monitor according to claim 44, wherein the cache subsystem is also a least-

recently-used cache memory such that a cache miss updates the least recently used cache 

entry. 

46. A packet monitor according to claim 29, wherein each flow-entry stores one or more 

statistical measures about the flow, the monitor further comprising 

a calculator for updating at least one of the statistical measures in the flow-entry of 

the accepted packet. 

47. A packet monitor according to claim 46, wherein the one or more statistical measures 

include measures selected from the set consisting of the total packet count for the flow, 

the time, and a differential time from the last entered time to the present time. 

48. A packet monitor according to claim 46, further including a statistical processor 

configured to determine one or more network usage metrics related to the flow from one 

or more of the statistical measures in a flow-entry. 

49. A monitor according to claim 29, wherein: 

flow-entry-database is organized into a plurality of bins that each contain N-number 

of flow-entries, and wherein said bins are accessed via a hash data value created by a 

parser subsystem based on the selected packet portions, wherein N is one or more. 

50. A monitor according to claim 49, wherein the hash data value is used to spread a 

plurality of flow-entries across the flow-entry-database and allows fast lookup of a flow

entry and shallower buckets. 

51. A monitor according to claim 36, wherein the state processor analyzes both new and 

existing flows in order to classify them by application and proceeds from state-to-state 

based on a set of predefined rules. 

52. A monitor according to claim 29, wherein the lookup engine begins processing as 

soon as a parser record arrives from the parser subsystem. 
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53. A monitor according to claim 36, wherein the lookup engine provides for flow state 

entry checking to see if a flow key should be sent to the state processor, and that outputs a 

protocol identifier for the flow. 

54. A method of examining packets passing through a connection point on a computer 

network, the method comprising: 

(a) receiving a packet from a packet acquisition device; 

(b) performing one or more parsing/extraction operations on the packet according to a 

database of parsing/extraction operations to create a parser record comprising a 

function of selected portions of the packet, the database of parsing/extraction 

operations including information on how to determine a set of one or more protocol 

dependent extraction operations from data in the packet that indicate a protocol is 

used in the packet; 

(c) looking up a flow-entry database comprising none or more flow-entries for 

previously encountered conversational flows, the looking up using at least some of 

the selected packet portions, and determining if the packet is of an existing flow; 

( d) if the packet is of an existing flow, obtaining the last encountered state of the flow 

and performing any state operations specified for the state of the flow starting from 

the last encountered state of the flow; and 

(e) if the packet is of a new flow, performing any analysis required for the initial state of 

the new flow and storing a new flow-entry for the new flow in the flow-entry 

database, including identifying information for future packets to be identified with 

the new flow-entry. 

55. A method according to claim 54, wherein one of the state operations specified for at 

least one of the states includes updating the flow-entry, including identifying information 

for future packets to be identified with the flow-entry. 

56. A method according to claim 54, wherein one of the state operations specified for at 

least one of the states includes searching the contents of the packet for at least one 

reference string. 
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57. A method according to claim 55, wherein one of the state operations specified for at 

least one of the states includes creating a new flow-entry for future packets to be 

identified with the flow, the new flow-entry including identifying information for future 

packets to be identified with the flow-entry. 

58. A method according to claim 54, further comprising forming a signature from the 

selected packet portions, wherein the lookup operation uses the signature and wherein the 

identifying information stored in the new or updated flow-entry is a signature for 

identifying future packets. 

59. A method according to claim 54, wherein the state operations are according to a 

database of protocol dependent state operations. 
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ABSTRACT 

A monitor for and a method of examining packets passing through a connection point on 

a computer network. Each packets conforms to one or more protocols. The method 

includes receiving a packet from a packet acquisition device and performing one or more 

parsing/extraction operations on the packet to create a parser record comprising a function 

of selected portions of the packet. The parsing/extraction operations depend on one or 

more of the protocols to which the packet conforms. The method further includes looking 

up a flow-entry database containing flow-entries for previously encountered 

conversational flows. The lookup uses the selected packet portions and determining if the 

packet is of an existing flow. If the packet is of an existing flow, the method classifies the 

packet as belonging to the found existing flow, and if the packet is of a new flow, the 

method stores a new flow-entry for the new flow in the flow-entry database, including 

identifying information for future packets to be identified with the new flow-entry. For 

the packet of an existing flow, the method updates the flow-entry of the existing flow. 

Such updating may include storing one or more statistical measures. Any stage of a flow, 

state is maintained, and the method performs any state processing for an identified state to 

further the process of identifying the flow. The method thus examines each and every 

packet passing through the connection point in real time until the application program 

associated with the conversational flow is determined. 
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PA TENT APPLICATION 
DECLARATION AND POWER OF ATTORNEY ATTORNEY DOCKET NO. APPT-001-1 
FOR PATENT APPLICATION . 

As a below named inventor, I hereby declare that: 

My residence/post office address and citizenship are as stated below next to my name; 

I believe I am the original, first and sole inventor (if only one name is listed below) or an original, first and joint inventor (if plural names arc 
listed below) of the subject matter which is claimed and for which a patent is sought on the invention entitled: 

METHOD AND APPARATUS FOR MONITORING TRAFFIC IN A NETWORK 

the specification of which is attached hereto unless the following box is checked: 
(X) was filed on June 30. 2000 as US Application Serial No. 09/608237 or PCT International Application Number __ and 

was amended on ____ (if applicable). 

I hereby state that I have reviewed and understood the contents of the above-identified specification, including the claims, as amended by any 
amendment(s) referred to above. I acknowledge the duty to disclose all information which is material to patentability as defined in 37 CFR 1.56. 

Foreign Application(s) and/or Claim of Foreign Priority 

I hereby claim foreign priority benefits under Title 35, United States Code Section I I 9 of any foreign application(s) for patent or inventor(s) 
certificate listed below and have also identified below any foreign application for patent or inventor(s) certificate having a filing date before that of 
the application on which priority is claimed: 

COUNTRY APPLICATION NUMBER DATE FILED PRIORITY CLAIMED UNDER 35 

YES: NO: 

YES: NO: 

Provisional Application 

I hereby claim the benefit under Title 35, United States Code Section I I 9(e) of any United States provisional application(s} listed below: 

APPLICATION SERIAL NUMBER FILING DATE 
60/141,903 June 30, 1999 . 

U.S. Priority Claim 

I hereby claim the benefit under Title 35, United States Code, Section 120 of any United States application(s) listed below "nd, insofar as the 
subject matter of each of the claims of this application is not disclosed in the prior United States application in the manner provided by the first 
paragraph of Title 35, United States Code Section 112, I acknowledge the duty to disclose material infom1ation as defined in Title 37, Code of 
Federal Regulations, Section l.56(a} which occurred between the filing date of the prior application and the national or PCT international filing 
date of this application: 

APPLICATION SERIAL NUMBER FILING DATE ST ATUS(patented/pending/abandoned) 

POWER OF ATTORNEY: 

As a named inventor, I hereby appoint the following attomey(s) and/or agent(s) listed below to prosecute this application and transact all business 
in the Patent and Trademark Office connected therewith: 

Send Correspondence to: 
Dov Rosenfeld 
5507 College Avenue, Suite 2 
Oakland. CA 94618 

Dov Rosenfeld, Reg. No. 38,687 

Direct Telephone Calls To: 
Dov Rosenfeld, Reg. No. 38,687 
Tel: (510) 547-3378 

I hereby declare that all statements made herein of my own knowledge are true and that all statements made on information and belief are believed 
to be true; and further that these statements were made with the knowledge that willful false statements and the like so made are punishable by 
fine or imprisonment, or both, under Section I 00 I of Title I 8 of the United States Code and that such willful false statements may jeopardize the 
validity of the application or any patent issued thereon. 

Name of First lm·cntor: Russell S. Dietz Citizenship: USA 

Residence: 6146 Ostenberg Drive, San Jose, CA 95120-2736 
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  xe. PATENT APPLICATION \x- -

DECLARATION AND POWER OF ATTORNEY ‘ ' ' ' ' ' ‘ ATTORNEY DOCKET NO. APPT-OOl-I
FOR PATENT APPLICATION - ‘ 
 

As a below named inventor, I hereby declare that:

My residence/post office address and citizenship are as stated below next to my name;

I believe I am the original, first and sole inventor (if only one name is listed below) or an originalnfirst and joint inventor (if plural names are
listed below) of the subject matter which is claimed and for which a patent is sought on the invention entitled:
METHOD AND APPARATUS FOR MONITORING TRAFFIC IN A NETWORK

the specification of which is attached hereto unless the following box is checked:
(X) was filed on June 30 2000 as US Application Serial No. 09/608237 or PCT International Application Number and

was amended on (if applicable).

I hereby state that I have reviewed and understood the contents of the above-identified specification, including the claims, as amended by arty
amendment(s) referred to above. I acknowledge the duty to disclose all information which is material to patentability as defined in 37 CFR 1.56.

 

Foreign Application(s) and/or Claim of Foreign Priority

I hereby claim foreign priority benefits under Title 35, United States Code Section 119 of any foreign application(s) for patent or inventor(s)
certificate listed below and have also identified below any foreign application for patent or inventor(s) certificate havtng a filing date before that of
the application on which priority is claimed:

COUNTRY APPLICATION NUMBER DATE FILED PRIORITY CLAIMED UNDER 35

YES: _ NO: _

YES: _ NO:

   
  
Provisional Application

I hereby claim the benefit under Title 35, United States Code Section l]9(c) of any United States provisional application(s) listed below:

APPLICATION SERIAL NUMBER FILING DATE

60/141,903 June 30, I999 .

US. Priority Claim

I hereby claim the benefit under Title 35, United States Code, Section 120 of any United States applicationts) listed below and, insofar as the
subject matter of each ofthe claims ofthis application is not disclosed in the prior United States application in the manner provided by the first
paragraph ofTitIc 35, United States Code Section ”2, I acknowledge the duty to disclose material infomiation as defined in Title 37, Code of
Federal Regulations, Section l.56(a) which occurred between the filing date of the prior application and the national or PCT international filing
date ofthis application:

 

   
   

 

APPLICATION SERIAL NUMBER FILING DATE

 
POWER OF ATTORNEY:

As a named inventor, I hereby appoint the following attomcy(s) and/or agent(s) listed below to prosecute this application and transact all businessIn the Patent and Trademark Office connected therewith:

Dov Roscnfcld, Reg. No. 38,687

Send Correspondence to: Direct Telephone Calls To:
Dov Rosenfeld Dov Rosenfeld, Reg. No. 38,687
5507 College Avenue, Suite 2 Tel: (510) 547-3378
Oakland, CA 94618

I hereby declare that all statements made herein of my own knowledge are true and that all statements made on information and belief are believed
to be true; and further that these statements were made with the knowledge that willful false statements and the like so made are punishable by
fine or imprisonment, or both, under Section 100] ofTitle 18 ofthe United States Code and that such willful false statements mayjeopardizc the
validity ofthe application or any patent issued thereon.

 

Name of First Inventor: Russell S. Dietz Citizenship: USA

Residence: 6146 Ostcnberg Drivel San Jose, CA 95120-2736

fl £0
Date 
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Declaration and Power of Attorney (Continued) 
Case No; «Case CaseNumbern 
Page 2 i'lllT-6i!;/- / 

ADDITIONAL INVENTOR SIGNATURES: 

Name of Second Inventor: Joseph R. Maixner 

Residence: 121 Driftwood Court, Aptos, CA 95003 

Post Office Address: Same 

Inventor's Signature 

Name of Third Inventor: Andrew A. Koppenha,·er 

Residence: I 0400 Kenmore Drive, Fairfax, VA 22030 

Post Office Address: Same 

Citizenship: Jlfu1 

Date 

Citizenship: USA 

lm•entor's Signature Date 

Name of Fourth Inventor: William H. Bares Citizenship: USA 

Residence: 9005 Glenalden Drive, Germantown. TN 38139 

Post Office Address: Same 

Inventor's Signature Date 

Name of Fifth Inventor: Haig A. Sarkissian Citizenship: USA 

Residence: 8701 Mountain Top, San Antonio, Texas 78255 

Post Office Address: Same 

Inventor's Signature Date 

Name of Sixth Inventor: .James F. Torgerson Citizenship: USA 

Residence: 227 157th Ave., NW, Andover, MN 55304 

Post Office Address: Same 

Inventor's Signature Date 
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PATENT APPLICATION 
DECLARATION AND POWER OF A\,.,..ORNEY k-... --<>RNEY DOCKET NO. 'APPT-001-t 
FOR PATENT APPLICATION. . . . ,. ... _ ~:~ . .:: '. :. ~J-. • .. ~--:·_·~--: - -· ... t ~~: '·. 

As a below named inventor, I hereby declare that: 

My residence/post office address and citizenship are as stated below next to my name; 

I believe I am the original, first and sole inventor (if only one name is listed below) or an original, first and joint inventor (if plural names are 
listed below) of the subject matter which is claimed and for which a patent is sought on the invention entitled: 

METHOD AND APPARATUS FOR MONITORING TRAFFIC IN A NETWORK 

the specification of which is attached hereto unless the following box is checked: 
(X) was filed on June 30. 2000 as US Application Serial No. 09/608237 or PCT International Application Number __ and 

was amended on ____ (if applicable). 

I hereby state that I have reviewed and understood the contents of the above-identified specification, including the claims, as amended by any 
amendment(s) referred to above. I acknowledge the duty to disclose all information which is material to patentability as defined in 37 CFR 1.56. 

Foreign Application(s) and/or Claim of Foreign Priority 

I hereby claim foreign priority benefits under Title 35, United States Code Section 119 of any foreign application(s) for patent or inventor(s) 
certificate listed below and have also identified below any foreign application for patent or inventor(s) certificate having a filing date before that of 
the application on which priority is claimed: 

COUNTRY APPLICATION NUMBER DATE FILED PRIORITY CLAIMED UNDER 35 

YES: NO: 

YES: NO: 

Pro\·isional Application 

I hereby claim the benefit under Title 35, United States Code Section I I 9(e) of any United States provisional application(s) listed below: 

APPLICATION SERIAL NUMBER FILl};G DATE 
60/141.903 June 30, 1999 

U.S. Priority Claim 

I hereby claim the benefit under Title 35, United States Code, Section 120 of any United States application(s) listed beto\v and, insofar as the 
subject matter of each of the claims of this application is not disclosed in the prior United States application in the manner provided by the first 
paragraph of Title 35, United States Code Section 112, I acknowledge the duty to disclose material information as defined in Title 37, Code of 
Federal Regulations. Section I .56(a) which occurred between the filing date of the prior application and the national or PCT international filing 
date of this application: 

APPLICATION SERL-\L NUMBER FILING DATE STA TUS(oatented/pendim?/abandoned) 

POWER OF ATTORNEY: 

As a named inventor. I hereby appoint the following attorney(s) and/or agent(s) listed below to prosecute this application and transact all business 
in the Patent and Trademark Office connected therewith: 

Send Correspondence to: 
Dov Rosenfeld 
5507 College A venue, Suite 2 
Oakland, CA 94618 

Do,· Rosenfeld, Reg. No. 38,687 

Direct Telephone Calls To: 
Dov Rosenfeld, Reg. No. 38,687 
Tel: (5 I 0) 547-33 78 

I hereby declare that all statements made herein of my own knowledge are true and that all statements made on information and belief are believed 
to be true; and further that these statements were made with the knowledge that willful false statements and the like so made are punishable by 
fine or imprisonment, or both, under Section 1001 of Title 18 of the United States Code and that such willful false statements may jeopardize the 
validity of the application or any patent issued thereon. 

Name of First Inventor: Russell S. Dietz Citizenship: USA 

Residence: 6146 Ostenberg Drive. San Jose. CA 95120-2736 

Post Office Address: ~ 

First Inventor's Signature Date 
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Declaration and Power of Attome) _ _.,.ontinued) 
Case No; «Case CaseNumber» 
Page 2 lfffl-~t-1 

ADDITIONAL INVENTOR SIGNATURES: 

Name of Second Inventor: Joseph R. Maixner 

Residence: 121 Driftwood Court, Aptos, CA 95003 

Post Office Address: Same 

~ff;z/7 
Name of Third Inventor: Andrew A. Koppenha,·er 

Residence: J0400 Kenmore Drive, Fairfax,\' A 22030 

Post Office Address: Same 

Citizenship: USA 

Date 

Citizenship: USA 

ln\'entor's Signature Date 

Name of Fourth ln\'entor: William H. Bares Citizenship: USA 

Residence: 9005 Glenalden Drive, Germantown, TN 38139 

Post Office Address: Same 

Inventor's Signature Date 

Name of Fifth Inventor: Haig A. Sarkissian Citizenship: USA 

Residence: 8701 Mountain Top, San Antonio, Texas 78255 

Post Office Address: Same 

ln\'entor's Signature Date 

Name of Sixth Inventor: James F. Torgerson Citizenship: JlM 

Residence: 227 157th Ave., NW. Andover, MN 55304 

Post Office Address: Same 

Inventor's Signature Date 

................ 
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Declaration and Power of Attome)¥_,,ontinued)
Case No; «Case CaseNumber»

Page 2 ’f "”/4

ADDITIONAL INVENTOR SIGNATURES:

Name of Second Inventor: Joseph R. Maixner

Residence: 121 Driftwood Court, Agtos, CA 95003

Post Office Address: Same

 
  nventor’s Sign

Name ofThird Inventor: Andrew A. Koggenhaver

Residence: 10400 Kenmore Drive, Fairfax, VA 22030

Post Office Address: Same

Inventor‘s Signature

Name of Fourth Inventor: William H. Bares

Residence: 9005 Glenalden Drive, Germantown, TN 38139

Post Office Address: Same

Inventor’s Signature

Name of Fifth Inventor: Haig A. Sarkissian

Residence: 8701 Mountain Top, San Antonio, Texas 78255

Post Office Address: Same

Inventor’s Signature

Name of Sixth Inventor: James F. Torgerson

Residence: 227 157th Ave., NW, Andover, MN 55304

Post Office Address: Same

Inventor’s Signature

Citizenship: USA

IO/fl/JOOO
Date

Citizenship: U_SA

Date

Citizenship: fl

Date

Citizenship: USA

Date

Citizenship: USA

Date

‘1"
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. ....__.,. PATENT APPLICATION 
DECLARATION AND POWER OF ATl"ORNEY 
FOR PATENT APPLICATION · 

· ATl"O~YDOCKETNO. APPT--001-1 

As a below named inventor, I hereby declare that: 

My residence/post office address and citizenship are as stated below next to my name; 

I believe I am the original, first and sole inventor (if only one name is listed below) or an original, first and joint inventor (if plural names are 
listed below) of the subject matter which is claimed and for which a patent is sought on the invention entitled: 

METHOD AND APPARATUS FOR MONITORING TRAFFIC IN A NE1WORK 

the specification of which is attached hereto unless the following box is checked: 
(X) was filed on June 30. 2000 as US Application Serial No. 09/608237 or PCT International Application Number __ and 

was amended on ___ (if applicable). 

I hereby state that I have reviewed and understood the contents of the above-identified specification, including the claims, as amended by any 
amendment(s) referred to above. I acknowledge the duty to disclose all information which is material to patentability as defined in 37 CFR 1.56. 

Foreign Application(s) and/or Claim of Foreign Priority 

l hereby claim foreign priority benefits under Title 35, United States Code Section I 19 of any foreign application(s) for patent or inventor(s) 
certificate listed below and have also identified below any foreign application for patent or inventor(s) certificate having a filing date before that of 
the application on which priority is claimed: 

COUNTRY APPLICATION NUMBER DATE FILED PRIORITY CLAIMED UNDER 35 

YES: NO: 

YES: NO: 

Provisional Application 
I hereby claim the benefit under Title 35. United States Code Section 119(e) of any United States provisional application(s) listed below: 

APPLICATION SERIAL NUMBER FILING DATE 
60/141,903 June 30, 1999 

U.S. Priority Claim 
I hereby claim the benefit under Title 35, United States Code, Section 120 of any United States application(s) listed below and, insofar as the 
subject matter of each of the claims of this application is not disclosed in the prior United States application in the manner provided by the first 
paragraph of Title 35, United States Code Section 112, I acknowledge the duty to disclose material infonnation as defined iq Title 37, Code of 
Federal Regulations, Section l .56(a) which occurred between the filing date of the prior application and the national or PCT international filing 
date of this application: 

APPLICATION SERIAL NUMBER FILING DA TE · STA TUSfoatented/oendimt/abandoned) 

POWER OF ATTORNEY: 
As a named inventor, I hereby appoint the following attomey(s) and/or agent(s) listed below to prosecute this application and transact all business 
in the Patent and Trademark Office connected therewith: 

Send Correspondence to: 
Dov Rosenfeld 
5507 College Avenue, Suite 2 
Oakland. CA 94618 

Dov Rosenfeld, Reg. No. 38,687 

Direct Telephone Calls To: 
Dov Rosenfeld, Reg. No. 38,687 
Tel: (510) 547-3378 

I hereby declare that all statements made herein of my own knowledge are true and that all statements made on information and belief are believed 
to be true; and further that these statements were made with the knowledge that willful false statements and the like so made are punishable by 
fine or imprisonment, or both, under Section I 00 I of Title 18 of the United States Code and that such willful false statements may jeopardize the 
validity of the application or any patent issued thereon. 

Name of First Inventor: Russell S. Dietz 

Residence: 6J46 Ostenberg Drive, San Jose, CA 95120-2736 

Post Office Address: Same 

First Inventor's Signature 

Cltb.enship: USA 

Date 
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Declaration and Power of Attorne}'•-,--ontinued) 
Case No; «Case CaseNumber» 
Page 2 l¼'f PT-0t) t -I 

ADDITIONAL INVENTOR SIGNATURES: 

Name of Second Inventor: Joseph R. Maixner 

Residence: 121 Driftwood Court, Aptos. CA 95003 

Post Office Address: Same 

Inventor's Signature 

Name of Third Inventor: Andrew A. Koppenhaver 

Residence: 9325 W. Hinsdale Place. Littleton, CO 80128 

Inventor's Signature 

Name of Fourth Inventor: William H. Bares 

Residence: 9005 Glenalden Drive, Germantown, TN 38139 

Post Office Address: Same 

Citizenship: JIM 

Date 

Citizenship: .l!Sd 

Date I I 

Citizenship: USA 

Inventor's Signature Date 

Name of Fifth Inventor: Haig A. Sarkissian Cldunship: USA 

Residence: 8701 Mountain Top, San Antonio, Texas 78255 

Post Office Address: Same 

Inventor's Signature Date 

Name of Sixth Inventor: James F. Torgerson Cidunship: USA 

Residence: 227 157th Ave., NW, Andover, MN 55304 

Post Office Address: Same 

Inventor's Signature Date 
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Declaration and Power of Attorney-.reentinued) V-
Case No; «Case CaseNumber»

ADDITIONAL INVENTOR SIGNATURES:

Name of Second Inventor: Joseph R. Maixner Citizenship: USA

Residence: 12] Driftwood Court, Aptog, CA 95003

Post Office Address: §ame

inventor's Signature Date

Name of Third Inventor: Andrew A. Koppenhgver Citizenship: USA

Residence: 9325 W. Hinsdale Place Littleton CO 80128

PostOfficeAddress: S. e

A“ % Zia IOZIOZaoQQ
Dateinventor’s Signature

 

Name of Fourth Inventor: William H. Bares Citizenship: USA

Residence: 90 5 Glenalden Drive ermantown TN 38139 

Post Office Address: Same

Inventor’s Signature Date

Name of Fifth Inventor: Haig A. Sarkissian Citizenship: USA

Residence: 8701 Mountain Top, San Antonio, Texas 78255

Post Office Address: Same

Inventor’s Signature Date

Name of Sixth Inventor: James F. Torgerson Citizenship: USA

Residence: 227 157th Ave, NW, Andover, MN 55304

Post Office Address: Same

lnventor‘s Signature Date
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PATENT APPLICATION 
DECLARATION AND POWER OF ATI NEY ATT "NEYDOCKETNO. APPT-001-1 
FOR PATENT APPLICATION •, _ _.,, 

As a below named inventor, I hereby declare that: 

My residence/post office address and citizenship are as stated below next to my name; 

I believe I am the original, first and sole inventor (if only one name is listed below) or an original, first and joint inventor (if plural names are 
listed below) of the subject matter which is claimed and for which a patent is sought on the invention entitled: 

~1HOD AND APPARATUS FOR MONITOR.ING TRAFFIC IN A NE1WORK 

the specification of which is attached hereto unless the following box is checked: 
(X) was filed on Jwie 30, 2000 as US Application Serial No. 09/608237 or PCT International Application Number __ and 

was amended on ___ (if applicable). 

I hereby state that I have reviewed and understood the contents of the above-identified specification, including the claims, as amended by any 
amendment(s) referred to above. I acknowledge the duty to disclose all information which is material to patentability as defined in 37 CFR 1.56. 

Foreign Application(s) and/or Claim of Foreign Priority 

I hereby claim foreign priority benefits wider Title 35, United States Code Section 119 of any foreign application(s) for patent or inventol(s) 
certificate listed below and have also identified below any foreign application for patent or inventor(s) certificate having a filing date before that of 
the application on which priority is claimed: 

COUNTRY APPLICATION NUMBER DA'IEFILED PRIORITY CLAIMED UNDER 3S 

YES: NO: 

YES: NO: 

Provisional Application 

I hereby claim the benefit under Title 35, United States Code Section l 19(e) of any United States provisional application(s) listed below: 

APPLICATION SERIAL NUMBER FILING DATE 
60/141,903 June 30, 1999 

U.S. Priority Claim 
I hereby claim the benefit W1der Title 35, United States Code, Section 120 of any United States application(s) listed below and, insofar as the 
subject matter of each of the claims of this application is not disclosed in the prior United States application m the manner provided by the first 
paragraph ofTitle 35, United States Code Section 112, I acknowledge the duty to disclose material information as defin&l in Title 37, Code of 
Federal Regulations, Section 1.56(a) which occwred between the filing date of the prior application and the national or PCT international filing 
date of this application: 

APPLICATION SERIAL NUMBER FILING DATE STA TUS(oatented/nending/abandoned) 

POWER OF ATTORNEY: 
As a named inventor, I hereby appoint the following attorney(s) and/or agent(s) listed below to prosecute this application and transact all business 
in the Patent and Trademark Office connected therewith: 

Dov Rosenfeld, Reg. No. 38;687 

Send Correspondence to: 
Dov Rosenfeld 
5S07 College Avenue, Suite 2 
Oakland, CA 946 I 8 

Direct Telephone Calls To: 
Dov Rosenfeld, Reg. No. 38,687 
Tel: (510) 547-3378 

I hereby declare that all statements made herein ofmy own knowledge are true and that all statements made on information and belief are believed 
to be true; and further that these statements were made with the knowledge that willful false statements and the like so made are punishable by 
fine or imprisonment, or both, under Section 1001 of Title 18 of the United States Code and that such willful false statements may jeopardize tl1e 
validity of the application or any patent issued thereon. 

Name of First Inventor: Russell S. Dietz Citizenship: USA 

Residence: 6146 Ostenberg Drive, San Jose, CA 95120-2736 

Post Office Address: Same 

First Inventor's Signature Date 
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Declaration and Power of Attorney (Continued) 
Care No; «Case CaseNumben> 
Page 2 1r,pr-u1-, 

ADDITIONAL INVENTOR SIGNATURES: 

Name of Second Inventor: Joseph R. Maixner 

Residence: 121 Driftwood Court, Aptos. CA 95003 

Post Office Address: Same 

Inventor's Signature 

Name of Third Inventor: Andrew A Koppenhaver 

Residence: 10400 Kenmore Drive. Fairfax, VA 22030 

Post Office Address: Same 

Inventor's Signature 

Name of Fourth Inventor: William R Bares 

Residence: 9005 Glenalden Drive, Germantown, TN 38139 

Post Office Address: Same 

Citizenship: USA 

Date 

Citizenship: USA 

Date 

Citizenship: USA 

~~~~~ /8/4,,/oo 
Inventor's Signature Date 

Name of Fifth Inventor: Haig A Sarkissian Citizenship: .!l§A 

Residence: 8701 Mountain Top, San Antonio, Texas 78255 

Post Office Address: Same 

Inventor's Signature Date 

Name of Sixth Inventor: James F. Torgerson Citizenship: .!l§A 

Residence: 227 157th Ave., NW, Andover, MN 55304 

Post Office Address: Same 

Inventor's Signature Date 

. ._. 
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PATENT APPLICATION 

•.:•.•~~~~~~~~~::::.:~::~=-~:.:::'::::·t:;:,,·:: ...•. •,···:•;;,:::.:~::::::~::.:::•::'.i'.;::::•·::.:::;:;::::::::::·::::::::::::·.•:::.::::;::~=~ ~~~:~• .. ~,:::. :~·•°=~:~::.~•·.:• .. ··· 
As a below named inventor, I hereby declare that: 

My residence/post office address and citizenship are as stated below next to my name; 

I believe I am the original, first and sole inventor (if only one name is listed below) or an original, first and joint inventor (if plural names are 
listed below) of the subject matter which is claimed and for which a patent is sought on the invention entitled: 

METHOD AND APPARATUS FOR MONITORING TRAFFIC IN A NETWORK 

the specification of which is attached hereto unless the following box is checked: 
(X) was filed on June 30, 2000 as US Application Serial No. 09/608237 or PCT International Application Number __ and 

was amended on ___ (if applicable). 

1 hereby state that I have reviewed and understood the contents of the above-identified specification, including the claims, as amended by any 
amendment(s) referred to above. I acknowledge the duty to disclose all information which is material to patentability as defined in 37 CFR 1.56. 

Foreign Appllcation(s) and/or Claim or Foreign Priority 

I hereby claim foreign priority benefits under Title 35, United States Code Section 119 of any foreign application(s) for patent or inventor(s) 
certificate listed below and have also identified below any foreign application for patent or inventor(s) certificate having a filing date before that of 
the application on which priority is claimed: 

COUNTRY APPLICATION NUMBER DATE FILED PRIORITY CLAIMED UNDER 35 

YES: NO: 

YES: NO: 

Provisional Application 

I hereby claim the benefit under Title 35, United States Code Section ! l 9(e) of any United States provisional application(s) listed below: 

APPLICATION SERIAL NUMBER FILING DATE 
60/141,903 June 30, 1999 

U.S. Priority Claim 

I hereby claim the benefit under Title 35, United States Code, Section 120 of any United States application(s) listed below ltnd, insofar as the 
subject matter of each of the claims of this application is not disclosed in the prior United States application in the manner provided by the first 
paragraph of Title 35, United States Code Section 112, I acknowledge the duty to disclose material infonnation as defined in Title 37, Code of 
Federal Regulations, Section l.56(a) which occurred between the filing date of the prior application and the national or PCT international filing 
date of this application: 

APPLICATION SERIAL NUMBER FILING DATE ST A TUS(oatented/nending/abandoned) 

POWER OF ATTORNEY: 

As a named inventor, I hereby appoint the following attomey(s) and/or agent(s) listed below to prosecute this application and transact all business 
in the Patent and Trademark Office connected therewith: 

Dov Rosenfeld, Reg. No. 38,687 

. Send Correspondence to:,·: .. :.. . . 
Dov•Roseiifeid :•:·· .;.:· .. /,• 
s501 eoueg~ Averi~e/suite i\ .• · · 
o.aklandJ::A 946 i 8 . :- ... 

I hereby declare that all statements made herein of my own knowledge are true and that all statements made on infonnation and belief are believed 
to be true; and further that these statements were made with the knowledge that willful false statements and the like so made are punishable by 
fine or imprisonment, or both, under Section 100 I of Title 18 of the United States Code and that such willful false statements may jeopardize the 
validity of the application or any patent issued thereon. 

Name of First Inventor: Russell S. Dietz Cithenshlp: USA 

Residence: 6146 Ostenberg Drive. San Jose, CA 95120-2736 

Post Office Address: Same 

First Inventor's Signature Date 
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As 3 below named inventor, I hereby declare that:

My residence/post office address and citizenship are as stated below next to my name;

I believe I am the original, first and sole inventor (ifonly one name is listed below) or an original, first and joint inventor (ifplural names are
listed below) of the subject matter which is claimed and for which a patent is sought on tlte invention entitled:
METHQD AND APPARAI Us FQR MQNITQENQ TRAFFIC IN A NETWQRK

the specification of which is attached hereto unless the following box is checked:
(X) was filed on June 30, 2000 as US Application Serial No. 09/608237 or PCI‘ International Application Number and

was amended on (if applicable).

I hereby state that I have reviewed and understood the contents of the above-1dent1fed specification, including the claims as amended by any
amendment(s) referred to above I acknowledge the duty to disclose all information whichts material to patengtability as definedin 37 Cl‘R 1.56
Foreign Application(s) and/or Claim of Foreign Priority

I hereby claim foreign priority benefits under Title 35 United States Code Section 119 of any foreign application(s) for patent or inventor(s)
certificate listed below and have also identified below any foreign application for patent or inventor(s) certificate having a filing date before that of
the application on which priority is claimed:

APPLICATION NUMBER DATE FILED PRIORITY CLAIMED UNDER 35

I hereby claim the benefit under Title 35, United States Code Section 119(e) ofany United States provisional application(s) listed below:

  

  
 
 

 
   

Provisional Application

APPLICATION SERIAL NUMBER FILING DATE

60/141,903 June3—0,1999 
US. Priority Claim

I hereby claim the benefit under Title 35, United States Code, Section 120 of any United States application(s) listed below And, insofar as the
subject matter of each of the claims of this application is not disclosed in the prior United States application in the manner provided by the firstparagraph of Title 35, United States Code Section 1121 acknowledge the duty to disclose material information as definedin Title 37, Code of
Federal Regulations Section 1. 56(a) which occurred between the filing date of the prior application and the national or PCT international filing
date of this application.

APPLICATION SERIAL NUMBER FILING DATE STATUS atented/ endin abandoned)

POWER OF ATTORNEY:

As a named inventor, I hereby a point the following attomey(s) and/or agent(s) listed below to prosecute this application and transact all businessin the Patent and Trademark 0 rec connected therewith:

Dov Rosenfeld, Reg. No. 38,687

 
 

 
  

. . Send Correspondence to
DovRosenfeld ' I 5597001168§M0fi® V' I -_ fr Ta (510 '473373
Oatd'axitti'CA-MMSHEW . . ,. :' :-

1 hereby declare that all statements made herein of my own knowledge are true and that all statements made on information and belief are believed
to be true; and further that these statements were made with the knowledge that willful false statements and the like so made are punishable by
fine or imprisonment or both under Section 1001 of Title 18 of the United States Code and that such willful false statements may jeopardize the
validity of the application or any patent issued thereon.

Name ofFirst Inventor: Russell S. Dietz Citizenship: USA

Residence: 6146 Ostcnberg Drive, San Jose, CA 95120-2136

Post Office Address: Same

  

First Inventor's Signature Date
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Declaration and Power of Attorney (Continued) 
Case No; «Case CaseNumber» 
Page 2 ,,.-p,..,-,,, {;()I-I 

ADDITIONAL INVENTOR SIGNATURES: 

Name of Second Inventor: Joseph R. Maixner 

Residence: 121 Driftwood Court, Aptos. CA 95003 

Post Office Address: Same 

Inventor's Signature 

Name of Third Inventor: Andrew A. Koppenhaver 

Residence: 10400 Kenmore Drive, Fairfax, VA 22030 

Post Office Address: Same 

Citizenship: USA 

Date 

Citizenship: .lJ&1 

Inventor's Signature Date 

Name of Fourth Inventor: William H. Bares Citizenship: USA 

Residence: 9005 Glenalden Drive, Germantown, TN 38139 

Post Office Address: Same 

Inventor's Signature Date 

Name of Fifth Inventor: Haig A. Sarkissian Citizenship: USA 

Residence: 8701 Mountain Top, San Antonio, Texas 78255 

Post Office Address: Same 

Ila r · . J °"' UtJA..:. 
Inventor' Date 1 

Name of Sixth Inventor: James F. Torgerson Citizenship: USA 

Residence: 227 157th Ave., NW, Andover, MN 55304 

Post Office Address: Same 

Inventor's Signature Date 
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Declaration and Power of Attorney (Continued)
Case No; «Case CaseNumber»

Page2 NWT-«90V!

ADDITIONAL INVENTOR SIGNATURES:

Name of Second Inventor: Josegh R. Maixngl Citizenship: USA

Residence: 12] Driftwood Court, Aging, CA 95003

Post Oifice Address: Same

Inventor’s Signature — Date

Name of Third Inventor: Andrew A. Kongenhaver Citizenship: USA

Residence: 10400 Kenmore Drive, Fairfax, VA 22030

Post Office Address: Same

Inventor’s Signature Date

Name of Fourth Inventor: William H. Bares Citizenship: USA

Residence: 9005 silenalden Drive, Germantown, TN 38139

Post Office Address: Same

Inventor’s Signature Date

Name of Fifth Inventor: Haig A. Sarkissian Citizenship: USA

Residence: 8701 Mountain Toga San Antonio, Texas 78255

Post Office Address: Same

Hal“ jaw—MAM;
Inventor’ i nature3   5:3}- .2! 8000

Name of Sixth Inventor: James F. Torgerson Citizenship: USA

Residence: 227 157th Ave, NW, Andover, MN 55304

Post Office Address: Same

Inventor's Signature Date
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As a below named inventor, I hereby declare that: 

My residence/post office address and citizenship are as stated below next to my name; 

J belie\'e I am the original, first and sole inventor (if only one name is listed below) or an original, first and joint inventor (if plural names are 
listed below) of the subject matter which is claimed and for which a patent is sought on the invention entitled: 

METHOD AND APPARATUS FOR MONITORING TRAFFIC IN A NETWORK 

the specification of which is attached hereto unless the following box is checked: 
lX) was filed on June 30. 2000 as US Application Serial No. 09/608237 or PCT International Application Number __ and 

was amended on ____ (if applicable). 

I hereby state that I have reviewed and understood the contents of the above-identified specification. including the claims, as amended by any 
amendment(s) referred to above. I acknowledge the duty to disclose all infonnation which is material to patentability as defined in 37 CFR 1.56. 

Foreign Application(s) and/or Claim of Foreign· Priority 

I hereby claim foreign priority benefits under Title 35, United States Code Section 119 of any foreign application(s) for patent or inventor(s) 
certificate listed below and have also identified below any foreign application for patent or inventor(s) certificate having a filing date before that of 
the application on which priority is claimed: 

COUNTRY APPLICATION NUMBER DATE FILED PRIORITY CLAIMED UNDER 35 

YES: NO: 

YES: NO: 

Provisional Application 

I hereby claim the benefit under Title 35, United States Code Section I 19(e) of any United States provisional application(s) listed below: 

APPLICATION SERIAL NUMBER FILING DATE 
60/141,903 June 30, 1999 

U.S. Priority Claim 

I hereby claim the benefit under Title 35, United States Code, Section 120 of any United States applicationls) listed below ~nd, insofar as the 
subject matter of each of the claims of this application is not disclosed in the prior United States application in the manner provided by the first 
paragraph of Title 35, United States Code Section 112.1 acknowledge the duty to disclose material information as defined in Title 37. Code of 
Federal Regulations, Section I .56(a) which occurred between the filing date of the prior application and the national or PCT international filing 
date of this application: 

APPLICATION SERIAL NUMBER FILING DATE STATUS(patented/pending/abandoned) 

POWER OF ATTORNEY: 

As a named inventor. I hereby appoint the following attomey(s) and/or agent(s) listed below to prosecute this application and transact all business 
in the Patent and Trademark Office connected therewith: 

Dov Rosenfeld, Reg. No. 38,687 

), m~~~t. '.f,~,leP:~-~rie __ CaUs To:,-. _ : 
>~.:P,py R,Q_~e,nftl!~. Reg.-No, 38,6_87 

_ _ .,, T¢1: (5JO) 5~7-3378 ::: = -.:•. -~ '. :· ;-ri~~ ·:·; :\ :_: ..... ,. •. : . . . . . 
1 •. : -- . 

I hereby declare that nil statements made herein of my own knowledge are trne and that all statements made on infonnation and belief are believed 
to be trne; and further that these statements were made with the knowledge that willful false statements and the like so made are punishable by 
fine or imprisonment, or both, under Section I 00 I of Title 18 of the United States Code and that such willful false statements may jeopardize the 
validity of the application or any patent issued thereon. 

Name of First Inventor: Russell S. Dietz Citizenship: USA 

Residence: 6146 Ostenberg Drive, San .Jose, CA 95120-2736 

Post Office Address: Same 

First Inventor's Signature Date 
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As a below named inventor. I hereby declare that:

My residence/post office address and citizenship are as stated below next to my name;

I believe I am the original, first and sole inventor (if only one name is listed below) or an original._first and joint inventor (if plural names are
listed below) ofthe subject matter which is claimed and for which a patent is sought on the invention entitled:
METHOD AND APPARATUS FOR MONITORTNG TRAFFIC IN A NETWORK

the specification of which is attached hereto unless the following box is checked:
(X) was filed on June 30 2000 as US Application Serial No. 09/608237 or PCT Intematiotial Application Number and

was amended on (ifapplicable).

I hereby state that I have reviewed and understood the contents ofthe above-identified specification. including the _claims. as amended by any
amendment(s) referred to above. I acknowledge the duty to disclose all information which is material to patentability as defined in 37 CFR 1.56.

 

Foreign Application(s) and/or Claim of Foreign Priority

I hereby claim foreign priority benefits under Title 35. United States Code Section 119 of any foreign application(s) for patent or inventor(s)
cenificate listed below and have also identified below any foreign application for patent or inventor(s) certificate havrng a filing date before that of
the application on which priority is claimed:

COUNTRY APPLICATION NUMBER DATE FILED PRIORITY CLAIMED UNDER 35

_—— was: _ N0: _
—_— m: m _.

Provisional Application

I hereby claim the benefit under Title 35. United States Code Section I 19(e) of any United States provisional application(s) listed below:

APPLICATION SERIAL NUMBER FILING DATE
601141903 June 30. I999

U.S. Priority Claim

I hereby claim the benefit under Title 35, United States Code, Section 120 of any United States applicationts) listed below and, insofar as the
subjeet matter ofeach ofthe claims ofthis application is not disclosed in the prior United States application in the manner provided by the first
paragraph of Title 35. United States Code Section 1 12. I acknowledge the duty to disclose material information as defined in Title 37. Code of
Federal Regulations. Section l.56(a) which occurred between the filing date ofthe prior application and the national or PCT international filing
date of this application:

APPLICATION SERIAL NUMBER FILING DATE STATUS ooatented/ending/abandoned

PO\VER OF ATTORNEY:

As a named inventor. I hereby appoint the following attomey(s) and/or agent(s) listed below to prosecute this application and transact all businessin the Patent and Trademark Office connected therewith:

Dov Rosenfeld, Reg. No. 38,687

  
  

 
 

 

  

  
  

t Telephone Calls To; » _

nfejl'd', Reg'No, 38.687 i
.CollegeiAjvenuet = , 0) 47—33782; 1 -

- Oakland, CA 9451s ' ' - , - r

I hereby declare that all statements made herein ofmy own knowledge are true and that all statements made on information and belief are believed
to be true; and further that these statements were made with the knowledge that willful false statements and the like so made are punishable by
fine or imprisonment, or both. under Section 1001 ofTitle 18 of the United States Code and that such willful false statements mayjeopardize the
validity ofthe application or any patent issued thereon.

 

Name of First Inventor: Russell S. Dietz Citizenship: USA

Residence: 6146 Ostenberg Drive: San .IoseI CA 95120-2736

Post Office Address: Same 

First Inventor‘s Signature Date
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Declaration and Power of Attorney (Continued) 
Case No; «Case CaseNumber» 
Page 2 H/Jt- '1()1 -f 

ADDITIONAL INVENTOR SIGNATURES: 

Name of Second Inventor: Joseph R. Maixner Citizenship: USA 

Residence: 121 Driftwood Court, Aptos, CA 95003 

Post Office Address: Same 

Inventor's Signature 

Name of Third Inventor: Andrew A. Ko1>penhaver 

Residence: 10400 Kenmore Drive, Fairfax, VA 22030 

Post Office Address: Same 

Inventor's Signature 

Name of Fourth Inventor: William H. Bares 

Residence: 900S Glenalden Drive, Germantown, TN 38139 

Post Office Address: ~ 

lm·entor's Signature 

Name of Fifth Inventor: Haig A. Sarkissian 

Residence: 8701 Mountain Top, San Antonio, Texas 7825S 

Post Office Address: ~ 

Inventor's Signature 

Name of Sixth Inventor: James F. Torgerson 

Residence: 227 157th Ave., NW, Andover, MN 55304 

Date 

Citizenship: USA 

Date 

Citizenship: USA 

Date 

Citizenship: USA 

Date 

Citizenship: USA 

Date 

, .... 
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Declaration and Power of Attorney (Continued)

Case No; «Case CaseNumber»

Page 2 M "' 09/ '1

ADDITIONAL INVENTOR SIGNATURES:

Name of Second Inventor: Joseph R. Maixner Citizenship: USA

Residence: 121 Driftwood Courtl Aptos, CA 95003

Post Office Address: Same

 

Inventor‘s Signature Date

Name ofThird Inventor: Andrew A. Knppenhaver Citizenship: USA

Residence: 10400 Kenmore Drive, Fairfax, VA 22030

Post Office Address: Same

Inventor's Signature Date

Name of Fourth Inventor: William H. Bares Citizenship: USA

Residence: 9005 Glenalden Drive, Cermantown, TN 38139

Post Office Address: Same

Inventor‘s Signature Date

Name of Fifth Inventor: Haig A. Sarkissian Citizenship: USA

Residence: 8701 Mountain Top: San Antonio: Texas 78255

Post Office Address: Same

Inventor's Signature V Date

Name of Sixth Inventor: James F. Toruerson Citizenship: USA

Residence: 227 [57th Ave., NW, Andnvcra MN 55304

I’os Office Address: ,.

 
 

WV_ ?a/6ODate
 In ntor‘s Signature
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Our Ref./Docket No: APPT-001-1-1 Patent 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

Applicant(s): Dietz, et al. 

Application No.: 

Group Art Unit: 2155 

Examiner: Khanh Q. DINH 

Filed: 

Title: METHOD AND APPARATUS FOR 
MONITORING TRAFFIC IN A NETWORK 

PRELIMINARY AMENDMENT 

Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Dear Commissioner: 

This is a preliminary amendment prior to any Office Action. 

Any amendments to the specification begin on a new page immediately after these 
introductory remarks. 

Any amendments to the claims begin on a new page immediately after such amendments 
to the specification, if any. 

Any amendments to the drawings begin on a new page immediately after such 
amendments to the claims, if any. 

The Remarks/arguments begin on a new page immediately after such amendments to the 
drawings, if any. 

If there are drawing amendments, an Appendix including amended drawings is attached 
following the Remarks/arguments. 

Certificate of Mailing under 37 CFR 1.10 

I hereby certify that this correspondence is being deposited with the United States Postal Service as Express 
Mail addressed to the Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450 on. 

Date: Ck.t )\, '2.0()3 Signed: ~ 
l'f Name: D~ No. 38687 
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Ref./Docket: APPT-001-1-1 Page 2 

AMENDMENT(S) TO THE CLAIMS: 

The following listing of claims will replace all prior versions, and listings, of claims on the 
application. All claims are set forth below with one of the following annotations. 

• (Original): Claim filed with the application following the specification. 

• (Currently amended): Claim being amended in the current amendment paper. 

• (Cancelled): Claim cancelled or deleted from the application. 

• (Withdrawn): Claim still in the application, but in a non-elected status. 

• (New): Claim being added in the current amendment paper. 

• (Previously presented): Claim not being currently amended, but which was 
amended or was new in a previous amendment paper. 

• (Not entered): Claim presented in a previous amendment, but not entered or whose 
entry status unknown. No claim text is shown. 

1.-10. (Cancelled). 

11. (Original) A method of examining packets passing through a connection point on a 
computer network, each packets conforming to one or more protocols, the method 
comprising: 

(a) receiving a packet from a packet acquisition device; 

(b) performing one or more parsing/extraction operations on the packet to 
create a parser record comprising a function of selected portions of the packet; 

(c) looking up a flow-entry database comprising none or more flow-entries for 
previously encountered conversational flows, the looking up using at least 
some of the selected packet portions and determining if the packet is of an 
existing flow; 

(d) if the packet is of an existing flow, classifying the packet as belonging to the 
found existing flow; and 

(e) if the packet is of a new flow, storing a new flow-entry for the new flow in 
the flow-entry database, including identifying information for future packets to 
be identified with the new flow-entry, 

wherein the parsing/extraction operations depend on one or more of the protocols to 
which the packet conforms. 

12. (Original) A method according to claim 11, wherein each packet passing through 1 

the connection point is examined in real time. 
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13. (Original) A method according to claim 11, wherein classifying the packet as 
belonging to the found existing flow includes updating the flow-entry of the existing 
flow. 

14. (Original) A method according to claim 13, wherein updating includes storing one 
or more statistical measures stored in the flow-entry of the existing flow. 

15. (Original) A method according to claim 14, wherein the one or more statistical 
measures include measures selected from the set consisting of the total packet count 
for the flow, the time, and a differential time from the last entered time to the present 
time. 

16. (Original) A method according to claim 11, wherein the function of the selected 
portions of the packet forms a signature that includes the selected packet portions and 
that can identify future packers, wherein the lookup operation uses the signature and 
wherein the identifying information stored in the new or updated flow-entry is a 
signature for identifying future packets. 

17. (Original) A method according to claim 11, wherein at least one of the protocols of 
the packet uses source and destination addresses, and wherein the selected portions of 
the packet include the source and destination addresses. 

18. (Original) A method according to claim 17, wherein the function of the selected 
portions for packets of the same flow is consistent independent of the direction of the 
packets. 

19. (Original) A method according to claim 18, wherein the source and destination 
addresses are placed in an order determined by the order of numerical values of the 
addresses in the function of selected portions. 

20. (Original) A method according to claim 19, wherein the numerically lower address 
is p~aced before the numerically higher address in the function of selected portions. 

21. (Original) A method according to claim 11, wherein the looking up of the flow-
entry database uses a hash of the selected packet portions. 

22. (Original) A method according to claim 11, wherein the parsing/extraction 
operations are according to a database of parsing/extraction operations that includes 
information describing how to determine a set of one or more protocol dependent 
extraction operations from data in the packet that indicate a protocol used in the 
packet. 

23. (Original) A method according to claim 11, wherein step (d) includes if the packet 
is of an existing flow, obtaining the last encountered state of the flow and performing 
any state operations specified for the state of the flow starting from the last 
encountered state of the flow; and wherein step ( e) includes if the packet is of a new 
flow, performing any state operations required for the initial state of the new flow. 
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24. (Original) A method according to claim 23, wherein the state processing of each 
received packet of a flow furthers the identifying of the application program of the 
flow. 

25. (Original) A method according to claim 23, wherein the state operations include 
updating the flow-entry, including storing identifying information for future packets to 
be identified with the flow-entry. 

26. (Original) A method according to claim 25, wherein the state processing of each 
received packet of a flow furthers the identifying of the application program of the 
flow. 

27. (Original) A method according to claim 23, wherein the state operations include 
searching the parser record for the existence of one or more reference strings. 

28. (Original) A method according to claim 23, wherein the state operations are carried 
out by a programmable state processor according to a database of protocol dependent 
state operations. 

29. (Original) A packet monitor for examining packets passing through a connection 
point on a computer network, each packets conforming to one or more protocols, the 
monitor comprising: 

(a) a packet acquisition device coupled to the connection point and configured 
to receive packets passing through the connection point; 

(b) an input buffer memory coupled to and configured to accept a packet from 
the packet acquisition device; 

( c) a parser subsystem coupled to the input buffer memory and including a 
slicer, the parsing subsystem configured to extract selected portions of the 
accepted packet and to output a parser record containing the selected portions; 

(d) a memory for storing a database comprising none or more flow-entries for 
previously encountered conversational flows, each flow-entry identified by 
identifying information stored in the flow-entry; 

(e) a lookup engine coupled to the output of the parser subsystem and to the 
flow-entry memory and configured to lookup whether the particular packet 
whose parser record is output by the parser subsystem has a matching flow
entry, the looking up using at least some of the selected packet portions and 
determining if the packet is of an existing flow; and 

(f) a flow insertion engine coupled to the flow-entry memory and to the lookup 
engine and configured to create a flow-entry in the flow-entry database, the 
flow-entry including identifying information for future packets to be identified 
with the new flow-entry, 
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the lookup engine configured such that if the packet is of an existing flow, the monitor 
classifies the packet as belonging to the found existing flow; and if the packet is of a 
new flow, the flow insertion engine stores a new flow-entry for the new flow in the 
flow-entry database, including identifying information for future packets to be 
identified with the new flow-entry, 

wherein the operation of the parser subsystem depends on one or more of the protocols 
to which the packet conforms. 

30. (Original) A monitor according to claim 29, wherein each packet passing through 
the connection point is accepted by the packet buffer memory and examined by the 
monitor in real time. 

31. (Original) A monitor according to claim 29, wherein the lookup engine updates the 
flow-entry of an existing flow in the case that the lookup is successful. 

32. (Original) A monitor according to claim 29, further including a mechanism for 
building a hash from the selected portions, wherein the hash is included in the input 
for a particular packet to the lookup engine, and wherein the hash is used by the 
lookup engine to search the flow-entry database. 

33. (Original) A monitor according to claim 29, further including a memory containing 
a database of parsing/extraction operations, the parsing/extraction database memory 
coupled to the parser subsystem, wherein the parsing/extraction operations are 
according to one or more parsing/extraction operations looked up from the 
parsing/extraction database. 

34. (Original) A monitor according to claim 33, wherein the database of 
parsing/extraction operations includes information describing how to determine a set 
of one or more protocol dependent extraction operations from data in the packet that 
indicate a protocol used in the packet. 

35. (Original) A monitor according to claim 29, further including a flow-key-buffer 
(UFKB) coupled to the output of the parser subsystem and to the lookup engine and to 
the flow insertion engine, wherein the output of the parser monitor is coupled to the 
lookup engine via the UFKB, and wherein the flow insertion engine is coupled to the 
lookup engine via the UFKB. 

36. (Original) A method according to claim 29, further including a state processor 
coupled to the lookup engine and to the flow-entry-database memory, and configured 
to perform any state operations specified for the state of the flow starting from the last 
encountered state of the flow in the case that the packet is from an existing flow, and 
to perform any state operations required for the initial state of the new flow in the case 
that the packet is from an existing flow. 

37. (Original) A method according to claim 29, wherein the set of possible state 
operations that the state processor is configured to perform includes searching for one 
or more patterns in the packet portions. 
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38. (Original) A monitor according to claim 36, wherein the state processor is 
programmable, the monitor further including a state patterns/operations memory 
coupled to the state processor, the state operations memory configured to store a 
database of protocol dependent state patterns/operations. 

39. (Original) A monitor according to claim 35, further including a state processor 
coupled to the UFKB and to the flow-entry-database memory, and configured to 
perform any state operations specified for the state of the flow starting from the last 
encountered state of the flow in the case that the packet is from an existing flow, and 
to perform any state operations required for the initial state of the new flow in the case 
that the packet is from an existing flow. 

40. (Original) A monitor according to claim 36, wherein the state operations include 
updating the flow-entry, including identifying information for future packets to be 
identified with the flow-entry. 

41. (Original) A packet monitor according to claim 29, further comprising: 

a compiler processor coupled to the parsing/extraction operations memory, 
the compiler processor configured to run a compilation process that includes: 

receiving commands in a high-level protocol description language 
that describe the protocols that may be used in packets encountered by 
the monitor and any children protocols thereof, and 

translating the protocol description language commands into a 
plurality of parsing/extraction operations that are initialized into the 
parsing/extraction operations memory. 

42. (Original) A packet monitor according to claim 38, further comprising: 

a compiler processor coupled to the parsing/extraction operations memory, 
the compiler processor configured to run a compilation process that includes: 

receiving commands in a high-level protocol description language 
that describe a correspondence between a set of one or more application 
programs and the state transition patterns/operations that occur as a 
result of particular conversational flow-sequences associated with an 
application programs, and 

translating the protocol description language commands into a 
plurality of state patterns and state operations that are initialized into 
the state patterns/operations memory. 

43. (Original) A packet monitor according to claim 29, further comprising: 

a cache subsystem coupled to and between the lookup engine and the flow-entry 
database memory providing for fast access of a set of likely-to-be-accessed flow
entries from the flow-entry database. 
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44. (Original) A packet monitor according to claim 43, wherein the cache subsystem is 
an associative cache subsystem including one or more content addressable memory 
cells (CAMs). 

45. (Original) A packet monitor according to claim 44, wherein the cache subsystem is 
also a least-recently-used cache memory such that a cache miss updates the least 
recently used cache entry. 

46. (Original) A packet monitor according to claim 29, wherein each flow-entry stores 
one or more statistical measures about the flow, the monitor further comprising 

a calculator for updating at least one of the statistical measures in the flow-entry of 
the accepted packet. 

47. (Original) A packet monitor according to claim 46, wherein the one or more 
statistical measures include measures selected from the set consisting of the total 
packet count for the flow, the time, and a differential time from the last entered time to 
the present time. 

48. (Original) A packet monitor according to claim 46, further including a statistical 
processor configured to determine one or more network usage metrics related to the 
flow from one or more of the statistical measures in a flow-entry. 

49. (Original) A monitor according to claim 29, wherein: 

flow-entry-database is organized into a plurality of bins that each contain N-number 
of flow-entries, and wherein said bins are accessed via a hash data value created by a 
parser subsystem based on the selected packet portions, wherein N is one or more. 

50. (Original) A monitor according to claim 49, wherein the hash data value is used to 
spread a plurality of flow-entries across the flow-entry-database and allows fast lookup 
of a flow-entry and shallower buckets. 

51. (Original) A monitor according to claim 36, wherein the state processor analyzes 
both new and existing flows in order to classify them by application and proceeds 
from state-to-state based on a set of predefined rules. 

52. (Original) A monitor according to claim 29, wherein the lookup engine begins 
processing as soon as a parser record arrives from the parser subsystem. 

53. (Original) A monitor according to claim 36, wherein the lookup engine provides for 
flow state entry checking to see if a flow key should be sent to the state processor, and 
that outputs a protocol identifier for the flow. 

54. (Original) A method of examining packets passing through a co'nnection point on a 
computer network, the method comprising: 

(a) receiving a packet from a packet acquisition device; 
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(b) performing one or more parsing/extraction operations on the packet 
according to a database of parsing/extraction operations to create a parser 
record comprising a function of selected portions of the packet, the database of 
parsing/extraction operations including information on how to determine a set 
of one or more protocol dependent extraction operations from data in the 
packet that indicate a protocol is used in the packet; 

(c) looking up a flow-entry database comprising none or more flow-entries for 
previously encountered conversational flows, the looking up using at least 
some of the selected packet portions, and determining if the packet is of an 
existing flow; 

( d) if the packet is of an existing flow, obtaining the last encountered state of 
the flow and performing any state operations specified for the state of the flow 
starting from the last encountered state of the flow; and 

( e) if the packet is of a new flow, performing any analysis required for the 
initial state of the new flow and storing a new flow-entry for the new flow in 
the flow-entry database, including identifying information for future packets to 
be identified with the new flow-entry. 

55. (Original) A method according to claim 54, wherein one of the state operations 
specified for at least one of the states includes updating the flow-entry, including 
identifying information for future packets to be identified with the flow-entry. 

56. (Original) A method according to claim 54, wherein one of the state operations 
specified for at least one of the states includes searching the contents of the packet for 
at least one reference string. 

57. (Original) A method according to claim 55, wherein one of the state operations 
specified for at least one of the states includes creating a new flow-entry for future 
packets to be identified with the flow, the new flow-entry including identifying 
information for future packets to be identified with the flow-entry. 

58. (Original) A method according to claim 54, further comprising forming a signature 
from the selected packet portions, wherein the lookup operation uses the signature and 
wherein the identifying information stored in the new or updated flow-entry is a 
signature for identifying future packets. 

59. (Original) A method according to claim 54, wherein the state operations are 
according to a database of protocol dependent state operations. 
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REMARKS 

This is a continuation of U.S. Patent Application 09/608237. Claims 1-59 are the claims as 
filed. Claims 1-10 are the allowed claims of the parent Application No. 09/608237, and are 
being cancelled by this preliminary amendment. Claims 11-59 remain the claims of record 
after this amendment. Examination thereof is respectfully requested. 

If the Examiner has any questions or comments that would advance the prosecution and 
allowance of this application, an email message to the undersigned at dov@inventek.com, 
or a telephone call to the undersigned at +1-510-547-3378 is requested. 

Oc..-t l~ -zoo 3 
Date 

Address for correspondence: 
Dov Rosenfeld 
5507 College A venue, Suite 2 
Oakland, CA 94618 
Tel. +1-510-547-3378 
Fax: +1-510-291-2985 
Email:dov@inventek.com. 

Respectfully Submitted, 

DovRo.&. 38687 
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Dear Commissioner: 
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....K_ An Information Disclosure Statement for the above referenced patent application, 
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Attorney ent for Applicant(s) 
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Title: Advanced Methods for Storage and Retrieval in Image Databases 

Prototype Lead: Dr. Cris Koutsougeras, (504)862-3369, ck@eecs. tulane. edu 

Proposed Funding Source: ESDIS Prototyping 

Type: Prototype 

Category: Engineering 

Primary Purpose: Technology Evolution 

Ke~ Requirenients Addressed: IMS-0150, IMS-0160, and IMS-190 

Key Risks Addressed: 089 and 105 

Results Need Date: N/A 

Objective 

We will continue to develop image/granule analysis and retrieval methods based on queries over metadata descriptions of the images. We will be 
working closely with members of the MODIS science team and, for development and testing purposes, will base our research on MODIS products. 
In particular, we will use a land surface Level 3 product (MOD13 including NOVI) and an atmospheric product. The atmospheric product is likely 
to be the Level 2 Cloud Product (MOD06) but discussions are still underway with MODIS participants about this and about a possible oceanic 
product as well. The prototype that currently exists at Tulane University will be extended to include these products. The principle on which the 
Tulane prototype is based is that an abstraction of an image/granule in the form of metadata is immediately accessible, not the image/granule itself. 
Queries by researchers are performed over the metadata. Selected images/granules are then transmitted to the researcher on a delayed basis. 
Extending the prototype using these diverse MODIS products will enable us to not only directly benefit the MODIS science team but also to 
develop methods that will assist DAAC users in general. 

On a broader front, we will be addressing the issue of a uniform interface for heterogeneous data (Level 3 requirement IMS-0150), providing 
different levels of user interaction support (IMS-0160), and investigating how to save knowledge between metadata searches (IMS-0190). The 
effort will be a step toward defining precisely the set of user services needed (Risk 089) and reducing the likelihood that significant data will be 
overlooked due to the large volumes of data managed by EOSDIS (Risk I 05). 

Approach 

A prototype has been implemented as an end-to-end, client-server testbed (Fig. I). This testbed, provides a close analog to the ECS Science Data 
Processing Segment (SOPS) subsystems. The prototype has at its core the ObjectStore database and most of the current contents are based on the 
NOVI product. The interface is interactive and web-based. Queries are performed over simple, atomic data as well as some structured data, e.g., 
image histograms. A set of metadata has been defined but is subject through this study to modification as we concentrate on new products and 
interact with the MODIS science team. 
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Fig. 1: Architecture of the Tulane EOS Query Prototype 

specific 

Architecture of Present System. Because ObjectStore is an object-oriented database, the schema is discussed in terms of the object-oriented 
concepts of classes, data members, and methods. It is important to distinguish between geodata and metadata. Geodata, sometimes called granule 
level metadata, deals with the context of the image and includes information such as: date, fligh~. time, perspective (angle), instrument, latitude, 
data format, longitude, and mission. 

Metadata deals with the content of the image and includes such things as the mean irradiance, cloud cover percentage, and texture measures. 

The Database Classes. There are two classes employed -- image and tile. An object of class image contains an image and the geodata associated 
with it. An object of class tile contains the descriptive metadata and the identities of the image/subimage to which the object pertains. "Tile" is the 
word we use to designate the statistics associated with any one member of the quad tree frame$ of an image. The tile objects are collected into a 
container set called Oles and the image objects are collected into a container set called Images. Images are stored in the database strictly for 
development purposes. In a deployable system, the images would be stored on another media in a data warehouse. 

Fig. 2 depicts the relationship among the objects and their container sets. There is a many-to-one relationship between the tile objects and image 
objects. Each tile object contains the metadata for a portion of the image. Each tile object is stored separate from the image object to which it refers. 
This permits (I) uniform querying of metadata at the image and subimage levels (2) changing the tiling protocol or philosophy without having to 
change the database implementation. 
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Architecture of Present System. Because ObjectStore is an object-oriented database, the schema is discussed in terms of the object-oriented
concepts of classes, data members, and methods. It is important to distinguish between geodata and metadata. Geodata. sometimes called granule
level metadata, deals with the context of the image and includes information such as: date, flight, time, perspective (angle), instrument, latitude,
data format, longitude, and mission.

Mctadata deals with the content of the image and includes such things as the mean irradiancc, cloud cover percentage, and texture measures.

The Database Classes. There are two classes employed -- image and tile. An object of class image contains an image and the geodata associated
with it. An object of class tile contains the descriptive metadata and the identities of the image/subimage to which the object pertains. "Tile" is the
word we use to designate the statistics associated with any one member of the quad tree frames of an image. The tile objects are collected into a
container set called tiles and the image objects are collected into a container set called Images Images are stored in the database strictly for
development purposes. In a dcployable system, the images would be stored on another media in a data warehouse.

Fig. 2 depicts the relationship among the objects and their container sets. There is a many-to-one relationship between the tile objects and image
objects. Each tile object contains the metadata for a portion of the image. Each tile object is stored separate from the image object to which it refers.
This permits (1) uniform querying of metadata at the image and subimage levels (2) changing the tiling protocol or philosophy without having to
change the database implementation.
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Fig. 2: Relationship Among Objects 

Table I shows several of the two dozen metadata members of a tile object in the prototype implementation. The first three members, TilelD, 
lmageld, and Channel, identify the tile and correlate it to an image object. The remaining data members are metadata values over which queries are 
performed. 

Table 1: Tile Object Data Members 
.... ----~·- -•·· . 

I Data Type I D~cription . 

m, -• ...... 

Metadata 

Tileld String Tile identity as described in 
Fig. 2 

lmageld Integer Image of which tile is a I 
subimage 

!I ,,. .. . . ., .. ,-... .. , .. ' ''" '" "'" ·-···· .,,,.,_ ", ·---~~""' -~"""' ............ " .... 

Channel Integer Instrument band number ii ~---···•· .......... -. .,u,,.,,_ .. , .. 

jl 

PixMean Real Spatial mean of all pixels 
"--~- .. ·--mmm • H ............. --- ......... ,.,_, _____ -----· _,., .. 

PixStdDev Real Standard deviation of pixel 
values 

PixMode Integer Pixel value mode statistic 

PixMin Integer Minimum pixel value 

PixMax Integer Maximum pixel value 

Histogram lnteger[264 I Number of pixels in each 
histogram 

bin 

CloudPixels Real The fraction of the tile having 
cloud 

cover 
i 

Null Pixels Real The fraction of pixels having 
null 

values 
I 
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FourPhase Real[20][20] The phase angles of the 
' Fourier 

transfonn 
····-·······-····· ... ···········- ··--·-•----·-····· ·····-·· ...... _. 

FourAmp Real [20][20] The amplitude of the Fourier 

transfonn 

! 
! 

Wavelet Real[20][20] Wavelet (Haar) coefficients i 
j 

I 
Amplitude Real[20) Slope Real Fractal dimension 

Sample Queries for the Proposed System. The purpose of metadata collection is to make accessible to the Eanh science community the granules 
collected daily. To profile by example the kinds of uses that an BOS DAAC must be responsive to, we present two typical query scenarios. 

Scenario 1 User Goal: Find areas experiencing recent and ongoing deforestation 

Approach Using the MODIS NOVI 100km by 100km, look for both "high" standard deviation and "high" roughness. Omit tiles 
having a high percentage of cloudiness. 

Discussion The tiles having the above characteristics are likely the ones representing the boundaries of the forest. 

Scenario 2 User Goal: Study lee-wave cloud formation - clouds having a distinctive linear cloud pattern. 

Approach Find (using any means) a set of tiles having the desired pattern and another set lacking it within the cloud product (MOD06). 
Cluster the training set using the Fourier signatures to define the texture of the desired tiles. Use the query system to search for images 
having a similar texture. 

Discussion This is an example of an "advanced client" query. The researcher must put more effort into the initial search. Afterwards, the 
work can be reused by the researcher as well as by others. 

Relationship of the Proposed Research to the Present Tulane Prototype. Presently, a researcher must be familiar with the nature of the 
metadata and their potential applications. This is because the researcher has to be able to express what (s)he is searching for and express the search 
requirements in terms of the metadata. The prototype web site performs simple queries over single-valued metadata variables such as 

Retrieve images and subimages having a standard deviation of intensity less than x . 

On structured data such as histograms, somewhat more advanced queries are possible such as submitting an exemplar histogram and retrieving the 
images/subimages that have similar histograms. 

The next step is putting in place an interface that assists this translation in accordance with the spirit of Level 3 requirement IMS-0160. Although 
one could envision this interface as being so sophisticated that it is able to translate a sort of natural language query into a query involving the 
ground procedures, classes, and metadata of the database, it would first be necessary to establish the concept at a more modest scale. 

Evaluation Method/Criteria 

We will work in conjunction with MODIS science team members. These members will have remote access to the web site and will be able to 
provide specific requirements and provide feedback based on hands-on experience with the prototype. 

Potential Impact 

The prototype will address three significant IMS level 3 requirements: (I) uniform user interfaces, (2) interaction methods for different researchers 
with different skill levels, and (3) saving search knowledge between query sessions by researchers. It will address two key risks: (I) lack of 
well-defined user services and (2) overlooking significant information due to the volume of data managed. Additionally, there is a short-term impact 
that should not be overlooked. It will be of direct and immediate benefit to the MODIS science team members. 

Milestones and Deliverables 

Scope of Work. Using the current prototype as a basis, Tulane University will extend the system by emphasizing two (and possibly three) 
MODIS Level 2 and 3 products. The extensions include providing query support that requires different skill levels of researchers using the 
system, saving search knowledge between query sessions, and developing better approaches to characterizing the information at the 
subimage/subgranule level. The prototype made available to MODIS science team members may e~tail revising the metadata as now 
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defined based on their feedback. 

The duration of the work outlined in this SOW is 12 months. 

Summary of Tasks. The efforts during this period of performance will target further refinements to the existing work. More specifically, 
we target the issues of efficient storage (space problem) and efficient retrieval. We can build on the framework that has been created, 
refine it, and make it more user friendly. 

Further development of the prototype will follow two directions: (1) Development of methods that use the available storage space more 
effectively (see Tasks 2 and 3); (2) Development of interface mechanisms that allow greater query flexibility for researchers having more 
expertise in data management (see Tasks 4 and 5). 

Task 1: Project Management. Provide monthly progress reports to the Project Manager and Technical Lead. These 1-2 page reports will 
summarize the previous month's progress, plans for the upcoming month, and any identified issues or impediments to progress. These 
reports will also provide estimated dollar and labor contract expenditures for that month. 

Task 2: Image Decomposition. Decomposition by quad tree, as described in the Approach section, is often preferred by scientists using 
land products. Frequently the phenomenon sought by such scientists is not distributed across the entire image. Almost always, it is 
contained in a subimage and the criteria used to find it will often be masked by the image as a whole. That is why the present prototype 
computes the metadata over each tile in a quad tree. 

Yet, the quad tree has drawbacks. Atmospheric and oceanic scientists sometimes prefer other forms of decomposition, In a quad tree, the 
chief object in an image, say, a hurricane, is may be partitioned among different tiles. Clearly metadata particular to the storm will be 
washed out by the background that surrounds the parts. Other decomposition methods require the use of criteria based on image content. 
This might be pixel values or texture. However, decomposing the image into "blobs" that represent areas of uniformity is a plausible 
approach. Blobs fall short of complete image segmentation by region in that they need not fully partition the image and may overlap. They 
co~titute an augmentation of the quad tree decomposition, not a replacement for it. Metadata should be computed for each blob in 
addition to each quad tree tile. A blob will more likely contain a coherent object in its entirety. 

To illustrate, examine Fig. 3. Using ellipses as the basic geometry of a blob, the significant features on an image are enclosed. Shapes other 
than ellipses will be investigated. With respect to the database schema, minimal changes are necessary, A blob description will just become 
an additional tile in the illustration of Fig. 2. The metadata for a blob is the same as that for a tile. 

Task 3: Data Space Conservation. Data concerning terabytes of mages must be immediately accessible. To conserve space, we will 
investigate ways to discover parts of images (partial images) that reoccur and thus can be seen as building blocks. These can be helpful in 
composing an image (or many images) but metadata descriptors of each of these components need to be stored only once. As a simplistic 
example, consider an image that contains large bodies of water over which there is a uniform distribution of pixel values. If these areas 
were represented as repetitions of a single tile, we would only need to store a detailed (sub)image description of this tile and then describe 
the large bodies of water as a (structured) collection of pointers to it, thus saving substantially in the space required to store the image 
metadata. 

Fig. 3: Blob Decomposition of an Image 

There are a couple of different possibilities for discovering building blocks. First, we can try to identify reoccurring tiles within an image. 
Second, we can try to discover tiles that are useful in many images. The process of discovery must be automated and run at ingest time. 
This problem has properties similar those of binpacking and thus an optimal solution will not be easy to find. However, evolutionary 
algorithm techniques are promising and may provide good practical solutions The issues to be addressed in this task are: (1) determining 
the geometry of the tiles, (2) tradeoffs in space savings in conjunction with the geometry of the tiles (this relates to the frequency of 
reoccurrence), and (3) evolutionary algorithm techniques for optimal decompositions. 
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Task 4: Advanced and Reconstructive Metadata. During the year just past, we examined and chose metadata that are statistically 
significant, that have high information content, and that researchers are already familiar with. We did not (and were not required to) 
incorporate mechanisms for using the more highly structured metadata (such as texture and transform coefficients) into queries. We did 
go beyond the requirements of the previous grant and develop means of using histogram information within queries. 

In the coming year we will develop query mechanisms to complement all the metadata. Additionally, because we have defined and are 
collecting metadata from which the image can be reconstructed at reduced resolution, we will _develop mechanisms by which the 
researcher can define her/his personal metadata and collect it from any set of images defined via less advanced queries. For example, 
consider the Fourier coefficients. They require much storage but contain much information. A researcher might reconstruct the image or 
tiles from an image using the Fourier coefficients then compute the eigenvalues of the pixel autocorrelation matrix. This is the sort of 
query for which we can provide the basic structure through this task. 

Task 5: Query Reuse. The result of a query is a set of image and tile id's. The simplest approach to query reuse (and the one we will start 
with) is to associate with various sets a "cluster condition," a Boolean statement which each member of the set satisfies. This leads to the 
ability to reuse a set when the condition reoccurs. Next we will elaborate this in the form of an inverted file for which the key is a tile id 
from which the complete set of cluster conditions (seen thus far) satisfied by that tile can be accessed. This will achieve a powerful query 
reuse capability. 

Deliverables. NASA will have the right to examine the software at any time. Provision to FTP software to NASA will be made on an 
informal basis. Three additional deliverables are proposed. 

Item A: Decomposition approach presented as written document. This document will define the approaches used for decomposition 
(other than the quad tree) and the reasons for which one was selected. The issues of feasibility of performing the method upon 
ingest will be described together with experiences using the method. This is the culmination of Task 2. 

Item B: Operational end-to-end WWW-based prototype allowing direct query of fixed (statistical) metadata, utilization of 
advanced queries that incorporate structured metadata, and allow a researcher to utilize reconstructive metadata (e.g., Fourier 
coefficients) to define her/his personal metadata. 

Item C: Final report summarizing "lessons learned," focusing primarily on the architecture of the prototype, the design of the 
components that constitute the query interface, and changes that would be appropriate if another database product were utilized as 
the core of the system. 

Bear in mind that in additional to the deliverables, the MODIS science team will be able to gain direct benefit from the project beginning 
in late September and continuing throughout the prescribed period of performance. 
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Abstract - In this paper, an experimental setup is pre
sented, to measure bit error patterns over a DECT 
indoor radio channel. A prefixed bit sequence has 
been exchanged on the air between a mobile and a 
fixed part, using a DECT modem. DECT interfer
ers were active in the environment during the exper
iments. Error patterns have been obtained from re
ceived sequences, aligning and comparing them with 
the transmitted ones. They have been stored in real 
time on a mass memory, by means of a data acqui
sition board, built for this purpose. Some results 
are shown, inherent to the Packet Error Distribution 
(PED) and to the burst and interburst length distri
butions, obtained from the acquired database. Finite 
State Markov Channel models have been determined, 
using measurement conditions, to reproduce and ver
ify empiric results. 

1 1fnttrodu.cttion:n 

Wireless communications are experiencing a consid
erable growth, due to their flexibility. The quick in
crease of the subscriber number requires to reconsider 
system architecture, in order to adapt it to the prop
agation environment, as carefully as possible, and, 
consequently, to obtain capacity gain. Given that ur
ban and indoor wireless communications are the most 
requested from users, Cordless Telecommunication 
(CT) systems are being perfectioned, because they al
low better coverage and capacity, with lower power 
expense, than traditional cellular systems. Among Eu
ropean standards, DECT is . the most modern digital 
standard, providing a broad range of services. 

Being the mobile propagation channel (with inter-

•This work has been partially supported by MURST "ex-quota 
40%", Italy. 

ference) the main reason of degradation of the trans
mitted signal, it may be useful to evaluate the channel 
correlation properties, to increase system capacity by 
taking into account channel memory [I]. In fact, the 
traditional techniques of coding and interleaving de
stroy error correlation at the receiver, but do limit sys
tem capacity. It is useful, then, to study the correla
tion properties of bit error sequences and to find mod
els reproducing their behavior. Generally, bit error 
streams on a wireless channel are obtained, through 
simulation or as post-processing of experimental ana
log measurements [2, 3, 4]. 

In this paper, an experimental setup is presented, 
to measure and store bit error patterns over a DECT 
indoor radio channel. Measurements have been per
formed, building a database of bit error sequences 
in an indoor environment. The packet error distri
bution (PED) and the burst/interburst length distribu
tions have been obtained from some streams of the 
database and compared with the distribution obtained 
from a Finite State Markov Channel model, proposed 
in [5] and whose parameters are estimated from mea
surement conditions. 

The measurement setup is described in Section 2, 
while measurement execution is outlined in Section 3. 
Results about PED and burst/interburst length distri
butions are discussed in Section 4 and 5, respectively, 
while some conclusions are drawn in Section 6. 

2 Measurement!: Setup 

The measurements have been performed, using as 
transmitter and as receiver, two radio communication 
testers for DECT systems (CMD60, manufactured by 
R&S), respectively. The scheme of measurement ap
paratus is displayed in Figure l. A continuous TIL 
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Figure 2: Scheme of the data acquisition board. 

binary sequence, having DECT bit rate (1.152 Mb/s), 
is generated and supplied to the first tester, where it 
modulates a DECT carrier at 1897.344 MHz in the 
DECT OMSK format (BT 0.5). This signal is am
plified by 40 dB, transmitted over a 80 m coaxial cable 
(attenuation 29 dB) to the mobile end, where it is am
plified again, by 30 dB, before being fed to a discone 
transmitting antenna. 

The receiving part is made by another discone an
tenna, similar to previous, connected by a 5 m coax
ial cable to a 20 dB low noise amplifier, that supplies 
the signal to the second tester, where the received bi
nary sequence is obtained by a frequency discrimina
tor. This sequence is aligned with the transmitted se
quence, used as reference, because the delay of the 
measurement chain is about one and a half bit. 

The comparison between transmitted and received 
sequence and the storage of the error sequence inside 
a PC Pentium 133 MHz are made, using a dedicated 
acquisition digital board, controlled via software us
ing the interrupt management. The sampling and de-

cision circuitry of the received signal are also on the 
board. It is composed by the blocks showed in Fig
ure 2. The demodulated sequence (DEMOD OUT), 
having a Gaussian bit shape, is sampled and converted 
to TIL levels, to be compared with the reference se
quence (DATA REF). The high rate of the data re
quires a parallel acquisition: shift registers, suitably 
joined to the serial data· line, are used. The paral
lelized data are stored inside buffers, to be available 
on the ISA System Bus, carrying them to the PC. The 
control circuitry is for address and interrupt manage
ment. 

3 Measu:n:rement Execu:ntion 

The measurements have been executed in the labora
tory and office wing of a PCS factory, near Trieste. 
The plan can be found in [6]. The basic structure of 
the floor is given by a very long hallway, terminated 
by a large laboratory and interrupted by metal fire-cut 
doors. Along the hallway, several medium sized room 
(in mean 5 x 5 m) and stairs are displaced. The fur
nishing is typical of offices and laboratories, with sev
eral metal cabinets and work benches. Further details 
are given in [6, 7). 

The experiments have been carried on after office 
time, so that very few people was in the environ
ment and stationarity can be assumed. On the other 
side, several DECT terminals were active and it has 
been observed that interference is the main reason of 
error during measurement execution. The receiving 
antenna is fixed on a 2.10 m dielectric pole, while 
the transmitting one is moving and kept at a 1.90 m 
height. The mobile antenna has been continuously 
displaced along straight and circular paths. Straight 
paths have a minimum length of 7 m (in the rooms) 
and a maximum length of 35 m (in the main hallway). 
The antenna was held on a vertical pole mounted on a 
trolley and moved by a p~rson, with speed ~ 0.4 mis. 
Circular paths have a ray of 1.5 m. The antenna is held 
on a horizontal arm, mounted on a vertical pole rotat
ing around its axis by means of an electromagnetic 
engine. The angular speed impressed by the engine 
is 271' rad/min, corresponding to an antenna peripheric 
speed of 0. I 6 mis. 

Three positions of the receiving antenna have been 
chosen, two in rooms along the hallway and one in the 
lab terminating the hallway. The paths of the trans
mitter has been chosen, trying to cover many rooms 
of the floor. The measurement along every path has 
been carried on with transmitter constant power. The 
experiment at any path has been repeated varying the 
signal power at modulator output among the values -
15, -25 and -35 dBm, respectively (about 40 dB have 
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binary sequence, having DECT bit rate (1.152 Mb/s),
is generated and supplied to the first tester, where it
modulates a DECT carrier at 1897.344 MHz in the

DECT GMSK format (BT = 0.5). This signal is am—

plified by 40 dB, transmitted over a 80 m coaxial cable
(attenuation 29 dB) to the mobile end, where it is am"

plified again, by 30 dB, before being fed to a discone

transmitting antenna.

The receiving part is made by another discone an-

tenna, similar to previous, connected by a 5 m coax-

ial cable to a 20 dB low noise amplifier. that supplies

the signal to the second tester, where the received bi-
nary sequence is obtained by a frequency discrimina-
tor. This sequence is aligned with the transmitted se-

quence, used as reference, because the delay of the
measurement chain is about one and a half bit.

The comparison between transmitted and received
sequence and the storage of the error sequence inside
a PC Pentium 133 MHz are made, using a dedicated

acquisition digital board, controlled via software us-
ing the interrupt management. The sampling and de-

cision circuitry of the received signal are also on the

board. It is composed by the blocks showed in Fig

ure 2. The demodulated sequence (DEMOD OUT),
having a Gaussian bit shape, is sampled and converted
to TTL levels, to be compared with the reference se-
quence (DATA REF). The high rate of the data re-

quires a parallel acquisition: shift registers, suitably

joined to the serial data'line, are used. The paral-
lelized data are stored inside buffers, to be available

on the ISA System Bus, carrying them to the PC. The

control circuitry is for address and interrupt manage—
ment.

3 Measurement Execution

The measurements have been executed in the labora—

tory and office wing of a PCS factory, near Trieste.
The plan can be found in [6]. The basic structure of

the floor is given by a very long hallway, terminated
by a large laboratory and interrupted by metal fire-cut
doors. Along the hallway. several medium sized room

(in mean 5 X 5 m) and stairs are displaced. The fur-
nishing is typical of offices and laboratories, with sev-
eral metal cabinets and work benches. Further details

are given in [6, 7].

The experiments have been carried on after office

time, so that very few people was in the environ-
ment and stationarity can be assumed. On the other
side, several DECT temiinals were active and it has
been observed that interference is the main reason of

error during measurement execution. The receiving
antenna is fixed on a 2.10 in dielectric pole, while

the transmitting one is moving and kept at a 1.90 m
height. The mobile antenna has been continuously

displaced along straight and circular paths. Straight
paths have a minimum length of 7 m (in the rooms)

and a maximum length of 35 m (in the main hallway).
The antenna was held on a vertical pole mounted on a

trolley and moved by a person, with speed ~ 0.4 m/s.
Circular paths have a ray of 1.5 m. The antenna is held
on a horizontal arm, mounted on a vertical pole rotat-

ing around its axis by means of an electromagnetic

engine. The angular speed impressed by the engine
is 2n rad/min, corresponding to an antenna peripheric
speed of 0.16 m/s.

Three positions of the receiving antenna have been
chosen, two in rooms along the hallway and one in the

lab terminating the hallway. The paths of the trans—
mitter has been chosen, trying to cover many rooms

of the floor. The measurement along every path has
been carried on with transmitter constant power. The

experiment at any path has been repeated varying the

signal power at modulator output among the values -
15, ~25 and -35 dBm, respectively (about 40 dB have
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Figure 3: Packet Error Distribution P(n, m) with n = 64. 
Solid line: Measure; Dashed Line: Theory. 

to be added to these values to obtain radiated power). 
The final database contains 32 error streams obtained 
from straight paths and 33 error streams obtained from 
circular paths. 

4 PED Evaluation 

The database has been pre-processed to transform the 
bit error sequences in gap sequences, according to def
initions in [8]. 

The first quantity evaluated from experimental data 
is Packet Error Distribution (PED). PED P(n, m) is 
defined as the probability that a data block, made by 
n bits, contains n errors and is connected to Packet 
Error Rate PER by the equation: 

n t 

PER= L P(n,m)=l-LP(n,m), (I) 
m=O 

being t the number of errors in the block, that can be 
corrected. 

Signal fading rate is very low: fDTb = 8.7 · 10- 7 , 

for circular paths, and JoTb = 2.2 • 10-6, for linear 
paths, where Tb = 868 ns is bit duration, f D = x 
is channel Doppler spread, v is mobile speed and 
A = 15. 7 cm is the wavelength. However, errors are 
caused mainly by interference, originating from few 
base stations, transmitting signaling packets (96 bit 
long) in every slot (T1 = 417 µs). To represent the 
instant signal-to-interference ratio (SIR), it seems rea
sonable to use the Finite State Markov Channel model 
(FSMC), proposed in [5], with fading rate fnTr. This 
means assuming that interference has approximately 
the same effect of fading with f'v = Iv~. The model 
considers Rayleigh fading, quantized on L levels, by 
means of L-1 thresholds (referred to SIR [Section 3]) 
{Ak}f::. L fading states {Sk}f;J are obtained, so 
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Figure 4: Packet Error Distribution P(n, m) with n = 
256. Solid line: Measure; Dashed Line: Theory. 

that { Sk : SIRE [Ak Ak+1) }f,:J, where Ao = 0 and 
AL= +oo. 

The FSMC model is completely characterized by 
the transition matrix T = {tj,k}f;~ 0 and by the 

crossover probabilities e = {ek}f;J (where ek is the 
average error probability over the Binary Symmetric 
Channel, corresponding to the SIR in the state Sk), 
The transition probabilities are given by: 

Nk 
tk,k-1~ ~k)' .k=l, ... ,L-1, 

ti,j ~ 0, Vi, j : Ii - ii > 1, 

tk,k = 1 - L tk,l, 
l# 

(2b) 

(2c) 

(2d) 

where ~k) = ;i;, Nk = Ntbexp (-~ ), 
(! is the average SIR, Pk exp ( - ~) -

exp ( - A~+1 ) , k = 0, ... , L - 1 are the steady state 

probabilities for each state Sk- The crossover proba
bilities for an incoherently demodulated 2-FSK, well 
approximating OMSK, are given by: 

PED has been evaluated from this model with the al
gorithm, described in [8, 3). 

Figs. 3 and 4 compare measured PED with PED 
obtained from FSMC model, for a particular circu
lar path measurement, with -15 dBm power level at 
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to be added to these values to obtain radiated power).
The final database contains 32 error streams obtained

from straight paths and 33 error streams obtained from

circular paths.

4 PED Evaluation

The database has been pro—processed to transform the

bit error sequences in gap sequences, according to def~
initions in [8].

The first quantity evaluated from experimental data

is Packet Error Distribution (PED). PED P(n,m) is
defined as the probability that a data block, made by
n bits, contains n errors and is connected to Packet

Error Rate PER by the equation:

PER: i P(n,m
m=t+1

t

)=1— ZPUEJTL), (1)=0

being t the number of errors in the block, that can be
corrected.

Signal fading rate is very low: prb = 8.7 - 10‘7,

for circular paths, and fDTb = 2.2 - 10"}, for linear

paths, where Tb = 868 us is bit duration, [‘0 = §
is channel Doppler spread, 12 is mobile speed and
A r: 15.7 cm is the wavelength. However, errors are

caused mainly by interference, originating from few
base stations, transmitting signaling packets (96 bit

long) in every slot (T1 = 417us). To represent the
instant signal~to~interferenoe ratio (SIR), it seems rea-
sonable to use the Finite State Markov Channel model

(FSMC), proposed in [5], with fading rate fDTI. This
means assuming that interference has approximately

the same effect offading with fb = fD %. The model
considers Rayleigh fading, quantized on L levels, by
means of L— l thresholds (referred to SIR [Section 3])

{A1,}: .L fading states {15)c },c__0 are obtained so
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Figure 4: Packet Error Distribution P(n,m) with n =
256. Solid line: Measure; Dashed Line: Theory.

that {SIc : SIR E [A]: Ak+1)}£’;é, where A0 a 0 and
A]; 3 +00.

The FSMC model is completelyLcharacterized by
the transition matrix'I‘ "{tjk j[7:30 and by the
crossover probabilities e = {ek }k;0 (where 6;, is the
average error probability over the Binary Symmetric
Channel, corresponding to the SIR in the state Sh).
The transition probabilities are given by:

N

tk’k+1 z [2231’ k = 0! ‘ ' 3L — 2) (2a)
Rt
N

tk,k—1%‘fi§%, k-1, ..,L—1, (2b)
to e 0, ViJ = ii "jl > 1, (2c)

thc = l ’” Zth; (2d)
we

where Rm = ”WA”"th exp(—— 31;)
g is the average SIR pk = exp (_fiag > _
exp (__in—.1) ,k = 0, . . . ,L —- 1 are the steady state
probabilities for each state 8),. The crossover proba-
bilities for an incoherently demodulated Z—FSK, well
approximating GMSK, are given by:

—{l(i+%>l

1tags->1},
k:0,...,L—1.

PED has been evaluated from this model with the al—

gorithm, described in [8, 3].

Figs. 3 and 4 compare measured FED with PED

obtained from FSMC model, for a particular circu-
lar path measurement, with -15 dBm power level at
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Figure 5: Burst length distribution. -: Measure; -·-·: 
First order model at bit level; - - -: First order model at 
block level. 

modulator (SR 1 ). In the fonner, packet length n is 64, 
while in the second it is 256. The mean bit error rate is 
Pb = 1.46 · 10- 2, so that an average SIR(! = 18.2 dB 
is estimated from Pb= 2!e [9]. Continuous line rep
resents PED obtained from data, while dashed line 
represents PED obtained from FSMC model, evalu
ated using eqns. (2) and (3). The model has I 2 quan
tization levels, using as thresholds { Ak = (! - 2 ( 11 -
k)}l;.1 dB. 

It can be noticed that FSMC model follows well ex
perimental results in Figure 3, while it shows some de
parture in Figure 4. Furthennore, it has been checked 
that PED behavior is quite insensitive to the value of 
fvT (if fnT ~ 10-3 ). It can be noticed that the 
effect of interference on PED is well represented by 
the FSMC model, defined by eqns. (2) and (3), used 
in presence of fading with A WGN [3]. This means 
that the effect of interference, also when interferers 
are temporally deterministic and in small number, can 
be considered Gaussian. The major departure of the
ory from measurement in Figure 4 puts on evidence 
the limits of the approximation. 

5 Burst Distribution 

The error stream has been also analyzed, considering 
the burst and interburst length distribution. A burst 
is defined as a group of bit, starting and ending with 
a wrong bit, such that the maximum separation be
tween any couple of wrong bits is never higher than a 
fixed number Na (guard interval) [10]. In this work, 
it is Na = 100. The group of bits between two con
secutive bursts is an interburst. Figs. 5 and 6 show 
with solid line the distribution of burst and interburst 
length, respectively, obtained from the same experi
mental data, used in Section 4. Inside each figure, 
the dash-dotted line represents the behavior obtained 

-;. 
VI 

i 
j 
e! 

I 
'C' 
D.. 

1000 2000 3000 4000 5000 6000 7000 8000 
n [bits] 

Figure 6: lnterburst length distribution. -: Measure; 
-·-•: First order model at bit level; - - -: First order model at 
block level. 

from the FSMC, therein described. The burst and in
terburst length distributions are approximated by the 
residence time distribution in the state set S1-S9 and 
S10-812, considered as error and no-error states at 
bit level, respectively. The evaluation method is de
scribed in [11). 

The dashed line represents the results obtained from 
a first order Markov model at block level, discussed in 
the following. Let n = 64 be the block length. Let G 
and B be the events of correct block (without errors) 
and of wrong block (containing wrong bits), respec
tively. Let a two-state FSMC model at the bit level 
be obtained, quantizing SIR with respect to a thresh
old F, to represent the process at bit level. A typical 
value, also used here, is F = (!-4 (dB). Equations (2) 
give its transition matrix: 

Tbit = [ Pbb Pbg ] ' 
Pgb Pgg 

and its stationary distribution Pbit [pb p9], where g 
and b are the no-error and error states at the bit level, 
respectively. 

A first order Markov chain describing the G-B pro
cess can be built from Tbit, Pbit and its transition ma
trix is given by: 

Tbtock ~ 

[ PBB = 1 - PBG PBG = Pg (p99 )n-l ] 
Paa= 1- Paa Paa= (p99 )n 

where PBG ~ P(bm+l = 0, ... , bm+n = 0lbm = 
l)Pb + P(bm+l = 0, ... , bm+n = 0lbm 0)pg and 
Paa ~ P(bm+l = 0, ... , bm+n = 0lbm = O} (given 
n » 1). 

The burst and interburst length distributions are ob
tained from this model, as residence time in the B and 
G state, respectively. 
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modulator (SR1). In the former, packet length n is 64,
while in the second it is 256. The mean bit error rate is

Pb = 1.46 - 10”, so that an average SIR g = 18.2 dB

is estimated from P), = 5%}; [9]. Continuous line rep
resents PED obtained from data, while dashed line

represents PED obtained from FSMC model, evalu~

ated using eqns. (2) and (3). The model has 12 quan—

tization levels, using as thresholds {A,c = g — 2(11 —-

74) 19:1 dB-
It can be noticed that FSMC model follows well ex-

perimental results in Figure 3, while it shows some de-
parture in Figure 4. Furthermore, it has been checked

that PED behavior is quite insensitive to the value of

fDT (if fDT 5 10‘3). It can be noticed that the
effect of interference on PED is well represented by
the FSMC model, defined by eqns. (2) and (3), used

in presence of fading with AWGN [3]. This means
that the effect of interference, also when interferers

are temporally deterministic and in small number, can
be considered Gaussian The major departure of the-
ory from measurement in Figure 4 puts on evidence

the limits of the approximation.

5 Burst Distribution

The error stream has been also analyzed, considering
the burst and interburst length distribution. A burst

is defined as a group of bit, starting and ending with

a wrong bit, such that the maximum separation be-

tween any couple of wrong bits is never higher than a
fixed number NG (guard interval) [10]. In this work,

it is Na = 100. The group of bits between two con~

secutive bursts is an interburst. Figs. 5 and 6 show
with solid line the distribution of burst and interburst

length, respectively, obtained from the same experi-
mental data, used in Section 4. Inside each figure,

the dashadotted line represents the behavior obtained
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Figure 6: lnterburst length distribution. w: Measure;
----: First order model at bit level; — — -: First order model at
block level.

from the FSMC. therein described. The burst and in-

terburst length distributions are approximated by the
residence time distribution in the state set 51—89 and
Sly-$12, considered as error and n0~crror states at

bit level, respectively. The evaluation method is de«
scribed in [11].

The dashed line represents the results obtained from
a first order Markov model at block level, discussed in

the following. Let n a: 64 be the block length. Let G
and B be the events of correct block (without errors)

and of wrong block (containing wrong bits), respeca
tively. Let a two-state FSMC model at the bit level

be obtained, quantizing SIR with respect to a thresh-
old F, to represent the process at bit level. A typical
value, also used here, is F = 9—4 (dB). Equations (2)
give its transition matrix:

Pbb p09
T - = ,bit l P90 1’99 l

and its stationary distribution pm = [pb pg], where g
and b are the no—error and error states at the bit level,

respectively. .

A first order Markov chain describing the CHI? pro-
cess can be built from Tb“, Pm and its transition ma-

trix is given by:

Tblock '3

P313 = l - PBG PBG = Pg (ng
P03 = 1 - PGG Fee = (ngin

)n—l

where PEG 2 P(bm+1 = 0,...,bm+n = Olb =
1);», + P(bm+1 : 0,...,bm+n z 0|bm = 0);!)g and
P00 2 P(bm+1 = 0, , . . ,bmm = Olbm = 0) (given
it >> 1).

The burst and interburst length distributions are ob-
tained from this model, as residence time in the B and

G state, respectively.
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The second model shows a closer resemblance with 
the experimental results, because the state definition 
matches better the burst and interburst definitions. 
Therefore, from the burst/interburst distribution point 
of view, the channel with interference is well repre
sented even by an on-off Markov model, where the 
'on' condition corresponds to SIR being above a suit
able threshold F. Moreover, the first model exhibits 
larger deviation in the burst length case, because the 
approximation of a burst, as a sequence of totally 
wrong bits, is an oversimplification. 

(p CoilllcilUJ1sioillls amll IFUJ1tmre Work 

In this paper, a measurement system has been de
scribed, for the acquisition of bit error streams on a 
DECT digital channel. A database of error patterns 
has been obtained in a laboratory and office environ
ment, considering also the effect of some DECT in
terferers thereby placed. Some processing has been 
made on it, consisting in evaluation of Packet Er
ror Distribution (PED) and of burst and interburst 
length distributions. The experimental results for PED 
match with the ones given by a FSMC model, typ
ically adopted for fading channel with AWGN. This 
puts on evidence that the interference effect can be as
sumed Gaussian. Burst/interburst length distributions 
are correctly modeled even by a simple on-off model. 
Though, some deviations between models and exper
imental results have been also observed, due to the 
deterministic features of interference. 

Future work will consist in examining more com
plex models, that are capable of giving more accurate 
results and that can be applied to further character
izing features of the channel, as the gap distribution. 
The aim is to find a class of models, capable to give 
a unitary description of digital wireless channel be
havior, both at the bit level and at the packet level, 
so that parameters useful to system project are readily 
obtained from it. 
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[ ff ff ill!l31< Cl) ialffl ] 
[ill!f;J<JJl 1 ] WEB :f 7 '7-fa'tti~l..t..:.:it, •:, r-'7-:? 
~*t ;r, •:, r-'7-:? J:0WE 8-l_j--;'(t 0iffif§a-lflttt 
Q'.7- r-17 .:i:1~ii't"~-;"(, Ip;,;-•:, r-7 :;t'7-r 

1~~8t.llic*o/r-7-:?~*~t,Ah~h~WE 
B-tt1 r-0U RL~ili8t, iruicU R UfWE B :f 717 
-tf-Jp t, Ah~ ht..: lfil~a-irrlllT Q 7 :?-t AU~tiWJ8 
t. iitrlicU R Lt -f07:?-tA@l~a-t-t.£51-Ht't~cffit' 
o UR Lflf--:tJvt, iitrlicU R L'iJif--7'/va- ffl 
~i"(i,•;, r-'7-:?a-frl"CWEB-it1' r-0-r-:9a-Ei!h 
~t::l&{tT Q,fillll]$ t, iruic3ili@l$-/J>J&~J l..t-:: WE Bf 
-1Hcffit'Q~-\'·1~.:z.-tt-1,a-vlii:t, ii1Jic*·1 r-7 
-:?~*-JJ,t,07:7-tA-!lill!l'.~f!t.t::.£5t:: "C, El!ll/J't•WE 
Bf-:? a-l&~,-t i.: t a-~u!it T Q '.1/-1--17 .:i: 1 ~ 
lil't. 
[ jf3J<JJl 2 l irulic U R L 'iJif-- 7"MiT~~lb t,h 

t..::91 A 717 J--ll;!j,FaJa-~-?.: t 't'ft/it:::§1!~ l..t..:t ~-JJ, 
t,-5Ell;!j,Fa]J.,.llJl!~-/J;~ttht!U R L'iJi'f--:tJva-J! 
ffi I.. 7 :?-t.A.Ua-~-r-~ Q.: t a-fflmt i" oij!j;J<JJl 
1 ictlt0'.1/- r-17 .r.1 ~li\'t. 
[ill!f;J<]ff 3] irulicU R L'ifif--7'Mi • .:it,•:, r-'7-

:7llffil*-/J'G07:7-tA-/m/.l, J!ffiBll;!j,JtlJH::7:7-tA-T o 
J!lil:ffi:a-Eiili/J, i t..:ti=J=.ili/J-r·~J!t•~, iruic3fillfilffl3ti, ;t, 
"Ir-7-:7llffi!*-/J't,07:?-t.A./ml!(0iti~ i UR L-/J>t,Jilf( 
t::, T~i'k.lb t,ht..:!11Jifi'l.0 URL i "C"3fillfilT Q.: ta-~ 
mt T Qi\131<:lff 1 llc~0?"- 1-t'J .:i: 1 
rnt3J<lff 4] ITTilicU R L'ifif--:1'M.:L .:if,•:, I- '7-

:?!lilil*-/J't,07:7 -t.A./m/.l, J!ffiBll;!j,JtlfiJ::7:7-tA i" o 
Jll.il:ffi:a-Eiili/J, it..:t;l:-f.!1.J't'~J!'t'~, irullc3fil@l8t;l:, i, 
•:, I- '7-:?~*-JJ,t,07:?-t.A.ffll!(C!)iti~ i UR U::t,t 
l,, ~ o-}!'.lhjFaJrqt;:-f C1)7 :7-t Affll!(C!)llflj~t::.£5 t,t._: 
lfil~t.:tt3ili@li" Q.: t a-fflmt T Q!\l13J<lff l lictlt0'.1/
l-17 .:i: 1 ~li\'t. 
rni3J<lff s 1 ?'- r-17 .:i: 1 i::m~~nQ .::t, •y 1-?-:? 

~*-/if!l~:f+ITT Q~t::t:H i"(, ::t, •:, I- 7-:?llffil*a
ffi}.jqi" offiJJ9ffl3a-~ t, t::-offi:t. iilJllc u R L'iJi-r-:1,1,, 
:t:;JU, me~-\' •1 ~ .:z. -tt-1,a-:g.::t, •:, t- 7-:7~*.:· 
t t::'iJii" o.: ta-Ht T oill!f;J<JJI 1~ill!l3J<lff40~, 
'fh-/J't::llc.~0'.1/- 1-17 .:r..1 ~ii. 
[ ffl;J<lff 6 l iitrllc.ffiJJ9Si!t;J: I Pi J-: v A a-ffl~, 't ffi}JIJ 

a-19 -3 .: ta-Ht i" o ~3.l<JJI 5 lic.$J!0'.1/-t-17 .:r..1 ~ 
lil't. 
[ffl3J<;;gf 7] irulicffiJJIJ8tiMA C 7 J-: v 7. a-ffl~ i"'Clili 

.S9H=r 1.: t a-~mt -t oiij;J<JJlslic~0?'- 1-17 :r.1' 
~li\'t. 
[gj!j3J<lff 8 ] ffl.illc.ffiJJIJ$t;l: ;t('- Hff:~ a-ffl ~ i -C ~}Jl]a-

191.: t a-~mt T o~31<1Jl 5gctft0'.1/- 1-T'J ;r.1 ~ 

[~3J<]ff 9] ffl.ilic.3fillfil8t::J: l)J&1f l..t..: HTM L0f 
-:9~C omp a.ct HTML ( c HTML) t::~nii" 

(2)~2003-44510(P2003-445~ 

Q~mffl3~ ~ t,t::vlii:t. iilI~c""-\' •:, 1/ .:z. -tt-1'\t::l\!il-0 
WEBf-1a-HTMLtcHTML025~07-:? 
1 ·1 7'§i! -r1cffi 1.. -c :t:, < .: t ~~mt T Q , ill!l3J<lff 1 
itt..:t;J:ill!f;J<lff 5gc~0'.1/- 1-17 :r.1 
[~31<:lff 1 0] iruliclfil@l8t::J; l)J&1~l,t..:HTMLC!) 
r-1 a-s M u::~mT Q~m•a- ~ t:.>t::Olli .. t. ffl.igc~ 
-\' ·:,, ~ .:z. -tt-1,t::[i!i]-C!)WE Bf-:$' a-HTML t BM 
LC!) 2007-:? / 'Y 7'§g!t··~c.ffil 't :t:l <.::ta-~ 
mt -t Qill!l*lff 1 t t..:tim3.l<l1i 5 gctJt0?'- 1-17 :r.1 ~ 

[ill!f;J<JJl 1 1 ] ::t, •:, I-7-?llffi!*#7:7-t7. l,t..:WE 
B-it1 H::'?\.'I"(, U RL:t:lJU'7:?-t7.!/l/.l, ~Q~' 
ti, URL I:: 7:?-t7.!/11ltrni3!i:07:?-t.A.ll;lj,~-/J'G*-! 
3&11.. t..: ll\jrai 0ffiflH:-~ tr'if.!l! f- - :t Jv a-fF !ix L, , -/J''?l'F 
lix:~ht..:'iJir-:t1va-i?-t7.0ll~iR.t::.£5 t -r mu 
lhjJ!ffi L,, iitrllcifJif--7'M::tt:£hMffflH::~--:1~ ,-c 
H/.l0iti~ iWE B-tt 1 t-a--'fl]JE'. L, 't Ei!hllii@la-19~ '• 
-f0tli~t L-'ttft,ht..:iru~cfl9cl!(0iti~'IWE B-tJ"-1 J-
0f-:9~iffiTQ.: c ~fflffit TQ WEB E!ililJ3fil@l~ 
$. 
rm3.l<lff121 ?'-t-ry~1~iitt.-c0J~e.:z.-

1 a'' 
::t, •;, t- '7-:?~*-/J{i:?-t.'- l..t..:WE B-it1 H::'?\., 

-C, UR L:t:lJ:U'7?-t7.ffl,!l, ~oPt.;L UR Lt 7 
:7-t 7..!/11!( I:: ii1Ll!r07:? -t:,.ll;!j,A,:-JJ>t,*-!3&1 l t..:lhjFaJ0ffi 
¥Ha--fttr'if.!ll f-- :t Jv a-f'FlitT Q t ~t::, fl: !ix~ ht-::'i 
Jir-:t1va-7:?-tA.0~i:~iR.t::Jt t-c mfill;ljHi" o 

-f.~t' 
iitrllc'lffl!f-- 7' Jvt:: * ;i h J.> ffifflt::i1;.!;·:A i "'C ffM Cl) iti 
~,WEB-tt1' r-a--'f1JJE'.l-CE1ili/Jlliilfil~fi~,, ,t0t.a~t 
L, "C1~f:>ht..:iru~cff~l!(0iiiij\. ;WE B-tt1' J-cl)f-:9 a
HT Q-f.fi t L-"(vu~~ it o t..:lb07°D ?' 7 A. 
[ ~11Jl0f¥~,:d~flJl J 
[0001] 
r ~aJl0.ti:T ottUHi"!lff 1 *~11JJtL ?'- 1-17 .:i: 1 ¥iii 

t::mJL,, f;fjt::, WWW(World Wide Web)~C!)J\.,f J'{-f
~ ;I. }--C!)f-:1 a-::t, •:, t-7-? a-*-!83 L-"(-lj"-/\1.)'f:>l& 
{IT Ql\1 J'{-'f-~:,. I-Ei!llbl&t~Hi~a-b '?7- I-r'J .::r: 
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[ fiE*0ttiffi l ili1f., ~l1{0-tt-1,j :,,e .:z. -7 :t-:; JU 

f!l~0:? :H 7 ✓ t-J 1/t." .:z.-7-JJ{i .. 1 I-7-:7-C·~t;f 
h, :g.-t}"-1,::11/t." .:z. -7t::1,1 J'{-f-~ 7. H'#:la07 
iv+~ -r 1 i-r-:1-JJ-~cffi~h -c :t:, I), :g.:7 :1111/ 1-
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--c , .: 0) J: -3 t:i:-7 Jv-r x -r 1 7-r- 1 i rffl~T i.: i::. tJ' 
iiJfmt;( 1/ 7.. --r A iJf It < -tf & l---C \, ' Q • .: 0) J: 3 ,:i:-~ 7.. --r 
AO){?lji:; L--Ct!, (?l)tt;f, 11/1-;r,,:,, H:t3tti WW 
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i::. rt-t ,Q) t3J:U'7 Jvf-;,< ·Y: 1 7-r-1 t:U, fh-f':h 
URL (uniform resource locator) i::.11¥tt:hJ.> fIDffO) 
7 r v 7.. 'IJfl'J ".) ~ --C t;, h "t" \. , Q • .:z. --If tL 7' 7 "7 -!f J:. 
t:t3\. ,--r URL lrfiiJE'.T Q.: i::. t:J:-? --C, i'Jr:f/,!O)H TM 
Ll'{.-V~Q \.,t;t7Jv1-;,<-r 1 7-r-1 t:7J{!7.. Ti 
.:t~t~Q-*o/l-?-J.*'IJ~-11/1-*o/"· 
0).:-f, •:; I-?-J J:.t::n'-~~:ht.::WWW.O)J\,f 1,---r.:.-r-
7.. J-0)-'f-1 irJCHii"Mi~t:t;t, 7 :'1171/ t--~i.i 
(;;t,,:,, t--?-7.*) t:m~~h,Q.:z.--!f-11/1-7 z 

-7.., '1/-Jv r 7':; ry-!f J if!!!\.,, -t, •:; t--?-7 J:t:t3 
tt Q El t'.l{JO)-tr-l'i~ i::. -, -r -1 iv~ i::. H~JE'.-t Q i::. , J:.~c 
7'':7"7-!ft:J:-? --c, ffi'JE'.~ht.:: 7,. -1 ,1,, i::. f07,. -11v 
tx-11/i::. L-t.::l'{.-V'a-ftitlixTQft!!.0)77-11vi::.'IJ•E1i!VJ 
ff{Jt:Jllff ~ it 't , t:' S: .;t.71vt:ffl,7j.~v-tt--C ~~~I'{_- 2J 
iJ<!A,=r,, ~ :h Q • 

r o o o 4 J .:.:--c·, J:.~ct~JE'.0)7-r-11viJ,t;,1f\.,t:oo 
ilT Q l'{.-YrJla-~i!VJ L-'t ~jf-~-tt i t.::clbt:t;t, 1 -:>O) 
..--::.-YiJ'l::>ffflil-tQ..--::.-Y"--0)1) 1/7.a- l -?i"-:>t!r5E 
L---c Jl!Jt t:~jf-T Q £,i}l!'IJ> ~ Q • 
rooo5J it.::, t.&-37-r11vffti, ,t,,:,t--?-71: 

t:b-tit.::clb, J:.~cWWW.O)J\11,---r.:.-r-:7-.. 1--0)-r 
-1i Jt:Ht-ti~~t:ti, ~~t:!}½!31<!-te L--ciJ,t;,JN~t 
~ :ht.::~-C 0)..--::.-VO)~~~~TT ii -c·t;tiJ,;,j: ".JO)~ 
fmi!J!!TQ. fO)t.::clbt:~~fmt:t!t5E0)7 -r1 M:fffli! 
T Q{E:..--::.-YO)JN~,!J,/~jf-iJ,~T-t it-mtmiJ':fl,!t:h 't ~' 
i. 
( 0 0 0 6 ] f.: --c·, .: 0) J: -3 ~!f!!31< i fijt.::-tflfm c l 

--C El i!VJilii@ltt!fmiJ' ~ i . .: 0) El i!VJilii@JflfiH: ::tf-t Q J :'7 
-171/ t--~i.i-c·t;t, JNt,lJ, L-t.::fii5E7 -r -1 JviJ'if1'£T i..--::. 
-YO)-r-1 t 00:;m;..--::.-YO'.l-r-1 i::. tict:t--c-~ Q J: -3 
t:~-?-cv,i. 
[ o o o 7] J:JT, J:.ilcElilllJilii@lflfmi Jt#:(f.J~Wlli J: 

tf-C~llJlT Q. 

[0008]®~*~1:'/7l-"7i7f7~-o-
7" J (Freeloader, I nc, ) --c·tj:, / 'i '/ :J :Y J: "(•il§i!VJT Q 

'/ 7 I- '7 i 7-C'"if> ".), WWW J:.O)ffi'Ji:'...--::_-yt@i!VJa~t: 
nttl --CgcHiit:1:~rff'.-t i 'I-, 1-ry .i: 7-c-1>1.i. fal~ 
-/;/;'/7 H: fil!l~lffl:lJ!J (B. U.G., Inc. ) •1J'"i1> 
o. i'trJE L-t.::~rm,:@illlJff{Jt:tgi!VJ~ -tt, -=tclblil¼:JE L-t.::..--::. 
-Yi JN{Jt-~ i J: -3 t:'i'-:i --C \. ,i. 
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[0009]~~*(?1)2:~~~8-299664t 
t.i, -'f<lbil:tJE~ht.::ffiff1J&rf1,7 ;,<-Jt:~--:>-C, !I~ 
E1ill/Jt'.l{Jt:1J 1/:7$'f;ii!!!-?"C\.'< ElilllJ'? z 7'3fil@J!IIHffit 
itttffll1!lH'IJ•m~~tt-c ",i: 
[0010] 
r ;eaJliJ1M~ L-J: -3 t-t i~eJ i::..: 0--c·, ..l::311! L-t.:: EI 

i!VJ3fil@J-~a-1f-ti'/71-"7z7~Eli!VJ3fil@J~fmi1f 
-t {lffl1!nt:t3\. ,--c t.i, ffflJ!JtO)~\. ,..--::.-ya-JNt~ l 
t.:: ".)' fii5E~:ht.::JJ{§O)l'{_-2)0)~a-JN{,g,L-t.:: ".)' fiiJE'. 
~ht.:: 1J >-7:W:p;J"'C'l'{-V'tmt-ti'i'i::.', .:z.--tf'IJ>£, 
~~Hi !l:t5ET i.: i::. t:: J: ...._, -c JNffl'{-Y:W;H~ ...._, t.:: 
tJ, fiiJE'. L-t.::~~Jt:i©i!VJ-t i~ c~flfmt~JJI. l --c ~, 
J.i. 
roo 11 l c.:7:>'IJ1, £,i'.:z.--lfiJ•:::11/'/-1viJ'C:>£• 

DJff Hl:tJE'. L-~ttttti\. ,tt'i'\. ,t.::clb, :::1 >-'/-Jvi JI 
-1::,l:t-f Q i::. \,'? tift:iJ{£,!J!!t:~ Q • 

[ 0 0 1 2] it.:., iil:tJEJJ{§O)J..jJO)~t:t;t.:z.--+ft:"i1) 
QUO);;t, ·:; I-7-7 t:fffl-t Q~~'IJ>£,!f!!t ~Qt.::<lb, 
m,t4t'i' c ::11/'l-1vO)t~H1:t:'i'tt~" ,.:z.--tft:tilil¼:JE'. 
T t::,fr ,t 'i' v, i::. \.' -3 r.,iM'IJ%-o. ;it.::, ElilllJJfil@JO)flfm 
i~JJl.-t J.i t.::clbt:t.;t:1,'/ :i :y•O)::r, •:; 1--?-J-*lrm 
t:Jfill/J l t t:1iJ,'i'tttttt\. ,tt~\., i::. ", -3 raiU'IJ>~ i. 
[ 0 0 1 3 ] f.: --C', *§elljjO') El t'.l{Jt;,l:_ .:z.--!f'IJ>-'f,11')~ 

5Eifr:b~ <-C !i1f~~..--::.-Yt~$J: < E!illlJl'.l{Jt:JN{f 
-c·~ J., WE B -r-1 ( "JI. "f-r-1) O)}N{,g,IJ!~i b-? 
t.::, ::r,·:, 1--?-7t:f:li1Utii C 7'- 1-"7 z1) tm#t-ti 
.:tt:Ji>t. 
[0014] 
[ ~Jffliij;~T Q t.;:clbO)-'f.!19:] *§elljj0)7- I-"7 :r.,f ~ 

i.iO'.l-~~"t"ti, WEB 7'7ry.Jf'tnf~L-t.::,t,,:,, 1-?
J~*i::. ,t, "I I-?-:7 J:O)WE 8-tj"-l'iijj&;iiJtmt::-t 
i7'- l-'7 z1 t:t:1\.,"'(, I PJ,7,;, 1--7 ::t ?--r 1' 1/ 
:1'$i::.' mr~c-t-•:; I-?-:7-*iJ,t;,J..jJ ~ht.::WE B-tt 
-1 }--O)U R Lf?!te!!Ii::., WJgcU R L'IJ•WE B 7'7"7-!fiJ, 
t;,J..jJ~ht.:.@J:W:iITT~-ti7J{!:7-..fflJJ£ITT~!!Ii::.,WJ 
~cu R Li::. f0'.l7J t 7-..@J:W:i:k-J-Jiei{ttt-CW:t-t i UR 
L 'gf.i--r- 7' ,1,, t , mr~c u R L >gf.i--r-7' 1v t m ~ , --c ::t, 
"I 1-?-7 tfr l t w E s-ir 1 1-0)-r-:1 t 13i!VJa~t:n 
{,g,-ti:.fil@J~i::., mr~c:.fil@J!JI'IJ>JN{iL-t.::WE B-r-1i 
ict:t-ti:r-"" •:; 1/ .;t. -tt-1,HffiL ;:!', •:, 1-17-:7-*iJ' 
t;, 0) 7 :7 t 7-..~&flt t:Jit t--C , El illlJ--C'W E B -r- :$' t 
JN{t-ti. 
[ 0 0 1 5 ] *§ellJlt: t htt, WE B 7' 7 ry-!f t;:J..jJ ~ 

ht.::UR Li::., WEB 7'7ry-!f'IJ>C;,}..jJ~ht.::@J:W;i U 
R LM--r-7'Jv"(•>gf.i L-, -'fclb~clbt::,tlt.::~flt-C'7'
l-"7 i 1 # E!illlJl'.l{J~WE B-r-1 i:.fil@J l, 7'-1-'?i 
-1 t:p;J~~ ht.:::r-"" ''/ s.,, ;z. -tt-1,t:icffi l --CH<.: c 
-C'' ~t:.1--!f1')>1::,0)[lt5Ei£•1ll!t l-~\, ,-c-.:z.--!J'O)jff 
,7j.t;:*;b-ttt.::WE B-r-1 tn;t:iUT-r-1 t::st!ffi L---C 
t3<.: i::.n•te*i. tt.::, -t, •:; t--?-7~*ttg!l!IJL-~ 
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<tt.WEBf-?0@~g@J~ti:l*Q• 
[ 0 0 1 6 J it:::.. :.f-§!BJ!t;:!:fflilic UR L >g-f.i f-- 7' Jvh> 

-'flf.>?R:lf.> t::.h.t:::.? 1 A 7"7 1' ~lffl H~?.:: c 1.:·&1~t:5!!! 
ffi lt:::. c ~ h>t:.-JE'.~lffl,l;JJ:.J!ffih{~tth.ttu R Lft 
-r-7'Jva-Hl 7:7-t..:,.fflJ.fH:~J!t''~ i.:: cc:-·. 7 
7-t_;z_h,~~ ,~t;J:!t~~h.t:::.7:7-t_;z_fflJ.tt 7 1) 7-t 
o.: c h'it•~ it:::.th. ~*t:7:7-tA lt:::.UR u:~w 
~h.~~,. 
[ 0 0 1 7 J it:::. • :.f-1eB.Ji0 flf!01f,;m•tt;J:. ffliiic U R L 

>g-f.i 'f-- 7' 1v t • :r, •:1 t-'7 - ;:, /!i/il*n' 1::i 0 r :7 -t..:,. ffl 
J.t. J!ffi 8~)1IU: 7 :7-tA -to )l[Riff:t El~, i t:::.t;J:.f-f./J 
t·~t-~. litrlicm@mit;J: • .:t, •:, t- '7-:7/lffi*n•b0r 
:7-tAffl/.t0~~, UR Lh•t:.m:, -'flf>?R:th t::.h.t:::.)lll{{IT 
0 URL i C:-•:lfil@JT Q.: t t·, 7 7-t _;z_ffiJ.l0~~, UR 
u:~-:,'"(WE B-iT1 r-0f-?tJ!ffi-tQ.:: ch{t·~ 
Q. 
[ 0 0 1 8 J it:::.. :.f-j!BJJ0flf!01f,;mc:-•t;J:, litrllc URL 

>g-f.if--7'Jvt, .:t, •:1 t- '7-::7/!i/il*n' 1::i0r;:,-t..:,.ffl 
J.t. !l!!ffiB~J11fit: r-1-t_;z_-t ii11:1=t @~. it:::.t;J:.f-f.lJ 
-c-~-c~. litriicm@miti • .:t•·:1 t-'7-:7/!i/il*n•1::i0r 
?-t_;z_U0~~, UR U:M l. ~o-JE'.~raii:'9t:~0 
7:7-tAU01Jl]f,t:Lttt:::.@]~t!ttm@J-to.:. ct·, 
7 :7-t _;z_g0~~, UR U;J:J!ffiffll.t b ~ < -t Q.: t b{ 
t·~ Q. 

[ 0 0 1 9 ] it:::.. :.f-j!B.Ji0flf!01f,;mt•t;J:. -1/- r-'7 I. 
1 t:ti~~tt.i ;t. "1 t- '7-:7/!i/il*n'fl~f?:(E-t otDif.t: 
:a~,--c. :::t•·:1 t-'7-:7/!i/il*a-~11-tiiUl'Jillit~t:.t:Oiil 
t . litrlic u R L ig:f.i .::;:.-7' 1v :a J: ti. litriic ::\'--\" -» 1/ .:L -it 
-1,t~.:t-·» t-'7-:7/!i/il*.:'ct:ig:fJ-tQ.::ct·· • .:t•·:1 
1' '7-:7~*.:'c t:7?-t..:,.ffl/.tn•~~\WE B ➔t-11' t 
@~m@-t Q.: c n{tf:l*o. 
t o o 2 o J it:::.. :.t-§!eJ10flf!011,;m--r·u. m11miti r 

P?fq,,..:,_, MAC7J-q.,,..:,._ ;f-'-1':l=~tffl~,""(mlJ 
~h.. ;f. •:, 1' '7-:7/!i/il*.:' c t:7:7-t_;z_ffi:J.l0~~ ,wE 
B-iT1t-t@~m@-tQ.::c~ili*'°· 
[ 0 0 2 1 ] it:::.. :.f-j!BJl0flf!01f,;m--C•t;J:. ffliiic:lfil@Jml 

t:J: IJJl:Htlt:::.HTML0f-?tC o rn pact HT 
ML ( cHTML) t:~ffli"o~fflWt~bt:Oiili. 1itr 
lie:\'--\"'>':.,-.1-it-1,t:fa]-0WE Bf-? t HTML c 
c HTM L0 2iu1t07-:7 r •:,7°~lffl-C'ilcffi l t :a< 
.:.t~.HTMLMJ;t0WEB7'7?-tf~OO~l~UR 
L tftt:Elf./J:lfil@J l '(~fl lt:::.f-? t c H TM LMID 
WEB :1''7"7-tftnf~lt:::.i• •y 1' '7-7 /!i/il*t·OO~-t o 

.:. tn{tf:I*'°· 
[ 0 0 2 2] it::.. :.f-j!BJl0flf!01f,;m-C·t;;l.:. filc:lfil:@]$ 

t:J: IJ~{tlt:::.HTML0f-?tBM u:~-to~ 
ffliltit ~ bt:Oiili_. litrlic::\'--\" "1 Y ;i. 'iT-J\t:fa]-0WE 
Bf-?tHTMLc BML02'fft~07-:77•:,~ 
lm--C'ilcffil t:a<.:: c-C·. HTMLMJ;t0WE 87'7? 
-tf--C•ti!Jt lt:::. URL iftt:13~:lfil@J l t ~11 lt:::.f-? 

(4)~2003-44510 (P2003-445~ 

tBMLttJ;tWEB7'7ry-tftm~l~f-vc~c0;t. 
•:, t- '7-:7/!i/il*t·OO~-t Q.:: c h•IH*Q. 
[0023] 
[ JeBJl0~m'!i0fl,11,; J J;Xf. :.f-§!B}l0~m'!i0W~t:? ~' 

-C OOiffit~~ l t meJJ-t Q. · 
[ 0 0 2 4 J (~fifil0tf91t\l 1 ) 00 1 t;J:, :.f-§!BJl013f./.)g 

@fflfil;t i ?:1/- t-r'J .:i:.10-'7'J07'o ,y? oo-c-~ 1J. 
00 2 ~00 4 t.;I:. l:Bl 1 0 7- 1'? .:i:.1 8 0 0lli!J f'F=J=-JIIJ{0{7l] 
i:;"f-"t(;BJ-C•ir., o. it::.. (;BJ 5 t.;:t. (;BJ 107'- 1' r'J .I.1 t: 
:att o UR L>g-f.if-- 7'lv0r-J~0-{71Ji:;"f--t(;BJt··~ 
IJ,(;BJ6t.;:I:, URL>g-f.i9'-~~0~0~(?17i~ 
!: lt:::.1711) i5r-l. 00 7 t.;:t. UR L>g-f.if-- ~lv0flf!0 
{71) ( 7:7-t _;z_fflJ.tCl)Jl[!Hrr i~li lt:::.{711) t::;r--tOO--c·~ 
Q. 
[ 0 0 2 5] (;BJ U::a~,-z:. ~~f.f~ 1 Ot;J::1/-1' r'J I. 

1h'b? I PH-7·:, r-07-;t?-f 11/:1'$. 2 1 t;l:.::z.. 
--tfh'>7:7-t_;z_ l, '(~''° WE B-it11'0UR L~ti:1$. 
2 2t;l:WE B ➔t1 l-"'-07:7-t_;z_fflJ.tlitl!llliltI. ~m{f.f-1} 

2 5t.;:1:7?-tA~mmI, 3 ot;J:il1JlicURL~tl:l$t:J: IJ 
~tf:l l t:::. U R L c fflilic 7 :7 -t Affl1.trnro1w t: J: IJ iitl!lll l 
t:::.7 :7-t_;z_Qt rm,mfttt-Clii:!ffi-t t UR L>g-f.i'f--7' 
Iv, 4 Ot;l:fl~0WE B-ij-1 t-0r-?tE1~-Z:-n1t-t 
o:lfil@J$, 5 Ot;l:7:7-tA lt:::.f-?Hcffii"o~--\" •:, 
:.,-;i. -it-1,. 9 Ot;J:;t, •:, 1' '7-:7. 9 1 t.;:1:il1Jili:!:r• "It- '7 
-:?J::.t:~oWEB ➔,.-1,. 9 2t;J:;j',,y 1''7-:?~*t: 
m~~h.Q WEB :1'7ry-tf'(•~o. 
[0026]1:Bl2.l:Bl3.l:Bl4t~-:>t;f-§!~0-~mli 

0fl,11,;t:t:> tt o El lli!J:lfil@J1iit0~ f'FH~aJJ-t t • 
[ 0 0 2 7] l:Bl2t;l:, ;;t. ·:, 1' '7-:7/!i/il*n•h0WE Bf 

-?00~~3-.l<t:MID-t o WE Bf-?b'. -1/-1' ry I.1 
i:'90::\'---\" "I 1/ ::i. -it-1, 5 0 t:~;IJ•-:,t:::.t~-£--0f./Jf'F0f±ffl 
;;..-c··~i. 
[ 0 0 2 8] ;f,,:, t- '7-:7~*h•t:. WE Bf-?000Ji: 

if3J<h'>:1/-1' r'J .:i:.1 t:M l -C ~h'? t:::. t t< • :1/- 1' r'J .:i:. 
1 t.;l:;r, ,y 1' '7-?~*n'7 7-t_;z_ l J: -3 t l 1'.' ~ ,i UR 
LtURL~ti:1$21-C-·~tfftitctt:. -c-07:7-t 
..:,.ffll.ti7 ?-t.7.Uli-tfflll$ 2 2 -c--~tl!lll l. UR Lft 
r-7',v3 o t:Jtwii" i. 
[ 0 0 2 9 ] :1/- t-ry .:i:.1 t;J:~31< ~ h.t:::. UR U::ttJii:.ii" 

tWEBf-?h'~-\" •:,Y;i.-it"-J'\5 Ot:~~\fDif.. ;f, 

o/l-'7-:790i*l""CWEB-ij--1,91~7?-t.7. 
l,, U0WEBf-?in1tl-. ~--\"•:,:.,-;i. ➔f"-1,5 

0 t:licffi-t o c fal~t:. ;r, •:, t- '7-:7~*1:.0WE B 7' 
7'7-tf92~WEBf-?t•:;"f-!~i • 
[0030] <);:t:. l:Bl3t;;t;t.-:,)--?-:7~*n'h0WE 
B f-?00~~3J<t:ttJi5T t WEB f-?h'>. :1/-1' '7 
I.1 R0::\'--\" ':11/ ;i. -it-I\ 5 0 t:~-:> t:::.~0~f'F0f± 
;fflht·~-o. ;;t. •:, 1' '7-.7/!i/il*n'l::i WE Bf-?000~ 
~3.f<;l)f:7-t-r'J I.1 t:M L, -C ~h{-:, t:::. t ~. ;;t. 'Y t- '7-
7~*ii7 :7-t..:,. lJ: -3 t l -C ~',Q UR U:MLti" o W 
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E B r-?ii"'-\' ,y:,; .:z. -tt-ri 5 0 t:ir:>htf, "'-\' ,y :.,
.:z. -tt-1,1,pG WE Bf-?1,1{:7"17 ✓o- ~ ~h, ::t--:,, 1-
'7-:7 •*J:.o:>WE B :15''7-if 9 2 t:~;if-~tti. 
r o o 3 1 1 o;:t:, l;Rl4 ti?'- 1--r; :r.1 n{EJl/Jllli@ ifr 
-3 ~01/Jf'Fo:>(±ffl.h--Z:'ir:>-Q. ?'- 1--r; :r.1 ti UR L>g 
JI-r- :11v 3 o i~!m t.,, 7:7 tAffl/.t~f!H:f,t-, t ::t, 
,y J--'7-:7 9 0J:.o:>WE B-tt-1,9 1 t:7:7tA l,, W 
Es r-1 i 1«1~ 1..,, "'-\' •y:.; .:z. -tt-1, 5 o ,:~cffii" 
i • .: 0c: ~, u R L'gfll!f--7''lv3 o tt$Jm~ni0 
h--Z:·, :sem~ni.:: .1::,;1:~~,. 
[ 0 0 3 2] l;RJ5 t;J:7- J--r; :r.11,1{fgf)l!'9"Q U RLl'gfll! 

-r-:7'Jv3 00-WJJ-Z:•ir:>J.i. 
[0033]1;RJ6~URL>gJJlf--~1,,30~?17i 

~tt, ~JE0U R u:t,tl, -CW!J.U:!7 2 ffi!fflm_,::J.11;Jc: ~i-, 
t..:ir:>i-JEMm'.17:7tA1.1'7J:tthtf-f0 URL i URL 
'gf]lf--7Jv 3 01.1'1? Ell/Ja'-Jt:.:j!jl]iijt't Q. ,f? '9-Q.:: c 
-z:·, 1--!fo:>"ffh-1.1~.t,-, --C :fu:iiiH~t:ffl~t:7 :7 t AL, 

t..:WE B "tt-1 l--0-r-? t ~ i--::>i-C'b Ell/J:Jili@Ji" J.,.: c 
t;J:~<7d:''->. 
[ 0 0 3 4] l;RJ7t;l:URL'gf]l-,'--7/v3 0t:7:7-tA 

fflJ..t 0 )II}'{ (i'.I.. i --::> t t , WI] i tf, 7 :7 t A ffl/.tJ:. {i1 5 (.ii. i 1:· 
c: ~ ,-, t..:ir:>l.>-JE0Jilfi{i1i t·l7)WE B "tt 11--i Ell/J:Jili@J 
'ti.:: c:1.1<1:·~ -Q. ,f :it-i.:: ct·:, 7:7-tAffl/Jt0f<li 
~iWE B"tt-1 H:~..lht Ell/Jllli@JT it..:111'), £~J;JJ:.t: 
*o/r-'7-:7~7:7tAl7d:'<7d:'l.>. 
[ 0 0 3 5] (~:/iail7)~J'G2) l;RJ8t.i, :ils;~:liaio:>~J'Gt.: 

1./'1.l'Q 7- 1--ry .::r:. 10:fff/J.ltt :;f-1"1;RJ1:'ir) J.,. *~:liaio:>~ 
J'G0~:ils;tl{J7J::fff/ix:ti, !;RI 107'- I--17 .::r:.-1 c laJ t, -C'ir:> i 
1.1{_ 1:7tAlk11.l'lm2 5t::i:n,-z: _ ~ Gt:~5111•2 o t 
L--::>.:: c:t:~Wn•ir:>l.>. 
r o o 361 m1Jm2 o,;1:, ?'-1--17.::r:.1 t:1l~0-t,,y 
1--'7-:7•*n<n€~~hJ.,~,g,t:, ~::t, "1 1--17.:._:7•* 
tm11-ti001~ ti"i. 
[0037]l~#-,-C,l;RJ80?'-1'r;:r.1T~.?' 

-1--r; .::r:.1 t:ti~~hJ.> * "I 1--'7-:7-*1.1'1l~fftET 
l.>~*-C'b, ;j',,y 1--'7-:7.*.:'.'c:t:URLflf--7' 
,1,,3 o 11;Jt•7:7tAffl!tn'•fl~n. ::t, "/ r-'7-:7•* 
~fil.t··0E1l/J,lli@J tfi 5.:: c n>iiJ~t 7d: l.>. 
[0038]Rt~,*71--'7-?.*93J:.0WEB 

7'717-if92i~f'Flt:1.--!f1.1>WEB"tt-11'~07:7 
tA £-fi--, -z: ~ ,1.i t ~, ;t, ,y 1--'7-?•*9 3 mt:wi1 tJ 
~L Gnt..:U R L/ffll!-,'--7/v 3017.)ffl~t:7:7 tA;\:; 
17.)U R Lt 7?tAffl!t1.l~cffi~nl.>. 
[ 0 0 3 9] ,lli@JH1!4 0t;l:.t, •y 1--'7-:7 •*.:'.' c: t:7:7 

tAffl/.tJ:.fil.17) u R Lt Ell/Jllli@J L,' "'-\'')I:.,- .:z. "it-I\ 
5 0 t::WE B f-1 t f¥.:tr:T i. 
[ 0 0 4 0] WE Bf-;$7t;l:"'"'° "I;.,-.:z. "lj--1,5 0 rq-z:· 

b*o/r-'7-?.*.:'.'c~-fl~n-~@Ji--!f#WE 
B75''7-if92ltJ7:7tA!Kh~~-~-l--~~
~ltJ~0*o/l--'7-?•*~~07:7-tA~t"~ 

(5)~2003-44510 (P2003-445~ 

l,, "'"'° 'Y 1/ .:z. "lj--J'\ 5 0 o:>f-;$7 f :7°9 ✓O- ~ l,, 
WEB"tt-1 l--000~n>tf:tlf~J.,. •*0~YJl]t:t;l:I P7~ 
VA, it.::t;J:, Ethernet (!Uikitliffl) 0MAC 
i~vA, it..:t;L ;r,'-Hff:-lyn•ffl~it;,hJ.i. it..:, .t, 
'Yr-'7-?~*mlt'O) UR L'gfll!-,'--7}1,,_ :.t-3ltf, "' 
-\' ')11/ .:z. "tt-l\17)~ffi{ f ,pilffilit Thtf, @AH0f¥. 
~1,1,-c-~ J.i. 
[ 0 0 4 1 l l;RJ9t;l:t, ,,, 1--'7-:7-*.:'.' t t:'gfl~hJ., 

UR L'gfll!f--7''/vo:>-W!]t"ir:>Q. l;Rl;if-~ni l :it::, 
~•*4:i}t::ra:»11~n -z:, u R Ln'~JI~n -c ~ ,,., • 
r o o 4 2 1 <~~'80~1G.3 > 1;RJ 1 o ,;1:_ *~~m0~1G 

o:>?'- 1--'7.r.,f'o:>:fff~a-:;f-i"l;RJ-C'ir:>o. !;RI 1 o 0'.1/- 1-
r;.r.117.)~~Wti, HTMLtffi=l7)?-:77 ·u ~~k: 
~T o~~tm 6 O t (iffii_ -Z: ~ ,i.:: c -C'ir:>J.,. 
[ 0 0 4 3 l t, ')I 1--'7-?•*~ii1,1{13llJ:Jili@Jifi:i 

~- .t, ·Y 1--'7-:7-*7J'l?07? tAt::l tJ URL c 7 
?-1:Affl!ta-litill.Y l, UR L'gfll!-,'--:1Jv3 0 t::l!fi~it 
J.i. 
[ 0 0 4 4] ;Jili@).4 0t;l:U R L~fll!f--:1Jv3 0n•G 

7 :7 t Affl/.to:>;fi;~ i U R Lt EliJJJfil@J L,, ·"'-\' •y :,; .:z. "it 
-1,5 0t:WE Bf-:1!-icffit"J.,. ,fl7),1:: ~, HTM 
Ll7)WE Bf-7' t, HTMLt-ffi=l7)7-?7•yn 
~t:~~l,t.:::WE Bf-10 2ffl!!1J{a-"'"'° 'Y:,; .:z. -tt-1, 
t::~cffi l -z: t-:s < • 
[0045] m=0v-:77,y7'§"~clttL Com 

pactHTML:.t-3ltf, BML7J:~#ir:>J.,. 
[ 0 0 4 6] ~@Ji--ifi;,t;,07:7-1:Af.1%-,t..: c ~, 

1--!fo:>OO~•y-;1,,;1;{)l!1!!;17)WE 87'717-1}'9 2;1;,, c 
HTMLtf/i5WE 8 :7'717-1}'1,1>, BMLt,f/i50WE B 7' 

717-!fn,t'f!lJ~ l"'"" •:, 1/ .:z. -tt-1, 5 o 1 tJ _ 00~-.:,,
M::ir:>h-1:t-c lfflft"iiffili7d:'WE Bf-:1 t-5"r; ✓o- I' l, 
t 00~ i.: c ;1;,1±1:~1; J.i. 
[ 0 0 4 7 l WIJ.U;!, 1 'i'/ ::1 ✓:i;c c o:>ffl~t: 7 :7 t AT 

J., WE B"tt1 l--0-r-7 a-131/Jllli@J l, ,lli@J l, t!cffil 
t..:WE B"tt-1 r-0-r-1! i -c-1':t-fliDH'i!G:iffit:::$'·'7 
✓D- ~ L, t)i!Jbffi!fm]rpt:WE Br-Ytlffl~t"i.:: c 
iJ>tl:Hl~J.i. 
r o o 4 s 1 iui tJllJJGt.P~l, t:, :i1s;~aJJt:1n 

~i', Ell/JJfil@Jffllfilii(iffi .:U.::?'-1--'7 -1: 1 t:l hti, ..1-

-if1.1,t;.0.A.:1Jtif'Fa-£,l!J;!t iti', ::L--+}'17.)f{-A.., -C'i :7 t 
A I..,"( PJ.i WE B"tt-1 l--0-r-? t Ell/J:Jili@JT l.> c ~\ :i 
~~1.l'1~GhJ.,. J,..jJ:.li3tllJll,t.,::ij,;~llJjl7)WE B"tt-1 J--17) 
Eil/Jllli@Jn~0~:ij,;tl{J7J:.f-Jl[rit;;I:, !;RI 1 1 t::;f-t° l 3 t::i;c 
o. T7J:h't:,, t,,y 1''7-?.*1.1'7:7tAlt..:WEB 
"tt-1 H.:--::,~,t, URL:.t-3ltf7:7tAffl!t, ir:>J.i~i 
t;;I:, URL c 'i?-t:Affl!tc iil!3.!i07? -1:Affi!t,~1.l'I?~ 
,& L-t.:::ffi!fmlo:>fflfflt~t!~f.!llr-:111,,t f'F~ l _ 1,1,--:::,fF 
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ocket/Rcf. No.: APPT-001-1:i Patent 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

icant(s): Dietz et al. 

Filed: October 14, 2003 

Group Art Unit: 2141 

Examiner: 

Title: METHOD AND APPARATUS FOR 
MONITORING TRAFFIC IN A 
NETWORK 

Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

TRANSMITTAL: INI!'ORMATION DISCLOSURE STATEMENT 

Dear Commissioner: 

Transmitted herewith are: 

_x_ An Information Disclosure Statement for the above referenced patent application, 
together with PTO form 1449 and a copy of each reference cited in form 1449. 

A payment for petition fees. 

_x_ Return postcard. 

_x_ The commissioner is hereby authorized to charge payment of any missing fee associated 
with this communication or credit any overpayment to Deposit Account 50-0292. 

A DUPLICATE OF THIS TRANSMITTAL IS ATTACHED 

Date: MVvh Lf I 10041 

Correspondence Address: 
Dov Rosenfeld 
5507 College Avenue, Suite 2 
Oakland, CA 94618 
Telephone No.: +1-510-54 

Respectfully submitted, 

Do~ 
Attorney/ Agent for Applicant(s) 
Reg. No. 38687 

Certificate of Mailing under 37 CFR 1.18 

I hereby certify that this correspondence is being deposited with the United States Postal Service as first 
class mail in an envelope addressed to: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 

22313-1450. ~ /2=-& 
Date of Deposit: ~ ~ I tcx)j Signature: ____ ~<+-\=-----+--

Amy Drury 
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Filed; October 14, 2003

Title: METHOD AND APPARATUS FOR

Commissioner for Patents

P.O.

Alex

ocket/Rcf. No.2 APPT-001-15l ' Patent

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Group Art Unit: 2141

Examiner:

MONITORING TRAFFIC IN A

NETWORK

Box 1450

andria, VA 22313~1450

TRANSMITTAL: INFORMATION DISCLOSURE STATEMENT

Dear Commissioner:

Tran

X

X

X

Date

smitted herewith are:

An Information Disclosure Statement for the above referenced patent application,

together with PTO form 1449 and a copy of each reference cited in form 1449.

A payment for petition fees.

Return postcard.

The commissioner is hereby authorized to charge payment of any missing fee associated

with this communication or credit any overpayment to Deposit Account 50—0292.
A DUPLICATE OF THIS TRANSMITTAL IS ATTACHED

 

Respectfully submitted,

, Moon/n Ll l 100%

Do senfeld

Attorney/Agent for Applicant(s)

Reg. No. 38687

Correspondence Address:
Dov Rosenfeld

5507 College Avenue, Suite 2

Oakland, CA 94618

Telephone No.: +1-510-54

Certificate of Mailing under 37 CFR 1.18

I hereby certify that this correspondence is being deposited with the United States Postal Service as first
class mail in an envelope addressed to: Commissioner for Patents, PO. Box 1450, Alexandria, VA
22313-1450.

Date of Deposit: ‘:fl 0!! E1 , W ‘ Signature:
Amy Drury 
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APPT-001-1-1 

HE UNITED STATES PATENT AND TRADEMARK OlfFICE 

Serial No.: 10/684,776 

Filed: October 14, 2003 

Title: METHOD AND APPARATUS FOR 
MONITORING TRAFFIC IN A 
NETWORK 

Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Group Art Unit: 2141 

Examiner: 

INFORMATION DISCLOSURE STATEMENT 

Dear Commissioner: 

This Information Disclosure Statement is submitted: 

__x_ under 37 CFR 1.97(b), or 

Patent 

(Within three months of filing national application; or date of entry of international 
application; or before mailing date of first office action on the merits; whichever 
occurs last) 

__ under 37 CFR 1.97(c) together with either a: 
_ Certification under 37 CFR 1.97(e), or 
_ a $180.00 fee under 37 CFR 1.17(p) 
(After the CFR l.97(b) time period, but before final action or notice of 
allowance, whichever occurs first) 

__ under 37 CFR l.97(d) together with a: 
Certification under 37 CFR 1.97(e), and 

_ a petition under 37 CFR 1.97(d)(2)(ii), and 
_ a $130.00 petition fee set forth in 37 CFR l.17(i)(l). 
(Filed after final action or notice of allowance, whichever occurs first, but before 
payment of the issue fee) 

X Applicant(s) submit herewith Form PTO 1449-Infonnation Disclosure Citation together 
with copies, of patents, publications or other information of which applicant(s) are aware, which 
applicant(s) believe(s) may be material to the examination of this application and for which there 
may be a duty to disclose in accordance with 37 CFR 1.56. 

Certificate of Mailing under 37 CFR 1.18 

I hereby certify that this correspondence is being deposited with the United States Postal Service as first 
class mail in an envelope addressed to: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 
223 I 3-1450. 
Date of Deposit: 
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IV HE UNITED STATES PATENT AND TRADEMARK OFFICE
  

  

  

 
  

 

Applicant(s): Dietz et al.

Serial No.: 10/684,776

Filed: October 14, 2003

Title: METHOD AND APPARATUS FOR

MONITORING TRAFFIC IN A

NETWORK

Group Art Unit: 2141

Examiner:

Commissioner for Patents

PO. Box 1450

Alexandria, VA 22313-1450

INFORMATION DISCLOSURE STATEMENT

Dear Commissioner:

This Information Disclosure Statement is submitted:

_X_ under 37 CFR 1.97(b), 0r

(Within three months of filing national application; or date of entry of international

application; or before mailing date of first office action on the merits; whichever

occurs last)

__ under 37 CFR 1.97(c) together with either a:

_ Certification under 37 CFR 1.97(e), or

__ a $180.00 fee under 37 CFR 1.17(p)

(After the CFR l.97(b) time period, but before final action or notice of

allowance, whichever occurs first)

_ under 37 CFR 1.97(d) together with a:

___ Certification under 37 CFR 1.97(e), and

__ a petition under 37 CFR 1.97(d)(2)(ii), and

__ a $130.00 petition fee set forth in 37 CFR 1.17(i)(1).

(Filed after final action or notice of allowance, whichever occurs first, but before

payment of the issue fee)

with copies, of patents, publications or other information of which applicant(s) are aware, which

applicant(s) believe(s) may be material to the examination of this application and for which there

may be a duty to disclose in accordance with 37 CFR 1.56.

X Applicant(s) submit herewith Form PTO l449-Information Disclosure Citation together

Certificate of Mailing under 37 CFR 1.18

I hereby certify that this correspondence is being deposited with the United States Postal Service as first
class mail in an envelope addressed to: Commissioner for Parents, PO. Box 1450, Alexandria, VA
22313-1450.

Date ofDeposit: with! Q] 1‘ (Eu) Signature: 
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SIN: 10/684,776 Page 2 IDS 

L (Cited in a related case) Each item of information contained in this information disclosure 
statement was first cited in a communication from the U.S. Patent and Trademark Office in a 
related application. The present application is related to such other applications by claiming 
priority of the same U.S. Provisional patent application. 

It is expressly requested that the cited information be made of record in the application and 
appear among the "references cited" on any patent to issue therefrom. 

As provided for by 37 CFR l.97(g) and (h), no inference should be made that the information and 
references cited are prior art merely because they are in this statement and no representation is 
being made that a search has been conducted or that this statement encompasses all the possible 
relevant information. 

Date: ~<kt ~ , 2 oO '1 

Correspondence Address: 
Dov Rosenfeld 
5507 College A venue, Suite 2 
Oakland, CA 94618 
Telephone No.: +1-510-547-3378 

Respectfully submitted, 

DovR&'nfew 
Attorney/Agent for Applicant(s) 
Reg. No. 38687 
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statement was first cited in a communication from the U.S. Patent and Trademark Office in a

related application. The present application is related to such other applications by claiming

priority of the same U.S. Provisional patent application.

X (Cited in a related case) Each item of information contained in this information disclosure

It is expressly requested that the cited information be made of record in the application and
appear among the “references cited” on any patent to issue therefrom.

As provided for by 37 CFR l.97(g) and (h), no inference should be made that the information and

references cited are prior art merely because they are in this statement and no representation is

being made that a search has been conducted or that this statement encompasses all the possible
relevant information.

Date: WU“ VII 200V]
Respectfully submitted,

Dov enfeld

Attorney/Agent for Applicant(s)

Reg. No. 38687

Correspondence Address:
Dov Rosenfeld

5507 College Avenue, Suite 2

Oakland, CA 94618

Telephone No: +1—510—547—3378
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Eta/.FORM-1449 ________________________________ SHEET 1 OF 1. 

ATTY. DOCKET NO. SERIAL NO. 

APPT-001-1-1 10/684,776 
-

~~Oll 0 
TION DISCLOSURE STATEMENT APPLICANT 

1, Dietz et al. 

I " t) ~ t ~ \\ i ~~Use several sheets if necessary) FILING DATE GROUP 

\ ~ _JI 14 Oct 2003 2141 

~Arr:m¥l,Y - U.S. PATENT DOCUMENTS 

FILING DATE 

*EXAMINER DOCUMENT DATE NAME CLASS SUB-CLASS IF APPROPRIATE 

INITIAL NUMBER 

6,625,657 Bl Sep. 23, Bullard 709 237 !Mar. 25, 
AA 

2003 1999 

AB 
6,330,226 Bl Dec. 11, Chapman et al. 370 232 µan. 27, 

2001 1998 

AC 
6,651,099 Bl !Nov. 18, Dietz et al. 709 224 Jun. 30, 

2003 2000 
6,424,624 Bl b"ul. 23, k}aland et al. 370 231 Oct. 7' AD 

2002 1998 
6,279,113 Bl IAug. 21, !Vaidya 713 201 Jun. 4, 

AE 
2001 1998 

6,363,056 Bl !Mar. 26, Beigi et al. 370 252 Jul. 15, 
AF 

2002 1998 

AG 
6,115,393 Sep. 5, Engel et al. 370 469 Jul. 21, 

2000 1995 

AH 
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GTrace - A Graphical Traceroute Tool 
Ram Periakaruppan, Evi Nemeth 
University of Colorado at Boulder 

Cooperative Association for Internet Data Analysis (CA/DA) 
{ ramanath, evi }@cs.colorado.edu 

Abstract 

Traceroute [Jacobson88], originally 
written by Yan Jacobson in 1988, has become a 
classic tool for detennining the routes that 
packets take from a source host to a destination 
host. It docs not provide any infonnation 
regarding the physical location of each node 
along the route, which makes it difficult to 
effectively identify geographically circuitous 
unicast routing. Indeed, there are examples of 
paths between hosts just a few miles apart that 
cross the entire United States and back, 
phenomena not immediately evident from the 
textual output of traceroute. While such path 
infonnation may not be of much in,terest to many 
end users, it can provide valuable insight to 
system administrators, netwo~k engineers. I . 
operators and analysts. We present a tool that 
depicts geographically the IP 1~ath infonnation 
that traceroute provides, drawing the nodes on a 
world map according to thei'r latitude/longitude 
coordinates. / 

, 

1. Introduction / 

Today's /Internet has evolved into a 
large and complex aggregation of network 
hardware scattered across the globe, with 
resources accessed transparently with respect to 
their location, be it in the next room or on 
another continent. As the Internet becomes 
increasingly commercialized among many 
different corporate administrative entities, it is 
more difficult to ascertain the geographical 
routes that packets actually travel across the 
network. Know] edge of these geographical paths 
can provide useful insight to system 
administrators, network engineers, operators and 
analysts. 

It is challenging to obtain the location 
for a given node of a path since there is no 
existing database that accurately maps hostnames 

or IP addresses to physical locations. Although 
RFC 1876 (RFC1876] defined a DNS resource 
record to carry such location infonnation (the 
LOC record) for hosts, networks and subnets, 
very few sites maintain LOC records. Hence 
there is no straightforward way to determine the 
physical location of hosts. 

GTrace is a graphical front end to 
traceroute that uses a number of heuristics to 
detennine the location of a node. Often the name 
of a node in the path contains geographical 
infonnation such as a city name/abbreviation or 
airport code. GTrace operates on the assumption 
that these codes and names indicate the physical 
location of the node. The locations obtained are 
connected together on a world map to show the 
geographical path that packets take from the 
source to destination host. GTrace also tries to 
nrify the validity of each location obtained, 
eliminating ones that are incorrect. 

The following sections review the 
traceroute tool and describe the design and 
implementation of GTrace. We also show 
example output from GTrace. 

2. Traceroute 

Traceroute is a tool that discovers the 
route an IP datagram takes through the Internet 
from a source host to a destination host. It works 
by exploitmg the TTL (Time To Live) field of 
the IP Header. Each router that handles an IP 
datagram decrements the TTL field. When the 
TTL reaches zero, a router must discard the 
packet and send an error message to the 
originator of the datagram. 

Traceroute uses this feature, initially 
sending a datagram with the TTL set to one. 
The first router along the path, upon receiving 
the datagram decrements the TTL, discards the 
datagram and sends back an ICMP error 
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message. Traceroute records this first IP address 
(source address of the error message packet) and 
then sends the next datagram with the TTL set to 
two. This process continues until the datagram 
finally reaches the target host, or until the 
maximum TTL threshold is reached. 

3. Design and Implementation of GTrace 

Recognizing that it is not possible to 
obtain precise physical location information for 
all existing IP addresses, our main design criteria 
for GTrace was that it be sufficiently flexible to 
support the addition· of new databases and 
heuristics. We chose to implement GTrace in 
Java, for both its portability and its new Swing 
[Swing] user interface toolkit. GTrace operates 
in two phases. In the first phase GTrace executes 
traceroute to the destination host and tries to 
determine locations for each node along the path. 
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During the second phase, GTrace verifies 
whether the locations obtained in the previous 
phase are reasonably correct. 

GTrace is composed of the following 
seven key components: Graphical User Interface, 
Dispatcher Thread, Hop Threads, Lookup Client, 
NetGeo Server, Lookup Server and Location 
Verifier. Fig. l illustrates the overall architecture 
of the tool. The function of each component is 
described below. 

3,1 Graphical User Interface 

The Main Thread handles all features of 
the Graphical User Interface and is responsible 
for spawning the dispatcher thread when a 
destination host is specified. Fig. 2 shows a 
snapshot of GTrace on startup. The GUI has two 
sections, with a map on the top and traditional 
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Fig. 1 GTrace Architecture 
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message. Traceroute records this first IP address
(source address of the error message packet) and
then sends the next datagram with the TTL set to
two. This process continues until the datagram
finally reaches the target host, or until the
maximum TTL threshold is reached.

3. Design and Implementation of GTrace

Recognizing that it is not possible to
obtain precise physical location information for
all existing IP addresses, our main design criteria
for GTrace was that it be sufficiently flexible to
support the addition of new databases and
heuristics. We chose to implement GTrace in
Java, for both its portability and its new Swing
[Swing] user interface toolkit. GTrace operates
in two phases. In the first phase GTrace executes
traceraute to the destination host and tries to

determine locations for each node along the path.
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During the second phase, GTrace verifies
whether the locations obtained in the previous
phase are reasonably correct.

GTrace is composed of the following
seven key components: Graphical User Interface,
Dispatcher Thread, Hop Threads, Lookup Client,
NetGeo Sewer, Lookup Server and Location
Verifier. Fig. 1 illustrates the overall architecture
of the tool. The function of each component is
described below.

3.1 Graphical User Interface

The Main Thread handles all features of

the Graphical User Interface and is responsible
for spawning the dispatcher thread when a
destination host is specified. Fig. 2 shows a
snapshot of GTrace on startup. The GUI has two
sections, with a map on the top and traditional

Hop Thread

Fig. 1 GTrace Architecture
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traceroute output below. The tool supports 
zooming in or out of particular regions of the 
'maps. Twenty-three maps are available courtesy 
of Visua!Route [VisualRoute] and users can also 
add their own. We later provide an example that 
highlights some of the features of the G Ul. 

Fig. 2 GTraces startup screen 

3.2 Dispatcher Thread 

The function of the dispatcher thread is 
to execute traceroute to the destination host. It 
then reads the output of traceroute, creating a 
new thread for each line of output. These threads 
are referred to as hop threads. The dispatcher 
thread can also read traceroute output from a 
file, which a11ows users to visualize traceroutes 
performed using third-party traceroute servers. 

3.3 Hop Threads 

Each hop thread parses its line of 
traceroute output and immediately notifies the 
main thread so that it can update the display with 
relevant traceroute fields for the corresponding 
hop. It then creates an instance of the Lookup 
Client, which tries to determine the location of 
the node and return the resulting information to 
the main thread before exiting. 

3.4 Lookup Client 

The Lookup Client tries to determine 
the location of a node by using a set of search 
heuristics. Many of the nodes in a typical 
traceroute path are in the ".net" domain. Often 

the names of these nodes have some 
geographical hint in them. The Lookup Client 
uses customized domain parsing files that 
specify rules for extracting these geographic 
hints. We have such files for several ".net" 
domains that use internally consistent naming 
conventions within their domain. 

However this technique does not solve 
the problem of locating nodes that do not have 
embedded geographical hints. GTrace also 
utilizes databases from CAIDA [DBCAIDA] and 
NDG Software [DBNDG] that map hostnames 
and IP addresses to latitude/longitude 
coordinates. For nodes with no information in 
these databases, the Lookup Client uses the 
domain's registered address (unfortunately often 
only the headquarters for a geographically 
distributed infrastructure) obtained through a 
whois lookup to determine the location. Nodes 
for which the Lookup Client is unable to 
determine a location are listed in the text portion, 
but skipped in the geographical display. 

The search algorithm is described 
below. We try each heuristic in tum, stopping as 
soon as one yields a location. The Lookup Client 
also makes a note of the search step that 
produced the location, providing this information 
to the user as well as the Location Verifier. 

Search Algorithm: 

1. Check the cache to see if the location for the 
IP address has already been determined from 
a previous trace. 

2. Check if the host has a DNS LOC record. If 
not, reduce the hostname to the next higher 
level domain (i.e., remove the first 
component of the name) and check again for 
a LOC record. Continue until we have 
reached the last meaningful component of 
the name (for example foo.com in 
xxx.foo.com or bar.com.au in 
xxx.yyy.bar.com.au). Note that if a site has a 
LOC record for the whole domain, but 
machines are located outside the scope of 
that LOC record, GTrace would end up 
using incorrect data. If the Location Verifier 
detects such a situation, GTrace will notify 
the user and optionally can be configured to 
notify GTraces author, who will contact the 
DNS administrator at the corresponding site 
to correct their LOC records. 
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3. Search for a complete match of the 
hostname/IP address in the databases and 
files specified in the GTrace configuration 
file. 

4. If the hostname has a corresponding domain 
parsing file, use the rules defined in the file 
to extract geographical hints and proceed as 
indicated in the file. 

5. Reduce the hostname to the next higher 
level domain as in step 2 and search for a 
match as in step 3. The process is repeated 
until we have reached the last meaningful 
component of the name. 

6. Query the NetGeo (NetGeo] server with the 
IP address. NetGeo determines the location 
based on whois registrant information. 

7. If still no match occurs and the last two 
letters of the hostname end in a two-letter 
country code, map it to the geographic 
center of that country. 

The search algorithm is ordered in 
decreasing level of location reliability Locations 
obtained from steps 2 and 3 are taken as 
authoritative, while those from step 4 onward are 
considered a guess. Cache entries will indicate 
whether the location was authoritatively 
determined or was a guess; this status determines 
the color of the lines connecting the nodes on the 
map. 

The Lookup Client does not detennine 
locations for IP addresses that fall in the ranges 
I 0.0.0.0 I 0.255.255.255, 172.16.0.0 
172.31.255.255 or 192.168.0.0 
192.168.255.255, as these blocks are reserved for 
private internet use [RFC 1918]. Unfortunately 
some addresses in these blocks do occur in traces 
since some ISPs use this address space for 
mternal router interfaces. These nodes are shown 
in the text portion of the display with the 
location marked as private internet use. 

The Lookup Client queries the Lookup 
Server if one is defined in the GTrace 
configuration file and if location information has 
not been obtained through step I, 2 or 3 of the 
search algorithm. GTrace compares the reply 
from the Lookup Server with any obtained 
previously from local lookups, with preference 
given to the location obtained through a lower 
numbered search step. Based on the GTrace 

configuration file, the Lookup Client also uses 
databases, text files and domain parsing files as 
follows. 

Databases 

The Lookup Client may need to 
perform lookups in many databases before 
determining a location. GTrace's database 
support is provided by the BerkeleyDB 
[BerkeleyDB] embedded database system, which 
supports a Java API that the Lookup Client uses 
to query the databases. The database interface 
allows multiple thread reads on the same 
database at the same time. Locking is not an 
issue, since Lookup Clients only read, do not 
write. 

The following five databases are 
packaged with the GTrace distribution. 

Machine.db Maps machine names to 
[DBCAIDA] their latitude/longitude 

values. 
Organization.db Maps organizations to 
[DBCAIDA) their latitude/longitude 

values. 
Hosts.db Maps IP addresses to their 
fDBNDGl latitude/longitude values. 
Cities.db Maps cities around the 
(DBCAIDA] world to their latitude 

/longitude values. 
Airport.db Maps airport codes to 
[ AirportCodes] their latitude/longitude 

values. 

One can add a new database in 
BerkeleyDB fonnat to GTrace with 
GTraceCreateDB and by adding an entry to the 
GTrace configuration file. The contents -of the 
database ie., whether it maps hostnamcs, IP 
addresses, or both to latitude/longitude values, 
also have to be indicated in the configuration 
file. The user can also add records to existing 
databases using GTraceAddRec. 
GTraceCreateDB and GTraceAddRec arc Java 
classes packaged with the GTrace distribution. 

Text Files 

Users may also specify new locations 
for nodes in text files, though it is more efficient 
to create a database for large data sets. New files 
have to be listed in the GTrace configuration file 
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in order for the search algorithm to have access 
to them. 

Domain Parsing files 

Files describing properties of each 
domain are used to ferret out geographical hints 
embedded in hostnames. These files define 
parsing rules using Perl5 compatible regular 
expressions. GTrace uses the regular expression 
library from ORO Inc. [OROMatcher] for 
parsing. New files can be added and existing 
ones modified without requiring any changes to 
GTrace. 

For example, ALTER.NET (a domain 
name used by UUNET, a part of 
MCI/WorldCom) names some of their router 
interfaces with three letter airport codes as 
shown below: 

193.ATM8-0-0.GW2.EWR 1.AL TER.NET 
(EWR -> Newark, NJ) 

190.ATM8-0-0.GW3.8OS 1.ALTER.NET 
(BOS -> Boston, MA) 

198.ATM6-0.XR2.SCL 1.AL TER. NET 
(Exception) 

199 . .ATM6-0.XR1.ATL 1.ALTER.NET 
(ATL -> Atlanta, GA) 

Fig. 3 shows an example of a GTrace 
domain parsing file that would work for 
ALTER.NET hosts. The file first defines the 

. regular expressions, followed by any domain 
specific exceptions. The exceptions are strings 
that match the result of the regular expressions. 
The user may identify the exceptions location 
either by city or by latitude/longitude value using 
the fonnat shown below: 

exception=city, state, country 
city.country 
L: latitude, longitude 

In the former case, the user should also 
use GTraceQueryDB to ensure that the cities 
database has a latitude/longitude entry for the 
city specified. The first line in Fig. 3 defines a 
substitution operation, which when matched 
against 193 .A TM8-0-0. GW2. EWR I .ALTER. 
NET, would return ''EWR". The contents 
following the last " / " of the first line indicate 
what to do with a successful match, namely in 

this case to instruct the program to first check for 
a match in the data specified in the current file 
and then for a match in the airport database. 

s/."?\.(["\.)+ )\d\.AL TER\.NET/$1 /this,airport.db 
scl=santaclara, ca, us 
tco=tysonscorner, va, us 
nol=neworleans, la, us 

Fig. 3 Example of a domain parsing file for 
ALTER.NET. 

The reason for checking the domain 
parsing file first is that sometimes the naming 
scheme for a given domain is not consistent. For 
example, a search for SCL obtained from 
198.A TM6-0.XR2.SCL1 .ALTER.NET in the 
airport database would return a location for 
Santiago de Chile. In the case of ALTER.NET, 
they also use three letter codes that are not 
airport codes but abbreviations for US cities 
{Fig. 3 illustrates three such abbreviations.) 
Note that if this exception list were not present 
and SCL did get mapped to Chile, the Location 
Verifier would likely have eliminated it using the 
Round Trip Time (RTT) heuristic described 
later, which would have recognized the RTT as 
much too small to get a packet to Chile and back. 

Sometimes ISPs name their hosts with 
more than one geographical hint in them. For 
example VERIO.NET names some of their hosts 
in the fo !lowing format: den0.sjc0. verio.net, 
which typically suggests source and destination 
of the interface. If there is no rule on whether the 
convention is to use the source or destination 
label first in the hostname, the rule could be 
defined to extract both and GTrace could use the 
Location Verifiers heuristics to guess. 

The advantage of this technique is that 
one can describe an entire domain as a set of 
rules without needing database entries for every 
host in the domain. The limitation of the 
technique is that it will fail for domains that do 
not use internally consistent naming schemes. 

3.S NetGeo Server 

The original design of the Lookup 
Client performed and parsed results of whois 
lookups directly, which required storage of a 
prohibitively large number of mappings of world 
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locations to latitude/longitude values. 
Distributing such a large database with GTrace 
was not ideal. CAIDAs NetGeo [NetGeo] tool, 
with its ability to detennine geographical 
locations based on the data available in whois 
records, provided a vital resource. 

NetGeo is a database and collection of 
Perl scripts used to map IP addresses to 
geographical locations. Given an IP address, 
NetGeo will first search its own local database. 
If a record for the target address is found in the 
database, NetGeo will return the requested 
location infonnation, e.g., latitude and longitude. 
If NetGeo finds no matching record in its 
database, it will perform one or more whois 
lookups until it finds a whois record for the 
appropriate network. The NetGeo Perl scripts 
will then parse the whois record and extract 
location information, which NetGeo both returns 
to the client and stores in its local database for 
future use. 

The NetGeo database contains tables for 
mapping world location names (city, state/ 
province/qistrict, country) or US zip ,codes to 
latitude/longitude values. Most whois records 
provide enough address information for NetGeo 
to be able to associate some latitude/longitude 
value with the IP address. Occasionally the 
whois record only suggests a country or state, in 
which case NetGeo returns a generic 
latitude/longitude for that country or state. In 
preliminary testing, NetGeo has been able to 
parse addresses and find (albeit sometimes 
imprecise) latitude/longitude information for 
89% of 17,000 RIPE whois records, 76% of700 
APNIC whois records and for more than 95% of 
30,000 ARIN whois records. 

3.6 Lookup Server 

The Lookup Server handles requests 
from Lookup Clients and tries to determine the 
location of a host or IP address by executing 
steps 3, 4 and 5 of the search algorithm. This 
information is sent back to the client, which then 
decides whether to use the location information 
or not depending on the locations it might have 
received from other Lookup Servers or lookups 
it performed locally. The Lookup Client selects 
the location that was obtained from the lowest 
numbered search step. 

The Lookup Server can also be 
requested by the Lookup Client to execute step 2 

of the search algorithm. This is because not all 
versions of nslookup support queries for LOC 
records. GTrace tests the version of nslookup on 
the machine it is running on to determine if such 
a request is necessary. 

3.7 Location Verifier 

The Main Thread invokes the Location 
Verifier once an the hop threads have died and 
the trace is complete. The task of the Location 
Verifier is to check whether the locations 
obtained for nodes along the path are reasonable. 
The verifier does not determine new locations for 
nodes, it only indicates to the user why an 
existing location might be wrong and where the 
node could possibly be located. 

The verifier algorithm is based on the 
fact that IP packets can not travel faster than the 
speed of light. Light travels across different . 
mediums at different speeds: 3.0 x 108 mis in 
vacuum, 2.3 x 108 mis in copper and 2.0 x 108 

mis in fiber [Peterson). GTrace uses the speed of 
light in copper for all of its calculations. 

For each successive pair of hops that 
have locations, the verifier algorithm uses the 
deltas of the round-trip times (RTT) returned by 
traceroute to rule out locations that are 
physically not possible. Traceroute measures 
RTT rather than one way latency, as this would 
require control over both end nodes and delays 
are often not symmetric. Also, one must be 
cautious with the RTT values since they 
incorporate several components of delay. The 
RTT between two nodes has four components: 
the speed-of-light propagation delay, the amount 
of time it takes to transmit the unit of data, 
queuing delays inside the network and the 
processing time at the destination node to 
generate the ICMP time exceeded message. 
Traceroute typically sends 40-byte UDP 
datagrams, so it is safe to assume negligibl~ 
transmit time. Ideally, for the verifier algorithm 
one would like the RTT to represent only the 
propagation delay, but this is not the case due to 
variable queuing and processing delays, hence it 
is not possible to set the upper bound on the RTT 
to a hop. Accordingly the verifier algorithm uses 
the minimum RTT returned by traceroute, as this 
would represent the best approximation of the 
propagation delay. Things are further 
complicated by the fact that the RTT delta 
between hops k and k+ 1 can be biased because 
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the return path the ICMP packet takes from hop k 
can be totally different from the return path it 
takes from hop k+ 1. The Location Verifier tries 
to re-detennine RTT values for hops it thinks are 
biased using ping. 

By default, traceroute sends three 
datagrams each time it increments the TTL to 
search for the next hop. Changing the value of 
the q parameter in the OTrace configuration file 
will modify this behavior. The larger the value of 
q, the more accurate the estimate of the 
propagation delay, but large values of q also 
slow down GTrace as traceroute has to send q 
packets for each hop. 

Knowing the geographical distance 
between two nodes, GTrace can calculate the 
time-of-flight RTT (the propagation delay at the 
speed-of-light in copper), compare it against 
traceroutes value and flag a problem if the RTT 
is smaller than physically possible. In such a 
case either the location of the source or of the 
destination or both is incorrect. The details of the 
verification algorithm are as follows: 

Verifier Algorithm: 

l. Ideally, the RTT to hop k in a, path should 
always be less than the RTT to hop k+ 1 or 
k+2 ... But this is not always true due to 
queuing delays, asymmetric Jaths and other 
delays. We allow a I ms fudge factor to 
cover such discrepancies. Thus the RTTs 
between hops k and k+ 1 should be such that 
RTT(k) $ RTT(k+ 1) + I ms. lfthis condition 
does not hold true then the RTT to each of 
the out-of-order hops preceding hop k is 
estimated again with ping, i.e. till the first 
hop j preceding k such that RTT(j) S 
RTT(k+ 1) + l ms. If the RTT estimates 
obtained using ping still do not satisfy the 
condition RTT(k) $ RTT(k+l) + lms, then 
hop k is not used in the later stages of the 
verifier algorithm. 

2. Cluster the traceroute path into regions 
having similar RTT values. This is based on 
the assumption that nodes with similar RTTs 
will tend to be in the same geographic 
region. 

3. For each region identified in the previous 
step, calculate the time-of-flight RTT for 
pairs of hops that have locations. If the RTT 

delta reported by traceroute for that pair of 
hops is smaller than the time-of-flight RTT, 
flag the pair of hops so that it is corrected in 
step 5. 

4. Repeat step 3 for hops falling on the edges 
of adjacent regions. 

S. Try to "correct" unreasonable location 
values that were identified in steps 3 and 4 
using the reliability of the search step that 
produced the location match. Adjacent 
nodes bl'tween regions are corrected first 
because they represent larger and probably 
more inaccurate locations. Correcting the 
nodes identified in step 3 follows this. By 
correct, we mean trying different 
alternatives for the incorrect location based 
on the cluster in which it falls, flagging it to 
the user and not plotting it in the display. 

Example: 

Consider the trace shown in Fig. 4, 
where locations are expressed as city names for 
ease of illustration. The Search Step column 
indicates which step of the search algorithm 
produced the location for that hop. Step I of the 
verifier algorithm would mark hop 13 as 
unusable since its RTT is greater than its 
subsequent hops. In this case it is probably due 
to the return path from hop 13 being longer than 
that from hop 14. Next, step 2 of the algorithm 
would cluster the traceroute path into the 
following regions: 1-4, 5, 6-8, 9-10, 11-12 and 
14-16. Step 3 would flag that there is a problem 
between hops 7 and 8 since it is not possible for 
a packet to travel from San Francisco to New 
Jersey in less than. a millisecond. Likewise, step 
4 would flag a problem between hops IO and 11. 
Step 5 would first try to correct hops 10 and 11 
since they fall in different regions. Seeing that 
the location for hop 11 was obtained through 
step 3 of the search algorithm and hop IO was 
from a higher step, the Location Verifier would 
change hop I Os location to that of hop 11 s, in 
this example to Washington and rerun the 
algorithm from step 3. This process is repeated 
until all locations from one hop, to the next are 
physically realistic. In the end the Location 
Verifier would have indicated to the user that 
hop 8 is incorrect and is most probably located 
somewhere near San Francisco. Hops 9 and 10 
are also incorrect and may be in Washington 
with their interfaces labeled San Francisco to 
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Hop Node Name IP Address Search Location RTT (ms) 
Steo 

l oinot-fe2-0-0 (192.172.226.65) 6 San Die20 0.917ms 
2 medusa.sdsc.edu (198.17.46.10) 3 San Diego 0.881ms 
3 sdsc-gw.san-bb I .cerf.net (192.12.207.9) 4 San Diego 1.944 ms 
4 oos0-0-155M.san-bb6.cerf.ilet (134.24.29.130) 4 San Die20 4.640ms 
5 atm6-0-l-622M.lax-bb4.cerf.net (134.24.29. 142) 4 Los Ane:eles 9.598 ms 
6 00s6-0-622 M. sfo-bb3. cerf. net (134.24.29.233) 4 San Francisco 15.317 ms 
7 oosl O-O-O-l 55M.sfo-bbl .cerf.net (134.24.32.86) 4 San Francisco 16.813 ms 
8 192.205.31.29 (192.205.31.29) 6 New Jersey 16.917 ms 
9 att-2w.sf.cw.net (192.205.31. 78) 4 San Francisco 81.281 ms 
10 corerouter2.SanFrancisco.cw.net (204. 70.9.132) 4 San Francisco 81.254 ms 
11 core 1. Washin2ton.cw.net (204. 70.4.129) 3 Washington 89.727 ms 
12 mix 1-fddi-0.Washinr.tton.cw.net (204.70.2.14) 4 Washin2ton 89.708 ms 
13 vsnlpoone.Washin2ton.cw.net (204.189.152.134) 4 Poone 706.301 ms 
14 202.54.6.17 (202.54.6.17) 6 Madras 697.946 ms 
15 202.54.6.254 (202.54.6.254) 6 Madras 702.893 ms 
16 giasmda. vsnl.net.in (202.54.6.161) 4 Madras 704.856 ms 

Fig. 4 A sample traceroute output produced by the first phase of GTrace. 

identify the other end of that link. 

4. Configuration Files 

The configuration options in GTrace are 
quite flexible. How it functions and executes the 
search algorithm depends on the contents of two 
configuration files: GTrace.conf and 
GTraceMaps.conf 

4.1 GTrace.conf 

GTrace.conf specifies the location of 
the commands GTrace uses and lists databases, 
text files, Lookup Servers if any, to use in the 
search algorithm. Fig. 5 shows an example 
configuration file. This file is automatically 
generated by the configure scripts while 
installing GTrace. 

4.2 GTraceMaps.conf 

The GTraceMaps.conf configuration 
file specifies attributes of the maps that GTrace 
uses in displays. Users can add their own maps 
as part of or independent from the existing world 
hierarchy. Independent maps allow users to 

describe their own intranet topology and then use 
GTrace as a graphical debugging tool within 
their network. 

#GTrace configuration file 

#Paths 
TRACEROUTE=/usr/sbin/traceroute -q 3 
WHOIS=/usr/bin/whois 
PING= /usr/sbin/ping 
NSLOOKUP=/usr/sbin/nslookup 
DOMAINFILES=/home/ram/gtrace/data 
DAT ABASES=/home/ram/gtrace/db 

#Names of databases and text files to be used 
#:for location lookups. Order is important, list 
#them in the order they should be searched. 
CITIES=cities.db . 
AIRPORTS=airport.db 

HOSTSLOC=Machine.db,hostnames/ipaddr; 
Hosts.db,ipaddr; 
Organization.db,hostnames/ipaddr; 

TEXTFILES=England.txt,hostnames/ipaddr; 

#Location of Lookup Servers if any 
LOOKUPSRVS= 

Fig. 5 Sample GTrace.conf file 
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5. GTrace Features 

Fig. 6 shows an example of a trace that 
was executed from University of Colorado, 
Boulder to CAIDA in San Diego. On the display, 
the colors of the lines on the map indicate the 

Fig. 6 Example of a trace produced by GTrace 

reliability of the location obtained for the 
endpoints. The colors are decided based on the 
following criteria: 

Green Both endpoints are authoritative 
locations. 

Yellow One endpoint is authoritative and 
the other is a guess whose location 
is not a country center, state center 
or obtained from a whois record. 

Blue Both endpoints are guesses and the 
locations of both the endpoints are 
not a country center, state center or 
obtained from a whois record. 

Red One endpoint is a location that is a 
country center, state center or 
obtained from a whois record. 

The table in the lower section of the 
display consists of six columns. The first column 
provides the user with a checkbox that is enabled 
for each location plotted on the map. The user 
can disable a checkbox and the corresponding 
location will be skipped. Locations that arc 
flagged as unreasonable by the Location Verifier 
are not plotted by default. 

The second, third and fourth columns 
display the hop number, IP address and host 
name respectively. Clicking on columns three 

and four will bring up whois information for the 
node. 

Column five provides the latitudes and 
longitudes obtained for each hop. Clicking on 
this column will provide an explanation of how 
the location was determined and whether the 
Location Verifier detected any problems. A 
small colored ball in front of the latitude and 
longitude value indicates which search step 
produced the location. The colors and the search 
step they represent are given below: 

Green Step 2 LOC record. 
Yellow Step 3 Comolete match 

Blue Step 4 Domain parsing file 
Cyan Step 5 Hostname reduction match 
Red Step 6 whois record 
Gray Step 7 Country code 

The last column shows the smallest of 
the round trip times returned by traceroute. The 
color of the value indicates how many packets 
timed out: black implies that no packets timed 
out, blue implies that one packet timed out, and a 
value in red indicates that two or more packets 
timed out. 

6. Using GTrace in the Local 
Environment 

System Administrators often use 
traceroute as a debugging tool to identify 
problems in their network. GTrace provides a 
visual representation that can facilitate 
understanding and debugging of their network. It 
can be used to discover routing loops as well as 
for deciding routes. For example in a large 
campus if a path from host A to host B (located 
in the same building) goes across campus and 
back, the routing could be fixed to avoid such 
inefficient paths. GTrace can also be useful from 
an end user perspective. Students can use the tool 
to work out the topology of their campus 
network. 

7. Conclusion 

GTrace is a handy tool for identifying 
network topology and routing problems as well 
as gaining more macroscopic insight into the 
Internet infrastructure. While GTrace uses 
several heuristics to determine locations and its 
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the round trip times returned by traceroute. The
color of the value indicates how many packets
timed out: black implies that no packets timed
out, blue implies that one packet timed out, and a
value in red indicates that two or more packets
timed out.

6. Using GTrace in the Local
Environment

System Administrators often use
rraceroure as a debugging tool to identify
problems in their network. GTrace provides a
visual representation that can facilitate
understanding and debugging of their network. It
can be used to discover routing loops as well as
for deciding routes. For example in a large
campus if a path from host A to host B (located
in the same building) goes across campus and
back, the routing could be fixed to avoid such
inefficient paths. GTrace can also be useful from
an end user perspective. Students can use the tool
to work out the topology of their campus
network.

7. Conclusion

' GTrace is a handy tool for identifying
network topology and routing problems as well
as gaining more macroscopic insight into the
Internet infrastructure. While GTrace uses
several heuristics to determine locations and its
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approach does not guarantee accuracy, it is 
robust and extensible. New databases, new 
Lookup Servers and learned insights into ISP's 
naming conventions can easily be added to 
GTrace. We hope that users and system 
administrators will find GTrace useful and 
contribute their own domain parsing files, or 
even run their own Lookup Servers for 
community use. 

The practical success of GTrace lies in 
the rules defined for the ".net" domains, since 
these comprise the majority of hops in many 
traceroutes. Looking up a ".net" name in the 
whois database is only useful for small localized 
ISPs. Relying on whois heuristics would result in 
backbone providers' ".net" nodes to all uselessly 
map to a single corporate headquarters for that 
provider. 

The accuracy of this tool would be 
much improved if the Internet community 
maintained LOC records in 

I 
the DNS. 

Unfortunately since LOC records1 are optional, 
non-trivial in effort to support ~nd without any 
clear payoff to ISPs, pervasive;use of them will 
probably never occur /and geographic 
visualization of arbitrary Internet infrastructure 
will continue to require ,heuristics to detennine 
physical location of nodes. 
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Controlling remote monitors on a LAN 
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William is president of Comp-Comm Consulting of Brewster, MA. This article is based on his recent book, SNMP, SNMPv2, 
and CMIP: The Practical Guide to Network Management Standards (Addison-Wesley, 1993). He can be reached at 
stallings@acm.org. 

The Simple Network Management Protocol (SNMP) architecture was designed for managing complex, multivendor 
internetworks. To achieve this, a few managers and numerous agents scattered throughout the network must communicate. 
Each agent uses its own management-information database (MIB) of managed objects to observe or manipulate the local data 
available to a manager. 

The remote-network monitoring (RMON) MIB, defined as part of the SNMP framework, provides a tool that an SNMP or 
SNMPv2 manager can use to control a remote monitor of a local-area network. The RMON specification is primarily a 
definition of a data structure containing management information. The effect, however, is to define standard network
monitoring functions and interfaces for communicating between SNMP-based management consoles and remote monitors. In 
general terms, the RMON capability provides an efficient way of monitoring LAN behavior, while reducing the burden on 
both other agents and management stations; see Figure 1. 

The accompanying text box entitled, "Abstract Syntax Notation One (ASN. l )" gives details on defining the communication 
formats between agents and managers. 

The key to using RMON is the ability to define "channels"--subsets of the stream of packets on a LAN. By combining 
various filters, a channel can be configured to observe a variety of packets. For example, a monitor can be configured to 
count all packets of a certain size or all packets with a given source address. 

To use RMON effectively, the person responsible for configuring the remote monitor must understand the underlying filter 
and channel logic used in setting it up. In this article, I'll examine this filter and channel logic. 

The RMON MIB contains variables that can be used to configure a monitor to observe selected packets on a particular LAN. 
The basic building blocks are a data filter and a status filter. The data filter allows the monitor to screen observed packets 
based on whether or not a portion of the packet matches a certain bit pattern. The status filter allows the monitor to screei:i 
observed packets on the basis of their status (valid, CRC error, and so on). These filters can be combined using logical AND 
and OR operations to form a complex test to be applied to incoming packets. The stream of packets that pass the test is 
referred to as a "channel," and a count of such packets is maintained. The channel can be configured to generate an alert if a 
packet passes through the channel when it is in an enabled state. Finally, the packets passing through a channel can be 
captured in a buffer. The logic defined for a single channel is quite complex. This gives the user enormous flexibility in 
defining the stream of packets to be counted. 

Filter Logic 

At the lowest level of the filter logic, a single data or status filter defines characteristics of a packet. First, consider the logic 
for defining packet characteristics using the variables input (the incoming portion of a packet to be filtered),filterPktData 
(the bit pattern to be tested for),filterpktDataMask (the relevant bits to be tested for), andfilterPktDataNotMask (which 
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indicates whether to test for a match or a mismatch). For the purposes of this discussion, the logical operators AND, OR, 
NOT, XOR, EQUAL, and NOT-EQUAL are represented by the symbols o, +, --, _,=,and_, respectively. 

Suppose that initially, you simply want to test the input against a bit pattern for a match. This could be used to screen for 
packets with a specific source address, for example. In the expression in Exanm.kj_(ru, you would take the bit-wise 
exclusive-OR of input andfilterPktData. The result has a I bit only in those positions where input andfilterPktData differ. 
Thus, if the result is all Os, there's an exact match. Alternatively, you may wish to test for a mismatch. For example, suppose 
a LAN consists of a number of workstations and a server. A mismatch test could be used to screen for all packets that did not 
have the server as a source. The test for a mismatch would be just the opposite of the test for a match; see Exampl.tl(hl. A 1 
bit in the result indicates a mismatch. 

The preceding tests assume that all bits in the input are relevant. There may, however, be some "don't-care" bits irrelevant to 
the filter. For example, you may wish to test for packets with any multicast destination address. Typically, a multicast address 
is indicated by one bit in the address field; the remaining bits are irrelevant to such a test. The variable filterPktDataMask is 
introduced to account for "don't-care" bits. This variable has a 1 bit in each relevant position and Obits in irrelevant positions. 
The tests can be modified; see Examr-le 1 (c). 

The XOR operation produces a result that has a 1 bit in every position where there is a mismatch. The AND operation 
produces a result with a 1 bit in every relevant position where there is a mismatch. If all of the resulting bits are 0, then there 
is an exact match on the relevant bits; if any of the resulting bits is 1, there is a mismatch on the relevant bits. 

Finally, you may wish to test for an input that matches in certain relevant bit positions and mismatches in others. For 
example, you could screen for all packets that had a particular host as a destination (exact match of the DA field) and did not 
come from the server (mismatch on the SA field). To enable these more complex tests to be performed, use 
filterPktDataNotMask, where: 

• The Obits infilterPktDataNotMask indicate the positions where an exact match is required between the relevant bits 
of input andfilterPktData (all bits match). 

• The 1 bits infilterPktDataNotMask indicate the positions where a mismatch is required between the relevant bits of 
input andfilterPktData (at least one bit does not match). 

For convenience, assume the definition in Example 2{a). IncorporatingfilterPktDataNotMask into the test for a match gives 
Examr-le 2{b). 

The test for a mismatch is slightly more complex. If all of the bits of filterPktDataNotMask are 0 bits, then no mismatch test 
is needed. By the same token, if all bits of filterPktDataNotMask are 1 bits, then no match test is needed. However, in this 
case,filterPktDataNotMask is all Os, and the match test automatically passes relevant_bits_differento0=0. Therefore, the test 
for mismatch is as in Exam_pJe 2(£). · 

The logic for the filter test is summarized in Figure 2. If an incoming packet is to be tested for a bit pattern in a portion of the 
packet, located at a distance filterPktDataOffset from the start of the packet, the following tests will be performed: 

• Test #1: As a first test (not shown in the figure), the packet must be long enough so that at least as many bits in the 
packet follow the offset as there are bits infilterPktData. If not, the packet fails this filter. 

• Test #2: Each bit set to 0 in filterPktDataNotMask indicates a bit position in which the relevant bits of the packet 
portion should matchfilterPktData. If there is a match in every desired bit position, then the test passes; otherwise the 
test fails. 

• Test #3: Each bit set to 1 in filterPktDataNotMask indicates a bit position in which the relevant bits of the packet 
portion should not matchfilterPktData. In this case, the test is passed if there is a mismatch in at least one desired bit 
position. 

A packet passes this filter if and only if it passes all three tests. 

Why use the filter test? Consider that you might want to accept all Ethernet packets that have a destination address of "AS"h 
but do not have a source address of "BB "h. The first 48 bits of the Ethernet packet constitute the destination address and the 
next 48 bits, the source address. Examr-Je 3 implements the test. The variablefilterPktDataOffset indicates that the pattern 
matching should start with the first bit of the packet; filter PktData indicates that the pattern of interest consists of" AS"h in 
the first 48 bits and "BB "h in the second 48 bits; filter PktDataMask indicates that the first 96 bits are relevant; and 
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filterPktDataNotMask indicates that the test is for a match on the first 48 bits and a mismatch on the second 48 bits. 

The logic for the status filter has. the same structure as that for the data filter; see figure 2. For the status filter, the reported 
status of the packet is converted into a bit pattern. Each error-status condition has a unique integer value, corresponding to a 
bit position in the status-bit pattern. To generate the bit pattern, each error value is raised to a power of 2 and the results are 
added. If there are no error conditions, the status-bit pattern is all Os. An Ethernet interface, for example, has the error values 
defined in Table 1. Therefore, an Ethernet fragment would have the status value of6(21+22). 

Channel Definition 

A channel is defined by a set of filters. For each observed packet and each channel, the packet is passed through each of the 
filters defined for that channel. The way these filters are combined to determine whether a packet is accepted for a channel 
depends on the value of an object associated with the channel (channelAcceptType), which has the syntax INTEGER 
{ a~ceptMatched(l ), acceptF ailed(2)}. · 

If the value of this object is acceptMatched( I), packets will be accepted for this channel if they pass both the packet-data and 
packet-status matches of at least one associated filter. If the value of this object is acceptFailed(2), packets will be accepted 
to this channel only if they fail either the packet-data match or the packet-status match of every associated filter. 

Figure 3 illustrates the logic by which filters are combined for a channel whose accept type is acceptMatched. A filter is 
passed if both the data filter and the status filter are passed; otherwise, that filter has failed. If you define a pass as a logical 1 
and a fail as a logical 0, then the result for a single filter is the AND of the data filter and status filter for that filter. The 
overall result for a channel is then the OR of all the filters. Thus, a packet is accepted for a channel if it passes at least one 
associated filter pair for that channel. 

If the accept type for a channel is acceptFailed, then the complement of the function just described is used. That is, a packet 
is accepted for a channel only if it fails every filter pair for that channel. This would be represented in Figure 3 by placing a 
NOT gate after the OR gate. 

Channel Operation 

The value of channelAcceptType and the set of filters for a channel determine whether a given packet is accepted for a 
channel or not. If the packet is accepted, then the counter channelMatches is incremented. Several additional controls are 
associated with the channel: channelDataControl, which determines whether the channel is on or off; channelEventStatus, 
which indicates whether the channel is enabled to generate an event when a packet is matched; and channe/Eventlndex, 
which specifies an associated event. 

When channelDataControl has the value off, then, for this channel, no events may be generated as the result of packet 
acceptance, and no packets may be buffered. If channelDataControl has the value on, then these related actions are possible. 

Figure 4 summarizes the channel logic. If channelDataControl is on, then an event will be generated if: 1. an event is defined 
for this channel in channelEventlndex; and 2. channelEventStatus has the value eventReady or eventAlwaysReady. If the 
event status is eventReady, then each time an event is generated, the event status is changed to eventFired. It then takes a 
positive action on the part of the management station to reenable the channel. This mechanism can therefore be used to 
control the flow of events from a channel to a management station. If the management station is not concerned about flow 
control, it may set the event status to eventAlwaysReady, where it will remain until explicitly changed. 

Summary 

The packet-filtering facility of RMON provides a powerful tool for the remote monitoring of LANs. It enables a monitor to 
be configured to count and buffer packets that pass or fail an elaborate series of tests. This facility is the key to successful 
remote-network monitoring. 

' 

Abstract Syntax Notation One (ASN.1) 

Steve Witten 
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stevewi@hpspd. spd. hp. com. 

SNMP protocol and MIB are formally defined using an abstract syntax. This allowed SNMP's authors to define data and data 
structures without regard to differences in machine representations. This abstract syntax is an OSI language called "abstract 
syntax notation one" (ASN .1 ). It is used for defining the formats of the packets exchanged by the agent and manager in the 
SNMP protocol and is also the means for defining the managed objects. 

ASN. l is a formal language defined in terms of a grammar. The language itself is defined in ISO #8824. The management 
framework defined by the SNMP protocol, the SMI, and the MIB use only a subset of ASN. l's capabilities. While the general 
principles of abstract syntax are good, many of the bells and whistles lead to unnecessary complexity. This minimalist 
approach is taken to facilitate the simplicity of agents. 

Listings t2nt through TIU_(!~ show an MIB, using a fictitious enterprise called SNMP Motors. l,i~ng.Q.n~ is an ASN. l 
module that contains global information for all MIB modules. Listing,Twq, another ASN. t module, contains the definitions 
of specific MIB objects. Finally, Listing Three illustrates manageable objects. 

Once data structures can be described in a machine-independent fashion, there must be an unambiguous way of transmitting 
those structures over the network. This is the job of the transfer-syntax notation. Obviously, you could have several transfer
syntax notations for an abstract syntax, but only one abstract-syntax/transfer-syntax pair has been defined in OSI. The basic 
encoding rule (BER) embodies the transfer syntax. The BER is simply a recursive algorithm that can produce a compact octet 
encoding for any ASN. l value. 

At the top level, the BER describes how to encode a single ASN.1 type. This may be a simple type such as an Integer, or an 
arbitrarily complex type. The key to applying the BER is understanding that the most complex ASN. l type is nothing more 
than several simpler ASN.1 types. Continuing the decomposition, an ASN.1 simple type (such as an Integer) is encoded. 

Using the BER, each ASN. l type is encoded as three fields: a tag field, which indicates the ASN. l type; a length field, which 
indicates the size of the ASN. l value encoding which follows; and a value field, which is the ASN. l value encoding. 

Each field is of variable length. Because ASN.1 may be used to define arbitrarily complex types, the BER must be able to 
support arbitrarily complex encodings. 

It is important to note how the BER views an octet. Each octet consists of eight bits. BER numbers the high-order (most 
significant) bit as bit 8 and the low-order (least significant) bit as bit 1. It's critical that this view be applied consistently 
because different machine architectures use different ordering rules. 

FigurcJ. RMON description. 

F~ure). Logic for the filter test. 

Figure 3 Logic by which filters are combined for a channel whose accept type is acceptMatched. 

Figure 4: Logic for channel filter. 

procedure packet_data_match; 
begin 

'if (result 
(result 

then begin 

1 and channelAcceptType 
O and channelAcceptType 

= acceptMatched) or 
acceptFailed) 

channelMatches := channelMatches + l; 
if channelOataControl = on 
then begin 

end; 

if (channelEventStatus _ eventFired) and 
(channelEventindex _ 0) then generate_event; 

if (channelEventStatus = eventReadyl then 
channelEventStatus := eventFired 

end; 
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end; 

Example 1: Testing the input against a bit pattern for a match. 

(a) (input XOR filterPktData) 0 --> match 

(bl (input XOR filterPktData) (does not equal) 0 --> mismatch 

(c) ((input XOR filterPktData) (and) filterPktDataMask) 
0 --> match on relevant bits 

((input XOR filterPktData) (and) filterPktDataMask) (does not equal) 
0 --> mismatch on relevant bits 

Table 1: Ethernet-interface error values. 

Bit Error 

0 Packet is longer than 1518 octets. 
1 Packet is shorter than 64 octets. 
2 Packet experienced a CRC or 

alignment error. 

Page 5 of 7 

Example 2: Assuming the definition in (a), incorporating filterPktDataNotMask into the test for a match, you end up with 
(b). Test for a mismatch is shown in (c). 

(a) relevant_bits_different = 
(input XOR filterPktData) (and) filterPktDataMask 

(bl (relevant_bits_different (and) filterPktDataNotMask') 
0 --> successful match 

(c) ((relevant_bits_different (and) filterPktDataNotMask) (does not equal) 0) + 
(filterPktDataNotMask 0) --> successful mismatch 

Example 3: Launching a filter test. 

0 filterPktDataOffset 
filterPktData 
filterPktDataMask 
filterPktDataNotMask 

·oo 00 00 00 00 AS 00 00 00 00 00 BB"h 
"FF FF FF FF FF FF FF FF FF FF FF FF"h 
·oo 00 00 00 00 00 FF FF FF FF FF FF"h 

Listing One 

SNMP-motors-MIB DEFINITIONS ::= BEGIN 
IMPORTS 

enterprises 
FROM RFC1155-SMI; 

SNMP-motors OBJECT IDENTIFIER 
expr OBJECT IDENTIFIER 
END 

Listing Two 

enterprises 9999 
SNMP-motors 2 } 

SNMP-motors-car-MIB DEFINITIONS .. BEGIN 
IMPORTS 

SNMP-motors 
FROM SNMP-motors-MIB; 

IMPORTS 
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OBJECT TYPE, ObjectName, Network.Address, 
IpAddress, Counter, Gauge, TimeTicks, Opaque 

FROM RFC1155-SMI; 
car OBJECT IDENTIFIER:: { SNMP-motors 3 

this is a comment 

END 

Implementation of the car group is mandatory 
for all SNMP-motors cars. 
( the rest of the SNMP-motors-car-MIB module 

Listing Three 

carName OBJECT TYPE 
SYNTAX DisplayString (SIZE (0 .. 64)) 
ACCESS read-only 
STATUS mandatory 
DESCRIPTION 

"A textual name of the car." 
{ car 1} 

carLength OBJECT TYPE 
SYNTAX INTEGER (0 .. 100) 
ACCESS read-only 
STATUS mandatory 
DESCRIPTION 

"The length of the car in feet." 
: : = { car 2 } 

carPassengers OBJECT TYPE 
SYNTAX INTEGER (0 .. 4) 
ACCESS read-only 
STATUS mandatory 
DESCRIPTION 

"The number of passengers in the car." 
: : :; { car 3 } 

carPassengerTable OBJECT TYPE 
SYNTAX SEQUENCE OF CarPassengerEntry 
ACCESS not-accessible 
STATUS mandatory 
DESCRIPTION 

"A table describing each passenger." 
: : = { car 4 } 

carPassengerEntry OBJECT TYPE 
SYNTAX SEQUENCE OF CarPassengerEntry 
ACCESS not-accessible 
STATUS mandatory 
DESCRIPTION 

"A entry table describing each passenger." 
: := { carPassengerTable 1} 

CarPassengerEntry: := SEQUENCE { 
carPindex 

INTEGER, 
carPname 

DisplayString, 
carPstatus 

INTEGER 

carPindex OBJECT TYPE 
SYNTAX INTEGER (1 .. 4) 
ACCESS read-only 
STATUS mandatory 
DESCRIPTION 

"Index for each passenger which ranges from 
1 to the value of carPassengers.• 

. . { carPassengerEntry 1 } 
carPname OBJECT TYPE 

http://www.ddj.com/print/ 
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SYNTAX DisplayString (SIZE (0 .. 64)) 
ACCESS read-write 
STATUS mandatory 
DESCRIPTION 

"The name of the passenger." 
: := { carPassengerEntry 2 } 

carPstatus OBJECT TYPE 
SYNTAX INTEGER { other(l),driver(2) 
ACCESS read-write 
STATUS mandatory 
DESCRIPTION 

"The status of the passenger.• 
{ carPassengerEntry 3 } 

Copyright© 1994, Dr. Dobb's Journal 

!Copyright© 2004 Dr. Dobb's Journal, Privacy Policy. Comments about the web site: webmaster@ddj.com 

http://www.ddj.com/print/ 

Page 7 of 7 

3/4/2004 

EX 1022 Page 171



Freeform Search 

Freeform Search 

... 
US OCR Full-Text Database 

Database: EPO Abstracts Database 
JPO Abstracts Database 
Derwent World Patents Index 
IBM Technical Disclosure Bulletins 

Term: r same packet ~ 

Page 1 of 1 

Display: ~ Documents in Display Format: -iT-1 ........ ! Starting with Number IC] 
Generate: 0 Hit List @ Hit Count O Side by Side O Image 

Search History 

DATE: Friday, October 01, 2004 Printable Copy Create Case 

Set Name Que~ . 
side by side 

DB=USPT,· PLUR= YES; OP=ADJ 

L4 L3 same packet 

L3 11 same L2 

L2 

LI 
new adj 1 flow 

(present or exist$3) adj2 flow 

END OF SEARCH HISTORY 

Hit Count Set Name 
result set 

20 L4 

46 L3 

1021 

5136 

L2 

LI 

http: //westbrs: 9000 /bin/gate. exe?state=638ha 1. 5 .1 &f=ffsearch 10/1/04 
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Freeform Search Page 1 of 1

Freeform Search

 

  
US Pre—Grant Publication Full—Text Database
US Patents Full—Text Database
US OCR Full—Text Database

EPO Abstracts Database
JPO Abstracts Database
Derwent World Patents Index

, IBM Technical Disclosure Bulletins

  

  
  
  

 

Database:

 

L3 same packet
Term:I 
Display: Documents in Display Format: IT' I Starting with Number I1 1

Generate: 0 Hit List © Hit Count 0 Side by Side 0 Image

 
Search History  

DATE: Friday, October 01, 2004 Printable Copy Create Case
 

 
Set Name Query V ' Hit Count Set Name
side by side result set

DB=USP7Z' PLUR= YES; 0P=ADJ

g L3 same packet 20 L41

I__§ l1 same L2 46 Q

L_2_ new adjl flow 1021 Q

Q (present or exist$3) adj2 flow 5136 Q

END OF SEARCH HISTORY
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1. Claims 11-59 are presenting for examination. 

2. The following is a quotation 9f the appropriate paragraphs of 35 U.S.C. 102 that 

form the basis for the rejections under this section made in this Office action: 

A person shall be entitled to a patent unless -

(e) the invention was described in a patent granted on an application for patent by another filed in 
the United States before the invention thereof by the applicant for patent, or on an international 
application by another who has fulfilled the requirements of paragraphs (1 ), (2), and (4) of section 
3718 of this title before the invention thereof by the applicant for patent. 

The changes made to 35 U.S.C. 102(e) by the American Inventors 

Protection Act of 1999 (Al PA) do not apply to the examination of this application as the 

application being examined was not (1) filed on or after November 29, 2000, or (2) 

voluntarily published under 35 U.S.C. 122(b). Therefore, this application is examined 

under 35 U.S.C. 102{e) prior to the amendment by the AIPA {pre-AIPA 35 U.S.C. 

102(e)). 

3. Claims 11-59 are rejected under 35 U.S.C. 102(e) as being anticipated by Muller 

et al. (US Pat. No. 6,483,804). 

4. As to claims 11-12, Muller shows in Fig 1A, a method of examining packets 

through a connection point (the point connects the network to the NIC of the circuit 100). 

Muller discloses the following steps: 

* receiving a packet from a packet acquisition device (NIC), see col 6, lines 26:.29, lines 

54-60, col 8, lines 33-35; 
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* performing one or more parsing/extraction operations to create a record comprising a 

function of selected portions of the packet, see col 7, lines 31-44, col 8, lines 50-67, col 

9, lines 1-5; 

* looking up a flow-entry database 110 to determine .if the packet is of an existing flow, 

see col 9, lines 18-24, col 11, lines 32-45; 

* if the packet is of an existing flow, classifying the packet as belonging to the found 

existing flow, see col 11, lines 46-52; and 

* if the packet is of a new flow, storing a new flow-entry in the flow-entry database 110, 

see col 11, lines 46-52. 

5. As to claims 13-15, Muller teaches updating the flow-entry of the existing flow 

including measures selected from the set consisting of the total packet count, see col 7, 

lines 36-45, col 8, lines 50-54, lines 64-66. 

6. As to claim 16, Muller shows that the function of the selected portions of the 

packet forms a signature (flow key), see col 8, lines 64-67, col 9, lines 1-5, col 11, lines 

35-37. 

7. . As to claims 17-20, Muller shows at least one of the protocols uses source and 

destination addresses, see col 7, lines 31-40. 

8. As to claim 21, Muller shows the looking up of the flow-entry database 110 uses 

a hash of the selected packet portions, see col 9, lines 18-22. 

9. As to claim 22, Muller shows determining a set of one or more protocol from data 

in the packet, see col 10, lines 63-67, col 11, lines 27-30. 

10. As to claim 23, Muller shows obtaining the last encountered state of the existing 

flow and performing any state operations required for a new flow, see col 9, lines 15-28. 

EX 1022 Page 176

lo/é 84/ ”776' . (age, 3

* performing one or more parsing/extraction operations to create a record comprising a

function of selected portions of the packet. see col 7, lines 31—44, col 8, lines 50—67, col
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* looking up a flow-entry database 110 to determineif the packet is of an existing flow,
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* if the packet is of an existing flow, classifying the packet as belonging to the found

existing flow, see col 11, lines 46-52; and

* if the packet is of a new flow, storing a new flow-entry in the flow—entry database 110,

see col 11, lines 46-52.

5. As to claims 13-15, Muller teaches updating the flow-entry of the existing flow

including measures selected from the set consisting of the total packet count, see col 7,

lines 36-45, col 8, lines 50—54, lines 64-66.

6. As to claim 16, Muller shows that the function of the selected portions of the
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35-37.
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8. As to claim 21, Muller shows the looking up of the flow—entry database 110 uses

a hash of the selected packet portions, see col 9. lines 18—22.

9. As to claim 22, Muller shows determining a set of one or more protocol from data

in the packet, see col 10, lines 63-67, col 11, lines 27-30.

10. As to claim 23, Muller shows obtaining the last encountered state of the existing

flow and performing any state operations required for a new flow, see col 9, lines 15-28.
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11. As to claim 24, Muller shows identifying of the application program of the flow, 

see col 8, lines 60-61, col 12, lines 45-4 7. 

12. As to claim 25, Muller shows storing identifying information for future packets, 

see col 9, lines 26-28. 

13. As to claim 26, Muller shows identifying the application program of the flow, see 

col 8, lines 60-61, col 12, lines 45-47. 

14. As to claim 27, Muller shows searching the parser record for the existence of one 

or more reference strings, see col 9, lines 32-36. 

15. As to claim 28, Muller shows the state operations are carried by state processor , 

see col 9, lines 42-47, col 10, lines 61-63 

16. As to claim 29-59, the claims are similar in scope to claims 11-28, and they are 

rejected under the same rationale. 

Therefore, it can be seen from paragraphs 4-16 that Muller anticipates claims 11-59. 

17. The prior art made of record and not relied upon is considered pertinent to 

applicant's disclosure. 

18. Any inquiry concerning this communication or earlier communications from the 

examiner should be directed to Moustafa M. Meky whose telephone number is (703) 

305-9697. The examiner can normally be reached on week days from 8:30 am to 4:30 

pm. 

EX 1022 Page 177



If attempts to reach the examiner by telephone are unsuccessful, the examiner's 

supervisor, Ario Etienne, can be reached on (703) 308-7562. The fax phone number 

for this Group is (703) 308-9052. 

Any inquiry of a general nature or relating to the status of this application or proceeding 

should be directed to the Group receptionist whose telephone number is (703) 305-

9600. The fax number for the After-Final correspondence/amendment is (703) 746-

7238. The fax number for official correspondence/amendment is (703) 746-7239. The 

fax number for Non-official draft correspondence/amendment is (703) 746-7240. 

M.M.M 

October O 1 , 2004 
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Dear Commissioner: 

This is a response to the Office Action of October 5, 2004. 

Any amendments to the specification begin on a new page immediately after these 
introductory remarks. Any amendments to the claims begin on a new page immediately 
after such amendments to the specification, if any. Any amendments to the drawings 
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Application No.: 10/684,776 Page 2 

REMARKS 

Claims 11-59 are the claims of record of the application. Claims 11-59 have been rejected. 

In paragraph 3 of the Office Action, claims 11-59 have been rejected under 35 USC 102(e) 
as anticipated by Muller et al. (U.S. Patent 6,483,804). 

The reference date for U.S. Patent 6,483,804 is 1 March 1999. The independent claims of 
the present invention were reduced to practice prior to this reference date. A declaration by 
the first inventor Russell S. Dietz under 37 CFR 1.131 swearing behind U.S. Patent 
6,483,804 is attached, together with several Exhibits to such declaration. The declaration 
and exhibit shows that prior to the reference date of March 1, 1999, the inventor conceived 
of the invention of independent claims 11, 29, and 54 of the present invention. 
Furthermore, the declaration and exhibit shows that prior to the reference date of March l, 
1999, the inventor reduced to practice the invention of independent claims 11, 29, and 54 
of the present invention. The invention of these claims functioned for its intended purpose 
by running the apparatus on a computer, and a program implementing the method on test 
data that was part of a node of a network. 

Thus, the rejection of independent claims 11, 29, and 54 under 35 USC 102(e) is 
overcome. Withdrawal of the rejection and allowance of independent claims 11, 29, and 54 
are respectfully requested. 

Furthermore, the remaining claims 12-28, 30-53, and 55-59 are all dependent on these 
independent claims l 1, 29, and 54. Thus, these claims are also a11owahlc. Withdrawal of 
the rejection and allowance of claims 12-28, 30-53, and 55-59 are respectfully requested. 

For these reasons, and in view of the above amendment, this application is now considered 
to be in condition for allowance and such action is earnestly solicited. 

The Applicants believe all of Examiner's rejections have been overcome with respect to all 
remaining claims (as amended), and that the remaining claims are allowable. Action to that 
end is respectfully requested. If the Examiner has any questions or comments that would 
advance the prosecution and allowance of this application, an email message to the 
undersigned at dov@inventek.com, or a telephone call to the undersigned at+ 1-510-547-
3378 is requested. 

Address for correspondence: 
Dov Rosenfeld 
5507 College A venue, Suite 2, 
Oakland, CA 94618 

Respectfully Submitted,. 

Tel. 510-547-3378; Fax: +1-510-291-2985; Email:dov@inventek.com 
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In paragraph 3 of the Office Action, claims 11—59 have been rejected under 35 USC 102(e)

as anticipated by Muller et al. (US. Patent 6,483,804).

The reference date for US. Patent 6,483,804 is 1 March 1999. The independent claims of

1,, the present invention were reduced to practice prior to this reference date. A declaration by

it; the first inventor Russell S. Dietz under 37 CFR 1.131 swearing behind US. Patent
6,483,804 is attached, together with several Exhibits to such declaration. The declaration

and exhibit shows that prior to the reference date of March 1, 1999, the inventor conceived

of the invention of independent claims 11, 29, and 54 of the present invention.

Furthermore, the declaration and exhibit shows that prior to the reference date of March 1,

1999, the inventor reduced to practice the invention of independent claims 1], 29, and 54

of the present invention. The invention of these claims functioned for its intended purpose

by running the apparatus on a computer, and a program implementing the method on test

data that was part of a node of a network.

Thus, the rejection of independent claims 11, 29, and 54 under 35 USC 102(e) is

overcome. Withdrawal of the rejection and allowance of independent claims 1 1, 29, and 54

are respectfully requested.

 
Furthermore, the remaining claims 12—28, 30—53, and 55—59 are all dependent on these

independent claims 1 l, 29, and 54. Thus, these claims are also allowable. Withdrawal of

the rejection and allowance of claims 12—28, 30—53, and 55459 are respectfully requested.

For these reasons, and in View of the above amendment, this application is now considered

_ to be in condition for allowance and such action is earnestly solicited.

;yl The Applicants believe all of Examiner’s rejections have been Overcome with respect to all

remaining claims (as amended), and that the remaining claims are allowable. Action to that

end is respectfully requested. If the Examiner has any questions or comments that would

advance the prosecution and allowance of this application, an email message to the

undersigned at dov@inventek.com, or a telephone call to the undersigned at +1-510-547-

3378 is requested.

Respectfully Submitted,

 
  

MW.Z,200V
Date enfeld, Reg. No. 38687

Address for correspondence:
Dov Rosenfeld

5507 College Avenue, Suite 2,
Oakland, CA 94618

Tel. 510-547-3378; Fax: +1—510-291—2985; Email:dov@inventek.com
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Our Ref/Docket No: APPT-001-1-1 Patent 

IN THE UNITED STATES PATENT AND TRADEMARK OF.FICE 

Applicant(s): Dietz, et al. 

Application No.: 10/684,776 

Filed: October 14, 2003 

Title: METHOD AND APPARATUS FOR 
MONITORING TRAFFIC IN A NETWORK 

Group Art Unit: 2157 

Examiner: Moustafa M. Meky 

TRANSMITTAL: RESPONSE TO OFFICE ACTION 

Mail Stop Amendment 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Dear Commissioner: 

Transmitted herewith is a response to an office action for the above referenced application. 
Included with the response are: 

_x__ A Declaration under 37 CFR 1.131 with Exhibits; 

This application has: 
a small entity status. If a claim for such status has not earlier been made, consider 
this as a claim for small entity status. 

No additional fee is required. 

;,· 03/10/2005 AWONDAF1 0~ 10684n6 

01 FC:1252 450.00--0P 

Certificate of Mailing under 37 CFR 1.8 

I hereby certify that this correspondence is being deposited with the United States Postal Service as First 
Class Mail addressed to the Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450 on. 

Date: 
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5 Our Ref/Docket N0: APPT—OOl—l-l Patent

‘ IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

 
  

 
 

 

Group Art Unit: 2157

Examiner: Moustafa M. Meky

Title: METHOD AND APPARATUS FOR

MONITORING TRAFFIC IN A NETWORK

TRANSMITTAL: RESPONSE TO OFFICE ACTION

Alexandria, VA 22313-1450

E: Mail Stop Amendment
«*j Commissioner for Patents

it PO. Box 1450

Dear Commissioner:

Transmitted herewith is a response to an office action for the above referenced application.

Included with the response are:

X A Declaration under 37 CFR 1.131 with Exhibits;

This application has:

a small entity status. If a claim for such status has not earlier been made, consider

this as a claim for small entity status.

  
No additional fee is required.

. 03/10/2005 0110100171 00000092 10500770

:3; 015131252 A 450.0009

Certificate of Mailing under 37 CFR 1.8

I hereby certify that this correspondence is being deposited with the United States Postal Sen/ice as First
Class Mail addressed to the Commissioner for Patents, PO. Box 1450, Alexandria, VA 223134450 on. , , -

Name: Amy Dr.’ 
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Application No.: 10/684,776 Page 2 

__ Applicant(s) believe(s) that no Extension of Time is required. However, this 
conditional petition is being made to provide for the possibility that applicant has 
inadvertently overlooked the need for a petition for an extension of time. 

__x_ Applicant(s) hereby petition(s) for an Extension of Time under 37 CPR l.136(a) of: 

one months ($120) __x_ two months ($450) 

three months ($1020) __ four months ($1590) 

Tf an additional extension of time is required, please consider this as a petition therefor. 

__x_ A credit card payment form for the required fee(s) is attached. 

__x_ The Commissioner is hereby authorized to charge payment of the following fees 
associated with this communication or credit any overpayment to Deposit Account 
No. 50-0292 (A DUPLICATE OF THIS TRANSMIIT AL IS A TT ACHED): 

X Any missing filing fees required under 37 CPR 1.16 for presentation of 
additional claims. 

__x_ Any missing extension or petition fees required under 37 CFR 1.17. 

Respectfully Submitted, 

Date 

Address for correspondence: 
Dov Rosenfeld 
5507 College A venue, Suite 2, 
Oakland, CA 94618 
Tel. 510-547-3378; Fax: +1-510-291-2985 

Dov Rose~687 
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Application No.2 10/684,776 Page 2

Applicant(s) believe(s) that no Extension of Time is required. However, this

conditional petition is being made to provide for the possibility that applicant has

inadvertently overlooked the need for a petition for an extension of time.

 

X Applicant(s) hereby petition(s) for an Extension of Time under 37 CFR 1.136(a) of:

one months ($120) X two months ($450)

three months ($1020) four months ($1590)

If an additional extension of time is required, please consider this as a petition therefor.

X A credit card payment form for the required fee(s) is attached.

X The Commissioner is hereby authorized to Charge payment of the following fees

associated with this communication or credit any overpayment to Deposit Account

No. 50-0292 (A DUPLICATE OF THIS TRANSMITTAL IS ATTACHED):

X Any missing filing fees required under 37 CFR 1.16 for presentation of
additional claims.

X Any missing extension or petition fees required under 37 CFR 1.17.

Respectfully Submitted, ‘ .

   Mar. 2! 1,005" _
Date Dov Rose eld, Reg. No. 38687

Address for correspondence:
Dov Rosenfeld

5507 College Avenue, Suite 2,
Oakland, CA 94618

Tel. 510—547—3378; Fax: +1-510-291—2985
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TRANSMITTAL Application Number 10/684,776 

FORM 
(to be used for all !?E!!espondence after initial filing) 

0 ,PE 'ti Filing Date 14 Oct 2003 

\ First Named Inventor Dietz, Russell S. 

I ·\l· t. t\\\tl . ~I Group Art Unit 2157 y.t>.i . fr: ,~ ,' ~ Examiner Name Moustafa M. Meky 

~TR._0~ Attorney Docket Number APPT-001-1-1 

•'" .. 
ENCLOSURES (check all that aoolvJ 

□ 
Fee Transmittal Form 

□ 
Assignment Papers 

□ 
After Allowance Communication 

(for an Application) to Group 

IB] Fee Attached 

□ 
Drawing(s) 

\ □ 
Appeal Communication to Board 
of Appeals and Interferences 

' 
IB] Amendment / Response 

□ 
Licensing-related Papers 

'-,□ 
Appeal Communication to Group 

(Appeal Notice, Brief, Reply Brief) 
•, 

□ □ 
After Final 

□ 
Petition Routing Slip (PTO/SB/69) [J Proprietary Information 
and Accompanying Petition 

IB] IBJ Affidavits/declaration(s) 

□ 
To Convert a 

□. 
Status Letter 

under 1,131 with Exhibits Provisional Application 
' 

Power of Attorney, Revocation Additional Enclosure{s) 
/ 

□ 
Extension of Time Request 

□ IBJ I Change of Correspondence (please identify below): 
- Address 

I 
□ 

Express Abandonment Request 

□ 
Terminal Disclaimer IB] Return Postcard 

Information Disclosure Statement Small Entity Statement Exhibits to Declaration 
I 

□ □ [K] ' --
under 1.131 -~ 

□ 
Certified Copy of Priority Document{s) 

□ 
Request of Refund 

□ 
□ 

Response to Missing Parts/ Incomplete Remarks I Application .. 

□ .. •' 

□ 
D Response to Missing Parts under 37 

CFR 1.52 or 1.53 I 

\ 

SIGNATURE OF APPLICANT, ATTORNEY, OR AGENT/ CORRESPONDENCE ADDRESS 

Firm or Dov Rosenfeld, Reg. No. 38687 \ 

Individual name - - \ 

~ 
' 

Signature X. 
Date ~2,2005 

ADDRESS FOR CORRESPONDENCE 

Firm Dov Rosenfeld 

or 5507 College Avenue, Suite 2, ' 
Individual name Oakland, CA 94618, Tel: 510-547-3378 

CERTIFICATE OF MAILING 

I hereby certify that this correspondence is being deposited with the United States Postal Service·as first class m_a_il _in_a_n ___ _ 
envelope addressed to: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450 March 2, 2005 
on this date: 

rinted name 

Signature Date March 2, 2005 
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TRANSMITTAL

FORM
(to be used for all correspondence after initial filing)

D Fee Transmittal Form

Amendment / Response

D [:1 After Final
Affidavits/declaration(s)
under 1,131 with Exhibits

Extension of Time Request

Fee Attached

Express Abandonment Request

Information Disclosure Statement

Certified Copy of Priority Document(s)

Response to Missing Parts/ Incomplete
Application

Response to Missing Parts under 37
CFR 1.52 or 1.53EIEI

Firm or

Individual name

Signature

Date fly
ADDRESS FOR CORRESPONDENCE

Firm Dov Rosenfeld
or

Individual name

CERTIFICATE OF MAILING

I hereby certify that this correspondence is being deposited with the United States Postal Service as first class mail in an ~
envelope addressed to: Commissioner for Patents. PO. Box 1450, Alexandria, VA 22313—1450
on this date:

Application Number

Assignment Papers

(for an Application)

Drewing(s)

Licensing-related Papers

Petition Routing Slip (PTO/SB/69)
and Accompanying Petition
To Convert a

Provisional Application

Power of Attorney, Revocation
Change of Correspondence
Address

. Terminal Disclaimer

Small Entity Statement

Request of Refund

Dov Rosenfeld, Reg. No. 38687

(I/ \y

_

5507 College Avenue, Suite 2,

Oakland, CA 94618, Tel: 510-547-3378

10/684,776

14 Oct 2003

Dietzr

2157

Russell 8.

Moustata M. Meky

APPT~001-1‘1

After Allowance Communication

to Group

Appeal Communication to Board
of Appeals and lnterferences

Appeal Communication to Group

(Appeal Notice, Brief, Hep/y Brief)

Proprietary Information

Status Letter

Additional Enclosure(s)

(please identify below):

 

Exhibits to Declaration
under 1.131

'\

 
March 2, 2005 .1

__
—m. .-  March 2, 2005
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To Dov Rosenfeld Page 2 of 4 2005-03-02 22;37 00 (GMT) +1 (408) 317-0351 From; Russell Dietz 

Applicant(s): Dietz, et al. 

Application No.: 10/684,776 

Filed: October 14, 2003 

Title: METHOD AND APPARATUS FOR 
MONITORING TRAFFIC IN A NETWORK 

Group Art Unit: 2157 

Examiner: Moustafa M. Mcky 

DECLARATION UNDER 37 CFR 1.131 

Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Dear Commissioner: 

1. I am an inventor of claims 11 59 of the above referenced patent application. 

2. Claims 11-59 have been rejected under 35 USC I 02( e) as anticipated by Muller et 
al. (U.S. Patent 6,483,804) that has a reference date of March l, 1999. 

3. Prior to the reference date of March 1, 1999, I conceived of the invention of claims 
11, 2 9, and 54 shown in the following: 

• Exhibit A0:Directory of documents 

• Exhibit Al: Technically Elite MeterFlow Accelerator Modules System 
Specification (Document MF ASystem.pdf) 

0 Exhibit A2: Technically Elite MeterFlow Accelerator Parser Module Specification 
(Document MF AParser.pdf) 

• Exhibit A3: Technically Elite MeterFlow Accelerator Analyzer Module 
Specification (Document MF AAnalyze.pdf) 

• Exhibit A4: Protocol Tracking Summary (Document MFAProtocolLayout.pdf) 

A copy of each of Exhibits AO to A4 is attached. The dates on each such copy has been 
deleted. I confirm that the dates arc all prior to March l, 1999. These exhibits are as 
follows. 

Exhibit AO is a dated computer directory of documents that describe the design and tests to 
run the design on real data. 

Exhibit Al is the overall design of the system that implements the method claims 11 and 
54, and includes the elements of claim 29. 

Exhibit A2 is a detailed design of the parsing/extraction unit that carries out step (b) of 
claim 11, that corresponds to element (c): the parser subsystem of claim 29, and that 
carries out the parsing/extraction operations of element (b) of claim 54. 
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Applicant(s): Dietz, at a]. Group Art Unit: 2157

Application No: 10/684,77 6 Examiner: Moustafa M. Meky

Filed: October 14,2003

£2! Title: METHOD AND APPARATUS FOR
'3 MONITORING TRAFFIC IN A NETWORK  

DECLARATION UNDER 37 CFR 1.131

Commissioner for Patents

R0. Box 1450

Alexandria, VA 22313-1450

Dear Commissioner:

1. I am an inventor ofclaims 11—59 of the above referenced patent application.

2. Claims 11—59 have been rejected under 35 USC 102(e) as anticipated by Muller et

al. (US. Patent 6,483,804) that has a reference date of March 1, 1999.

3. Prior to the reference date of March 1, 1999, l conceived of the invention of claims

11, 29, and 54 shown in the following:

0 Exhibit A0:Directory of documents

0 Exhibit A1: Technically Elite MeterFlow Accelerator Modules System

Specification (Document MFASystempdf)

6 Exhibit A2: Technically Elite MeterFlow Accelerator Parser Module Specification

(Document MFAParsertpdt)

I Exhibit A3: Technically Elite MeterFlow Accelerator Analyzer Module

Specification (Document. MFAAnalyzetpdf)

- Exhibit A4: Protocol Tracking Summary (Document MFAProtocolLayout.pdt)

A copy of each of Exhibits A0 to A4 is attached. The dates on each such copy has been

deleted. I confirm that the dates are all prior to March 1, 1999. These exhibits are as
follows.

Exhibit A0 is a dated computer directory of documents that describe the design and tests to

run the design on real data.

Exhibit Al is the overall design of the system that implements the method claims 11 and
54, and includes the elements of claim 29.

 
%: Exhibit A2 is a detailed design of the parsing/extraction unit that carries out step (b) of
3", claim 1 1, that corresponds to element (c): the parser Subsystem of claim 29, and that

carries out the parsing/extraction operations of element (b) of claim 54.
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To: Dov Rosenfeld Page 3 of 4 2005-03-02 22:37:00 (GMT) +1 (408) 317-0351 From: Russell Dietz 

Exhibit A3 is a detailed design of the analyzer that carries out the operations of elements 
(c), (d) ,and (e) of method claim 29, that corresponds to elements (d), (e) and (f) unit 
parsing/extraction unit that carries out carries out the operations of elements (c), (d) ,and 
( e) of method claim 54, that corresponds to element ( c ): the parser subsystem of claim 29, 
and that carries out the parsing/extraction operations of element (b) of claim 54. 

Exhibit A4 is a summary of the protocols that the system can analyze. 

Note that Technically Elite was the name of the predecessor of the assignee of the present 
invention at the time. 

3. Prior to the reference date of March 1, 1999, I reduced to practice the invention of 
claims 11, 29, and 54 of the above referenced patent application as shown in the following 
documents: 

• Exhibit BO is a dated computer directory of test data and documents used 
therefore. 

• Exhibit Bl: Technically Elite MeterFlow Accelerator Modules Testbench 
Specification (Document MF ATest.pdf in directory of Exhibit AO) 

• Exhibit B2: The first page of file big.cpl. 

The cpl files (big.cpl, bigfgc3.cpl, bigfgpc.cpl, bigfpayl.cpl, bigfpayl2.cpl, 
bigfpgrp.cpl, bigfpgrp2.cpl, bigfrag.cpl, bigfrag2.cpl, output.cpl, Protocols.cpl, 
short.cpl, shrtfpg2.cpl, shrtfps3.cpl, shrtfps4.cpl, shrtfps5.cpl, shrttunl.cpl) are files 
for the protocol compiler of all the actual protocols recognized by the system. 
These files include a description of the parser information for the parser to perfom1 
the parsing/extracting operation according to the protocol. They also contain the 
state processing states for the state operations of elements ( d) and ( e) of claim 54. 
The first page of one file is provided. 

• Exhibit B3: The first four pages of a printout of file MF A TEST.HEX that contains 
the actual packets captured by the packet acquisition device described in element 
( a) of claims 11 and 54, and corresponding to the contents of element (b ), the input 
buffer memory of claim 29. The packet acquisition device for the experiment was a 
SUN workstation connected to a connection point of a network. 

• Exhibit B4: The file packets.txt that describes the nature of the packets in 
MFATEST.HEX. 

• Exhibit BS: The contents of files mfaptpkt.txt and mfaptpkt2.txt that are files that 
contain the elements that were extracted by the parsing/extracting of 

• Exhibit B6: The contents of files mfaptkey.txt and mfaptkey2.txt that are files that 
contain the keys that were generated from the extracted data (Exhibit 84) and used 
for looking up the flow-entry database per element ( c) of method claims 11 and 54, 
which are operations carried out by the lookup engine of element ( e) of claim 29. 
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• Exhibit 87: The first four pages of a printout of file MF A TEST.TXT that includes 
the decoded packets that were generated by operation of the method that includes 
the elements of each of method claims 11 and 54, by an apparatus that includes the 
elements of claim 29. 

• Exhibit B8: Protocol Definition Language (PDL) Reference Guide (the document 
MFS-PDL-Reference.pdf) that provides a reference to the protocol definition 
language used in cpl files. 

• Exhibit 89: State-based Sub-Classification Overview (document MFS-State
Classification.pdf) that describes the states of some of the protocols that are 
supported. 

The invention functioned for its intended purpose by running the apparatus on a computer, 
and a program implementing the method on test data that was part of a node of a network. 

The above exhibits are each a copy. The date on each copy has been deleted. I confirm that 
the deleted dates are each prior to March 1, 1999. 

Therefore, and in summary, 1 declare that the inventions of claims 11, 29, and 54 were 
reduced to practice prior to the reference data of March l, 1999. 

I hereby declare under penalty of perjury under the laws of the United States of America 
that all statements made herein of my own knowledge are true and that all statements made 
on information and belief are believed to be true; and further that these statements were 
made with the knowledge that willful false statements and the like so made are punishable 
by fine or imprisonment, or both, under Section 1001 of Title 18 of the United States Code 
and that such willful false statements may jeopardize the validity of tq.e application or any 
patent issued thereon. 

March 1 , 2005 
Date 

Address for c01Tespondence: 
Dov Rosenfeld 
5507 College Avenue, Suite 2, 
Oakland, CA 94618 
Tel. 510-547-3378 

Signed, 

I?( 
Russell S. Dietz 

Fax: + 1-510-291-2985; Email:dov@inventek.com 
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0 Exhibit B7: The first four pages of a printout of file MFATEST.TXT that includes

the decoded packets that were generated by operation of the method that includes

the elements of each of method claims 11 and 54, by an apparatus that includes the
elements of claim 29.

 
0 Exhibit 138: Protocol Definition Language (PDL‘) Reference Guide (the document

MFS-PDL—Referencepdt) that provides a reference to the protocol definition

language used in cpl files,

- Exhibit B9: State—based Sub-Classification Overview (document MFS-State-

Classificationpdf) that describes the states of some of the protocols that are

supported.

The invention functioned for its intended purpose by running the apparatus on a computer,

and a program implementing the method on test data that was part of a node of a network.

The above exhibits are each a copy. The date on each copy has been deleted. i confirm that

the deleted dates are each prior to March 1, 1999.

Therefore, and in summary, I declare that the inventions of claims 1 1, 29, and 54 were

reduced to practice prior to the reference data of March 1, 1999.

I hereby declare under penalty of perjury under the laws of the United States of America

that all statements made herein of my own knowledge are true and that all statements made
on information and belief are believed to be true; and further that these statements were

made with the knowledge that willful false statements and the like so‘made are punishable

. by fine or imprisonment, or both, under Section 1001 of Title 18 of the United States Code

if: and that such willful false statements may jeopardize the validity of the application or any
patent issued thereon.

 
Signed,

March 1, 2005

Date Russell S. Dietz

 

Address for correspondence:
Dov Rosenfeld

5507 College Avenue, Suite 2,
Oakland, CA 94618
Tel. 510-547-3378

Fax: +1 -5 10-291-2985; Email:dov@inventek.com
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• Exhibit AO:Directory of documents 
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Exhibit A0:Directory of documents
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~ardware specification-dir.txt 
Directory of M: \aaa-~ENTEK CLI~fn\Patents\APPT-001-1-1 ff led 

_,,.Proof of Reductn to Practice\~Hardware Specification\ 

M: \aaa-----INVENf~NTS\Hifn\Patents\APPT-001-1-1 filed ...,.Proof of 
Reductn to Practice..,.,,,,.Hardware specification\ 

================================================================================== 
================================--=== 

MFAAna lyze. pdf 
MFAApp l. pdr 
MFAParser.pdf 
MFAProtocolLayout.pdf 
MFA System. pdr 
MFATest.pdf 

317 KB 
12 KB 

124 KB 
13 KB 
93 KB 
18 KB 

AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA 
Total 0 folder(s); 6 file(s) 

Total files size: 1 MB; 580 KB; 593910 Bytes 

AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA 

Page 1 

04:47:46 AM 
05:50:46 AM 

3:56:18 AM 
09:24:38 AM 
03:56:50 AM 
03:56:26 AM 

a 
a 
a 
a 
a 
a 
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• Exhibit Al: Technically Elite MeterFlow Accelerator Modules System 
Specification (Document MFASystem.pdf) 
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CONFIDENTIAL 

Technically Elite MeterFlow Accelerator Modules System 
Specification 

Ot~l!r Emb~dded Ap . . . ' 

1 Introduction 

The Technically Elite MeterFlow Accelerator is a set of synthesizable modules designed to do wire speed 
hardware based application traffic recognition for Fast Ethernet and Gigabit Ethernet. Originally designed 
for RMON2 network management the MeterFlow Accelerator also allows Layer 3 (Network) through 
Layer 7 (Application) visibility for switches and routers .The Meter Flow Accelerator poaches the network 
traffic and builds a "flow" database that is then extracted for further processing. Each flow consists of the 
information necessary to track the conversation between the two end points of the traffic. This 
conversation is also characterized and vital statistics counted. The resulting flow database is useful for 
many applications. Some of these include RMON2 network management, traffic steering, quality of 
service, security, and service level management. 

1.1 Technically Elite MeterF/ow Accelerator Highlights 

0 Synthcsizable modules written in both the Verilog and VHDL 
• Processes up to Gigabit speeds 
• Complete traffic data 
• State based parallel processing architecture 
• Distributes work to eliminate bottlenecks 
• Layer 3 network protocols to dynamic transaction oriented applications at Layer 7 
• Scalable architecture for any size switch or probe 
• Can recognize over 2000 different protocols 
• Extensible to new protocols 
• Recognizes encapsulations 
• Open interface 
• Easy to use software tools including protocol compiler and C model 

Confidential 
MeterFlow Accelerator Modules System Specification lg.doc 

Page I of 22 
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Technically Elite MeterFlow Accelerator Modules System

Specification

 
1 Introduction

The Technically Elite MeterFlow Accelerator is a set of synthesizable modules designed to do wire speed
hardware based application traffic recognition for Fast Ethernet and Gigabit Ethernet. Originally designed
for RMON2 network management the MeterFlow Accelerator also allows Layer 3 (Network) through
Layer 7 (Application) visibility for switches and routers .The MeterFlow Accelerator poaches the network
traffic and builds a “flow” database that is then extracted for further processing. Each flow consists of the
information necessary to track the conversation between the two end points of the traffic. This

conversation is also characterized and vital statistics counted. The resulting flow database is useful for

many applications. Some of these include RMON2 network management, traffic steering, quality of
service, security, and service level management.

1.1 Technically Elite MeterFlaw Accelerator Highlights

° Synthesizable modules written in both the Verilog and VHDL

0 Processes up to Gigabit speeds
- Complete traffic data

a State based parallel processing architecture
- Distributes work to eliminate bottlenecks

- Layer 3 network protocols to dynamic transaction oriented applications at Layer 7
Scalable architecture for any size switch or probe
Can recognize over 2000 different protocols

  

0 Extensible to new protocols

- Recognizes encapsulations
it Open interface

0 Easy to use software tools including protocol compiler and C model

MeterFlow Accelerator Modules System Specification 1g.doc

Confidential Page 1 of 22 -
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2 Overview 

The Technically Elite MeterFlow Accelerator Modules System Specification outlines the general system 
requirements. It provides an overview of how the modules interact with each other and external devices. It 
also provides guidance for the testing methodology to be used in the verification of the cores. 

The Technically Elite network analysis suite consists of three main components. These are the parser, the 
analyzer and software. The parser works on the information contained in a single packet. The analyzer 
builds flow information across multiple packets. The software consists of a compiler, a C model and a 
database of protocol information. The database delineates all the information needed by the parser to 
recognize the protocols and build the flow key. The database also deli neat es how each protocol's flow 
entry should be updated as well as the procedure to recognize multi-packet protocols (state processing). 
Also included in the module set is a host interface module. This module defines a burst oriented bus 
interface compatible with the Intel i960. This module can be easily modified to interface to other bus 
types. 

After initialization the network data first goes to the parser. The parser attempts to recognize the various 
possible protocols in a particular packet. It then builds a flow key data structure that is passed to the 
analyzer. The analyzer first attempts to find a particular packets related flow in its' database. Then using 
the information it gathered from previous packets in this flow and the current packets' data it updates the 
flows' data base entry. Once a flow has been completely recognized, updates consist of gathering statistics. 
On a regular basis the external system reads the flow data base for further processing. 

The parser and analyzer modules arc RTL synthesizable modules written in both the Verilog and VHDL 
hardware description languages. Each major component of the cores has a matching testbench. The 
testbenches fully exercise the unit under test and provide an automated verification environment. Input 
stimulus tiles are automatically generated by the compiler and expected data files are automatically 
generated by the C model. 
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3 Top Level MeterFlow Accelerator Module Symbol 

HostModSel_N 
HostWrile 
HostBlast_N 
HostWaiLN 

HostAddress[22:0J 

HostByteEn_N[7:0) 

HostDataln[63:0J 

MemClkln 

MemDataln[63:0J 

DPPacketDelim 
DPDataStb_N 
DPKIIIPkLN 

DPData(31:0] 

y.11e 

HostReady_N 

HostDataOut[63:0] 

MemRAS_N[1 :OJ 
MemCAS_N[3:0) 

MemClkEn 
MemClkOut 
MemWR_N 
· MemBA 
MemDSF 

MemByteEn_N[7:0J 

MemAddress[ 11 :OJ 

MemDataOut[63:0J 

MemDirAead 

DPReady_N 

lnstName 

4 Top Level MeterFlow Accelerator Module Pin Descriptions 

4.1.1.1 

Sie:nal 
Reset_N 

MCLK 

Confidential 

General Interface Si2nals 

Dir Width Description 
IN 1 Reset - active low. 

When this signal is active the module sets it's registers to 
their default condition and suspends operation. It will only 
respond to host access cycles. The DataPort interface will 
keep DPReady_N active to avoid problems for the external 
circuitry. 

IN I Module Clock. 
All internal and external transfers except for memory 
transfers are synchronized bv this siJ;mal. 
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3 Top Level MeterFlow Accelerator Module Symbol

HostModSe|_N
HostWrite

HostBlast_N HoetReady_N
HostWaitfi HostDataOutI63:D]

MemFlAS_N[1:OJ
MemCAS_N[3:0]

MemClkEn
MemClkOut
MemWR_N

MemDataln[63:O] ' MemBA
MemDSF

MemByteEn_N[7;0)

MemAddressH 1:0]

MemDataOuthSJO]
MemDirFlead

DPFieady__N

 
Instf‘léme

4 Top Level MeterFlow Accelerator Module Pin Descriptions

 

  
 
 

4.1.1.] General Interface Si_nals

-l.Reset — amive low}
When this signal is active the module sets it‘s registers to

MCLK .-

their default condition and suspends operation. It will only
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respond to host access cycles. The DataPort interface will

keep DPReady_N active to avoid problems for the external
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circuitr .

Module Clock.

All internal and external transfers except for memory
transfers are s nchronized b this si nal.
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4.1.1.2 Memorv Interface 

Si2nal Dir Width Description 
MemClkln IN 1 Memory clock in. 

MemRAS N OlIT 
MemCAS N OlIT 
MemClkEn OUT 

MemClkOut OlIT 

MemWR N OlIT 
MemBA OlIT 

2 
4 

This signal is used to generate the memory interface timing. 
Memory Row Address Strobe bus - active low. 
Memory Column Address Strobe bus- active low. 
Memory Clock Enable. 
Some memories require this signal to be disabled for a 
certain amount of time after reset. 
Memory Clock Out. 
This signal is used by synchronous memory for all 
operations. MemClkln is buffered and sent out on this pin. 
This helps reduce skew between this clock and the other 
silmals. 
Memory Write - active low. 
Memory Bank Address. 
Used by multi-bank memory to select the bank the current 

__ -···· _____ ... ______ ;···--________ . . . .. _ --.-~.raJion i~2P~rat~_cm. ____ ... 

~a~-r~~t\ ~=~+i:~i:::~E~~!:~~-: ~-_ • .. :: ..... . 
_M~_mDataJ!!_ ___ _j__~ 1 64 ___ ... I Mem_ory Data Input bus. ·----·---····--·-----·· __ ........ ·-·-- .. 
__ _MemDataOut _ i OUT §~ , Memory Data Output ~us.-----·······-.... ··-·. . ___ ........ . 
MemDirRead ! OUT I ~emory Data bus Direction is Read. 

Confidential 

i This signal is used to control the tri-state enable on the 
, 1 • bidirectional memory data bus. If MemDirRead is active 
; I 1 data is coming into the module from the memory. If it is 
: I i inactive the module is driving data out to the memory. 
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MemClkIn 1N
 
 

 MemCAS_N OUT
 

4.1.1.2 Memor Interface

M Width
 

MemRAS_N OUT Memor Row Address Strobe bus -— active low.

“Memory Column Address Strobe bus— active low.

"SQNEIPENTIAL

Memory clock1n
This si-nalis used to'

 
enerate the memor interface timin .;

 

 
MemClkEn

 

 

  
  

Memory Clock Enable.
Some memories require this signal to be disabled for a
certain amount of time after reset.  

  MemClkOut  Memory Clock Out.

This signal is used by synchronous memory for all
operations. MemClkIn is buffered and sent out on this pin.
This helps reduce skew between this clock and the other
signals,

   
  
    

 
 

  

  
 

  
  

 
 

 
MemByteEnN
MemAddress 
 
 

  
 

_MemDataOut-
MemDirRead
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1 Memory Data bus Direction is Read

‘ bidirectional memory data bus. If MemDichadis active

i data is coming into the module from the memory. If it is
: inactive the module is drivin data out to the memor .

 
 

Memor Write — active low.

Memory Bank Address.
Used by multibank memory to select the bank the current
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This signal is used to control the tri—state enable on the
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4.1.1.3 Host Interface Si2nals 

Signal Dir Width 
HostModSel_N IN I 

Host Write IN 

HostBlast_N IN I 

HostWait_N IN 1 

HostReady _N OUT I 

HostAddress IN 23 

Description 
Host interface Module Select - active low. 
HostModSel_N is sampled on the rising edge of MCLK. If 
it is active, it signifies that the external host is attempting to 
access the module. 
Write. 
Write is sampled on the rising edge ofMCLK. This signal 
is only valid when HostModSel_N is active. If this signal is 
active, the host is attempting to write to the module. Inactive 
this signal sign signifies a read from the module. It should 
also be used to control the direction of the host data bus if it 
is bidirectional. 
Burst Last - active low. 
HostBlast_N is sampled on the rising edge ofMCLK. 
HostBlast_N tells the module that the current transfer is the 
last transfer in this burst. 
Wait - active low. 
HostWait_N is sampled on the rising edge of MCLK. The 
host asserts HostWait_N when it wishes to slow transfers 
between itself and the module. This could also be used by 
additional interface logic to slow transfers so it can 
multiplex the bus down to a smaller size without additional 
FIFOs. If wait is active, HostReady_ N is blocked. 
Ready- active low. 
HostReady _N should be sampled on the rising edge of 
MCLK. The module returns HostReady_N when the 
current cycle is completed. For a write operation, 
HostReady _N means that the HostD~taln bus has been 
latched. For a read operation HostReady_N means that the 
requested data is on the HostDataOut bus and is valid. 
HostReady_N is blocked bv HostWait N. 
Host Address bus. 
HostAddress is sampled on the rising edge of MCLK if 
HostModSel_N is active. This bus defines the first address 
in this burst to access in the 64 Megabyte address space of 
the module. See Section x.x.x for the Address Utilization 

--HostByteE~_N ··-·T1N·-~s . ·····-·-····-J,-~:~·B~-Enabl~-b-~s:::: Active)~~:·· ............. , ·-. ·-·-··· 

---~····- _. ····---· .. . H~~Wait N is saJ!!p!~d on the ri~~!!&~~(: <?f M.~~~:. . ..... 
HostDataln i IN 64 i Host Data Input bus. 

, , ·
1

1 HostDataln is sampled on the rising edge of MCLK if 
i I ! 1 \ HostWrite is active and HostWait_N is inactive. ··---·····-···-l ···-·--···· ·T-··- ···- ... ····-·--····-•-· ·······-••·• ..... -· .. 

HostDataOut -.::':. OUT. 64 ; Host Data Output bus. 
!I HostDataOut should be sampled on the rising edge of 

MCLK. Data on this bus is valid during a read cycle when 

Confidential 

i i ! HostReady_N is active. 
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4.1.1.4 Data Port Interface 

Si2nal Dir Width Description 
DPPacketDelim IN 1 Data Port Packet Delimiter. 

This signal should be driven active when the external logic 
wants to send a packet to the module. DPPacketDelim 
should remain active during the entire packet transfer. 
DPPacketDelim must go inactive for one clock between 
packets. 

DPDataStb_N IN 1 Data Port Data Strobe. 
When active, this signal tells the module that data on the 
DPData bus is valid. IfDPReady_N was inactive at the end 
of the previous cycle, DPDataStb_N should not be driven 
active. IfDPReady_N goes inactive in the same cycle as 
DPDataStb_N, then the module will latch the incoming 
data so that no data is lost. 

DPKillPkt_N IN 1 Data Port Kill Packet. 
If this signal becomes active while DPPacketDelim is 
active, the module will attempt to stop processing the 
current packet and flush it's input FIFO. If however, parsing 
of the packet is completed, the packet will not be able to be 
recalled. This should only be a problem in a 'cut through' 
implementation. 

DPReady_N OUT 1 Data Port Ready - active low. 
This signal when driven active means that the module can 
accept new data. If however the modules' input FIFO is 
filled, DPReady_N will be driven inactive. To prevent 
overruns, DPReady_N will go inactive when the module 
can actually accept one more data transfer. 

DPData IN 32 Data Port Data bus. 

5 MeterFlow Accelerator Modules Block Diagrams 

The following page is the top level block diagram for the MeterFlow Accelerator Module. 
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6 Description of Modules and Software 

6.1 Parser Module 

6.1.1 Parser Module Highlights 

• Builds key and payload data structure for analyzer (flow key) 
• Scaleable protocol pattern recognition engine 
• Supports from 1 to 2048 simultaneous unique protocol patterns 
• At 62.5 MegaHertz can process up to 1.5 MegaPackets per second 
• Accepts protocol database output from Meter Flow compiler 

6.1.2 Parser Module Symbol 

Resel_N 
MCLK 
AnalyzerReady 
DPPacketOellm 
OPOataStb_N 
DPKIIIPkt_N 

OPData[31 :OJ 

ParserSel_N 
HostWrtta 
HoslBlasLN 
HoslWalt_N 

HostAddress( 13:0] 

HostByteEn_N[7:0J 

Host0ataln(63:0] 

6.1.3 Parser Module Description 

ParsarKeyOelim 
ParserDataAvail 

ParserData[63:0) 

DPReady_N 
ParHostReady_N 

ParHostDataOut[63:0J 

The parser module consist of two main sub-modules. These are the pattern recognition engine and the 
slicer. The parser module pouches the network data through the DataPort interface. The data is first 
processed by the pattern recognition engine. This engine consists of a database and a comparison engine. 
The database can reside in ROM or RAM. If the database is in a RAM the parser can be programmed to 
recognize new protocols or a different set of protocols. 

The set of specified protocols defines a tree of linked nodes. Each protocol is either a parent node or a 
terminal node. A protocol is a parent node if it links to other protocols that can be contained in it. For 
example IP is a parent to UDP. As each protocol is recognized, the pattern recognition engine emits a 
unique protocol identifier. It also emits a process code that the slicer uses to build the flow key. 

The slicer extracts information from the packet to build the flow key. For example, it will extract the 
source and destination addresses from the packet and pack them into the flow key data structure. It may 
also process certain parts of the packet to speed up flow processing performed by the analyzer. It will build 
a hash value from certain parts of the packet to speed looking up the flow in the analyzers' database. 
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6 Description of Modules and Software

6.1 Parser Module

6.1.1 Parser Module Highlights

0 Builds key and payload data structure for analyzer (flow key)

0 Scaleable protocol pattern recognition engine
0 Supports from 1 to 2048 simultaneous unique protocol patterns

- At 62.5 Megchrtz can process up to 1.5 MegaPackets per second

- Accepts protocol database output from MeterFlow compiler

6.1.2 Parser Module Symbol

ReseLN
MCLK
Analyzerfieady
DPPacketDelim
DPDataStb-N
DPKilIPkt_N ParserKeyDelim

DPDatal3120) ParserDatnAvail
ParserSel_N ParserDatalESDI
HostWrita DPReady_N
HostBIasr__N ParHostReady_N

H°5‘W""~N ParHostDalaOul[63:O]HostAddIessIt 3:0]

HostByteEn_N[7:0)

HostDatalnI6320]

 
6.1.3 Parser Module Description

The parser module consist of two main sub~modu1es. These are the pattern recognition engine and the

slicer. The parser module pouches the network data through the DataPort interface. The data is first
processed by the pattern recognition engine. This engine consists of a database and a comparison engine.
The database can reside in ROM or RAM. If the database is in a RAM the parser can be programmed to
recognize new protocols or a different set of protocols.

The set of specified protocols defines a tree of linked nodes. Each protocol is either a parent node or a
terminal node. A protocol is a parent node if it links to other protocols that can be contained in it. For
example IP is a parent to UDP. As each protocol is recognized, the pattern recognition engine emits a
unique protocol identifier. It also emits a process code that the slicer uses to build the flow key.

The slicer extracts information from the packet to build the flow key. For example, it will extract the
source and destination addresses from the packet and pack them into the flow key data structure. It may
also process certain parts of the packet to speed up How processing performed by the analyzer. It will build
a hash value from certain parts of the packet to speed looking up the flow in the analyzers’ database.
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6.1.4 Parser Module Pin Descriptions 

6.1.4.1 General Interface Signals 

Sitmal Dir Width Description 
Rcsct_N IN I Reset - active low. 

When this signal is active the parser sets it's registers to 
their default condition and suspends operation. It will only 
respond to host access cycles. The DataPort interface will 
keep DPReady_N active to avoid problems for the external 
circuitry. 

MCLK IN 1 Module Clock. 
All internal and external transfers except for memory 
transfers are synchronized by this signal. 

6.1.4.2 Analvzer Interface 

Shrnal Dir Width Description 
Analyzer Ready IN I Analyzer Ready. 

This signal tells the parser that the analyzer can accept data. 
ParscrKeyDelim OUT 1 Parser Key Delimiter. 

The ParserKeyDelim signal becomes active when the first 
quadword of a new key is ready to transfer to the analyzer. It 
goes inactive when the last quadword of the key is 
transferred. -~-~ 

ParserDataA vail OUT I Parser Data Available. 
If this signal is active the data on the ParserData bus is 
valid 

Parser Data OUT 64 Parser Data bus. 
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6.1.4 Parser Module Pin Descriptions

6.1.4.1 General Interface Si_nals

Width

  
Reset_N IN Reset - active low.

When this signal is active the parser sets it’s registers to
their default condition and suspends operation. It will only
respond to host access cycles. The DataPort interface will

keep DPReady_N active to avoid problems for the external

circuitr . _ '
MCLK IN Module Clock.

All internal and external transfers except for memory
transfers are s nehronized b this si_nal.

6.1.4.2 Anal zer Interface

AnalyzerReady Analyzer Ready.
This sinal tells the arser that the anal zer can accet data.

ParserKeyDelim i.Parser Key Delimiter.
If this signal is active the data on the ParserData bus is

The ParserKeyDelim signal becomes active when the first

ParserDataAvail OUT

valid.

quadword ofa new key is ready to transfer to the analyzer. It

 

 

  
 

  
 

  

  
 

  

  
 

  

 
 

goes inactive when the last quadword of the key is
transferred.
Parser Data Available.
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6.1.4.3 

Si~nal 
DPPacketDelim 

DPDataStb_N 

DPKillPkt_N 

DPReady_N 

DPData 

Confidential 

Data Port Interface 

Dir Width Description 
IN I Data Port Packet Delimiter. 

This signal should be driven active when the external logic 
wants to send a packet to the parser. DPPackctDelim 
should remain active during the entire packet transfer. 
DPPacketDelim must go inactive for one clock between 
packets. 

IN 1 Data Port Data Strobe. 
When active, this signal tells the parser that data on the 
DPData bus is valid. IfDPReady_N was inactive at the end 
of the previous cycle, DPDataStb_N should not be driven 
active. If DPReady _N goes inactive in the same cycle as 
DPDataStb_N, then the parser will latch the incoming data 
so that no data is lost. 

lN I Data Port Kill Packet. 
If this signal becomes active while DPPacketDelim is 
active, the parser will attempt to stop processing the current 
packet and flush it's input HFO. If however, parsing of the 
packet is completed, the packet will not be able to be 
recalled. This should only be a problem in a 'cut through' 
implementation. 

OUT 1 Data Port Ready - active low. 
This signal when driven active means that the parser can 
accept new data. If however the parser's input FIFO is filled, 
DPReady_N will be driven inactive. To prevent overruns, 
DPReady _N will go inactive when the parser can actually 
accept one more data transfer. 

IN 32 Data Port Data bus. 
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6.1.4.3 Data Port Interface

Sinai Dir Width
DPPacketDelim Data Port Packet Delimiter.

This signal should be driven active when the external logic
wants to send a packet to the parser. DPPacketDelim
should remain active during the entire packet transfer.
DPPacketDelim must go inactive for one clock between

packets.
DPDataStb_N Data Port Data Strobe.

When active, this signal tells the parser that data on the
DPData bus is valid. If DPReady_N was inactive at the end

of the previous cycle, DPDataStb_N should not be driven
active. If DPReady_N goes inactive in the same cycle as

DPDataStb__N, then the parser will latch the incoming data
so that no data is lost.

DPKillPkt_N . Data Port Kill Packet.
If this signal becomes active while DPPacketDelim is
active, the parser will attempt to stop processing the current
packet and flush it’s input FIFO. If however, parsing ofthe
packet is completed, the packet will not be able to be
recalled, This should only be a problem in a ‘cut through’

implementation.
DPReady_N Data Port Ready — active low.

This signal when driven active means that the parser can
accept new data. If however the parser’s input FIFO is filled,

DPReadwa will be driven inactive. To prevent overruns.
DPReady_N will go inactive when the parser can actually
accept one more data transfer.
Data Port Data bus.
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6.1.4.4 Host Interface Sh!nals 

Signal Dir Width 
ParserSel_N IN I 

Host Write IN 

HostBlast_N IN 

HostWait_N IN 

CONFIDENTIAL 

Description 
Parser Select - active low. 
ParserSel_N is sampled on the rising edge of MCLK. If it 
is active, it signifies that the external host is attempting to 
access the parser. 
Write. 
Write is sampled on the rising edge ofMCLK. This signal 
is only valid when ParserSel _N is active. If this signal is 
active, the host is attempting to write to the parser. Inactive 
this signal sign signifies a read from the parser. 
Burst Last active low. 
HostBlast_N is sampled on the rising edge of MCLK. 
HostBlast_N tells the parser that the current transfer is the 
last transfer in this burst. 
Wait - active low. 
HostWait_N is sampled on the rising edge of MCLK. The 
host asserts HostWait_N when it wishes to slow transfers 

1------------<----------~be_tween itself and the parser. 

.. 

ParHostReady _N OUT 

HostAddress IN 13 

··--·--.,~---~·------··-·-- ---------····:-··· 
HostBytcEn_ N IN 8 

' 

HostDataln IN 64 
; 
; 

i . •....... 
ParHostDataOut OUT 64 

' -----'"·-· 

Parser to Host Ready - active low. 
ParHostReady_N should be sampled on the rising edge of 
MCLK. The parser returns ParHostReady_N when the 
current cycle is completed. For a write operation, 
ParHostReady_N means that the HostDataln bus has been 
latched. For a read operation ParHostReady_N means that 
the requested data is on the ParHostDataOut bus and is 
valid. ParHostReady_N is blocked by HostWait N. 
Host Address bus. 
HostAddress is sampled on the rising edge of MCLK if 
ParscrSel_N is active. This bus defines the first address in 
this burst to access in the 64 Kilobyte address space of the 

.... llarse!: .. See Section x~~:...x_(2_r_ th_t:__A<:I.Q.!:~~~ U~jlizatior1 Map_. 
; Host Byte Enable bus -- A.ctivc low. 

, HostW?it=N i~.5ample_cl_Qt1 t_h~_ri~jng edge of MCLK. 
: Host Data Input bus. 
i 
; HostDataln is sampled on the rising edge of MCLK if 
j HostWrite is active and HostWai!~N is inactive. 
I ParserHost Data Output bus. 
I 
1 ParHostDataOut should be sampled on the rising edge of 

II MCLK. Data on this bus is valid during a read cycle when 
ParHostReady N is active. 

Confidential 
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6 1 4 4 Host Interface Si nals__

mas-mm—
ParserSelN Parser Select - active low.

ParserSeLNis sampled on the rising edge of MCLK. Ifit

is active, it signifies that the external host is attempting to
access the

HostWrite Write.

Write is sampled on the rising edge of MCLK. This signal

is only valid when ParserSel __N is active. If this signal is
active. the host is attempting to write to the parser. Inactive

this signal sign signifies a read from the parser.
HostBlast_N IN Burst Last — active low.

HostBlasth is sampled on the rising edge of MCLK.
HostBlast_N tells the parser that the current transfer is the
last transfer in this burst. ’

HostWaituN IN Wait ~ active low.

HostWait__N is sampled on the rising edge of MCLK. The
host asserts HostWait_N when it wishes to slow transfers
between itself and the arser.

ParHostReady_N OUT Parser to Host Ready — active low.
ParHostReadygN should be sampled on the rising edge of

MCLK. The parser returns ParHostReady_N when the
current cycle is completed. For a write operation,

ParHostReady_N means that the HostDataIn bus has been

latched. For a read operation ParHostReady_N means that
the requested data is on the ParHostDataOut bus and is
valid. ParHostRead N is blocked b HostWait__N.

HostAddress Host Address bus.

HostAddress is sampled on the rising edge of MCLK if
ParserSeLN is active. This bus defines the first address in

this burst to access in the 64 Kilobyte address space of the

-_-. ._ _, . - ParseraceSectiop_x_a_x_th:.t_hc_4\_d.d_rgs_sUltlllaflonMap.
HostByteEn_N f '7 3 Host Byte Enable bus «- Active low.

. . ._ . _ ,. . . l .. E98thIi£_1‘ii8.§§_mpls=9_99the. rising edge of MCLK.

HostDataIn ; Q Host Data Input bus.
; ' i HostDataIn is sampled on the rising edge of MCLK if

HostWritelS activenand HostWait_N1s inactive ..

 

 

ParHostDataOut £75 . i ParserHost Data Output bus .
a = i ParHostDataOut should be sampled on the rising edge of
V . I MCLK. Data on this bus is valid during a read cycle when

ParHostRead _N is active.
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6.2 Analyzer Module 

6.2.1 Analyzer Module Highlights 

• "Flexible" Rule-based Traffic Classification 
• State-based Tracking of Traffic 
• Multiple Packets for Layer Processing 
• Internal Cache and Memory Controller (32 - 64KB) 
• Direct High Bandwidth (64 bit) Memory Interface 
• Up to 16MB of memory (75K Flows) 
• SG/SDRAM Support 
• Programmable Rules/State Engine 
• Selectable Protocols in Flows 
• Future Protocols Support 
• Scalable System Design 

6.2.2 Analyzer Module Symbol 

N _TOP 

Confidential 

ReseLN 
MCLK 

MemClkln MemRAS_N[1 :01 

MemDataln[83:0J 
MemCAS_N[3:0I 

MemClkEn 
MemClkOut 
MemWR_N 

MemBA 
MemDSF 

MemByteEn_N[7:0I 

MemAdddress[11 :OJ 

MemDataOul[63:0] 

HostAddress[21 :OJ 
MemDirRead 

AnaHostReady_N 

HostByteEn_N(7:0J 

HostDataln(63:0] AnaHost0ataOut[83:0) 

ParserKeyOelim 
ParserOataAvail AnalyzerReady 
Parser0ata(83:0J 
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6.2 Analyzer Module

6.2.1 Analyzer Module Highlights

“Flexible" Rule~bascd Traffic Classification

State-based Tracking of Traffic

Multiple Packets l'or Layer Processing
Internal Cache and Memory Controller (32 - 64KB)

Direct High Bandwidth (64 bit) Memory Interface

Up to 16MB of memory (75K Flows)
SG/SDRAM Support

Programmable Rules/State Engine
Selectable Protocols in Flows

Future Protocols Support
Scalable System Design

0OO.0OOOCOC
6.2.2 Analyzer Module Symbol

MemHAS_N[1:0]

MemCAS,,N[3:O]
MamClkEn

MemClkOut
MemWR_N

MemBA
MemDSF

MemByteEn,N[7:0]

MemAdddress[1 1:01

MemDataOutI63:0]
MemDirRead

HostAddress[21:0] AnaHostFleady N
HostByteEn_N[7:0]

HostDatalanSJOJ AnaHostDataOut[63:0]

ParserKeyDelim
ParserDataAvail AnalyzerFleady
ParserDataI63:0]
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6.2.3 Analyzer Module Description 

The analyzer module consists of the flow lookup engine, the flow insertion/deletetion engine, the simple 
rules engine, the complex rules engine, the caching memory controller, the host update controller and the 
process synchronizer. Each of these sub-modules work in parallel to create and update flows. 

As a flow key enters the analyzer, the lookup engine attempts to find it in the flow database. If the flow 
exists, the lookup engine retrieves the flow from the caching memory controller. It then makes a decision 
based on the state information included in the flow entry to either send it to the simple rules engine, the 
complex rules engine or to update the flow entry itself. This updating consists of adding values to counters 
in the flow database entry. If a flow does not exist,.the flow key is sent to the flow insertion/deletetion 
engine which adds the flow to the database. Based on the flow key information the flow 
insertion/deletetion engine may be also send the new flow to one of the rules engines for processing. 

The simple rules engine updates the flow based on the current state and the flow key information. The 
complex rules engine processes multi packet protocol recognition. It may have to search through a series 
of possible states to determine the flow' s actual state. The result of the complex engine's processing is a 
consolidated flow entry. For example, a PointCast session will open multiple conversations that on a 
packet by packet basis look like separate flows. Since each conversation is merely a subflow under the 
PointCast master flow, a single flow that consolidates all of the information for the flow is desired. 

The caching memory controller can be setup to work with various configurations of SDRAM or SGRAM. 
It uses it's cache to optimize memory bandwidth. On a typical network the packets will have a certain 
amount of congruity. This means that the cache can have a high hit rate. 

6.2.4 Analyzer Module Pin Out 

6.2.4.1 

Sienal 
Reset_N 

MCLK 

Confidential 

General Interface Sil:mals 

Dir Width Description 
IN I Reset - active low. 

When this signal is active the analyzer sets it's registers to 
their default condition and suspends operation. It will only 
respond to host access cycles. 

IN 1 Module Clock. 
All internal and external transfers except for memory 
transfers are synchronized by this siimal. 
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6.2.3 Analyzer Module Description

The analyzer module consists of the flow lockup engine, the flow insertion/deletetion engine, the simple
rules engine, the complex rules engine, the caching memory controller, the host update controller and the
process synchronizer. Each of these sub-modules work in parallel to create and update flows.

As a flow key enters the analyzer. the lookup engine attempts to find it in the flow database. If the flow
exists, the lookup engine retrieves the flow from the caching memory controller. It then makes a decision
based on the state information included in the flow entry to either send it to the simple rules engine, the
complex rules engine or to update the flow entry itself. This updating consists of adding values to counters
in the flow database entry, If a flow does not existpthc flow key is sent to the flow insertion/deletetion

engine which adds the flow to the database. Based on the flow key information the flow
insertion/deletetion engine may be also send the new fl0w to one of the rules engines for processing.

The simple rules engine updates the flow based on the current state and the flow key information. The
complex rules engine processes multi packet protocol recognition. It may have to search through a series
of possible states to determine the flow’s actual state. The result of the complex engine’s processing is a
consolidated flow entry. For example, a PointCast session will open multiple conversations that on a

packet by packet basis look like separate flows. Since each conversation is merely a subflow under the
PointCast master flow, a single flow that consolidates all of the information for the flow is desired.

The caching memory controller can be setup to work with various configurations of SDRAM or SGRAM.

It uses it’s cache to optimize memory bandwidth. On a typical network the packets will have a certain
amount of congruity. This means that the cache can have a high hit rate.

6.2.4 Analyzer Module Pin Out

62.4.1 General Interface Si_nals

-I31I Width
Reset - active low.

When this signal is active the analyzer sets it s registers to
their default condition and suspends operation. It will only

respond to host access cycles.
Module Clock.

All internal and external transfers except for memory
transfers are 5 chronized b this si_nal,
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6.2.4.2 Memory Interface 

Signal Dir Width 
MemClkln IN I 

MemRAS N OUT 2 
MemCAS N OUT 4 

MemCikEn OUT I 

MemClkOut OUT 1 

MemWR N OUT 
MemBA OUT 

Description 
Memory clock in. 
This signal is used to generate the memory interface timing. 
Memory Row Address Strobe bus - active low. 
Memory Column Address Strobe bus- active low. 
Memory Clock Enable. 
Some memories require this signal to be disabled for a 
certain amount of time after reset. 
Memory Clock Out. 
This signal is used by synchronous memory for all 
operations. MemCikln is buffered and sent out on this pin. 
This helps reduce skew between this clock and the other 
signals. 
Memory Write active low. 
Memory Bank Address. 
Used by multi-bank memory to select the bank the current 

__ ---,._o~peration is to operate on._ --·· 
MemDSF ------- OITT _1 __ ,__ . ........ Memory Special Function select 

_Me~BiteEn_N -~~_']__OUT _ _J __ ------ MerTJory Byte Enabl~ b_':!~-:_~Cti_ve:Ii\1/.__ - .. . ······ 
MemAddress __ ,_ Q.!l[_ 12 ________ , Men!ory Address b!JS'. _________________ . _ ....... _ .... .. . .. __ .. 
MemD~taln _ 1 l!'I ·-t 6'!. j M_emory Data Inp!Jl bus. 

_ l\!~mDataOut __ ---~-OUT __ 64 __________ .,: Mem_~~Y Data Outl)_!:!.t_bus. ____ ________ _ .. __ .... _ .. 
MemDirRead i OUT I I I Memory Data bus Dirt:ction is Read. 

Confidential 

: ! I This signal is used to control the tri-state enable on the 
1 bidirectional memory data bus. If MemDirRead is active 
! 1 data is con1ing into the analyzer frorn the rnernory. If it is 
i i inactive the analyzer is driving data out to the memory. 
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6.2.4.2

MemCAS_N
MemClkEn

MemClkOut

MemWRMN

leIemAddress
MemDataIn ,.
MemDataOut I H
MemDirRead

Confidential

Memor Interface

Dir Width

OUT 4

OUT

OUT

OUT]

CONFIDENTIAL

Descri . tion

Memory clock in.
This si_nal is used to enerate the memor interface timin_.

Memory Column Address Strobe bus— active low.
Memory Clock Enable.
Some memories require this signal to be disabled for a
certain amount of time after reset.

Memory Clock Out.
This signal is used by synchronous memory for all

operations. MemClkIn is buffered and sent out on this pin.
This helps reduce skew between this clock and the other
si nals.

Memor Write - active low.

Memory Bank Address.
Used by multi-bank memory to select the bank the current

ogeration is to operate on.

 

 

: 1‘ ' :t
l
I

  

MeterFlow Aceelerato

ENQEMEEH

wMsmgtflpecialFuycfiLsdwf-L . t V H
Memgy Bfle Enablebus— active

M
smormmr

Memory Data Output_bus.
Memory Data bus Direction is'ii'éiic’i.’ .._..-_,
This signal is used to control the tri-state enable on the
bidirectional memory data bus. If MemDirRead is active

data is coming into the analyzer from the memory. If it is
’ inactive the anal act is drivin data out to the memor .

r Modules System Specification 1g.doc
Page 14 of 22 al .
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6.2.4.3 Host Interface Si2nals 

Si2nal Dir Width Description 
AnalyzerSel_N IN 1 Host interface Analyzer Select - active low. 

AnalyzerSel_N is sampled on the rising edge of MCLK. If 
it is active, it signifies that the external host is attempting to 
access the analyzer. 

HostWrite IN 1 Write. 
Write is sampled on the rising edge ofMCLK. This signal 
is only valid when AnalyzerSel_N is active. If this signal is 
active, the host is attempting to write to the analyzer. 
Inactive this signal sign signifies a read from the analyzer. It 
should also be used to control the direction of the host data 
bus if it is bidirectional. 

HostBlast_N IN 1 Burst Last - active low. 
HostBlast_N is sampled on the rising edge of MCLK. 
HostBlast_N tells the analyzer that the current transfer is 
the last transfer in this burst. 

HostWait_N IN 1 Wait - active low. 
HostWait_N is sampled on the rising edge of MCLK. The 
host asserts HostWait_N when it wishes to slow transfers 
between itself and the analyzer. This could also be used by 
additional interface logic to slow transfers so it can 
multiplex the bus down to a smaller size without additional 
FIFOs. If wait is active, HostReady_ N is blocked. 

AnaHostReady _N OUT 1 Analyzer to Host Ready - active low. 
AnaHostReady _N should be sampled on the rising edge of 
MCLK. The analyzer returns AnaHostReady _N when the 
current cycle is completed. For a write operation, 
AnaHostReady _N means that the HostDataln bus has 
been latched. For a read operation AnaHostReady _N 
means that the requested data is on the HostDataOut bus 
and is valid. AnaHostReady _N is blocked bv HostWait_N. 

HostAddress IN 22 Host Address bus. 
HostAddress is sampled on the rising edge of MCLK if 
AnalizerSel_N is active. This bus defines the first address 
in this burst to access in the 32 Megabyte address space of 
the analyzer. See Section x.x.x for the Address Utilization 
Map. 

HostByteEn_N : IN ·-
- ... ·-·· ~--· .. . ... 

8 i Host Byte Enable bus - Active low. 
.... ·--·---·-)_Hos~Wait_N is sampled on th~_!_i~j_!!g __ c:_Q_g~ .. ~.LM<;l,:,K. --____ ,. .... ·---··--------

HostDataln 

-···· _, ______ , 

AnaHostDataOut 

Confidential 

' 
i IN 64 : Host Data Input bus. 
' 
j 

; 
i 

! 
' ! 
i 

l HostDataln is sampled on the rising edge of MCLK if 
1 ! HostWrite is active and HostWait N is inactive. . . . -····· ··-·--------,--- ... ----- ··-··------··"-······ ····-····. 

OUT i 64 : Analyzer Host Data Output bus. 
I ! AnaHostDataOut should be sampled on the rising edge of 
i i MCLK. Data on this bus is valid during a read cycle when 
i I 

I i AnaHostReady N is active. 
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6.2.4.3 Host Interface Si ~ nals

 
  

Descri - tion

AnalyzerSeLN IN Host interface Analyzer Select - active low.

AnalyzerSeLN is sampled on the rising edge of MCLK. If
it is active, it signifies that the external host is attempting to
access the anal zer.

HostWrite Write.

Write is sampled on the rising edge of MCLK. This signal
is only valid when AnalyzerSeLN is active. If this signal is
active, the host is attempting to write to the analyzer.

Inactive this signal sign signifies a read from the analyzer. It
should also be used to control the direction of the host data
bus if it is bidirectional.

HostBlastaN Burst Last —— active low.

HostBlast_N is sampled on the rising edge of MCLK.
HostBlast_N tells the analyzer that the current transfer is

the‘last transfer in this burst.
HostWait__N Wait —— active low.

HostWaitflN is sampled on the rising edge of MCLK. The
host asserts HostWait_N when it wishes to slow transfers

between itself and the analyzer. This could also be used by
additional interface logic to slow transfers so it can
multiplex the bus down to a smaller size without additional
FIFOs. If wait is active, HostRead .N is blocked.

AnaHostReady,N OUT Analyzer to Host Ready — active low.
AnaHostReady _N should be sampled on the rising edge of

MCLK. The analyzer returns AnaHostReady _N when the
current cycle is completed. For a write operation,

AnaHostReady __N means that the HostDataIn bus has

been latched. For a read operation AnaHostReady _N
means that the requested data is on the HostDataOut bus
and is valid. AnaHostRead wN is blocked b HostWait_N.

HostAddress Host Address bus.

HostAddress is sampled on the rising edge of MCLK if
AnalizerSeLN is active. This bus defines the first address

in this burst to access in the 32 Megabyte address space of
the analyzer. See Section x.x.x for the Address Utilization

Map.

HostByteEn_N J iHost Byte Enablebus-— Active low.
Mm _____ ___... . . ., -.. - JEWELS”samplscmrnhettsngEdge.ofMCL
HostIJataIn E Host Data Input bus.

9 ’EHostDatalnIS sampled on the rising edge ofMCLK if

 

 

 
_AhaH—ostData-but Analyzer Host Data Output bus)

‘AnaHostDataOut should be sampled on the rising edge of

i MCLK. Data on this bus is valid during a read cycle when
’ AnaHostRead __N is active.
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6.2.4.4 

Si2nal 
Analyzer Ready 

ParserKeyDelim 

ParserDataA vail 

Parser Data 

Confidential 

Parser Interface 

Dir Width Description 
OUT 1 Analyzer Ready. 

This si2nal tells the parser that the analyzer can accept data. 
IN ] Parser Key Delimiter. 

The ParserKeyDelim signal becomes active when the first 
quadword of a new key is ready to transfer to the analyzer. It 
goes inactive when the last quadword of the key is 
transferred. 

IN I Parser Data Available. 
If this signal is active the data on the Parser Data bus is 
valid. 

IN 64 Parser Data bus. 
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6.2.4.4 Parser Interface

Si nal Dir Width Descri - tion

AnalyzerReady OUT Analyzer Ready.
This sinal tells the

] Parser Key Delimiter.

The ParserKeyDelim signal becomes active when the first

quadword of a new key is ready to transfer to the analyzer. It
goes inactive when the last quadword of the key is
transferred.

Parser Data Available,

If this signal is active the data on [he ParserData bus is
valid.

Parser Data bus.

  

  
 

 

 

   

  
 

 ParserKeyDelim 

 

  
  
 

ParserDataAvail

 

  

  
ParserData
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6.3 Host Interface Module 

6.3.1 Host Interface Module Highlights 

• i960 style burst interface 
• Easily modified for connection to other buses 

6.3.2 Host Interface Sy~bol 

Reset_N 
MCLK 

HostModSel_N 
HostBlast_N 
HostWait_N 
AnaHostReady _N 
ParHostReady _N 

HostAddress[22:0] 

AnaHostDataOut[63:0J 

ParHostDataOut[63:0] 

6.3.3 Host Interface Module Description 

AnalyzerSel_N 
ParserSel_N 

HostOataOut[63:0] 

HostReady_N 

The Host Interface module contains the host data multiplexer to select either the parser or the analyzer 
data bus. It also decodes the host address to create ParserSel_N or AanlyzerSel_N. 

6.3.4 Host Interface Module Pin Out 

6.3.4.1 

Sbmal 
Reset_N 

MCLK 

Confidential . 

General Interface Signals 

Dir Width Description 
IN 1 Reset - active low. 

When this signal is active the analyzer sets it's registers to 
their default condition and suspends operation. It will only 
respond to host access cycles. 

IN 1 Module Clock. 
All internal and external transfers except for memory 
transfers are synchronized bv this signal. 
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6.3 Host Interface Module

6.3.1 Host Interface Module Highlights

0 i960 style burst interface

’ Easily modified for connection to other buses

6.3.2 Host Interface Symbol

Reset_N
MCLK

HostModSeLN
HostBIast_N
HostWait_N
AnaHostReady_N
ParHostHeady_N

HostAddressl22:O]

AnalyzerSel,N
ParserSeLN

HostDataOut[63:0]

HostReady_N
AnaHostDataOut[63:O]

ParHostDataOut[63:0]

 
6.3.3 Host Interface Module Description

The Host Interface module contains the host data multiplexer to select either the parser or the analyzer
data bus. It also decodes the host address to create ParserSeLN or AanlyzerSeLN.

6.3.4 Host Interface Module Pin Out

  
 

  

  
634.1 General Inteurfece Si . nals

W
Reset_N Reset — active low.

When this signal is active the analyzer sets it's registers to

MCLK '-

their default condition and suspends operation. It will only

MeterFlow Accelerator Modules System Specification lg.doc
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Module Clock.

All internal and external transfers except for memory
transfers are s nchronized b this si_nal.
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6.3.4.2 Host Interface Sianals 

Sienal 
AnalyzerSel_N 

ParserSel_N 

HostBlast_N 

HostWait_N 

AnaHostReady _N 

ParHostReady _N 

HostReady _N 

HostAddress 

Confidential 

Dir Width Description 
OUT I Host interface Analyzer Select - active low. 

AnalyzerSel_N is sampled on the rising edge of MCLK. If 
it is active, it signifies that the external host is attempting to 
access the analyzer. 

OUT I Parser Select - active low. 
ParserSel_N is sampled on the rising edge of MCLK. If it 
is active, it signifies that the external host is attempting to 
access the parser. 

IN 1 Burst Last - active low. 
HostBlast_N is sampled on the rising edge of MCLK. 
HostBlast_N tells the analyzer that the current transfer is 
the last transfer in this burst. 

IN 1 Wait - active low. 
HostWait_N is sampled on the rising edge of MCLK. The 
host asserts HostWait_N when it wishes to slow transfers 
between itself and the analyzer. This could also be used by 
additional interface logic to slow transfers so it can 
multiplex the bus down to a smaller size without additional 
F1FOs. If wait is active, HostReady_N is blocked. 

IN I Analyzer to Host Ready- active low. 
AnaHostReady _N should be sampled on the rising edge of 
MCLK. The analyzer returns AnaHostReady _N when the 
current cycle is completed. For a write operation, 
AnaHostReady _N means that the HostDataln bus has 
been latched. For a read operation AnaHostReady _N 
means that the requested data is on the HostDataOut bus 
and is valid. AnaHostReady N is blocked by HostWait N. 

IN I Parser to Host Ready- active low. 
ParHostReady_N should be sampled on the rising edge of 
MCLK. The parser returns ParHostReady_N when the 
current cycle is completed. For a write operation, 
ParHostReady_N means that the HostDataln bus has been 
latched. For a read operation ParHostReady _N means that 
the requested data is on the ParHostDataOut bus and is 
valid. ParHostReadY. N is blocked by HostWait N. 

OUT I Ready - active low. 
HostReady_N should be sampled on the rising edge of 
MCLK. The module returns HostReady _N when the 
current cycle is completed. For a write operation, 
HostReady _N means that the HostDataln bus has been 
latched. For a read operation HostReady_N means that the 
requested data is on the HostDataOut bus and is valid. 
HostReady_N is blocked by HostWait_N. 

IN 23 Host Address bus. 
HostAddress is sampled on the rising edge of MCLK if 
AnalizerSel_N is active. This bus defines the first address 
in this burst to access in the 64 Megabyte address space of 
the analyzer. See Section x.x.x for the Address Utilization 
Mao. 
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6.3.4.2 Host Interface Si_nals

m—m
AnalyzerSeLN OUT 1 Host interface Analyzer Select - active low.

AnalyzerSel,N is sampled on the rising edge of MCLK. If
it is active, it signifies that the external host is attempting to

OUT 1 Parser Select - active low,

ParserSeLN is sampled on the rising edge of MCLK. If it
is active, it signifies that the external host is attempting to
access the narser.

HostBlastfiN IN 1 Burst Last — active low.

HostBlasLN is sampled on the rising edge of MCLK.
HostBlast_N tells the analyzer that the current transfer is
the last transfer in this burst.

HostWait_N is sampled on the rising edge of MCLK. The
host asserts HostWait_N when it wishes to slow transfers

between itself and the analyzer. This could also be used by

additional interface logic to slow transfers so it can
multiplex the bus down to a smaller size without additional

AnaHostReady_N IN 1 Analyzer to Host Ready — active low.
AnaHostReady _N should be sampled on the rising edge of

MCLK. The analyzer returns AnaHostReady _N when the
current cycle is completed. For a write operation.
AnaHostReady __N means that the HostDataIn bus has

means that the requested data is on the I’IostDataOut bus

_ _ and is valid. AnaHostRead _N is blocked b HostWait_N.
ParHostReady_N IN 1 Parser to Host Ready - active low.

ParHostReady‘N should be sampled on the rising edge of

MCLK. The parser returns ParHostReady_N when the

ParHostReady~N means that the HostDataIn bus has been
latched. For a read operation ParHostReady_N means that
the requested data is on the ParHostDataOut bus and is

L valid. ParHostRead __N is blocked b HostWait_N.
HostReady_N OUT 1 Ready - active low.

MCLK. The module returns HostReady_N when the

current cycle is completed. For a write operation,
HostRendy_N means that the HostDataln bus has been

latched. For a read operation HostReady_N means that the

requested data is on the HostDataOut bus and is valid.

HostAddress IN 23 Host Address bus.

HostAddress is sampled on the rising edge of MCLK if
AnalizerSeLN is active. This bus defines the first address

in this burst to access in the 64 Megabyte address space of

the analyzer. See Section x.x.x for the Address Utilization

access the anal zer.

HostWait N IN l Wait — active low.

FIFOs. If wait is active, HostRead __N is blocked.

been latched. For a read operation AnaHostReady ”N

current cycle is completed. For a write operation,

HostReady_N should be sampled on the rising edge of

HostReady_N is blocked by HostWait_N.

Map
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AnaHostDataOut : IN 

i 
i 64 
I 
I 

-----------------------i ------I -
ParHostDataOut i IN t 64 

- . -

HostDataOut OUT 

CONFIDENTIAL 
! Analyzer Host Data Output bus. 
i AnaHostDataOut should be sampled on the rising edge of 
i MCLK. Data on this bus is valid during a read cycle when 

_J_ AnaJ!ostReady -~-i~ acti"._e..: 
l ParserHost Data Output bus. 
i ParHostDataOut should be sampled on the rising edge of 
' MCLK. Data on this bus is valid during a read cycle when 

Par H<>stRea~y-=N' is a~~~~-__ _ 
Host Data Output bus. 
HostDataOut should be sampled on the rising edge of 
MCLK. Data on this bus is valid during a read cycle when 
HostRead _N is active. 
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6.4 MeterF/ow Compiler 

6.4.1 MeterFlow Compiler Highlights 

• ANSI compatible C implementation 
• Simple Packet Description Language 
• Technically Elite supplied Packet Description Language files for all common protocols 
• Any or all protocols can be included 
• Automatically generates parser module pattern recognition database 
• Automatically generates slicer instructions 
• Automatically generates unique protocol identifiers for use throughout system 
• Automatically generates analyzer programming 
• Automatically generates test input stimulus 

6.4.2 MeterFiow Compiler Description 

The MeterFiow Compiler generates all the information needed to program the MeterFlow accelerator. It's 
input is a set of files that define the protocols to recognize and the target system. It can also be used by the 
engineer to define the size of the databases required to support a certain set of protocols. The output of the 
compiler is a set of files used to program each part of the Meter Flow Accelerator. 

The compiler first reads the protocol definition tiles defined in the protocol list file and creates a tree 
defining each protocols relationship to the others. Protocols with the same name are assumed to be the 
same. For example, FTP under UDP and TCP are condensed into a single entry linked to both parent 
protocols. The compiler then reads the hardware definition file or uses a default maximum definition. It 
then searches the protocol space to find a solution. If a solution is found that fits into the hardware 
constraints, the compiler outputs database in a form that can be loaded into either the testbenches, the C 
model, or the hardware. 

If the t option is selected, the compiler will generate an input stimulus file for the testbenches. This file 
contains a series of packets one for each protocol in the protocol list. 

6.4.3 MeterFlow Compiler Invocation 

MFC <options> 

6.4.3.1 

Option 
i < filename> 

Confidential 

Options 

Name Description 
Protocol list The protocol list tile contains the names of each protocol to be 
filename included in this run. The default is MeterFJow.pl. The names must 

match the filename prefix of the protocol definition language file 
associated with that protocol. For example, if the TCP protocol is to be 
included, and the file is called TCP.PDL, the protocol list tile should 
contain the line: 
I TCP; 
If the children of TCP are to be included they can be added 
automatically by replacing the above line with: 
I TCP c; 
Child protocols can be excluded by the following line as a example: 
EFfP; 

MeterFlow Accelerator Modules System Specification lg.doc 
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o <prefix> Output file The output file prefix allows the user to change the start of the 
prefix filename of the output files. The default is MeterFlow. 

d <filename> Hardware This input file is used by the compiler to constrain processing to the 
definition available hardware resources. If the compiler cannot find a solution at 
filename the effort level it will output a set of files with the best solution it 

found and report an error. 
e<n> Effort N is a number from 1 to 5. The default is 3. An effort level of 5 tells 

the compiler to exhaust the search soace. 
t Generate This option generates a file that can be run through the C model to 

input generate expected output data. Then both files can be run through the 
stimulus file testbenches for automated testin~ of the modules. 

6.5 MeterF/ow C Model 

6.5.1 MeterFlow C Model Highlights 

• ANSI compatible C implementation 
• Models the MeterFlow Accelerator modules 
• Outputs expected data for the testbenches 
• Excepts the same input files as the testbenches 

6.5.2 MeterFlow C Model Description 

The MeterFlow C Model reads the same files used by the modules and emulates them. It is used to 
generate expected data for the automated testbenches included with the modules. 

6.S.3 MeterFlow C Model Invocation 

MCM <options> 

6.5.3.1 Options 

Option Name Description 
i < filename> Input The input file prefix allows the user to change the start of the ti lename 

filename of the input files. The default is MeterFlow. 
prefix 

o <prefix> Output file The output file prefix allows the user to change the start of the 
prefix filename of the output files. The default is MeterFlow. 

d <filename> Hardware This input file is used by the C model to emulate the available 
definition hardware resources. 
filename 

7 MeterFlow Accelerator Single Chip Implementation Top Level 
Schematic 

Confidential 
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1 Introduction 

This document is designed to be the repository for all information related to the MeterFlow Accelerator 
Parser Module. This specification is designed to provide the engineer with enough information to fully 
implement the module. There will be revisions during and after the implementation process that will be 
reflected in this document. 

Each part of this specification describes a different aspect of the module. It concentrates on the interfaces 
between the parser module and the other parts of the system. The other parts of the system include the 
analyzer module, the host interface module and importantly the software that models, programs and tests 
the system The key to a successful implementation is the interfaces between modules and between sub
module and sub-module. Each interface is described in detail. Any changes to the interfaces may affect the 
entire module and even the entire system. Care must be taken that each interface is understood completely 
before implementation is begun. 

2 Technically Elite MeterFlow Accelerator Parser Module 
Highlights 

• Synthesizable modules written in both the Verilog and VHDL 
• Scalable architecture for any size switch or probe 
• Can recognize over 2000 different protocols 
• Extensible to new protocols 
• Recognizes encapsulations 
• Builds key and payload data structure for analyzer (flow key) 
• Scaleable protocol pattern recognition engine 
• At 62.5 MegaHertz can process up to 1.5 MegaPackets per second 
• Accepts protocol database output from Meter Flow compiler 
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1 Introduction

This document is designed to be the repository for all information related to the MeterFlow Accelerator

Parser Module. This specification is designed to provide the engineer with enough information to fully
implement the module. There will be revisions during and after the implementation process that will be
reflected in this document.

Each part of this specification describes a different aspect of the module. It concentrates on the interfaces
between the parser module and the other parts of the system. The other parts of the system include the
analyzer module‘ the host interface module and importantly the software that models, programs and tests

the system The key to a successful implementation is the interfaces between modules and between sub-
module and sub-module. Each interface is described in detail. Any changes to the interfaces may affect the

entire module and even the entire system. Care must be taken that each interface is understood completely
before implementation is begun.

2 Technically Elite MeterFIow Accelerator Parser Module

Highlights

Synthesizable modules written in both the Verilog and VHDL
Scalable architecture for any size switch or probe

Can recognize over 2000 different protocols
Extensible to new protocols

Recognizes encapsulations

Builds key and payload data structure for analyzer (flow key)

0 Scaleable protocol pattern recognition engine
0 At 62.5 Megal—Iertz can prooess up to 1.5 MegaPackets per second
- Accepts protocol database output from Metchlow compiler
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3 Architectural Overview 

The parser module consist of two main sub-mcxlules. These are the pattern recognition engine (PRE) and 
the slicer. The PRE analyzes the packet and the slicer builds the flow key from the packet and instructions 
from the pattern recognition engine . The parser has been split into two parts tor several reasons. First and 
foremost, the split correctly partitions the functions to allow maximum reuse of silicon across the over two 
thousand protocols that can be supported. Another advantage of the split architecture is that the compiler 
can analyze the three dimensional space occupied by the offset, level, and pattern data of the specified 
protocols and compact the databases used in the parser mcxlule. The set of specified protocols defines a 
tree of linked ncxles. Each protocol is either a parent node or a terminal node. A protocol is a parent node 
if it links to other protocols that can be contained in it. For example IP is a parent to UDP. Protocols can 
be the children of several parents. If a unique node was generated for each of the possible parent/child 
trees, the database would explode exponentially. Instead, child nodes are shared among multiple parents 
thus compacting the database .. Finally the PRE can be used on it's own when only protocol recognition is 
required. 

The parser module pouches the network data through the DataPort interface. The data is first processed by 
the pattern recognition engine. This engine consists of a comparison engine and a database. The 
comparison engine has a first stage that checks the protocol type field to determine if it is an 802.3 packet 
and the field should be treated as a length. If it is not a length, the protocol is checked in the second stage. 
This is the only protocol level that is not programmable. This is because the detection of the protocol at 
this level is simple and well defined. It is implemented with partial CAMs that return a node identifier if 
hit. This second stage has two full sixteen bit CAMs defined for future protocol additions. After this 
detection is completed the engine initializes Current Offset Pointer (COP) to the next part of the packet 
that needs to be checked. The node identifier from the previous stage and the data pointed to by the COP 
are used by the PRE to lookup an entry in the database. As each protocol is recognized, the pattern 
recognition engine emits a unique protocol identifier. It also emits a process code that the slicer uses to 
build the flow key. This process is repeated until the node identifier's Terminal bit is set. At that point the 
PRE has completely recognized the protocols in the packet and readies itself for the next packet. 

The slicer extracts information from the packet to build the flow key. For example, it will extract the 
source and destination addresses from the packet and pack them into the flow key data structure. It may 
also process certain parts ofthe packet to speed up flow processing performed by the analyzer. It will build 
a hash value from certain parts of the packet to speed looking up the t1ow in the analyzers' database. The 
slicer transfers data from it's input Buffer to it's output Buffer based on the sequence of instructions in it's 
instruction database. When the PRE recognizes a protocol it outputs both the protocol identifier and a 
process code to the slicer. The protocol identifier is added to the flow key and the process code is used to 
fetch the first instruction from the instruction database. Instructions consist an operation code and usually 
source and destination offsets as well as a length. The offsets and length are in bytes. A typical operation 
is the MOVE instruction. This instruction tells the slicer to copy n bytes data unmodified from the input 
Buffer to the output Buffer. The slicer contains a byte-wise barrel shifter so that the bytes moved can be 
packed into the flow key. The slicer contains another instruction called HASH. This instruction tells the 
slicer to copy from the input Buffer to the HASH generator. The result from the HASH generator is always 
written into the first two bytes of the flow key. It is used to accelerate the lookup of the flow in the 
analyzers flow database. Once the flow key is completed, the slicer transfers it to the analyzer for further 
processing. 

The parser module databases can reside in ROM or RAM. If the databases are in a RAM the parser can be 
programmed to recognize new protocols or a different set of protocols. 
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3 Architectural Overview

The parser module consist of two main sub—modules. These are the pattern recognition engine (PRE) and
the slicer. The PRE analyzes the packet and the slicer builds the flow key from the packet and instructions
from the pattern recognition engine .The parser has been split into two parts for several reasons. First and
foremost, the split correctly partitions the functions to allow maximum reuse of silicon across the over two
thousand protocols that can be supported. Another advantage of the split architecture is that the compiler
can analyze the three dimensional space occupied by the offset, level, and pattern data of the specified

protocols and compact the databases used in the parser module. The set of specified protocols defines a
tree of linked nodes. Each protocol is either a parent node or a terminal node. A protocol is a parent node

if it links to other protocols that can be contained in it. For example IP is a parent to UDP. Protocols can
be the children of several parents. If a unique node was generated for each of the possible parent/child

trees, the database would explode exponentially Instead, child nodes are shared among multiple parents
thus compacting the database. Finally the PRE can be used on it’s own when only protocol recognition is
required.

The parser module pouches the network data through the DataPort interface. The data is first processed by
the pattern recognition engine. This engine consists ofa comparison engine and a database. The
comparison engine has a first stage that checks the protocol type field to determine if it is an 802.3 packet
and the field should be treated as a length. If it is not a length, the protocol is checked in the second stage.

This is the only protocol level that is not programmable. This is because the detection of the protocol at
this level is simple and well defined. It is implemented with partial CAMS that return a node identifier if
hit. This second stage has two full sixteen bit CAMs defined for future protocol additions. After this
detection is completed the engine initializes Current Offset Pointer (COP) to the next part of the packet
that needs to be checked. The node identifier from the previous stage and the data pointed to by the COP
are used by the PRE to lookup an entry in the database. As each protocol is recognized, the pattern
recognition engine emits a unique protocol identifier. It also emits a process code that the slicer uses to
build the flow key. This process is repeated until the node identifier’s Terminal bit is set. At that point the
PRE has completely recognized the protocols in the packet and readies itself for the next packet.

The slicer extracts information from the packet to build the flow key. For example, it will extract the

source and destination addresses from the packet and pack them into the flow key data structure. It may

also process certain parts of the packet to speed up flow processing performed by the analyzer. It will build
a hash value from certain parts of the packet to speed looking up the flow in the analyzers‘ database. The
slicer transfers data from it’s input Buffer to it’s output Buffer based on the sequence of instructions in it’s
instruction database. When the PRE recognizes a protocol it outputs both the protocol identifier and a
process code to the slicer. The protocol identifier is added to the flow key and the process code is used to
fetch the first instruction from the instruction database. Instructions consist an operation code and usually

source and destination offsets as well as a length. The offsets and length are in bytes. A typical operation
is the MOVE instruction. This instruction tells the slicer to copy n bytes data unmodified from the input
Buffer to the output Buffer. The slicer contains a byte-wise barrel shifter so that the bytes moved can be
packed into the flow key. The slicer contains another instruction called HASH. This instruction tells the

slicer to copy from the input Buffer to the HASH generator. The result from the HASH generator is always
written into the first two bytes of the [low key. It is used to accelerate the lookup of the flow in the

analyzers flow database. Once the flow key is completed, the slicer transfers it to the analyzer for further
processmg.

The parser module databases can reside in ROM or RAM. If the databases are in a RAM the parser can be
programmed to recognize new protocols or a different set of protocols.
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3. 1 Bandwidth requirements 

The target throughput for the MeterFlow Accelerator running at 62.5 Megahertz is 1.5 million packets per 
second (PPS). This is the sustained maximum throughput of a single Gigabit channel. At this rate the 
parser module has 41.6 cycles to process each packet. In order to reduce the need for front end buffering 
external to the parser module, the architecture has been designed to complete the protocol recognition 
generation in no more than 36 cycles. Since there could be up to 12 different protocols in each to be 
processed, the parser module has been designed to average three cycles per protocol. This is the very worst 
case because a packet that has twelve levels of protocols in it will most likely be much larger than the 
minimum packet size. This can be used as to advantage again in the reduction of external buffering. The 
slicer must also complete the flow key generation within 36 cycles to keep the system in balance and 
unstalled. This however can be extended if the payload copying instructions run to there maximum values. 

The average packet will have between 4 and 5 levels of protocol with no encapsulations. At three cycles 
per protocol the PRE will use only 15 cycles to complete a packet. This means that the PRE has a typical 
sustained throughput of over three million packets per second. 
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The target throughput for the MeterFlow Accelerator running at 62.5 Megahertz is 1.5 million packets per
second (PPS). This is the sustained maximum throughput ofa single Gigabit Channel. At this rate the
parser module has 41.6 cycles to process each packet. In order to reduce the need for front end buffering

external to the parser module, the architecture has been designed to complete the protocol recognition
generation in no more than 36 cycles. Since there could be up to 12 different protocols in each to be
processed, the parser module has been designed to average three cycles per protocol. This is the very worst
case because a packet that has twelve levels of protocols in it will most likely be much larger than the
minimum packet size. This can be used as to advantage again in the reduction of external buffering. The
slicer must also complete the flow key generation within 36 cycles to keep the system in balance and
unstalled. This however can be extended if the payload copying instructions run to there maximum values.

The average packet will have between 4 and 5 levels of protocol with no encapsulations. At three cycles
per protocol the PRE will use only 15 cycles to complete a packet. This means that the PRE has a typical
sustained throughput of over three million packets per second.
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3.2 Architectural Block Diagram 
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4 Top Level MeterFlow Accelerator Parser Module Symbol 

Reset_N 
MCLK 
AnalyzerReady 
DPPacketDelim 
DPDataStb_N 
DPKillPkt_N 

DPData[31 :OJ 

ParserSel_N 
HostWrite 
HostBlast_N 
HostWait_N 

HostAddress[13:0] 

HostByteEn_N[7:0] 

HostDataln[63:0] 

PAR_TOP 

ParserKeyDelim 
ParserDataAvail 

ParserOata[63 :O] 

DPReady_N 
P arHostReady _N 

ParHostDataOut[63:0) 
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5 MeterFlow Accelerator Parser Module Top Level Pin 
Descriptions 

5.1.1.1 General Interface Signals 

Signal Dir Width Description 
Reset_N IN I Reset - active low. 

When this signal is active the parser sets it's registers to 
their default condition and suspends operation. It will only 
respond to host access cycles. The DataPort interface will 
keep DPReady_N active to avoid problems for the external 
circuitry. 

MCLK IN I Module Clock. 
All internal and external transfers except for memory 
transfers are synchronized by this signal. 

5.1.1.2 Analyzer Interface 

Signal Dir Width Description 
Analyzer Ready IN I Analyzer Ready. 

This signal tells the parser that the analyzer can accept data. 
ParserKeyDelim OUT I Parser Key Delimiter. 

The ParserKeyDelim signal becomes active when the first 
quadword of a new key is ready to transfer to the analyzer. Tt 
goes inactive when the last quadword of the key is 
transferred. 

ParserDataA vail OUT I Parser Data Available. 
If this signal is active the data on the ParserData bus is 
valid. 

Parser Data OUT 64 Parser Data bus. 

,, 
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5.1.1.3 DataPort Interface 

Shi:nal Dir Width Description 
DPPacketDelim IN 1 DataPort Packet Delimiter. 

This signal should be driven active when the external logic 
wants to send a packet to the parser. DPPacketDelim 
should remain active during the entire packet transfer. 
DPPacketDelim must go inactive for one clock between 
packets. 

DPDataStb_N IN l DataPort Data Strobe. 
When active, this signal tells the parser that data on the 
DPData bus is valid. IfDPReady_N was inactive at the end 
of the previous cycle, DPDataStb_N should not be driven 
active. If DPReady_N goes inactive in the same cycle as 
DPDataStb_N, then the parser will latch the incoming data 
so that no data is lost. 

DPKil!Pkt_N IN I DataPort Kill Packet. 
If this signal becomes active while DPPacketDelim is 
active, the parser wi II attempt to stop processing the current 
packet and flush it's input Buffer. If however, parsing of the 
packet is completed, the packet will not be able to be 
recalled. This should only be a problem in a 'cut through' 
implementation. 

DPReady_N OUT l DataPort Ready- active low. 
This signal when driven active means that the parser can 
accept new data. If however the parser's input Buffer is 
filled, DPReady_N will be driven inactive. To prevent 
overruns, DPReady_N will go inactive when the parser can 
actually accept one more data transfer. 

DPData IN 32 DataPort Data bus. 
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5.1.1.3 DataPort Interface

Dir Width

DPPacketDelim DataPort Packet Delimiter

This signal should be driven active when the external logic
wants to send a packet to the parser. DPPacketDelim
should remain active during the entire packet transfer.
DPPacketDelim must go inactive for one clock between
.ackets.

DPDataStbfiN DataPort Data Strobe.
When active, this signal tells the parser that data on the
DPData bus is valid. If DPReady__N was inactive at the end
of the previous cycle, DPDataStb_N should not be driven

active. If DPReadyHN goes inactive in the same cycle as

DPDataStb_N, then the parser will latch the incoming data
so that no data is lost.

DPKillPkt-N DataPort Kill Packet.

If this signal becomes active while DPPacketDelim is
active, the parser will attempt to stop processing the current
packet and flush it’s input Buffer. If however, parsing of the

packet is completed, the packet will not be able to be
recalled. This should only be a problem in a ‘cut through’
imlementation.

DPReady_N DataPort Ready -— active low.
- This signal when driven active means that the parser can

  

accept new data. If however the parser’s input Buffer is
filled, DPReady‘N will be driven inactive. To prevent

overruns, DPReady_N will go inactive when the parser can

actually acceptgte more data transfer.
DataPort Data bus.
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5.1.1.4 Host Interface Signals 

Signal Dir I Width Description 
ParserSel_N IN I Parser Select - active low. 

ParserSel_N is sampled on the rising edge of MCLK. If it 
is active, it signifies that the external host is attempting to 
access the parser. ----------+---->----·------t-----~--------------------1 

Host Write IN I 

HostBlast_N IN 

HostWait_N IN 1 

ParHostReady _N OUT 1 

HostAddress IN 13 

; IN ! 8 

Write. 
Write is sampled on the rising edge of MCLK. This signal 
is only valid when ParserSel _N is active. If this signal is 
active, the host is attempting to write to the parser. Inactive 
this signal sign signifies a read from the parser. 
Burst Last - active low. 
HostBlast_N is sampled on the rising edge of MCLK. 
HostBlast_N tells the parser that the current transfer is the 
last transfer in this burst. 
Wait active low. 
HostWait_N is sampled on the rising edge of MCLK. The 
host asserts HostWait_N when it wishes to slow transfers 
between itself and the parser. 
Parser to Host Ready - active low. 
ParHostReady_N should be sampled on the rising edge of 
MCLK. The parser returns ParHostReady_N when the 
current cycle is completed. For a write operation, 
ParHostReady_N means that the HostDataln bus has been 
latched. For a read operation ParHostReady _N means that 
the requested data is on the ParHostDataOut bus and is 
valid. ParHostReady N is blocked by HostWait N. 
Host Address bus. 
HostAddress is sampled on the rising edge of MCLK if 
ParserSel_N is active. This bus defines the first address in 
this burst to access in the 64 Kilobyte address space of the 

__________ Parscr._Sce Section x x.x_for_the_Addrcss Uti_lization_Map. 
· Host Byte Enable bus - Active low. 

i . 

-H~~tD;bl;;----··:m-·1 64 ---- ·---·j· ~~~t!~;~I~p~t s:;p[ed_g_nJ_!l_~_r.i~in.g_e~g~ of._M<:::~~~ •-

HostByteEn_N 

_______________________ ) _____ ti --_-J,;~,~!~:•.:;,::~:d_d_o;_:t;;l;~;i~n~~~~~Ki_f -
ParHostDataOut : OUT 64 , ParserHost Data Output bus. 

· ParHostDataOut should be sampled on the rising edge of 
1 MCLK. Data on this bus is valid during a read cycle when 

; i ParHostReady N is active. 
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5.1.1.4 Host Interface Signals

Parser Select - active low.

ParserSeLN is sampled on the rising edge of MCLK. If it

is active, it signifies that the external host is attempting to
access thgparser.
 

HostWrite Write.

Write is sampled on the rising edge of MCLK. This signal
is only valid when ParserSel __N is active, If this signal is
active, the host is attempting to write to the parser. Inactive
this si nal sin sinifies a read from the

HostBlast__N Burst Last - active low.

HostBlast_N is sampled on the rising edge of MCLK.
HostBlast_N tells the parser that the current transfer is the
last transfer in this burst. 

HostWait.N Wait - active low.

HostWaiLN is sampled on the rising edge of MCLK. The
host asserts HostWait__N when it wishes to slow transfers
between itself and the arser.

ParHostReady_N Parser to Host Ready - active low. ,

ParHostReadwa should be sampled on the rising edge of
MCLK. The parser returns ParHostReady_N when the
current cycle is completed. For a write operation,

ParHostReadwa means that the HostDataIn bus has been
latched. For a read operation ParHostReady_N means that
the requested data is on the ParHostDataOut bus and is
valid. ParHostRead _N is blocked b HostWait_N.

HostAddress Host Address bus.

HostAddress is sampled on the rising edge of MCLK if
ParserSeLN is active. This bus defines the first address in

this burst to access in the 64 Kilobyte address space of the
Parser. See Section x.x. x for the AddressUtilizationMap

'VHo‘stIiyteEn_N 1 Host Byte Enable bus ~ Active low
HostWait_Nis sampled on the rising edgeofiMCLK
 

(Vifiosthataln ‘ Host Data lnput bus.
HostDataIn is sampled on the rising edge of MCLK if

;HostWrite15 active and HostWaitN1sinactive

 
ParHostDataOut i OUT lParserHost Data Output bus

;ParHostDataOut should be sampled on the rising edge of
4MCLK Data on this bus15 valid during a read cycle when
i ParHostRead _N is active.
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6 MeterFlow Accelerator Parser Module Top Level VHDL Entity 

entity PAR_TOP is 
Port 
( 

); 

AnalyzerReudy : In std_logic; 
DPDataStb_N : In std_logic; 
DPData : In std_logic_ vector (31 down to 0); 
DPKillPkt_N : In std_logic; 
DPPacketDelim : In std_logic; 
HostAddress : In std_logic_ vector ( 13 down to 0); 
HostBlust_N : In std_logic; 

,, HostByteEn_N : In std_logic_ vector (7 downto 0); 
HostDataln : In std_logic_ vector (63 down to 0); 
HostWait_N: In std_logic; 
HostWrite : In std_logic; 
MCLK : In std_logic; 
ParserScl_N : In std_logic; 
Reset_N : In std_logic; 
DPReady_N : Out std_logic; 
ParHostDataOut : Out std_logic_ vector (63 down to 0); 
ParHostReady_N : Out std_Iogic; 
ParserDataA vail : Out std_logic; 
Parser Data : Out std_logic_ vector (63 downto 0); 
ParserKeyDelim: Out std_logic 

end PAR_TOP; 

7 MeterFlow Accelerator Parser Module Top Level Verilog 
Module 

module par_top( AnalyzerReady, DPData, DPDataStb, DPKillPkt_N, DPPacketDelim, DPReady_N, 
HostAddress, HostBlast_N, HostDataln, HostWait_N, HostWritc, 
MCLK, ParHostDataOut, ParHostReady_N, ParserData, 
ParserDataAvail, ParserKeyDelim, ParserSel_N, Reset_N ); 

input AnalyzerReady; 
input [63:0] DPData: 
input DPDataStb, DPKillPkt_N, DPPacketDelim; 

output DPRcady_N; 
input [ 12:0) HostAddress; 
input HostBlast_N; 
input [63:0] HostDataln; 
input HostWait_N, HostWrite, MCLK; 

output [63:0) ParHostDataOut; 
output ParHostReady_N; 
output [63:0] ParserData; 
output ParserDataAvail, ParserKeyDelim; 
input ParserSel_N, Reset_N; 
wire [8:0] DPICAdd; 
wire [63:0] PIBuSIData; 
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6 MeterFlow Accelerator Parser Module Top Level VHDL Entity

entity PAR_TOP is
Port

(

AnalyzerReady ; In std_logic;
DPDataStb_N : In std_logic;

DPData : In stdnlogiCJector (31 downto 0);
DPKjllPkLN : In std__logic;

DPPacketDelim : In stdfilogic;
HostAddress : In std_logic_vector (l3 downto 0);
HostBlasth : In std‘logic;

o HostByteEn_N : In std__logic,_vcclor (7 downto 0);
HostDataIn : In std_logic_vector (63 downto 0);
HostWait__N 1 In std_iogic;

HostWrite : In stdwlogic;
MCLK : In std_logic;
ParserSelJ‘I : In std_logic;
Resct_N : In std__logic;
DPReady_N : Out std_logic;
ParHostDataOut : Out std_logic_vector (63 downto 0);
ParHostReady_N : Out std_logic;
ParserDataAvail : Out stdfllogic;

Parschata : Out stdylogigvector (63 downto 0);
ParserKeyDelim 2 Out std_iogic

);
end PAR__TOP;

7 MeterFlow Accelerator Parser Module Top Level Verilog
Module

module par_top( AnalyzerReady, DPData, DPDataStb, DPKillPkt_N. DPPacketDelim, DPReady_N,
HostAddress. HostBlastMN, HostDataIn. HostWait__N, HostWrite,

MCLK, ParHostDataOut, ParHostReady_N, ParserData,
ParserDataAvail, ParscheyDelim, ParserSeLN, Reset_N );

input AnalyzerReady;
input [63:0] DPData;
input DPDataStb, DPKillPkt_N, DPPacketDelim;

output DPReady_N;
input [12:0] HostAddress;

input HostBlast_N;
input [63:0] HostDataIn;
input HostWaitfiN. Holerite. MCLK;

output [63:0] ParHostDataOut;

output ParHostReady_N;
output [63:0] ParserData;
output ParserDataAvail, ParschcyDelim;
input ParserSeLN, Reset_N;
wire [8:0] DPICAdd;
wire [63:0] PIBuSlData;
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wire [8:0] SIPBAdd; 
wire [63:0] PIBuPREData; 
wire [8:0] PREnPIBAdd; 
wire [29:0] CMCoSIData; 
wire [8:0] SlAdd; 
wire [3:0] PREnSIProtocol; 
wire [63:0] SIPOBData; 
wire [5:0] PREnSICommand; 
wire [8:0] SlPOBAdd; 
wire [8:0] CMCoPRDAdd; 
wire (22:0] CMCoPRDData; 
wire [3:0] BaseOffset; 
wire [22:0] CMCoPREData; 
wire (8:0] PREAdd; 
wire [22:0] PRDData; 
wire [29:0] SlData; 
wire (8:0] CMCoSIDAdd; 
wire [8:0] AICPOBAdd; 
wire (29:0] SIDData; 
wire (29:0] CMCoSIDData; 
wire [8:0] AICoPOBAdd; 
wire [8:0] SIFlowKeySize; 
wire (8:0] SlPIBAdd; 

wire AICDone; 
wire CMCoSIDWr; 
wire CMCoPRDWr; 
wire PREnSIEn; 
wire SlWrStb; 
wire SlDone; 
wire PREDone; 
wire DPICWrStb; 
wire DPICDone; 
wire ParserEn; 

AIC 111 ( .AICDone(AICDone), .AICoPOBAdd(AICoPOBAdd[8:0]), 
.AnalyzerReady(AnalyzerReady), .MCLK(MCLK), 
.ParserDataA vail(ParserDataA vail), .ParserEn(ParserEn), 
.ParserKeyDelim(ParserKeyDelim), .Reset_N(Reset_N), .SIDone(SlDone), 
.SlFlowKeySize(S!FlowKeySize[8:0]) ); 

PRE Il O ( .BaseOffset(BaseOffset[3 :O]), . CMCoPREData(CMCoPREData[22:0]), 
.MCLK(MCLK), .ParserEn(ParserEn), .PIBuPREData(PIBuPREData[63:0]), 
.PREAdd(PREAdd[8:0]), .PREDone(PREDone), .PREnPIBAdd(PREnPIBAdd[8:0]), 
.PREnSICommand(PREnS!Command[5:0]), .PREnSIEn(PREnSlEn), 
.PREnSlProtocol(PREnS1Protocol[3:0]), .Reset_N(Reset_N) ); 

DPIC 11 ( .DPDataStb(DPDataStb), .DPICAdd(DPICAdd[8:0)), .DPICDone(DPICDone), 
.DPICWrStb(DPICWrStb), .DPKillPkt_N(DPKillPkt_N), 
.DPPacketDelim(DPPacketDelim), .DPReady_N(DPReady_N), .MCLK(MCLK), 
.ParserEn(ParserEn), .PREDone(PREDone), .Reset_N(Reset_N) ); 

Slicer 12 ( .CMCoSlData(CMCoSlData[.29:0)), .MCLK(MCLK), .ParserEn(ParserEn), 
.PIBuSIData(PIBuSIData[63:0]), .PREDone(PREDone), 
.PREnSICommand(PREnSICommand[5:0]), .PREnSIEn(PREnSIEn), 
.PREnSI Protocol(PREnSlProtocol [3 :01), .Reset_N{Reset_N), 
.SIAdd(SlAdd[8:0]), .SIDone(SIDone), 
.SlFlowKeySize(SlFlowKeySize[8:0]), .SIPIBAdd(SIPIBAdd[8:0]), 
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. SIPOBAdd(SIPOBAdd[8:0]), .SIPOBData(SIPOBData[63:0]), 

.SIWrStb(SIWrStb) ); 
SID 13 ( .CMCoSIDAdd(CMCoSIDAdd[8:0]), .CMCoSIDData(CMCoSIDData[29:0]), 

.CMCoSIDWr(CMCoSIDWr), .SIDData(SIDData[29:0]) ); 
PRO 14 ( .CMCoPRDAdd(CMCoPRDAdd[8:0]), .CMCoPRDData(CMCoPRDData[22:0]), 

.CMCoPRDWr(CMCoPRDWr), .PRDData(PRDData[22:0]) ); 
POB IS ( .AICDone(AICDone), .AICoPOBAdd(AICoPOBAdd[8:0)), .MCLK(MCLK), 

.ParserData(ParserData[63:0]), .ParserEn(ParserEn), .Reset_N(Reset_N), 

.SlDone(SIDone), .SIPOBAdd(SIPOBAdd[8:0]), .SIPOBData(SIPOBData[63:0]), 

.SIWrStb(SlWrStb) ); 
PIB 16 ( .DPData(DPData[63:0]), .DPICAdd(DPICAdd[8:0]), .DPICDone(DPICDone), 

.DPICWrStb(DPICWrStb), .MCLK(MCLK), .ParserEn(ParserEn), 

.PIBuPREData(PIBuPREData[63:0]), .PIBuSIData(PIBuSIData[63:0]), 

.PREDone(PREDone), .PREnPIBAdd(PREnPIBAdd[8:0]), .Reset_N(Reset_N), 

.SIDone(S!Done), .SlPIBAdd(SIPBAdd[8:0]) ); 
CMC 18 ( .BaseOffset(BaseOffset[3:0]), .CMCoPRDAdd(CMCoPRDAdd[S:0]), 

.CMCoPRDData(CMCoPRDData[22:0]), .CMCoPRDWr(CMCoPRDWr), 

.CMCoPREData(CMCoPREData[22:0]), .CMCoSIDAdd(CMCoSIDAdd[8:0]), 

.CMCoSIDData(CMCoSIDData[8:0]), .CMCoSIDWr(CMCoSIDWr), 

.CMCoSIData(CMCoSIData[29:0]), .HostAddress(HostAddress[ 12:0]), 

.HostBlast_N(HostBlast_N), .HostDataln(HostDataln[63:0]), 

.HostWait_N(HostWait_N), .HostWrite(HostWrite}, .MCLK(MCLK), 

.ParHostDataOut(ParHostDataOut[63:0]), 

.ParHostReady_N(ParHostReady_N), .ParserEn(ParserEn}, 

.ParserSel_N(ParserSel_N), .PRDData(PRDData[22:0] ), 
.. PREAdd(PREAdd[S:01), .Reset_N(Reset_N), .SIDData(SIData[29:0]), 
.SIAdd(SIAdd[8:0]) ); 

endmodule // par_top 
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8 Meterflow Accelerator Parser Module Top Level Schematic 

Insert Schematic Here 

J 
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8 MeterFlow Accelerator Parser Module Top Level Schematic

Insert Schematic Here
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9 Parser Module Constants Files 

The parser module constants files contain a list of constants used to allow rapid configuration of the 
module. For example the size of the slicers instruction database data bus is defined as : 

Verilog 

'define PAR_SLI_DWIDTH 23 // Parser Slicer Instruction Database Data Bus Width 

VHDL 

constant PAR_SLI_DWIDTH: integer := 23; -- Parser Slicer Instruction Database Data Bus Width 

9. 1 Parser module Verilog Constants File - ParserConstants. v 
'define PAR_COM_SHTFT 3 // Parser Command Shift 
'define PAR_SLI_DWIDTH 23 
'define PAR_DP _DWIDTH 32 II Parser Data Port Data Bus Width 
'define PAR_PIB_DWIDTH 64 // Parser Input Buffer Data Bus Width 
'define PAR_PIB_A WIDTH 9 // Parser Input Buffer Address Bus Width 
'define PAR_PRD_A WIDTH 9 II Parser Pattern Recognition Database Address Bus Width 
'define PAR_PRD_DWIDTH 23 II Parser Pattern Recognition Database Data Bus Width 
'define PAR_SID_A WIDTH 9 II Parser Slicer Instruction Database Address Bus Width 
'define PAR_SID_DWIDTH 30 II Parser Slicer Instruction Database Data Bus Width 
'define PAR_POB_DWIDTH 64 // Parser Output Buffer Data Bus Width 
'define PAR_POB_A WIDTH 9 II Parser Output Buffer Address Bus Width 
'define PAR_BASE_OFF _ WIDTH 4 II Parser Base Offset Width 
'define PAR_HOST _A WIDTH 13 II Parser Host Address Bus Width 
'define PAR_HOST_BE_ WIDTH 8 II Parser Host Byte Enable Bus Width 
'define PAR_HOST_DWIDTH 64 II Parser Host Data Bus Width 
'define PAR_PRE_COM_ WIDTH 6 II Parser Command Width 
'define PAR_COM_CT_ WIDTH 4 JI Parser Command Count Width 
'define PAR_PRE_PRO_ WIDTH 4 II Parser 
'define PAR_CONTROL_REG_SIZE 5 II Parser Control Register Size 
'define PAR_H_SIDDELTA 34 
'define PAR_H_PRDDELTA 41 
'define PAR_H_CRDELTA 59 // CAN'T BE NESTED! 
'define PAR_SL_FKS_ WIDTH 9 // Parser Slicer Flow Key Size Width 

9.2 Parser module VHDL Constants File - ParserConstants. vhd 

Insert ParserConstants. vhd here 
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9 Parser Module Constants Files

The parser module constants files contain a list of constants used to allow rapid configuration of the
module. For example the size of the slicers instruction database data bus is defined as :

Verilog

‘define PAR_SLI_DWIDTH 23 // Parser Slicer Instruction Database Data Bus Width

VHDL

constant PAR_SLI_DWIDTH : integer := 23; -- Parser Slicer Instruction Database Data Bus Width

9.1 Parser module Verilog Constants File — ParserConstants.v
‘define PAR_COM_.SHIFT 3 // Parser Command Shift
‘define PAR_SLI_DWIDTH 23

‘define PAR_DP_DWIDTH 32 // Parser Data Port Data Bus Width

‘define PAR_PIB__DWIDTH 64 // Parser Input Buffer Data Bus Width

‘define PAR_PIB_AWIDTH 9 // Parser Input Buffer Address Bus Width
‘define PAR_PRD_AWIDTH 9 // Parser Pattern Recognition Database Address Bus Width
‘define PAR_PRD_DWIDTH 23 // Parser Pattern Recognition Database Data Bus Width
‘define PAR_SID_.AWIDTH 9 // Parser Slicer Instruction Database Address Bus Width
‘define PAR_SID__DWIDTH 3O // Parser Slicer Instruction Database Data Bus Width

‘define PAR_POB_DWIDTH 64 // Parser Output Buffer Data Bus Width

‘define PAR_POB_AWIDTH 9 // Parser Output Buffer Address Bus Width
‘define PAR‘BASE_OFF_WIDTH 4 // Parser Base Offset Width
‘define PARmHOSTfiAWIDTH l3 // Parser Host Address Bus Width

‘define PAR_HOST_BE_WIDTH 8 // Parser Host Byte Enable Bus Width
‘define PAR_HOST_DWIDTH 64 // Parser Host Data Bus Width
‘define PAR_PRE_COM,WIDTH 6 // Parser Command Width

‘define PAR~COM_CT_.WIDTH 4 // Parser Command Count Width
‘define PAR”PRE_PRO__WIDTH 4 // Parser
‘define PAR_CONTROL_REG_SIZE 5 // Parser Control Register Size
‘define PAR__H_SIDDELTA 34
‘define PAR_H_PRDDELTA 4]
‘define PARJLCRDELTA 59 // CANT BE NESTED!

‘define PAR,SL_FKS_WIDTH 9 // Parser Slicer Flow Key Size Width

9.2 Parser module VHDL Constants File - ParserConstants.vhd

Insert ParserConstants.vhd here
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1 o Sub-module Descriptions 

10.1 Pattern Recognition Engine Sub-module - PRE 

10.1.1 Symbol 

10.1.2 Highlights 

• Scaleable protocol pattern recognition engine 
• Supports from 1 to 2048 simultaneous unique protocol patterns 
• At 62.5 MegaHertz can process up to 1.5 MegaPackets per second 
• Accepts protocol database output from MeterFlow compiler 

~.!I 

~i 10.1.3 Description 

The Pattern Recognition Engine module searches it's database and the packet in order to recognize the 
protocols the packet contains. The database consists of a series of linked lookup tables. Each lookup table 
uses eight bits of addressing. The first lookup table is always at address zero. The Pattern Recognition 
Engine uses the BaseOffset from the control register to start the comparison. It loads this value into the 
Current Offset Pointer (COP). It then reads the byte at BaseOffset from the Parser Input Buffer and uses 
it as an address into the first lookup table. 

Each lookup table returns a word that links to another lookup table or it returns a terminal flag. If the 
lookup produces a recognition event the database also returns a command for the Slicer. Finally it returns 
the value to add to the COP. 

10.1.4 Search Algorithm Psuedo-code 

10.1.5 Implementation Information 

10.1.5.1 Database Word Definition 

Bit 
1:0 Opcode 

00 Terminal Node found 
01 Intermediate Node 
10 Ending Terminal Node found 

* Next Lookup table 
* uses PAR_PRE LU_ WIDTH 

* Slicer Command 
* uses PAR PRE COM WIDTH 

* Mask 

Description 

* uses PAR_PRE_MASK_ WIDTH 

10.1.6 File Names 

Top: PRE. v(hd) 
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10 Sub-module Descriptions

10.1 Pattern Recognition Engine Sub-module - PFiE

10.1.1 Symbol

10.1.2 Highlights

Scaleable protocol pattern recognition engine
Supports from 1 to 2048 simultaneous unique protocol patterns

At 62.5 MegaHertz can process up to 1.5 MegaPackets per second
Accepts protocol database output from MeterFlow compiler

10.1.3 Description

The Pattern Recognition Engine module searches it’s database and the packet in order to recognize the
protocols the packet contains. The database consists ofa series of linked lookup tables. Each lookup table
uses eight bits of addressing. The first lookup table is always at address zero. The Pattern Recognition
Engine uses the BaseOffset from the control register to start the comparison. It loads this value into the

Current Offset Pointer (COP). It then reads the byte at BaseOffset from the Parser Input Buffer and uses
it as an address into the first lookup table.

Each lookup table returns a word that links to another lookup table or it returns a terminal flag. If the
lookup produces a recognition event the database also returns a command for the Slicer. Finally it returns
the value to add to the COP.

10.1.4 Search Algorithm Psuedo-code

10.1.5 Implementation Information

10.1.5.1 Database Word Definition

“——
1:0 Opcode

00 Terminal Node found
01 Intermediate Node
10 Endin - Terminal Node found

Next Lookup table
* uses PARWPRE_LU_WIDTH
Slicer Command

* uses PAR_PRE_COM_WIDTH
Mask

* uses PAR_PRE_MASK_WIDTH

10.1.6 File Names

   
  
  

 
 

 

  

Top: PRE.v(hd)
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Uses: ParserConstants. v(hd) 

10.1.7 Pin Descriptions 

10.1.7.1 General Interface Signals 

Signal Dir Width Description 
Reset N IN I Reset - active low. 
MCLK IN I Module Clock. 
PREDone OUT I Pattern Recognition Engine Done. 
Parser En IN I Parser Enable bit from control register 

10.1.7.2 Slicer Interface 

Signal Dir Width Description 
PREnSIEn OUT I Pattern Recognition Engine to Slicer Enable 
PREnSICommand OUT * Pattern Recognition Engine to Slicer Command bus 

* uses PAR PRE COM WIDTH 
PREnSIProtocol OUT * Pattern Recognition Engine to Slicer Protocol bus 

* uses PAR PRE PRO WIDTH 

10.1.7.3 CPU Interface MUX Interface 

Signal Dir Width Description 
PREAdd OUT * Pattern Recognition Engine Address bus 

* uses PAR PRD A WIDTH 
BaseOffset IN 4 Base Offset. 

This is the first offset the Pattern Recognition Engine will 
check. 

CMCoPREData IN * CMC to Pattern Rcognition Engine Data bus 
* uses PAR PRO DWIDTH 

-•· 

10.1.7.4 Parser Input Buffer Interface 

Signal Dir Width Description 
PREnPIBAdd OUT * Pattern Recognition Engine Parser Input Buffer Address 

bus. 
* Uses PAR PIB A WIDTH 

PIBuPREData IN * Parser Input Buffer to Pattern Recognition Engine Data bus. 

10.1.8 Verilog Module 

!* 
PRE.v 
PRE - Pattern Recognition Module 

* Uses PAR PIB DWIDTH 
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Uses: ParserConstants. v(hd)

10.1.7 Pin Descriptions

  
  

  

 

 

10.1.7.1 General Interface Signals

“[51] Width Descrition

MCLK IN Module Clock.

——I- Pattern Recognition Engine Done.
_-_Parser Enable bit from control re .ister

10.1.7.2 Slicer Interface

Sinai Width Descri - tion

PREnSlEn —_ Pattern Reco_nition En' ‘)k
PREnSlCommand OUT Pattern Recognition Engine to Slicer Command bus

* uses PAR_PRE~COM_WIDTH

 

 

  
    

 

 

  
 

  

PREnSIProtocol

  

10.1.7.3 CPU Interface MUX Interface

Pattern Recognition Engine Address bus
* uses PAR_PRD,,AWIDTH
Base Offset.

This is the first offset the Pattern Recognition Engine will
check.

CMC to Pattern Rcognition Engine Data bus
* uses PAR_PRD_DWIDTH

 

  
  

10.1.7.4 Parser Input Buffer Interface

"ICE WidthPREnPIBAdd Pattern Recognition Engine Parser Input Buffer Address
bus.

_ * Uses PAR_PIB_AWIDTH
PIBuPREData Parser Input Buffer to Pattern Recognition Engine Data bus.

* Uses PAR_PIB _DWIDTH

  
10.1.8 Verilog Module

/*
PREV

PRE — Pattern Recognition Module
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*! 
'include "ParserConstants.v" 

module PRE(Reset_N, MCLK ,ParserEn, PREDone, PREnSIEn, PREnS!Command, PREnS!Protocol, 
PREAdd, BaseOffset, CMCoPREData, PREnPIBAdd, PIBuPREData); 

// General Interface Interface 
input Reset_N; 
input MCLK; 
input ParserEn; 
output PREDone; 
// Slicer Interface 
output PREnSlEn; 
output ['PAR_PRE_COM_ WIDTH-1 : OJ PREnS!Command; 
output ['PAR_PRE_PRO_ WIDTH-! : OJ PREnSIProtocol; 
// CMC Interface 
output ['PAR_PRD_A WIDTH-I : OJ PREAdd; 
input ['PAR_BASE_OFF_WIDTH-1: OJ BaseOffset; 
input ['PAR_PRD_DWIDTH-1 : OJ CMCoPREData; 
// Parser Input Buffer Interface 
output ['PAR_PIB_AWIDTH-1: OJ PREnPIBAdd; 
input f'PAR_PIB_DWIDTH-1 : OJ PIBuPREData: 
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‘include "ParserConstants.v"

module PRE(Reset_N, MCLK ,ParserEn, PREDonc, PREnSlEn, PREnSlCommand, PREnSlProtocol,
PREAdd, BaseOffset, CMCoPREData, PREnPIBAdd, PIBuPREData);

// General Interface Interface

input Reset_N;

input MCLK;
input ParserEn;

output PREDone;
// Slicer Interface

output PREnSlEn;

output [‘PARWPRE,COMWW"IDTH-l : O] PREnSlCommand;
output [‘PAR_PRE_PRO__WIDTH—l : 0] PREnSlProtocol;
// CMC Interface

output [‘PAR_PRDWAWIDTH-1 : O] PREAdd;

input [‘PAR.BASE_OFF_WIDTH-1 : O] BaseOffsct;
input [‘PARnPRD,DWIDTH—l : 0] CMCoPREData;
// Parser Input Buffer Interface
output [‘PAR_PIB_AWIDTH-l : 0] PREnPIBAdd;
input [‘PAR__PIB_DWIDTH-1 : O] PIBuPREData;
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10.2 Slicer Sub-module 

10.2.1 Symbol 

10.2.2 Description 

The Slicer cuts up the packet to build the flow key. The Slicer module accepts commands from the Pattern 
Recognition Engine. Based on the command received, the Slicer either transfers data from the Parser 
Input Buffer to the Parser Output Buffer or it transfers data from the Parser Input Buffer to it's internal 
hash generator. It contains a buffer that FIFO's up the commands. When the Pattern Recognition Engine 
asserts PREDone the Slicer completes any pending commands, transfers the hash to the Parser Output 
Buffer and asserts SIDone. 

10.2.2.1 Instruction Word Definition 

Bit Description 
1:0 Opcode 

00Nop 
01 Move 
10 Hash 
11 Done 

* Source Address 
* uses PAR PIB_A WIDTH 

* Destination Address 
* uses PAR POB A WIDTH 

* Length 
* uses PAR SL LEN WIDTH 

10.2.3 Implementation Information 

The Slicer contains a byte wise barrel shifter that is used to pack data into the flow key. A Moore finite 
state machine controls the execution of commands. The command comes into the Slicer and is shifted to 
provide an address. The Slicer uses this address to read the Slicer Instruction Database. 

10.2.4 File Names 

Top: Slicer. v(hd) 
Uses: ParserConstants. v(hd) 
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10.2.5 Pin Descriptions 

10.2.5.1 General Interface Signals 

Signal Dir Width Description 
Reset_N IN I Reset. active low. 
MCLK IN I Module Clock. 
SIDone OUT I Slicer Done. 

This output is used to tell the rest of the Parser that the 
Slicer has finished processing the current packet. 

ParserEn IN I Parser Enable bit from control register 

10.2.5.2 Parser Input Buffer Interface 

Signal Dir Width Description 
SIPIBAdd OUT * Slicer Parser Input Buffer Address bus. 

* Uses PAR PIB A WIDTH 
PIBuSIData IN * Parser Input Buffer to Slicer Data bus. 

* Uses PAR PIB DWIDTH 

10.2.5.3 Parser Output Buffer Interface 

Signal Dir Width Description 
SIPOBAdd OUT * Slicer Parser Output Buffer Address bus. 

* Uses PAR POB A WIDTH 
SIWrStb OUT l Slicer Write Strobe. 
SIPOBData OUT * Slicer to Parser Output Buffer Data bus. 

* Uses PAR POB DWIDTH 

10.2.5.4 CPU Interface MUX Interface 

Sie;nal Dir Width Description 
SiAdd OUT * Slicer Address bus 

* uses PAR SID A WIDTH 
CMCoSIData IN * CMC to Slicer Data bus 

* uses PAR_SID DWIDTH 

10.2.5.5 Pattern Recognition Engine Interface 

Signal Dir Width Description 
PREnSIEn IN I Pattern Recognition Engine to Slicer Enable 
PREDone IN I Pattern Recognition Engine Done. 
PREnSI Command IN * Pattern Recognition Engine to Slicer Command bus 

* uses PAR PRE COM WIDTH 
PREnSIProtocol IN * Pattern Recognition Engine to Slicer Protocol bus 
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10.2.5 Pin Descriptions
 

10.2.5.1 General Interface Signals

Descri . tion
Reset - active low.
Module Clock.

Slicer Done.

This output is used to tell the rest of the Parser that the
Slicer has finished nrocessin the current acket, 
 

10.2.5.2 Parser Input Buffer Interface

SlPIBAdd Slicer Parser Input Buffer Address bus.
* Uses PAR,PIB_AWIDTH

PIBuSlData V Parser Input Buffer to Slicer Data bus.
* Uses PAR_PIB“DWIDTH

10.2.5.3 Parser Output Buffer Interface

mu-* Uses PARPOB_AWIDTH
SlWrStb Slicer Write Strobe.

SlPOBData Slicer to Parser Output Buffer Data bus.
* Uses PAR_POB,_DWIDTH

 

  
 
  

10.254 CPU Interface MUX Interface

m———mm_
* uses PAR_SID_AWIDTH

* uses PAR__SID_DWIDTH

10.2.5.5 Pattern Recognition Engine Interface

“IE—.—
PREnSlEn Pattern Recognition Engine to Slicer Enable
PREDone IN Pattern Reconition Enine Done.

PREnSlCommand IN Pattern Recognition Engine to Slicer Command bus
* uses PAR_PRE_COM_WTDTH

PREnSlProtocol __Pattern Reconition En ine to Slicer Protocol bus
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I I I I * uses PAR PRE_PRO WIDTH 
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10.2.5.6 Analyzer Interface Control Interface 

Signal Dir Width Description 
SIFlowKeySize OUT * Pattern Recognition Engine to Slicer Protocol bus 

10.2.6 Verilog Module 

I* 
Slicer. v 
Slicer Module 

*I 
'include "ParserConstants. v" 

* uses PAR SL FKS WIDTH 

module Slicer(Reset_N, MCLK ,ParserEn, SIDone, SIPIBAdd, PIBuSIData, SIPOBAdd, SIWrStb, 
SlPOBData, SIAdd, CMCoSIData, PREnSIEn, PREDone, PREnSICommand, PREnSIProtocol, 
S!FlowKeySize); 

// General Interface Interface 
input Reset_N; 
input MCLK; 
input ParserEn; 
output SIDone; 
II Parser Input Buffer Interface 
output ['PAR..PIB_AWIDTH-1: OJ SIPIBAdd; 
input ['PAR_FIB_DWIDTH-1 : 0) PIBuS!Data; 
II Parser Output Buffer Interface 
output ['PAR_POB_AWIDTH-1 : OJ SIPOBAdd; 
output SIWrStb; 
output ['PAR_POB_DWIDTH-1 : OJ SIPOBData; 
II CMC Interface 
output ['PAR_SID_AWIDTH-1 : OJ SIAdd; 
output ['PAR_SID_DWIDTH-1 : 0] CMCoSIData; 
II Pattern Recognition Engine Interface 
input PREnSIEn; 
input PREDone; 
input ['PAR_PRE_COM_WIDTH-1: OJ PREnSICommand; 
input ['PAR_PRE_PRO_WIDTH-1: 0] PREnSIProtocol; 
II AIC 
output ['PAR_SL_FKS_WIDTH-1: OJ SIFlowKeySize; 
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10.2.5.6 Analyzer Interface Control Interface

Width

SIFlowKeySize OUT Pattern Recognition Engine to Slicer Protoeol bus
* uses PAR_SL_FKS_WIDTH

10.2.6 Verilog Module

  

 
 

 
  

g
l

/*

Slicer.v
Slicer Module

*/

‘include "ParserConstants.v"

module Slicer(Reset,_N, MCLK ,Parset‘En, SlDone, SlPlBAdd, PIBuSlData, SlPOBAdd. SlWrStb,
SlPOBData, SlAdd, CMCoSlData, PREnSlEn, PREDone, PREnSlComrnand, PREnSlProtocol,
SlFlowKeySize);

// General Interface Interface

input Reset_N;
input MCLK;
input ParserEn;
output SlDone;

// Parser Input Buffer Interface

output [‘PAR,PIB_.AWID'I'I-I~l : 0] SlPIBAdd;
input [‘PAR_PIB_~DWIDTH-l : 0] PIBuSlData;
// Parser Output Buffer Interface

output [‘PAR.POB_AWIDTH-l : 0] SlPOBAdd;
output SlWrStb;
output [‘PAR_POB_DWIDTH-l : 0] SlPOBData;
// CMC Interface

output [‘PAR_SID__AWIDTH~1 : 0151mm;

output [‘PAR_SID_DWIDTH-1 '. 0] CMCoSlData;
// Pattern Recognition Engine Interface
input PREnSlEn;
input PREDone;

input [‘PAR_PRE_COM_WIDTH-1 : O] PREnSlCommand;
input [‘PAR_PRE__PRO,.WIDTH—l : O] PREnSlPtotocol;
// AIC

output [‘PARWSL_FKS_WIDTH‘1 : O] SlFlowKeySize;
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10.3 Pattern Recognition Database Sub-module - PRD 

10.3.1 Symbol 

10.3.2 Highlights 

• Scaleable implementation 
• Wraps either RAM or ROM instantiation or can be synthesized latches 

10.3.3 Description 

The Pattern Recognition Database Memory module is a wrapper for the storage medium used to hold the 
pattern recognition database. Only the CPU can write this memory. 

10.3.4 Implementation Information 

The module can be synthesized or a RAM or ROM cell can be instantiated into the wrapper. 

10.3.5 File Names 

Top: PRD.v(hd) 
Uses: ParserConstants. v(hd),GenericRAM. v(hd) 

10.3.6 Pin Descriptions 

10.3.6.1 CPU Interface MUX Interface 

Shmal Dir 
CMCoPRDWr IN 
CMCoPRDAdd IN 

PRDData OUT 

CMCoPRDData IN 

10.3.7 Verilog Module 

I* 
PRD.v 

*/ 
'include "ParserConstants.v" 

Width Description 
I CMC to PRD Write Strobe 

* CMC to PRD Address bus 
* uses PAR_PRD A WIDTH 

* PRD Data bus 
* uses PAR PRD DWIDTH 

* CMC to PRO Data bus 
* uses PAR PRD DWIDTH 

module PRD(CMCoPRDData, PRDData, CMCoPRDAdd, CMCoPRDWr); 

input ['PAR_pRD_AWIDTH-1: O] CMCoPRDAdd; 
input ['PAR_PRD_DWIDTH-1 : OJ CMCoPRDData; 
output ['PAR_?RD_DWIDTH-1 : OJ PRDData; 
input CMCoPRDWr; 
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10.3 Pattern Recognition Database Sub-module - PHD

10.3.1 Symbol

10.3.2 Highlights

0 Scaleable implementation

. Wraps either RAM or ROM instantiation or can be synthesized latches

10.3.3 Description

The Pattern Recognition Database Memory module is a wrapper for the storage medium used to hold the
pattern recognition database. Only the CPU can write this memory.

10.3.4 Implementation Information

The module can be synthesized or a RAM or ROM cell can be instantiated into the wrapper.

10.3.5 File Names

Top: PRD.v(hd)
Uses: ParserConstants.v(hd),GenericRAM.v(hd)

10.3.6 Pin Descriptions

  

  

 

10.3.6.1 CPU Interface MUX Interface

WW
IN 1 CMC to PRD Write Strobe

CMCoPRDAdd * CMC to PRD Address bus

* uses PARpar)AWIDTH
PRD Data bus

* uses PAR_PRD_DWIDTH
CMCoPRDData CMC to PRD Data bus

* uses PARPRDDWIDTH

10.3.7 Verilog Module

 

 
   

 

 
 

 

   
  

PRDData

/*

PRD.v

*/

‘include "ParserConstants.v"

module PRD(CMCOPRDData. PRDData. CMCOPRDAdd. CMCoPRDWr);

input [‘PARfiPRDJXWIDTH—l : 0] CMCOPRDAdd‘.
input [‘PAR_PRD_DWIDTH-l : O] CMCOPRDData;
output [‘PAR_PRD__DWIDTH-l : 0] PRDData;
input CMCoPRDWr;
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10.4Slicer Instruction Database Sub-module -SID 

10.4.1 Symbol 

~I 10.4.2 Highlights 

• Scaleable implementation 
• Wraps either RAM or ROM instantiation or can be synthesized latches 

10.4.3 Description 

The Slicer Instruction Database module is a wrapper for the storage medium used to hold the pattern 
recognition database. Only the CPU can write this memory. 

10.4.4 Implementation Information 

The module can be synthesized or a RAM or ROM cell can be instantiated into the wrapper. 

10.4.5 File Names 

Top: SID.v(hd) 
Uses: ParserConstants. v(hd),GenericRAM. v(hd) 

10.4.6 Pin Descriptions 

10.4.6.1 CPU Interface MUX Interface 

Signal Dir 
CMCoSIDWr IN 
CMCoSIDAdd IN 

SIDData our 

CMCoSIDData IN 

10.4.7 Verilog Module 

I* 
SID.v 

*/ 
'include "ParscrConstants. v" 

Width Description 
I CMC to SID Write Strobe 

* CMC to SID Address bus 
* uses PAR SID A WIDTH 

* SID Data bus 
* uses PAR SID __ DWIDTH 

* CMC to SID Data bus 
* uses PAR SID DWIDTH 

module SID(CMCoSIDData, SIDData, CMCoSIDAdd, CMCoSIDWr); 

input ['PAR_SID_AWIDTH-1 : OJ CMCoSIDAdd; 
input l'PAR_SID_DWIDTH-1 : 0) CMCoSIDData; 
output ['PAR_SID_DWIDTH-1 : OJ SIDData; 

Confidential 
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input CMCoSIDWr; 
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10.5 CPU Interface MUX and Control Register Sub-module - CMC 

10.S.1 Symbol 

10.5.2 Description 

The CPU Interface MUX and Control Register module controls the communication between the external 
CPU and the Parser. The CMC contains a MUX for the CPU read back. It also contains the control 
register for the Parser. 

10.S.3 File Names 

Top: CMC.v(hd) 
Uses: ParserConstants. v(hd) 

10.5.4 Pin Descriptions 

---
10.S.4.1 General Interface Signals 

Signal Dir Width Description 
Reset N IN 1 Reset - active low. 

·--

MCLK IN I Module Clock. 
Parser En OUT I Parser Enable bit from control register. 

When this bit becomes active 

10.5.4.2 Slicer Instruction Database Interface 

Signal Dir Width Description 
CMCoSIDWr OUT I CMC to SID Write Strobe 
CMCoSIDAdd OUT * CMC to SID Address bus 

* uses P AR_SID A WIDTH 
SIDData IN * SID Data bus 

* uses PAR SID DWIDTH 
CMCoSIDData OUT * CMC to SID Data bus 

* uses PAR SID DWIDTH 

10.5.4.3 Pattern Recognition Database Interface 

Signal Dir Width Description 
CMCoPRDWr OUT I CMC to PRD Write Strobe 
CMCoPRDAdd OUT * CMC to PRD Address bus 

* uses PAR PRD A WIDTH 
PRDData IN * PRO Data bus 

* uses PAR_PRD DWIDTH 
CMCoPRDData OUT * CMC to PRD Data bus 

* uses PAR PRD_DWIDTH 
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10.5 CPU Interface MUX and Control Register Sub-module - CMC

10.5.1 Symbol

10.5.2 Description

The CPU Interface MUX and Control Register module controls the communication between the external
CPU and the Parser. The CMC contains a MUX for the CPU read back. It also contains the control

register for the Parser.

10.5.3 File Names

Top: CMC.v(hd)
Uses: ParserConstants.v(hd)

10.5.4 Pin Descriptions

10.5.4.1 General Interface Signals

Reset__N Reset - active low.
MCLK Module Clock.

Pei-Serb] Parser Enable bit from control register.When this bit becomes active

  
  
 

 
   

  
 

 
 
 

  
 

   

10.5.4.2 Slicer Instruction Database Interface

m Descfi-tion
CMCoSIDWr CMC to SlDeritewStrobe
CMCoSIDAdd CMC to SID Address bus

* uses PAR,SIDAWIDTH
SID Data bus

* uses PAR_SIDDWIDTH
CMCoSIDData CMC to SID Data bus

* uses PAR_SID__DWIDTH

10.5.4.3 Pattern Recognition Database Interface

“ISM—_-
CMCoPRDWr OUT CMC to PRD Write Strobe

CMCoPRDAdd OUT CMC to PRD Address bus

* uses PAR_PRD_AWIDTH

—--_* uscs PARPRDDWIDTH

.I_* uses PAR_PRDDWIDTH
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10.5.4.4 Slicer Interface 

Signal Dir Width Description 
SiAdd IN * Slicer Address bus 

* uses PAR SID_A WIDTH 
COCoSiData OUT * CMC to Slicer Data bus 

* uses PAR SID DWIDTH 

10.5.4.5 Pattern Recognition Engine Interface 

Signal Dir Width Descriotion 
PREAdd IN * Pattern Recognition Engine Address bus 

* uses PAR PRD A WIDTH 
BaseOffset OUT 4 Base Offset. 

This is the first offset the Pattern Recognition Engine will 
check. 

CMCoPREData OUT * CMC to Pattern Rcognition Engine Data bus 
* uses PAR PRD DWIDTH 

10.S.4.6 Host Interface Signals 

Signal Dir Width Description 
ParserSel_N IN 1 Parser Select - active low. 

ParserSel_N is sampled on the rising edge of MCLK. If it 
is active, it signifies that the external host is attempting to 
access the parser. 

Host Write IN I Write. 
Write is sampled on the rising edge ofMCLK. This signal 
is only valid when ParserSel _N is active. If this signal is 
active, the host is attempting to write to the parser. Inactive 

I--
this signal sign signifies a read from the oarser. 

HostBlast_N IN I Burst Last - active low. 
HostBlast_N is sampled on the rising edge of MCLK. 
HostBlast_N tells the parser that the current transfer is the 
last transfer in this burst. 

HostWait_N IN I Wait - active low. 
HostWait_N is sampled on the rising edge of MCLK. The 
host asserts HostWait_N when it wishes to slow transfers 
between itself and the oarser. 

ParHostReady _N OUT I Parser to Host Ready- active low. 
ParHostReady_N should be sampled on the rising edge of 
MCLK. The parser returns ParHostReady_N when the 
current cycle is completed. For a write operation, 
ParHostReady_N means that the HostDataln bus has been 
latched. For a read operation ParHostReady_N means that 
the requested data is on the ParHostDataOut bus and is 
valid. ParHostReady N is blocked bv Host Wait N. 
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10.5.4.4 Slicer Interface

m-m

  SiAdd IN * Slicer Address bus

* uses PAR~SID__AWIDTH
COCoSiData OU'I‘ * CMC to Slicer Data bus

* uses PAR_SID_DW'IDTH

10.5.4.5   

   
  
  

  Pattern Recognition Engine Interface

m
PREAdd IN * Pattern Recognition Engine Address bus

OUT 4

OUT *

* uses PAR_PRD_AWIDTH

10.5.4.6 Host Interface Signals

Base Offset.

Width Descrition

IN 1

 

  
  

  
 

 

BaseOffset

 

CMCoPREData

 

This is the first offset the Pattern Recognition Engine will

ParserSel‘N Parser Select — active low.

check.

CMC to Pattern Rcognition Engine Data bus
* uses PAR_PRD_DWIDTH

ParserSeLN is sampled on the rising edge of MCLK. If it
is active, it signifies that the external host is attempting to

__T access the parser.
HostWrite IN I Write.

Write is sampled on the rising edge of MCLK. This signal
is only valid when ParserSel _N is active. If this signal is
active, the host is attempting to write to the parser. Inactive

_ this signal sign signifies a read from the parser.
HostBlasth IN 1 first Last — active low.

HostBlast_N is sampled on the rising edge of MCLK.
HostBlast_N tells the parser that the current transfer is the
last transfer in this burst.

HostWaiLN IN 1 Wait — active low.

HostWait_N is sampled on the rising edge of MCLK. The
host asserts HostWaitmN when it wishes to slow transfers

betyveen itself and theparser.
ParHostReadygN OUT 1 Parser to Host Ready -— active low.

ParHostReady_N should be sampled on the rising edge of

MCLK. The parser returns Parl—IostReady_N when the
current cycle is completed. For a write operation.
ParHostReadyMN means that the HostDataIn bus has been
latched. For a read operation ParHostReady-N means that

the requested data is on the ParHostDataOut bus and is
valid, ParHostRead _N is blocked b HostWait_N.
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HostAddress IN 13 Host Address bus. 

HostAddress is sampled on the rising edge of MCLK if 
ParserSel_N is active. This bus defines the first address in 
this burst to access in the 64 Kilobyte address space of the 

Parsec __ See S<':.cli'?.!l..X-x:.:x__f~?~ ~e A.-..9..~~~~~-Util_iza_tion Map. 
HostByteEn_N IN 8 I Host Byte Enable bus - Active low. 

_ 1 _ _!Iost~ait_N i~ __ S~@Pled_~~1ti._~_~i~_i11g_e.<:fge. ()f Mf:1-,~-- _ . 
: Host Data Input bus. 
; HostDataln is sampled on the rising edge of MCLK if 
!)-lostWrite is active and HostWait_N is inactive._ 

ParHostDataOut ParserHost Data Output bus. OUT j 64 
! ParHostDataOut should be sampled on the rising edge of 

MCLK. Data on this bus is valid during a read cycle when 
ParHostReady _N is active. 

10.5.5 Verilog Module 

/* 
CMC.v 
CMC - CPU Interface MUX and Control Register Module 

*I 
'include "ParserConstants.v" 

module CMC(Reset_N, MCLK ,ParserEn, CMCoSIDWr, CMCoSIDAdd, SIDData, CMCoSIDData, 
CMCoPRDWr. CMCoPRDAdd, PRDData, CMCoPRDData, SIAdd, CMCoSIData, PREAdd, BaseOffset, 
CMCoPREData, ParserScl_N, HostWrite, HostBlast_N, HostWait_N, ParHostReady_N, HostAddress, 
HostDataln, ParHostDataOut); 

// General Interface Interface 
input Reset_N; 
input MCLK; 
output ParscrEn; 
II Sicer Instruction Database Interface 
output CMCoSIDWr; 
output l'PAR_SID_AWIDTH-1 : OJ CMCoSIDAdd; 
input ['PAR_SID_DWIDTH-1 : O] SIDData; 
output ['PAR_SID_AWlDTH-1: 0) CMCoSIDData; 
II Pattern Recognition Database Interface 
output CMCoPRDWr; 
output ['PAR_PRD_AWIDTH-1: OJ CMCoPRDAdd; 
input ['PAR_PRD_DWIDTH-1 : 0] PRDData; 
output ['PAR_PRD_DWIDTH-1 : OJ CMCoPRDData; 
// Slicer Interface 
input ['PAR_SID_AWIDTH-1: 0) SIAdd; 
output ['PAR_SID_DWIDTH-1 : 0] CMCoSIData; 
// Pattern Recognition Engine Interface 
input ['PAR_PRD_AWIDTH-1: 0) PREAdd; 
output ['P AR_BASE_OFF _ WIDTH-I : OJ BaseOffset; 
output ['PAR_PRD_DWIDTH-1 : OJ CMCoPREData; 
//Host Interface 
input ParserSel_N; 
input HostWrite; 
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HostAddress Host Addressbus.

HostAddressis sampled on the rising edge of MCLK if
ParserSeLN is active. This bus defines the first address in

this burst to access in the 64 Kilobyte address space of the

,__W W Parser;See $999912; X-J‘WfQLLhe AsldiessUtilization Map

HostByteEan , i 1 Host Byte Enable bus — Active low.
WWW _._.. ._ ”g” ,1 J!ostWait_N1532131519595:risingedgeof MCLK

HostDataln iHost Data Input bus
. HostDataInIS sampled on the rising edge of MCLK if

“M W.” .,,, .‘Hostflgjte1s active and HostWaitmNis 1nact1ve
ParHostDataOut ? i iParserHost Data Output bus.

' ' i ParHostDataOut should be sampled on the rising edge of
MCLK. Data on this bus is valid during a read cycle when
ParHostRead _N is active.

 
10.5.5 Verilog Module

/*
CMC.v

CMC - CPU Interface MUX and Control Register Module

*/
‘include "ParserConstants.v"

module CMC(Reset_N, MCLK ,ParserEn, CMCoSIDWr, CMCoSIDAdd, SIDData. CMCoSIDData,
CMCoPRDWr. CMCoPRDAdd, PRDData. CMCoPRDData, SlAdd, CMCoSlData. PREAdd, BaseOffset,

CMCoPREData, ParserSel_N, HostWrite, HostBlast_N, HostWait_N, ParHostReady_N, HostAddress,
HostDataIn, ParHostDataOut);

// General Interface Interface

input Reset_N;

input MCLK;
output ParserEn;
// Sicer Instruction Database Interface

output CMCoSIDWr;
output [‘PAR_SID*AWIDTH-l : 0] CMCoSIDAdd;

input [‘PAR,SID_DWIDTH~1 : O] SIDData;
Output [‘PAR_SID_AWIDTH—1 : 0] CMCoSIDData;
// Pattern Recognition Database Interface
output CMCoPRDWr;

output [‘PAR,PRD_AWIDTH-1 : 0] CMCoPRDAdd;
input [‘PAR_PRD_DWIDTH—l : 0] PRDData;
output [‘PAR.PRD_DWIDTH~1 : O] CMCoPRDData;
// Slicer Interface

input [‘PAR,SID__AWIDTH—l : 0] SlAdd;
output [‘PAR_SID_DWIDTH—l : O] CMCoSlData;

// Pattern Recognition Engine Interface

input [‘ PAR_PRD__AWIDTH~1 : 0] PREAdd;
output [‘PAR_BASE_OFF_WIDTH—l : 0] BaseOffset;
output [‘PAR_PRD_DWIDTHol : 0] CMCoPREData;
”Host Interface

input ParserSel_N;
input HostWrite;
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input HostBlast_N; 
input HostWait_N; 
output ParHostReady_N; 
input ['PAR_HOST _A WIDTH-I : OJ HostAddress; 
input ['PAR_HOST_DWIDTH-1 : OJ HostDataln; 
output ['PAR_HOST_DWIDTH-1 : OJ ParHostDataOut; 

CONFIDENTIAL 
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10.6 Parser Input Buffer Sub-module - PIB 

10.6.1 Symbol 

10.6.2 Highlights 

• Scaleable implementation 
• Asynchronous three ported RAM 
• Can be build from three separate single port RAM cells 
• Wraps either RAM instantiation or can be synthesized latches 
• Separate dual read and a single \vrite interfaces 

10.6.3 Description 

The Parser Input Buffer is a wrapper for the buffer that is used to store the start of the packet. It is three 
ported with separate dual read and a single write interfaces. The data from the DataPort interface is stored 
in one of three logical or physical buffers through the write port. The Pattern Recognition Engine uses one 
of the read ports and the Slicer uses the other. The three interfaces never access the same third of the 
buffer at the same time. Each of the interfaces looks like a single buffer to the attached modules. The 
Parser Input Buffer controls which of the three buffers the module is controlling. When the first packet 
comes in the DataPort Interface Control module writes the data into one of the three buffers. It then 
increments a modulo three counter to point to the next buffer. The Pattern Recognition Engine will then 
begin processing the packet. Finally after the Pattern Recognition Engine is finished the Slicer will get 
access to the buffer. In this way each of the three processes have access to a buffer and each get access to 
the packet in turn. 

10.6.4 Implementation Information 

The module can be synthesized or RAM cells can be instantiated into the wrapper. The instantiated RAM 
can be either a single three ported cell or three separate RAM cells. The Parser Input Buffer can be three 
separate RAM cells because the control logic will never try to read and write the same third of the buffer 
at the same time. 
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10.6 Parser Input Buffer Sub-module ~— PIB

10.6.1 Symbol

wimanfimiamt m

vie-usinamgsi at

w
, ~3'lfiiimml'

- as: amine n; 
10.6.2 Highlights

Scaleable implementation

Asynchronous three ported RAM

Can be build from three separate single port RAM cells
Wraps either RMVI instantiation or can be synthesized latches

Separate dual read and a single write interfaces
0....

10.6.3 Description

The Parser Input Buffer is a wrapper for the buffer that is used to store the start of the packet. It is three
ported with separate dual read and a single write interfaces. The data from the DataPort interface is stored

in one of three logical or physical buffers through the write port. The Pattern Recognition Engine uses one
of the read ports and the Slicer uses the other. The three interfaces never access the same third of the
buffer at the same time. Each of the interfaces looks like a single buffer to the attached modules. The
Parser Input Buffer controls which of the three buffers the module is controlling, When the first packet
comes in the DataPort Interface Control module writes the data into one of the three buffers. It then

increments a modulo three counter to point to the next buffer. The Pattern Recognition Engine will then

begin processing the packet. Finally after the Pattern Recognition Engine is finished the Slicer will get
access to the buffer. In this way each of the three processes have access to a buffer and each get access to
the packet in turn.

10.6.4 Implementation Information

The module can be synthesized or RAM cells can be instantiated into the wrapper. The instantiated RAM
can be either a single three ported cell or three separate RAM cells. The Parser Input Buffer can be three
separate RAM cells because the control logic will never try to read and write the same third of the buffer
at the same time.
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10.6.s File Names 

Top: PIB. v(hd) 
Uses: ParserConstants.v(hd), Generic3PortRAM. v(hd) 

10.6.6 Pin Descriptions 

··--
10.6.6.1 General Interface Signals 

Signal Dir Width Description 
Reset N IN 1 Reset - active low. 

·-
MCLK IN 1 Module Clock. 
ParserEn IN I Parser Enable bit from control register 

10.6.6.2 DataPort Interface 

Signal Dir Width Description 
DPData IN * DataPort Data bus. 

* Uses PAR DP DWIDTH 

----·--"••"" 
10.6.6.3 DataPort Interface Control Interface 

Signal Dir Width Description 
DPICAdd IN * DataPort Interface Control Address bus. 

* Uses PAR PIB A WIDTH 
DPICDone IN I DataPort Interface Control Done. 

This input is used to tell the Parser Input Buffer that the 
DataPort Interface Control module has finished writing the 
buffer. The Parser Input Buffer also uses this signal to 
increment it's internal pointer so that the next address from 
the DataPort Interface Control will point to the next packet 
buffer. DPICAdd is ignored for one cycle after DPICDone 
is active. 

DPICWriteStb IN I DataPort Interface Control Write Strobe. 

•.. 
10.6.6.4 Pattern Recognition Engine Interface 

Sh!nal Dir Width Description 
PREnPIBAdd IN * Pattern Recognition Engine Parser Input Buffer Address 

bus. 
* Uses PAR_PIB_A WIDTH 
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10.6.5 File Names

Top: PIB.v(hd)

Uses: ParserConstants.v(hd), Generic3PortRAM.v(hd)

10.6.6 Pin Descriptions

10.6.6.1 General Interface Signals

mm Width
Reset_N Reset- active low
MCLK Module Clock.

MIN-_ Parser Enable bit from control re;ister

  
 

  
 

 

 
 

 

10.6.6.2

Him-mm.-
DPData IN DataPort Data bus

* Uses PAR_DPDWIDTH

10.6.6.3

Dir Width

DPICAdd DataPort Interface Control Address bus.

* Uses PAR,PIB_AWIDTH
DPICDone IN 1 DataPort Interface Control Done.

This input is used to tell the Parser Input Buffer that the
DataPort Interface Control module has finished writing the

buffer. The Parser Input Buffer also uses this signal to
increment it‘s internal pointer so that the next address from
the DataPort Interface Control will point to the next packet
buffer. DPICAdd is ignored for one cycle after DPICDone
is active.

DataPort Interface Control Write Strobe.

DataPort Interface 

 
 

  

 

 

 
   

   
  
   

 

 

DataPort Interface Control Interface

 
 

 
 

  

  

  

 
 DPICWriteStb

 

 

  
 

  

10.6.6.4 Pattern Recognition Engine Interface

“INN! WidthPREnPIBAdd Pattern Recognition Engine Parser Input Buffer Address
bus

* Uses PAR_PIB_AWIDTH
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10.6.6.4 Pattern Recognition Engine Interface 

Si2nal Dir Width Description 
PREDone IN 1 Pattern Recognition Engine Done. 

This input is used to tell the Parser Input Buffer that the 
Pattern Recognition Engine has finished processing the 
current packet and the buffer can be freed. The Parser Input 
Buffer also uses this signal to increment it's internal pointer 
so that the next address from the Pattern Recognition 
Engine will point to the next packet buffer. PREnPIBAdd 
is ignored for one cycle after PREDone is active. 

PIBuPREData OUT * Parser Input Buffer to Pattern Recognition Engine Data bus. 
* Uses PAR PIB DWIDTH 

--··- --··-· ~---
10.6.6.5 Slicer Interface 

Sh~nal Dir Width Description 
SIPIBAdd IN * Slicer Parser Input Buffer Address bus. 

* Uses PAR PIB A WIDTH 
SIDone IN I Slicer Done. 

This input is used to tell the Parser Input Buffer that the 
Slicer has finished processing the current packet and the 
buffer can be freed. The Parser Input Buffer also uses this 
signal to increment it's internal pointer so that the next 
address from the Slicer will point to the next packet buffer. 

PIBuSIData OUT 

10.6.7 Verilog Module 

/* 
PIB.v 

*I 
'include "ParserConstants. v" 

SIPIBAdd is ignored for one cycle after SIDone is active. 

* Parser Input Buffer to Slicer Data bus. 
* Uses PAR PIB DWIDTH 

module PIB(Reset_N, MCLK ,ParserEn, DPData, DPICAdd, DPICDone, DPICWrStb, PREnPIBAdd, 
PREDone, PIBuPREData, SlPIBAdcl, SIDone, PIBuSIData); 

input Reset_N; 
input MCLK; 
input ParserEn; 
input DPICDone; 
input DPICWrStb; 
input PREDone; 
input S!Done; 
input ['PAR_PIB_DWIDTH-1 : OJ DPData; 
input ['PAR_pIB_AWIDTH-1 : OJ DPICAdd; 
input ['PAR_PIB_A WIDTH-I : O] PREnPIBAdd; 
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1066.4 Pattern Recognition Engine Interface

Width Descri . tion

1 Pattern Recognition Engine Done.

This input is used to tell the Parser Input Buffer that the

PIBuPREData -

Pattern Recognition Engine has finished processing the

10.6.6.5

 

current packet and the buffer can be freed. The Parser Input

Buffer also uses this signal to increment it’s internal pointer
so that the next address from the Pattern Recognition

Engine will point to the next packet buffer. PREnPIBAdd
‘ ' nored for one c cle after PREDone is active.

Parser Input Buffer to Pattern Recognition Engine Data bus.
* Uses PARflPIB _DWIDTH  

 
   

 
  

Slicer Interface

SlPIBAdd Slicer Parser Input Buffer Address bus
* Uses PAR_PIB_AWIDTH
Slicer Done.

This input is used to tell the Parser Input Buffer that the

Slicer has finished processing the current packet and the
buffer can be freed. The Parser Input Buffer also uses this
signal to increment it’s internal pointer so that the next
address from the Slicer will point to the next packet buffer.
SlPIBAdd is inored for one c cle after SlDone is active.

PIBuSIData OUT * Parser Input Buffer to Slicer Data bus.
* Uses PAR_PIB_DVWDTH

10.6.7 Verilog Module

  
 
 

  

   
  
  

 

SlDone

  
 

 
[at
PIB.V

*/

‘include "ParserConstants.v"

module PIB(Reset_N. MCLK ,ParserEn, DPData, DPICAdd, DPICDone, DPICWrStb, PREnPIBAdd.
PREDone, PIBuPREData, SlPIBAdd, SlDone, PIBuSlData);

input ResetmN;
input MCLK;
input ParserEn;
input DPICDone;
input DPICWrStb',
input PREDone;
input SlDone;
input [‘PAR_PIB_DWIDTH-l : 0] DPData;

input [‘PARfiPIB_AWIDTH-i : 0] DPICAdd;
input [‘PAR_PIB_AWIDTH-1 : O] PREnPIBAdd; 
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input ['PAR_PIB_AWIDTH-1 : 0) SIPIBAdd; 
output ['PAR_PIB_DWIDTH-1 : 0) PIBuPREData; 
output ['PAR_PIB_DWIDTH-1 : O] PIBuSIData; 
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input [‘PAR,PIB_,AWIDTH~] : 0] SlPIBAdd;
output [‘PmPIBmDMDTH-l : 0] PIBuPREData;
output [‘PAR_PIB_DW"IDTH—l : O] PIBuSlData;
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10. 7 Parser Output Buffer Sub-module - POB 

10.7.1 Symbol 

10.7.2 Highlights 

• Scaleable implementation 
• Asynchronous dual ported RAM 
• Can be build from two separate single port RAM cells 
• Wraps either RAM instantiation or can be synthesized latches 
• Separate read and write interfaces 

10.7.3 Description 

The Parser Output Buffer is a wrapper for the buffer that is used to store the output of the Slicer. It is dual 
ported with separate read and write interfaces. The write interface is controlled by the Slicer. The read 
interface is controlled by the Analyzer Interface Control logic. The Parser Output Buffer maintains a 
pointer to the two buffers such that one buffer is controled by the Slicer and one is controlled by the 
Analyzer Interface Control logic. 

10. 7 .4 Implementation Information 

The module can be synthesized or RAM cells can be instantiated into the wrapper. The instantiated RAM 
can be either a single dual ported cell or two separate RAM cells. The Parser Output Buffer can be two 
separate RAM cells because the control logic will never try to read and write the same half of the buffer at 
the same time. 

10.7.5 File Names 

Top: POB.v(hd) 
Uses: ParserConstanls. v(hd), Generic2PortRAM. v(hd) 
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10.7.6 Pin Descriptions 

10.7.6.1 General Interface Signals 

Si~nal Dir Width Description 
Reset_N IN I Reset - active low. 
MCLK IN I Module Clock. 
ParserEn IN 1 Parser Enable bit from control register 

10.7.6.2 Slicer Interface 

Signal Dir Width Description 
SIPOBAdd IN * Slicer Parser Output Buffer Address bus. 

* Uses PAR POB A WIDTH ~-·-·· 
SIDone IN I Slicer Done. 

This input is used to tell the Parser Output Buffer that the 
Slicer has finished processing the current flow and the 
buffer can be sent to the Analyzer. The Parser Output Buffer 
also uses this signal to increment it's internal pointer so that 
the next address from the Slicer will point to the next flow 
buffer. SIPOBAdd is ignored for one cycle after SIDone is 
active. 

SIWrStb IN 1 Slicer Write Strobe. 
SIPOBData IN * Slicer to Parser Output Buffer Data bus. 

* Uses PAR POB DWIDTH 

10.7.6.3 Analyzer Interface Control Interface 

Signal Dir Width Description 
AICoPOBAdd IN * Analyzer Interface Control to Parser Output Buffer Address 

bus. 
* Uses PAR POB A WIDTH 

·---
AICDone IN I Analyzer Interface Control Done. 

This input is used to tell the Parser Output Buffer that the 
Analyzer Interface Control has finished sending the current 
flow to the Analyzer. The Parser Output Buffer also uses 
this signal to increment it's internal pointer so that the next 
address from the Analyzer Interface Control will point to the 
next flow butler. AICoPOBAdd is ignored for one cycle 
after AICDone is active. 

10.7.6.4 Analyzer Interface 

Signal Dir Width Description 
Parser Data OUT * Parser Data bus. 

* Uses PAR ANA DWIDTH 
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10.7.6 Pin Descriptions

  
 

 

10.7.6.1 General Interface Signals

Reset_N IN 1 Reset - active low.
MCLK IN 1 Module Clock.

Parser Enable bit from control reister  
 

 
 

 

  
  
  

  
 

  
  

10.7.6.2 Slicer Interface

“[53 Width Descri . tion
SlPOBAdd IN * Slicer Parser Output Buffer Address bus.

* Uses PAR,POB_AWIDTH
SlDone IN 1 Slicer Done.

This input is used to tell the Parser Output Buffer that the
Slicer has finished processing the current flow and the

buffer can be sent to the Analyzer. The Parser Output Buffer
also uses this signal to increment it’s internal pointer so that
the next address from the Slicer will point to the next flow

buffer. SlPOBAdd is ignored for one cycle after SlDone is
active.

SlWrStb Slicer Write Strobe.

SlI’OBData * Slicer to Parser Output Buffer Data bus.
5* Uses PAR_POB_DWIDTH

10.7.6.3 Analyzer Interface Control Interface

AICoPOBAdd Analyzer Interface Control to Parser Output Buffer Address
bus,

* Uses PARmPOBflAWIDTH

AICDone Analyzer Interface Control Done.
This input is used to tell the Parser Output Buffer that the
Analyzer Interface Control has finished sending the current
flow to the Analyzer. The Parser Output Buffer also uses
this signal to increment it’s internal pointer so that the next
address from the Analyzer Interface Control will point to the

next flow buffer. AICoPOBAdd is ignored for one cycle
after AICDone is active.

 
 

 
 
 
 

 
   
  

  

10.7.6.4 Analyzer Interface

"El-w
ParserData OUT Parser Data bus.

* Uses PAR_ANA_DWIDTH
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10.7.7 Verilog Module 

I* 
POB.v 

*I 
'include "ParserConstants. v" 

module POB(Reset_N, MCLK ,ParserEn, SIPOBData, SIPOBAdd, SIDone, SIWrStb, 
AICoPOBAdd, AICDone, ParserData); 

input Reset_N; 
input MCLK; 
input ParserEn; 
input SIDone; 
input SlWrStb; 
input AICDone; 
input ['PAR_POB_DWIDTH-1 : OJ SIPOBData; 
input ['PAR_POB_AWIDTH-1 : OJ SIPOBAdd; 
input ('PAR_POB_AWIDTH-1: 0] AICoPOBAdd; 
output ['PAR_POB_DWIDTH-1 : OJ ParserData; 
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10.7.7 Verilog Module

I99hnisellyiElite”, , CONEIPENTIAL

/*

POBN

*/

‘include "Parschonstants.v"

module POB(Reset_N, MCLK ,ParserEn, SlPOBData, SlPOBAdd. SlDone, SIWrStb.
AlCoPOBAdd, AICDone, ParserData);

input Reset_N;
input MCLK;
input ParserEn;
input SlDone;
input SlWrStb;
input AlCDone;
input, [‘PAR_POB_DWIDTH-l : O] SlPOBData;

input [‘PAR_POB_AWIDTH—l : O} SlPOBAdd;
input [‘PAR'POBmAWIDTH-l : 0] AICoPOBAdd;

output [‘PAR_POB_DWIDTH—1 : O] ParserData;
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10.8 Data Port Interface Control Sub-module - DPIC 

10.8.1 Symbol 

10.8.2 Description 

The DataPort Interface Control module handshakes with the external source of packets. The external 
device starts sending the packet to the DataPort Interface Control module by asserting DPPacketDelim. 
The transfer of data is coordinated by the DPDataStb_N/DPReady _N pair. If the external device decides 
to about the packet it can assert DPKillPkt_N. 

10.8.3 Implementation Information 

The Analyzer Interface Control module is implemented as a Moore type finite state machine. Each of the 
outputs of the state machine are registered to assure maximum setup time for the external device. 

10.8.4 File Names 

Top: DPIC.v(hd) 
Uses: ParserConstants. v(hd) 

10.8.5 Pin Descriptions 

~-
10.8.5.1 General Interface Signals 

Si2nal Dir Width Description 
Reset N IN 1 Reset - active low. 
MCLK IN I Module Clock. 
ParserEn IN I Parser Enable bit from control register 

-
10.8.5.2 DataPort Interface 

Si~nal Dir Width Description 
DPPacketDelim IN 1 DataPort Packet Delimiter. 

This signal should be driven active when the external logic 
wants to send a packet to the parser. DPPacketDelim 
should remain active during the entire packet transfer. 
DPPacketDelim must go inactive for one clock between 
packets. 

DPDataStb_N IN 1 DataPort Data Strobe. 
When active, this signal tells the parser that data on the 
DPData bus is valid. If DPReady_N was inactive at the end 
of the previous cycle, DPDataStb_N should not be driven 
active. If DPReady _N goes inactive in the same cycle as 
DPDataStb_N, then the parser will latch the incoming data 
so that no data is Jost. 
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10.8.5.2 DataPort Interface 

Si2nal Dir Width Description 
DPKillPkt_N IN l DataPort Kill Packet. 

If this signal becomes active while DPPacketDelim is 
active, the parser will attempt to stop processing the current 
packet and flush it's input Buffer. If however, parsing of the 
packet is completed, the packet will not be able to be 
recalled. This should only be a problem in a 'cut through' 
implementation. 

DPRcady_N OUT l DataPort Ready- active low. 
This signal when driven active means that the parser can 
accept new data. If however the parser's input Buffer is 
filled, DPReady_N will be driven inactive. To prevent 
overruns, DPReady _N will go inactive when the parser can 
actually accept one more data transfer. 

10.8.5.3 Parser Input Buffer Interface 

Si2nal Dir Width Description 
DPICAdd OUT * DataPort Interface Control Address bus. 

* Uses PAR PIB A WIDTH 
DPICDone OUT 1 DataPort Interface Control Done. 

This output is used to tell the Parser Input Buffer that the 
DataPort Interface Control module has finished writing the 
buffer. 

DPICWriteStb OUT I DataPort Interface Control Write Strobe. 

10.8.5.4 Pattern Recognition Engine Interface 

Si2nal Dir 
PREDone IN 

10.8.6 Verilog Module 

/* 
DPIC.v 

*I 
'include "ParserConstan ts. v" 

Width Description 
I Pattern Recognition Engine Done 

module DPIC(Reset_N, MCLK ,ParscrEn, DPPackctDelim, DPDataStb, DPKillPkt_N, DPRcady_N, 
DPICAdd, DPICDone, DPICWrStb, PREDone); 

input Reset_N; 
input MCLK; 
input ParserEn; 
input DPPacketDelim; 
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DPKillPkt_N DataPort Kill Packet.

If this signal becomes active while DPPacketDelim is

active, the parser will attempt to stop processing the current

packet and flush it’s input Buffer. If however, parsing of the
packet is completed, the packet will not be able to be

recalled. This should only be a problem in a ‘cut through‘
A‘implementation.

DPReady_N DataPort Ready - active low.
This signal when driven active means that the parser can
accept new data. If however the parser’s input Buffer is
filled, DPReady,N will be driven inactive. To prevent
overruns, DPReady_N will go inactive when the parser can
actual] accet one more data transfer,

10.8.5.3 Parser Input Buffer Interface

m—w
DPICAdd OUT DataPort Interface Control Address bus.

* Uses PAR PIB_AWIDTH
DPICDone OUT DataPort Interface Control Done

This output is used to tell the Parser Input Buffer that the
DataPort Interface Control module has finished writing the
buffer.

DPICWriteStb __DataPort Interface Control Write Strobe.

   
  
    

    
 

10.8.5.4 Pattern Recognition Engine Interface

Width

PREDone__Pattern Reco_ nition En ~_ine Done

10.8.6 Verilog Module

 

/*

DPICV

*/

‘include "ParserConstants.v"

module DPIC(Reset.N, MCLK ,ParserEn, DPPacketDelim, DPDataStb, DPKillPkt_N, DPReady_N,
DPICAdd, DPICDone, DPICWrStb, PREDone);

input Reset_N;
input MCLK;
input ParserEn;
input DPPacketDelim;
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input DPDataStb; 
input DPKillPkt_N; 
input PREDone; 
output DPReady_N; 
output DPICDone; 
output DPICWrStb; 
output ['PAR_pIB_AWIDTH-1: OJ DPICAdd; 
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Technically Elite”,
input DPDataStb;
input DPKillPkt‘N;
input PREDone;

output DPReady_N;
output DPICDone;

output DPICWrStb;

output [‘PAR_PIB_AWIDTH-l : O] DPICAdd;

, CONEIQENTIAL
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10.9 Analyzer Interface Control Sub-module -AIC 

10.9.1 Symbol 

10.9.2 Description 

The Analyzer Interface Control module handshakes with the Analyzer in order to transfer the flow key for 
further processing. The Analyzer Interface Control module starts a transfer to the Analyzer by asserting 
ParserKeyDelim. It then transfers the data via the AnalyzerReady/ParserDataAvail handshake pair. 
The Analyzer Interface Control module also sends the address of the data to be sent to the Parser Output 
Buffer. 

10.9.3 Implementation Information 

The Analyzer Interface Control module is implemented as a Moore type finite state machine. Each of the 
outputs of the state machine are registered to assure maximum setup time for the Analyzer interface. 

10.9.4 File Names 

Top: AIC. v(hd) 
Uses: ParserConstants. v(hd) 

10.9.5 Pin Descriptions 

10.9.5.1 General Interface Signals 

Sismal Dir Width 
Reset_N IN I 
MCLK IN 1 
ParserEn IN 1 

10.9.5.2 Analyzer Interface 

Shtnal Dir Width 
Analyzer Ready IN 1 

ParserKeyDelim OUT 1 

ParserDataA vail OUT 1 

Descriotion 
Reset - active low. 
Module Clock. 
Parser Enable bit from control reizister 

Description 
Analyzer Ready. 
This si1znal tells the oarser that the analvzer can accent data. 
Parser Key Delimiter. 
The ParserKeyDelim signal becomes active when the first 
quadword of a new key is ready to transfer to the analyzer. It 
goes inactive when the last quadword of the key is 
transferred. 
Parser Data Available. 
If this signal is active the data on the ParserData bus is 
valid. 
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10.9Analyzer Interface Control Sub-module -AIC

10.9.1 Symbol

10.9.2 Description

The Analyzer Interface Control module handshakes with the Analyzer in order to transfer the flow key for
further processing. The Analyzer Interface Control module starts a transfer to the Analyzer by asserting

ParserKeyDelim. It then transfers the data via the AnalyzerReady/ParserDataAvail handshake pair.
The Analyzer Interface Control module also sends the address of the data to be sent to the Parser Output
Buffer.

10.9.3 Implementation Information

The Analyzer Interface Control module is implemented as a Moore type finite state machine. Each of the
outputs of the state machine are registered to assure maximum setup time for the Analyzer interface.

10.9.4 File Names

Top: AIC.v(hd)
Uses: ParserConstants.v(hd)

10.9.5 Pin Descriptions
 

  

 
10.9.5.1 General Interface Signals

Width

—-I_ Reset - active low.
MCLK 1 Module Clock.

1 Parser Enable bit from control re-ister

10.9.5.2 Analyzer Interface

Width

AnalyzerReady IN Analyzer Ready.

This signal tells theparser that the anal zer can accet data.
OUT Parser Key Delimiter.

OUT
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ParserKeyDelim

The ParserKeyDelim signal becomes active when the first
quadword of a new key is ready to transfer to the analyzer. It
goes inactive when the last quadword of the key is
transferred.

Parser Data Available.

If this signal is active the data on the ParserData bus is
valid.

  

ParserDataAvail
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10.9.5.3 Slicer Interface 

Signal Dir Width Description 
SIFlowKeySize IN * Slicer Flow Key Size bus. 

This bus is valid when SIDone is active. It communicates 
the size of the flow key so the Analyzer Interface Control 
can send the right amount of data to the Analyzer. 
* uses PAR_MAX FLOW KEY SIZE 

SIDone IN I Slicer Done. 
This input is used to tell the Analyzer Interface Control that 
the Slicer has finished processing the current packet and can 
be sent to the Analyzer. 

10.9.5.4 Parser Output Buffer Interface 

SiRnal Dir Width Description 
AICoPOBAdd OUT * Analyzer Interface Control to Parser Output Buffer Address 

bus. 
* Uses PAR POB A WIDTH 

AICDone OUT 1 Analyzer Interface Control Done. 
This output is used to tell the Parser Output Buffer that the 
Analyzer Interface Control has finished sending the current 

10.9.6 Verilog Module 

!* 
AIC.v 

*/ 
'include "ParserConstants. v" 

flow to the Analyzer. 

module AIC(Reset_N, MCLK ,ParserEn, AnalyzerReady, ParserKeyDelim, ParserDataAvail, 
S!FlowKeySize, SlDone, AICoPOBAdd,AICDone); 

input Reset_N; 
input MCLK; 
input ParserEn; 
input AnalyzerReady; 
output ParserKeyDelim; 
output ParserDataAvail; 
input SIDone; 
input ['PAR_SL_FKS_ WIDTH-I : 0)S!FlowKeySize; 
output ['PAR_pIB_AWIDTH-1 : 0] AICoPOBAdd; 
output AICDone; 
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10.9.5.3 Slicer Interface

mam-Imm—
SIFlowKeySize IN Slicer Flow Key Size bus.

This bus is valid when SlDone is active, It communicates

the size of the flow key so the Analyzer Interface Control

10.9.5.4 Parser Output Buffer Interface

can send the right amount of data to the Analyzer.
* uses PAR_MAX_,FLOW_KEY_SIZE
Slicer Done.

Analyzer Interface Control to Parser Output Buffer Address
bus,

* Uses PARAPOILAWIDTH

‘ AlCDone OUT Analyzer Interface Control Done.

-.-This output is used to tell the Parser Output Buffer that theAnalyzer Interface Control has finished sending the current ‘
flow to the Anal zer.

 

  
 

 

  

  
 

  

  
 
 

 
  This input is used to tell the Analyzer Interface Control that

the Slicer has finished processing the current packet and can
be sent to the Anal zer. 

 
10.9.6 Verilog Module

/*

AIC.v

*/

‘include "ParserConstants.v"

module AIC(Reset_,N, MCLK ,ParserEn, AnalyzerReady, ParserKeyDelim. ParserDataAvail,
SlFlowKeySize, SlDone, AICoPOBAdd,AICDone);

input ReseLN;
input MCLK;
input ParserEn;
input Analyzechady;

output ParserKeyDelim;
output ParserDataAvail;

input SlDone;
input [‘PARfiSL,FKS_WTDTH-l : 0]SlFlowKeySize;

output [‘PAR_PIB_AWTDTH—1 : O] AICoPOBAdd;
output AlCDonc;
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1 Introduction 

This document is designed to be the repository for all information related to the MeterFlow Accelerator 
Analyzer Module. This specification is designed to provide the engineer with enough information to fully 
implement the module. There will be revisions during and after the implementation process that will be 
reflected in this document. 

Each part of this specification describes a different aspect of the module. It concentrates on the interfaces 
between the analyzer module and the other parts of the system. The other parts of the system include the 
parser module, the host interface module and importantly the software that models, programs and tests the 
system The key to a successful implementation is the interfaces between modules and between sub-module 
and sub-module. Each interface is described in detail. Any changes to the interfaces may affect the entire 
module and even the entire system. Care must be taken that each interface is understood completely before 
implementation is begun. 

2 Technically Elite MeterFlow Accelerator Analyzer Module 
Highlights 

• Flexible Rule-based Traffic Classification 
• State-based Tracking of Traffic 
• Multiple Packets for Layer Processing 
• Internal Cache and Memory Controller 
• Direct High Bandwidth (64 bit) Memory Interface 
• SG/SDRAM Support 
• Programmable Rules/State Processor 
• Selectable Protocols in Flows 
• Future Protocols Support 
• Scalable System Design 
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3 Architectural Overview 

The analyzer module consists five major sub-modules with several supporting sub-modules. The major sub
modules are the flow lookup/update engine, the flow insertion and deletion engine, the state processor, the 
cache, and the unified memory controller. Each of these sub-modules work in parallel to create and update 
flows. 

As a flow key enters the analyzer, the lookup engine attempts to find it in the flow database. If the flow 
exists, the lookup engine retrieves the flow from the cache. It then makes a decision based on the state 
information included in the flow entry to either send it to the state processor or not. In either case it updates 
the flow entry. This updating consists of adding values to counters in the flow database entry. If a flow does 
not exist, the state processor sends the flow key to the flow insertion and deletion engine which adds the 
flow to the database. 

The state processor updates the flow based on the current state and the flow key information. The state 
processor processes single and multi packet protocol recognition. It may have to search through a series of 
possible states to determine the flow's actual state. The result of the state processor's processing is a 
consolidated flow entry. For example, a PointCast session will open multiple conversations that on a packet 
by packet basis look like separate flows. Since each conversation is merely a subflow under the PointCast 
master flow, a single flow that consolidates all of the information for the flow is desired. 

The unified memory controller can be setup to work with various configurations of SDRAM or SGRAM. It 
also controls the SRAM tag memory for shadowing of flow entries. 

The cache is used to optimize memory bandwidth. On a typical network the packets will have a certain 
amount of congruity. This means that the cache can have a high hit rate with. 
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3. 1 Flow Database 

The Flow Database consists of a series of 128 byte entries. Each entry completely describes a flow. The 
format and information contained in the flow is described in section xxx. The database is organized into 
buckets. Each bucket contains n flow entries. N is determined by the designer. Buckets arc accessed via a 
hash value created by the Parser based on information in the packet. This hash spreads the flows across the 
database and is based on a proprietary Technically Elite algorithm. This method allows fast look up of an 
entry while allowing for shallower buckets. The designer selects the bucket depth based on the amount of 
memory attached to the analyzer and the number of bits of the hash value used. For example, for 128k flow 
entries 16 Megabytes are required. Using a 16 bit hash gives two entries per bucket. This has been 
empirically shown to be more than adequate for the vast majority of cases. 
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3.1.1 Extracted Input Data from Parser Diagram 
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3.1.2 Flow Entry Description 
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3.1.2. Flow Entry Description
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4 Top Level MeterFlow Accelerator Analyzer Module Symbol 

ANA_TOP 

ReseLN 
MCLK 

MemClkln MemRAS_N[1 :0) 

MemDataln[63:0] 
MemCAS_N[3:0) 

MemClkEn 
MemClkOut 
MemWR_N 

MemBA 
MemDSF 

MemByteEn_N[7:0) 

MemAdddress(11 :0) 

MemData0ul{63:0J 

HostAddress(21 :OJ MemDlrRead 
AnaHostReady_N 

HostByteEn_N[7:0) 

HostDataln(63:0] AnaHostData0ulf63:0) 

ParserKeyDelim 
ParserDataAvall AnalyzerReady 
ParserData[63:0] 
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4 Top Level MeterFlow Accelerator Analyzer Module Symbol
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5 MeterFlow Accelerator Analyzer Module Top Level Pin 
Descriptions 

5.1.1.1 General Interface Signals 

Signal Dir Width Description 
Reset_N IN 1 Reset• active low. 

When this signal is active the analyzer sets it's registers to 
their default condition and suspends operation. It will only 
respond to host access cycles. 

MCLK IN I Module Clock. 
All internal and external transfers except for memory 
transfers are svnchronized bv this shmal. 

5.1.1.2 Memory Interface 

Shznal Dir Width Description 
MemClkln IN I Memory clock in. 

This si_gnal is used to _generate the memory interface timin_g. 
MemRAS_N OUT * Memory Row Address Strobe bus - active low. 

* uses AN_MEM_RASWIDTH 
MemCAS_N OUT * Memory Column Address Strobe bus- active low. 

* uses AN MEM_CASWIDTH 
MemClkEn OUT 1 Memory Clock Enable. 

Some memories require this signal to be disabled for a 
certain amount of time after reset. 

MemClkOut OUT I Memory Clock Out. 
This signal is used by synchronous memory for all 
operations. MemClkln is buffered and sent out on this pin. 
This helps reduce skew between this clock and the other 
si_gnals. 

MemWR N OUT I Memorv Write - active low. 
MemBA OUT I Memory Bank Address. 

Used by multi-bank memory to select the bank the current 
operation is to operate on. 

MemDSF OUT I Memory Special Function select. 
MemByteEn_N OUT * Memory Byte Enable bus- active low. 

* uses AN MEM BEWIDTH 
MemAddress OUT * Memory Address bus. 

* uses AN_MEM_A WIDTH 
MemDataln IN * Memory Data Input bus. 

* uses AN_MEM DWIDTH 
MemDataOut OUT • Memory Data Output bus. 

"' uses AN_MEM DWIDTH 
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5.1.1.2 Memory Interface 

Signal Dir Width Description 
MemDirRead OUT I Memory Data bus Direction is Read. 

This signal is used to control the tri-state enable on the 
bidirectional memory data bus. If MemDirRead is active 
data is coming into the analyzer from the memory. If it is 
inactive the analyzer is driving data out to the memorv. 

5.1.1.3 Host Interface Signals 

Si2nal Dir Width Description 
AnalyzerSel_N IN I Host interface Analyzer Select - active low. 

AnalyzerSel_N is sampled on the rising edge of MCLK. If it 
is active, it signifies that the external host is attempting to 
access the analyzer. 

HostWritc IN I Write. 
Write is sampled on the rising edge of MCLK. This signal is 
only valid when AnalyzerSel_N is active. If this signal is 
active, the host is attempting to write to the analyzer. Inactive 
this signal sign signifies a read from the analyzer. It should 
also be used to control the direction of the host data bus if it 
is bidirectional. 

HostBlast_N IN I Burst Last - active low. 
HostBlast_N is sampled on the rising edge of MCLK. 
HostBlast_N tells the analyzer that the current transfer is the 
last transfer in this burst. 

HostWait_N IN I Wait - active low. 
HostWait_N is sampled on the rising edge of M CLK. The 
host asserts HostWait_N when it wishes to slow transfers 
between itself and the analyzer. This could also be used by 
additional interface logic to slow transfers so it can multiplex 
the bus down to a smaller size without additional FtrOs. If 
wait is active, Host.Readv N is blocked. 

AnaHostReady _N OUT I Analyzer to Host Ready - active low. 
AnaHostReady _N should be sampled on the rising edge of 
MCLK. The analyzer returns AnaHostReady _N when the 
current cycle is completed. For a write operation, 
AnaHostReady _ N means that the HostDataln bus has been 
latched. For a read operation AnaHostReady _ N means that 
the requested data is on the HostDataOut bus and is valid. 
AnaHostReadv _N is blocked by HostWait N. 

HostAddress IN * Host Address bus. 
HostAddress is sampled on the rising edge of MCLK if 
AnalizerSel_N is active. This bus defines the first address in 
this burst to access in the 32 Megabyte address space of the 
analyzer. See Section x.x.x for the Address Utilization Map. 
* Uses AN HOST A WIDTH 

HostByteEn_N IN * Host Byte Enable bus - Active low. 
HostWait_N is sampled on the rising edge of MCLK. 
* Uses AN_HOST _BEWIDTH 
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ISM-mm MemDirRead OUT Memory Data bus Direction18 Read.
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5.1.1.3 Host Interface Signals 

Si~nal Dir Width Description 
HostDataln IN * Host Data Input bus. 

HostDataln is sampled on the rising edge of M CLK if 
HostWrite is active and HostWait_N is inactive. 
* Uses AN HOST_DWIDTH 

AnaHostDataOut OUT * Analyzer Host Data Output bus. 
AnaHostDataOut should be sampled on the rising edge of 
MCLK. Data on this bus is valid during a read cycle when 
AnaHostRcady _ N is active. 
* Uses AN HOST DWIDTH 

5.1.1.4 Parser Interface 

Signal Dir Width Description 
AnalyzerReady OUT I Analyzer Ready. 

This signal tells the parser that the analyzer can accept data. 
Analyzer Abort OUT 1 Analyzer Abort. 

This signal tells the parser that the analyzer does not need 
any more of the flow key. 

Parser Key Delim IN I Parser Key Delimiter. 
The ParserKeyDelim signal becomes active when the first 
quadword of a new key is ready to transfer to the analyzer. It 
goes inactive when the last quadword of the key is transferred 
or AnalyzerAbort Is active. 

ParserDataA vail IN 1 Parser Data Available. 
If this signal is active the data on the Parser Data bus is valid. 

ParserData IN * Parser Data bus. 

5.1.1.5 Known Flow Interface 

Si~nal Dir Width Description 
PacketRef OUT * Packet Reference number bus. 

This bus outputs the packet reference number copied from 
the UFKB. 
* Uses AN FR WIDTH 

Protocol OUT * Protocol bus. 
This bus outputs the highest level protocol the State 
Processor has determined the packet contains. 
* Uses AN APP WIDTH 

KnownFlowStb OUT I Known Flow Strobe. 
When this signal is active, the data on the PacketRef and the 
Protocol busses are valid. 
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mam-mm—
HostDataIn IN Host Data Input bus.

HostDataIn is sampled on the rising edge of MCLK if
HostWrite is active and HostWait_N is inactive.
* Uses AN_HOSTHDWIDTH

AnaHostDataOut OUT Analyzer Host Data Output bus.

AnaHostDataOut should be sampled on the rising edge of
MCLK. Data on this bus is valid during a read cycle when
AnaHostReady _N is active.
* Uses AN_HOST_‘DWIDTH

5.1.1.4 Parser Interface

  

Width

This sinal tells the arser that the anal zer can accet data.

AnalyzerAbort OUT 1 Analyzer Abort.
This signal tells the parser that the analyzer does not need
an more of the flow kc . ~

ParserKeyDelim Parser Key Delimiter.
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quadword of a new key is ready to transfer to the analyzer. It
goes inactive when the last quadword of the key is transferred
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ParserDataAvail Parser Data Available

If this si_ nalis active the data on the ParserData busis valid.
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5.1.1.5 Known Flow Interface
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PacketRef OUT Packet Reference number bus.

This bus outputs the packet reference number copied from
the UFKB.

* Uses AN_FR_W1DTH
Protocol bus.
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Processor has determined the packet contains.
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6 MeterFlow Accelerator Analyzer Module Top Level VHDL 
Entity 

7 MeterFlow Accelerator Analyzer Module Top Level Verilog 
Module 

8 MeterFlow Accelerator Analyzer Module Top Level Schematic 

Insert Schematic Here 
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9 Analyzer Module Constants Files 

The analyzer module constants files contain a list of constants used to allow rapid configuration of the 
module. For example the size of the Analyzer's input buffer data bus: 

Verilog 

'define AN_UFKB_DWIDTH 64 // Unified Flow Key Buffer Data Bus Width 

VHDL 

constant AN_UFKB_DWIDTH : integer:= 64; •· Unified Flow Key Buffer Data Bus Width 

9. 1 Analyzer module Verilog Constants File - ParserConstants. v 

Insert AnalyzerConstants. v here 

9.2 Analyzer module VHDL Constants File - ParserConstants. vhd 

Insert AnalyzerConstants. vhd here 
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1 O Sub-module Descriptions 

10.1 Unified Flow Key Buffer· UFKB 

10.1.1 Symbol 

10.1.2 Highlights 

• Scalcablc implementation 
• Can be build from four separate dual port RAM cells 
• Wraps either RAM instantiation or can be synthesized latches 
• Separate read and write interfaces 

10.1.3 Description 

The Unified Flow Key Buffer is a wrapper for the buffers that are used to store the flow keys from the 
Parser and modified flow keys from the Lookup and Update Engine and the State Processor. It is four 
ported with separate read and write interfaces. The four connections are to the Parser/Parser Interface 
Control, the Lookup and Update Engine, the State Processor and the Flow Insertion and Deletion Engine. In 
the Unified Flow Key Buffer logic hides from the interface which of the buffers is being accessed. 

When the first word of the flow key arrives from the Parser, the Lookup and Update Engine is notified. The 
Lookup and Update Engine places the first address it wants on the LUEnUFKBAdd bus and asserts 
LUEnUFKBRdReq. If the address requested is in the buffer the Unified Flow Key Buffer asserts 
UFKBuLUERdy. If not it waits for either the data to arrive or the transfer is terminated. Once the Lookup 
and Update Engine finishes processing the flow key it asserts LUEDone. At the same time it will assert 
LUEHoldBuf. LUEHoldBuf tells the system that the buffer is to be sent to the State Processor. 

The State Processor and Flow Insertion and Deletion Engine have similar interfaces except that the data is 
assumed to be already in the buffer so no ready is returned. Also Flow Insertion and Deletion Engine has no 
need to hold the buffer for another process so that once FIDEDone is asserted the buffer is freed. 

10.1.4 Implementation Information 

The module can be synthesized or RAM cells can be instantiated into the wrapper. The instantiated RAM 
should be four separate dual ported RAM cells. 

The RAM must complete a write or read in a single cycle with simultaneous read and write to SEPARATE 
locations. 

10.1.5 File Names 

Top: UFKB.v(hd) 
Uses: AnalyzerConstants. v(hd), Generic4PortRAM.v(hd) 

10.1.6 Pin Descriptions 

10.1.6.1 General Interface Signals 

Si~nal I Dir I Width I Description 
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10.1.6.1 General Interface Signals 

Sie;nal Dir Width Description 
Reset_N IN 1 Reset - active low. 
MCLK IN l Module Clock. 
Analyzer En IN I Analyzer Enable bit from the control register 

l0.1.6.2 Parser Interface 

Signal Dir Width Description 
Analyzer Ready OUT I Analyzer Ready. 

This signal tells the parser that the analyzer can accept data. 
Analyzer Abort OUT I Analyzer Abort. 

This signal tells the parser that the analyzer does not need 
any more of the flow key. It is generated if the Lookup and 
Update Engine asserts LUEDone and not LUEHoldBuf 
before ParserKeyDelim goes inactive. 

ParserKeyDelim IN I Parser Key Delimiter. 
The ParserKeyDelim signal becomes active when the first 
word of a new key is ready to transfer to the analyzer. It goes 
inactive when the last word of the key is transferred. 

ParserDataA vail IN I Parser Data Available. 
If this signal is active, the data on the ParserData bus is 
valid. 

10.1.6.3 Lookup and Update Engine Interface 

Shmal Dir Width Description 
UFKBuLUEData OUT * Unified Flow Key Buffer to Lookup and Update Engine read 

Data bus. 
* Uses AN UFK.B_DWIDTH 

LUEnUFKBData IN * Lookup and Update Engine to Unified Flow Key Buffer write 
Data bus. 
* Uses AN UFKB DWIDTH 

LUEnUFKBAdd IN * Lookup and Update Engine to Unified Flow Key Buffer 
Address bus. 
* Uses AN UFKB AWIDTH 

FlowKeySt OUT I Flow Key Start. 
This signal tells the Lookup and Update Engine that the 
Unified Flow Key Buffer module has placed the first word of 
a flow key buffer. 

UFKBuLUERdy OUT I Unified Flow Key Buffer to Lookup and Update Engine 
Ready. 

UFKBuLUEErr OUT I Unified Flow Key Buffer to Lookup and Update Engine 
Error. Asserted if a read request times out. 

LUEnUFKBRdReq IN l Lookup and Update Engine to Unified Flow Key Buffer Read 
Request. 

LUEnUFKBWrStb IN I Lookup and Update Engine to Unified Flow Key Buffer 
Write Strobe. 
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10.1.6.3 Lookup and Update Engine Interface 

Si2nal Dir Width Description 
LUEDone IN I Lookup and Update Engine Done. 

This input is used to tell the Unified Flow Key Buffer that the 
Lookup and Update Engine has finished with the current 
flow. The Unified Flow Key Buffer also uses this signal to 
increment it's internal pointer so that the next address from 
Lookuo and Uodate Ene:ine will ooint to the next flow buffer. 

LUEHoldBuf IN 1 Lookup and Update Engine Hold Buffer. 
This input is used to tell the Unified Flow Key Buffer that the 
Lookup and Update Engine is transferring processing of this 
buffer to the State Processor. 

10.1.6.4 State Processor Interface 

Si2nal Dir Width Description 
UFKBuSPData OUT * Unified Flow Key Buffer to State Processor read Data bus. 

* Uses AN_UFKB_AWIDTH 
SPrUFKBData IN * State Processor to Unified Flow Key Buffer write Data bus. 

* Uses AN UFKB AWIDTH 
SPrUFKBAdd IN * State Processor to Unified Flow Key Buffer Address bus. 

* Uses AN_ UFKB A WIDTH 
SPFlowKeyAv OUT I State Processor Flow Key Available. 

This signal tells the State Processor that the Unified Flow 
Key Buffer module a flow key for it to process. 

SPrUFKBWrStb IN I State Processor to Unified Flow Kev Buffer Write Strobe. 
SPDone IN I State Processor Done. 

This input is used to tell the Unified Flow Key Buffer that the 
State Processor has finished with the current flow. The 
Unified Flow Key Buffer also uses this signal to increment 
it's internal pointer so that the next address from State 
Processor will point to the next flow buffer. 

SPHoldBuf IN 1 State Processor Hold Buffer. 
This input is used to tell the Unified Flow Key Buffer that the 
State Processor is transferring processing of this buffer to tile 
Flow Insertion and Deletion Ene:ine. 

10.1.6.5 Flow Insertion and Deletion Engine Interface 

Signal Dir Width Description 
UFKBuFIDEData OUT * Unified Flow Key Buffer to Flow Insertion and Deletion 

Engine read Data bus. 
* Uses AN_UFKB_AWIDTH 

FIDEn UFKBAdd IN * Flow Insertion and Deletion Engine to Unified Flow Key 
Buffer Address bus. 
* Uses AN UFKB A WIDTH 

FIDEFlowKeyAv OUT I Flow Insertion and Deletion Engine Flow Key Available. 
This signal tells the Flow Insertion and Deletion Engine that 
the Unified Flow Key Buffer module a flow key for it to 
process. 
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10.1.6.3 Lookup and Update Engine Interface

-IEI Width

 

  
IN 1 Lookup and Update Engine Done.

This input is used to tell the Unified Flow Key Buffer that the
Lookup and Update Engine has finished with the current
flow. The Unified Flow Key Buffer also uses this signal to

. increment it’s internal pointer so that the next address from
Looku- and U date En_ine will oint to the next flow buffer.

LUEHoldBuf IN 1 Lookup and Update Engine Hold Buffer.
This input is used to tell the Unified Flow Key Buffer that the
Lookup and Update Engine is transferring processing of this
buffer to the State Processor.

10.1.6.4 State Processor Interface

  m

“——* Uses ANUFKB“AWIDTH

SPrUFKBData IN State Processor to Unified Flow Key Buffer write Data bus
* Uses AN_ UFKB _AWIDTH

IN State Processor to Unified Flow Key Buffer Address bus.
* Uses AN” UFKB __AWIDTH

SPFlowKeyAv OUT State Processor Flow Key Available.
This signal tells the State Processor that the Unified Flow
Ke Buffer module a flow ke for it to urocess.

SPrUFKBWrStb -_State Processor to Unified Flow Key Buffer Write Strobe.
SI’Donc IN 1 State Processor Done.

IN 1

This input is used to tell the Unified Flow Key Buffer that the

10.1.6.5 Flow Insertion and Deletion Engine Interface

State Processor has finished with the current flow. The

Unified Flow Key Buffer also uses this signal to increment
it’s internal pointer so that the next address from State

Processor willpoint to the next flow buffer,
State Processor Hold Buffer.

This input is used to tell the Unified Flow Key Buffer that the
State Processor is transferring processing of this buffer to the

mumm—
UFKBuFIDEData OUT Unified Flow Key Buffer to Flow Insertion and Deletion

Engine read Data bus.
* Uses AN_UFKB_AWIDTH

FIDEnUFKBAdd Flow Insertion and Deletion Engine to Unified Flow Key
Buffer Address bus.

* Uses AN_ UFKB _AWIDTH

FIDEFlowKeyAv Flow Insertion and Deletion Engine Flow Key Available.
This signal tells the Flow Insertion and Deletion Engine that

the Unified Flow Key Buffer module a flow key for it to
process.
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10.1.6.5 Flow Insertion and Deletion Engine Interface 

Signal Dir Width Description 
FIDEDone IN I Flow Insertion and Deletion Engine Done. 

This input is used to tell the Unified Flow Key Buffer that the 
Flow Insertion and Deletion Engine has finished with the 
current flow. The Unified Flow Key Buffer also uses this 
signal to increment it's internal pointer so that the next 
address from Flow Insertion and Deletion Engine will point 
to the next flow buffer. 

10.1. 7 Verilog Module 

module UFKB(Reset_N, MCLK ,AnalyzerEn ,AnalyzerReady ,AnalyzerAbort 
,ParserKeyOelim ,ParserOataAvail ,UFKBuLUEOata ,LUEnUFKBData 
,LUEnUFKBAdd ,FlowKeySt ,UFKBuLUERdy ,UFKBuLUEErr ,LUEnUFKBRdReq 
,LUEnUFKBWrStb ,LUEDone ,LUEHoldBuf ,UFKBuSPData ,SPrUFKBOata 
,SPrUFKBAdd ,SPFlowKeyAv ,SPrUFKBWrStb ,SPOone ,SPHoldBuf ,UFKBuFIDEData 
,FIDEnUFKBAdd ,FIOEFlowKeyAv ,FIDEDone); 

// General Interface Interface 
input Reset_N; 
input MCLK; 
input AnalyzerEn; 
// Parser Interface 
output AnalyzerReady; 
output AnalyzerAbort: 
input ParserKeyDelim; 
input ParserOataAvail; 
// Lookup and Update Engine Interface 
output ['AN_UFKB_DWIDTH-1 : OJ UFKBuLUEData; 
input ['AN_UFKB_OWIDTH-1 OJ LUEnUFKBData; 
input ('AN_UFKB_AWIDTH-1 : OJ LUEnUFKBAdd; 
output FlowKeySt; 
output UFKBuLUERdy; 
output UFKBuLUEErr; 
input LUEnUFKBRdReq; 
input LUEnUFKBWrStb; 
input LUEDone; 
input LUEHoldBuf; 
II State Processor Interface 
output ('AN_UFKB_DWIDTH-1 : OJ UFKBuSPOata; 
input ('AN_UFKB_OWIOTH-1 OJ SPrUFKBData; 
input ['AN_UFKB_AWIDTH-1 : OJ SPrUFKBAdd; 
output SPFlowKeyAv; 
input SPrUFKBWrStb; 
input SPDone; 
input SPHoldBuf; 
// Flow Insertion and Deletion Engine 
output ['AN_UFKB_DWIDTH-1 : OJ UFKBuFIDEData; 
input ('AN_UFKB_AWIDTH-1 : OJ FIOEnUFKBAdd; 
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output FIDEFlowKeyAv; 
input FIDEDone; 

10.1.8 VHDL Component 

CONFIDENTIAL 
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output FIDEFlowKeyAv;

input FIDEDone;

10.1.8 VHDL Component
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10.2 Lookup and Update Engine - LUE 

10.2.1 Symbol 

10.2.2 Highlights 

• Looks up flow entries 
• Compares flow key from parser to flow entries 
• Updates packet count and byte count tables 
• 64 bit byte count adder with early out 
• Checks flow state to see if processing by the state processor is required 

10.2.3 Description 

The Lookup and Update Engine begins processing as soon as a flow key arrives from the parser. The first 
transfer from the parser contains a hash value that is used as an offset into the flow entry database. The LUE 
checks the entry to see if it matches the flow key by comparing the unique identification for that flow. If 
there is a match, the LUE updates the counters for the flow entry. The LUE also check the entry's flow state 
to see if the flow key needs to be sent to the state processor. 

The Lookup and Update Engine also outputs on a special data bus, two 16 bit values. One value is a word 
from the flow key that can be a packet identifier or any thing else the design wants. The other is the protocol 
identifier for the flow. This can be programmed to output this data on every packet or only for packets that 
the corresponding flow is in the IDENTIFIED state. 

10.2.4 Implementation Information 

10.2.5 File Names 

Top: LUE. v(hd) 
Uses: AnalyzerConstants.v(hd) 

10.2.6 Pin Descriptions 

10.2.6.1 General Interface Signals 

Sismal Dir Width Description 
Reset N IN I Reset • active low. 
MCLK IN 1 Module Clock. 
AnalvzerEn IN I Analvzer Enable bit from the control register 

10.2.6.2 Unified Flow Key Buffer Interface 

Shmal Dir Width Description 
UFKBuLUEData IN * Unified Flow Key Buffer to Lookup and Update Engine read 

Data bus. 
* Uses AN_UFKB_DWIDTH 
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10.2.6.2 Unified Flow Key Buffer Interface 

Signal Dir Width Description 
LUEnUFKBData OUT * Lookup and Update Engine to Unified Flow Key Buffer write 

Data bus. 
* Uses AN UFKB DWIDTH 

LUEnUFKBAdd OUT * Lookup and Update Engine to Unified Flow Key Buffer 
Address bus. 
* Uses AN UFKB AWIDTH 

FlowKeySt IN 1 Flow Key Start. 
This signal tells the Lookup and Update Engine that the 
Unified Flow Key Buffer module has placed the first word of 
a flow key buffer. 

UFKBuLUERdy IN I Unified Flow Key Buffer to Lookup and Update Engine 
Ready. 

UFKBuLUEErr IN I Unified Flow Key Buffer to Lookup and Update Engine 
Error. Asserted if a read request times out. 

LUEnUFKBRdReq OUT I Lookup and Update Engine to Unified Flow Key Buffer Read 
Request. 

LUEnUFKBWrStb OUT I Lookup and Update Engine to Unified Flow Key Buffer 
Write Strobe. 

LUEDone OUT 1 Lookup and Update Engine Done. 
This input is used to tell the Unified Flow Key Buffer that the 
Lookup and Update Engine has finished with the current 
flow. The Unified Flow Key Buffer also uses this signal to 
increment it's internal pointer so that the next address from 
Lookup and Update Engine will point to the next flow buffer. 

LUEHoldBuf OUT l Lookup and Update Engine Hold Buffer. 
This input is used to tell the Unified Flow Key Buffer that the 
Lookup and Update Engine is transferring processing of this 
buffer to the State Processor. 

10.2.6.3 Cache Interface 

Signal Dir Width Description 
CaLUEReady IN 1 Cache to Lookup Engine Ready. 

This signal tells the Lookup Engine that during a read, the 
data on the CaLUEData bus is valid and during a write that 
the Cache has latched the data on the LUEnCaData bus. 

CaLUEData IN * Cache to Lookup Engine Data bus. 
* Uses AN CA DWIDTH 

LUEnCaData OUT * Lookup Engine to Cache Data bus. 
* U,cs AN CA DWIDTH 

LUEAdd OUT * Lookup Engine to Cache Address bus. 
* Uses AN CA A WIDTH 

LUEMemReq OUT I Lookup Engine Memory Request. 
If this signal is active, the address on the LUEAdd bus is 
valid. 

LUEMemWr OUT 1 Lookup Engine Memory Write. 
If this signal is active, the current transaction is a write .. 
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10.2.6.2 Unified Flow Key Buffer Interface

mam-m- Descrition

-I-Lookup and Update Engine to Unified Flow Key Buffer writeData bus.

* Uses AN" UFKB MDWIDTH

OUT Lookup and Update Engine to Unified Flow Key Buffer
Address bus. ‘

FlowKeySt INEI
* Uses AN_ UFKB __AWIDTH

Flow Key Start.

This signal tells the Lookup and Update Engine that the
Unified Flow Key Buffer module has placed the first word of

a flow key buffer.
Unified Flow Key Buffer to Lookup and Update Engine
Read .

Unified Flow Key Buffer to Lookup and Update Engine
Error. Asserted if a read re uest times out.

Lookup and Update Engine to Unified Flow Key Buffer Read
Reuest.

1 Lookup and Update Engine to Unified Flow Key Buffer
Write Strobe.

Lookup and Update Engine Done.
This input is used to tell the Unified Flow Key Buffer that the
Lookup and Update Engine has finished with the current
flow. The Unified Flow Key Buffer also uses this signal to
increment it’s internal pointer so that the next address from
Looku- and Udate En ine will noint to the next flow buffer.

Lookup and Update Engine Hold Buffer.
This input is used to tell the Unified Flow Key Buffer that the
Lookup and Update Engine is transferring processing of this
buffer to the State Processor.

 

UFKBuLUERdy 2‘

UFKBuLUEErr
 

LUEnUFKBRdReq
 

LUEnUFKBWrStb OUT

LUEDone

LUEHoldBuf OUT

10.2.6.3

Inn—'—
CaLUEReady IN Cache to Lookup Engine Ready.

This signal tells the Lookup Engine that during a read, the
data on the CaLUEData bus is valid and during a write that
the Cache has latched the data on the LUEnCaData bus.

- * Uses AN__CA_DWIDTH
LUEnCaData OUT * Lookup Engine to Cache Data bus.

* Uses AN_CA_DWIDTH

Lookup Engine to Cache Address bus.
* Uses AN_CA_AWIDTH

LUEMemReq OUT 1 Lookup Engine Memory Request.
If this signal is active, the address on the LUEAdd bus is
valid.

LUEMemWr Lookup Engine Memory Write.
If this si nal is active, the current transaction is a write.
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10.2.6.4 Known Flow Interface 

Shznal Dir Width Description 
PacketRef OUT * Packet Reference number bus. 

This bus outputs the packet reference number copied from 
the UFKB. 
* Uses AN_FR_WIDTH 

Protocol OUT * Protocol bus. 
This bus outputs the highest level protocol the State 
Processor has determined the packet contains. 
* Uses AN_PRO_ WIDTH 

KnownFlowStb OUT 1 Known Flow Strobe. 
When this signal is active, the data on the PacketRef and the 
Protocol busses are valid. 

10,2.7 Verilog Module 

module LUE(Reset_N, MCLK ,AnalyzerEn ,UFKBuLUEData ,LUEnUFKBData 
,LUEnUFKBAdd ,FlowKeySt ,UFKBuLUERdy ,UFKBuLUEErr ,LUEnUFKBRdReq 
,LUEnUFKBWrStb ,LUEDone ,LUEHoldBuf ,CaLUEData ,LUEnCaData ,LUEAdd 
,LUEMemReq ,LUEMemWr); 

II General Interface Interface 
input Reset_N; 
input MCLK; 
input AnalyzerEn; 
// Unified Flow Key Buffer Interface 
input ['AN_UFKB_DWIDTH-1 : OJ UFKBuLUEData; 
output ['AN_UFKB_OWIDTH-1 OJ LUEnUFKBOata; 
output ['AN_UFKB_AWIDTH-1 : OJ LUEnUFKBAdd; 
input FlowKeySt; 
input UFKBuLUERdy; 
input UFKBuLUEErr; 
output LUEnUFKBRdReq; 
output LUEnUFKBWrStb; 
output LUEDone; 
output LUEHoldBuf; 
II Cache Interface 
input CaLUEReady; 
input ['AN_CA_DWIDTH-1 : OJ CaLUEData: 
output ['AN_CA_DWIDTH-1 OJ LUEnCaData; 
output ['AN_CA_AWIDTH-1 : OJ LUEAdd; 
output LUEMemReq; 
output LUEMemWr; 
// Known Flow Interface 
output ['AN_FR_WIDTH-1 : OJ PacketRef; 
output ['AN_PRO_WIDTH-1 : OJ Protocol; 
output KnownFlowStb; 

10.2.8 VHDL Component 
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10.3Analyzer CPU Interface and Control • ACIC 

10.3.1 Symbol 

10.3.2 Description 

The Analyzer CPU Interface Control module controls the communication between the external CPU and the 
Analyzer. The ACIC contains MUX's for the CPU read back path. It also contains the control register for 
the Analyzer. 

10.3.3 File Names 

Top: ACIC. v(hd) 
Uses: AnalyzerConstants. v(hd) 

10.3.4 Pin Descriptions 

10.3.4.1 General Interface Signals 

Sianal Dir Width 
Reset N IN I 
MCLK IN I 
AnalvzerEn OUT I 

10.3.4.2 Host Interface Signals 

Signal Dir Width 
AnalyzerSel_N IN I 

Host Write IN I 

HostBlast_N IN I 

HostWait_N IN 1 

Deserio ti on 
Reset - active low. 
Module Clock. 
Analvzer Enable bit from the control re2ister 

Description 
Host interface Analyzer Select - active low. 
AnalyzerSel_N is sampled on the rising edge ofMCLK. If it 
is active, it signifies that the external host is attempting to 
access the analyzer. 
Write. 
Write is sampled on the rising edge ofMCLK. This signal is 
only valid when AnalyzerSel_N is active. If this signal is 
active, the host is attempting to write to the analyzer. Inactive 
this signal sign signifies a read from the analyzer. It should 
also be used to control the direction of the host data bus if it 
is bidirectional. 
Burst Last - active low. 
HostBlast_N is sampled on the rising edge ofMCLK. 
HostBlast_N tells the analyzer that the current transfer is the 
last transfer in this burst. 
Wait - active low. 
HostWait_N is sampled on the rising edge ofMCLK. The 
host asserts HostWait_N when it wishes to slow transfers 
between itself and the analyzer. This could also be used by 
additional interface logic to slow transfers so it can multiplex 
the bus down to a smaller size without additional FIFOs. If 
wait is active, HostReadv N is blocked. 
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10.3.4.2 Host Interface Signals 

Signal Dir Width Description 
AnaHostReady_N OUT 1 Analyzer to Host Ready active low. 

( 

AnaHostReady _N should be sampled on the rising edge of 
MCLK. The analyzer returns AnaHostReady _N when the 
current cycle is completed. For a write operation, 
AnaHostReady _N means that the HostDataln bus has been 
latched. For a read operation AnaHostReady _N means that 
the requested data is on the HostDataOut bus and is valid. 
AnaHostReady _N is blocked by HostWait N. 

HostAddress IN * Host Address bus. 
HostAddress is sampled on the rising edge of MCLK if 
AnalizerSel_N is active. This bus defines the first address in 
this burst to access in the 32 Megabyte address space of the 
analyzer. See Section x.x.x for the Address Utilization Map. 
* Uses AN HOST A WIDTH 

HostByteEn_N IN * Host Byte Enable bus - Active low. 
HostWait_N is sampled on the rising edge of MCLK. 
* Uses AN HOST BEWIDTH 

HostDataln IN * Host Data Input bus. 
HostDataln is sampled on the rising edge of MCLK if 
HostWrite is active and HostWait_N is inactive. 
* Uses AN HOST DWIDTH 

AnaHostDataOut OUT * Analyzer Host Data Output bus. 
AnaHostDataOut should be sampled on the rising edge of 
MCLK. Data on this bus is valid during a read cycle when 
AnaHostReady _N is active. 
* Uses AN HOST DWIDTH 

10.3.4.3 Cache Interface 

Signal Dir Width Description 
CaACICReady IN I Cache to Analyzer CPU Interface Control Ready. 

This signal tells the Analyzer CPU Interface Control that 
during a read, the data on the CaACICData bus is valid and 
during a write that the Cache has latched the data on the 
ACICnCaData bus. 

CaACICData IN * Cache to Analyzer CPU Interface Control Data bus. 
* Uses AN CA DWIDTH 

ACICoCaData OUT * Analyzer CPU Interface Control to Cache Data bus. 
* Uses AN CA DWIDTH 

ACICAdd OUT * Analyzer CPU Interface Control to Cache Address bus. 
* Uses AN CA A WIDTH 

ACICMemReq OUT l Analyzer CPU Interface Control Memory Request. 
If this signal is active, the address on the ACICAdd bus is 
valid. 

ACICMemWr OUT I Analyzer CPU Interface Control Memory Write. 
If this signal is active, the current transaction is a write .. 
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10.3.4.4 State Processor Instruction Database Interface 

Signal Dir Width Description 
ACICoSPIDWr OUT 1 Analyzer CPU Interface Control to State Processor 

Instruction Database Write Strobe 
ACICoSPIDAdd OUT * Analyzer CPU Interface Control to State Processor 

Instruction Database Address bus 
* uses AN SPID A WIDTH 

SPIDData IN * State Processor Instruction Database Data bus 
* uses AN_SPID _DWIDTH 

ACICoSPIDData OUT * Analyzer CPU Interface Control to State Processor 
Instruction Database Data bus 
* uses AN_SPID _DWIDTH 

10.3.5 Verilog Module 

module ACIC(Reset_N, MCLK ,AnalyzerEn ,AnalyzerSel_N ,HostWrite 
,HostBlast_N ,HostWait_N ,AnaHostReady_N ,HostAddress ,HostByteEn_N 
,HostDatain ,AnaHostDataOut ,CaACICReady ,CaACICData ,ACICoCaData 
,ACICAdd , ACICMemReq ,ACICMemWr ,AC!CoSPIDWr ,ACICoSPIDAdd ,SPIDData 
,ACICoSPIDData); 

II General Interface Interface 
input Reset_N; 
input MCLk; 
output AnalyzerEn; 
II Host Interface 
input AnalyzerSel_N; 
input HostWrite; 
input HostBlast_N; 
input HostWait_N; 
output AnaHostReady_N; 
input ['AN_HOST_AWIDTH-1 : OJ HostAddress; 
input ['AN_HOST_BEWIDTH-1 : OJ HostByteEn_N; 
input ['AN_HOST_DWIDTH-1 : OJ HostDatain; 
output ["AN_HOST_DWIDTH-1 : OJ AnaHostDataOut; 
II Cache Interface 
input CaACICReady; 
input ['AN_CA_DWIDTH-1 : OJ CaACICData; 
output ["AN_CA_DWIDTH-1 OJ ACICoCaData; 
output ['AN_CA_AWIDTH-1 : OJ ACICAdd; 
output ACICMemReq; 
output ACICMemWr; 
II State Processor Instruction Database Interface 
output AC!CoSPIDWr; 
output ['AN_SPID_AWIDTH-1 : OJ AC!CoSPIDAdd; 
input ['AN_SPID_DWIDTH-1 : OJ SPIDData; 
output ['AN_SPID_DWIOTH-1: OJ ACICoSPIDData; 

10.3.6 VHDL Component 
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10.4 Flow Insertion and Deletion Engine - FIDE 

10.4.1 Symbol 

10.4.2 Highlights 

• Maintains flow entry database 
• Deletes and inserts flows based on a LRU algorithm 
• Builds flows from flow key and State Processor instructions 

10.4.3 Description 

The Flow Insertion and Deletion Engine maintains the flow entry database. Flows are grouped into buckets 
by hash value. When a new flow needs to be inserted first the FIDE sees which of the entries 
in the corresponding bucket is the oldest. It then builds the flow entry from the flow key and State Processor 
instructions. Finally it places the entry in the database. 

10.4.4 Implementation Information 

10.4.5 File Names 

Top: FIDE.v(hd) 
Uses: AnalyzerConstants.v(hd) 

10.4.6 Pin Descriptions 

10.4.6.1 General Interface Signals 

Si~nal Dir Width 
Reset N IN I 
MCLK IN 1 
AnalyzerEn IN 1 

Description 
Reset active low. 
Module Clock. 
Analyzer Enable bit from the control register 

10.4.6.2 Unified Flow Key Buffer Interface 

Shrnal Dir Width Description 
UFKBuFIDEData IN * Unified Flow Key Buffer to Flow Insertion and Deletion 

Engine read Data bus. 
* Uses AN_UFKB_AWIDTH 

FIDEnUFKBAdd OUT * Flow Insertion and Deletion Engine to Unified Flow Key 
Buffer Address bus. 
* Uses AN UFKB AWIDTH 

FIDEFlowKcy Av IN I Flow Insertion and Deletion Engine Flow Key Available. 
This signal tells the Flow Insertion and Deletion Engine that 
the Unified Flow Key Buffer module a flow key for it to 
process. 
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10.4 Flow Insertion and Deletion Engine - FIDE

10.4.1 Symbol

10.4.2 Highlights

0 Maintains flow entry database

0 Deletes and inserts flows based on a LRU algorithm
0 Builds flows from flow key and State Processor instructions

10.4.3 Description

The Flow Insertion and Deletion Engine maintains the flow entry database. Flows are grouped into buckets
by hash value. When a new flow needs to be inserted first the FIDE sees which of the entries

in the corresponding bucket is the oldest. It then builds the flow entry from the flow key and State Processor
instructions. Finally it places the entry in the database.

10.4.4 Implementation Information

10.4.5 File Names

Top: FIDE.V(hd)
Uses: AnalyzerConstants.v(hd)

10.4.6 Pin Descriptions

10.4.6.1 General Interface Signals

m—m
IN Reset - active low.

MCLK IN Module Clock.

Anal zerEn IN Anal zer Enable bit from the control re ister

10.4.6.2 Unified Flow Key Buffer Interface

UFKBuFIDEData IN * Unified Flow Key Buffer to Flow Insertion and Deletion
Engine read Data bust
* Uses ANHUFKBJXWIDTH

FIDEnUFKBAdd OUT * Flow Insertion and Deletion Engine to Unified Flow Key
Buffer Address bus.

* Uses AN_ UFKB _AWIDTI-I

Flow Insertion and Deletion Engine Flow Key Available.
This signal tells the Flow Insertion and Deletion Engine that
the Unified Flow Key Buffer module a flow key for it to
process.
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10.4.6.2 Unified Flow Key Buffer Interface 

SiJ!nal Dir Width Description 
FIDEDone OUT 1 Flow Insertion and Deletion Engine Done. 

This input is used to tell the Unified Flow Key Buffer that the 
Flow Insertion and Deletion Engine has finished with the 
current flow. The Unified Flow Key Buffer also uses this 
signal to increment it's internal pointer so that the next 
address from Flow Insertion and Deletion Engine will point 
to the next flow buffer. 

10.4.6.3 Cache Interface 

Signal Dir Width Description 
CaFIDEReady IN 1 Cache to Flow Insertion and Deletion Engine Ready. 

This signal tells the Flow Insertion and Deletion Engine that 
during a read, the data on the CaFIDEData bus is valid and 
during a write that the Cache has latched the data on the 
FIDEnCaData bus. 

CaFIDEData IN * Cache to Flow Insertion and Deletion Engine Data bus. 
* Uses AN CA DWIDTH 

FIDEnCaData OUT * Flow Insertion and Deletion Engine to Cache Data bus. 
* Uses AN CA_DWIDTH 

FIDEAdd OUT * Flow Insertion and Deletion Engine to Cache Address bus. 
* Uses AN CA A WIDTH 

FIDEMemReq OUT 1 Flow Insertion and Deletion Engine Memory Request. 
If this signal is active, the address on the FIDEAdd bus is 
valid. 

FIDEMemWr OUT 1 Flow Insertion and Deletion Engine Memory Write. 
If this signal is active, the current transaction is a write .. 

10.4.7 Verilog Module 

module FIDECReset_N, MCLK ,AnalyzerEn ,UFKBuFIDEData ,FIOEnUFKBAdd 
,FIDEFlowKeyAv ,FIDEDone ,CaFIDEData ,FIDEnCaData ,FIDEAdd ,FIDEMemReq 
, FIOEMemWr); 

II General Interface Interface 
input Reset_N; 
input MCLK; 
input AnalyzerEn; 
II Unified Flow Key Buffer Interface 
input ['AN_UFKB_OWIDTH-1 : OJ UFKBuFIDEData; 
output ['AN_UFKB_AWIDTH-1 : OJ FIDEnUFKBAdd; 
input FIDEFlowKeyAv; 
output FI DEDone; 
II Cache Interface 
input CaFIDEReady; 
input ['AN_CA_OWIDTH-1 : OJ CaFIDEOata; 
output ['AN_CA_DWIOTH-1 : OJ FIDEnCaData; 
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10.4.6.2 Unified Flow Key Buffer Interface

FIDEDone Flow Insertion and Deletion Engine Done.
This input is used to tell the Unified Flow Key Buffer that the

10.4.6.3 Cache Interface

Flow Insertion and Deletion Engine has finished with the

"In Width
1

  

 

 

 
 
  

  
  

  

current flow. The Unified Flow Key Buffer also uses this

signal to increment it's internal pointer so that the next
address from Flow Insertion and Deletion Engine will point
to the next flow buffer.

CaFIDEReady IN Cache to Flow Insertion and Deletion Engine Readyi
This signal tells the Flow Insertion and Deletion Engine that
during a read, the data on the CaFIDEData bus is valid and
during a write that the Cache has latched the data on the
FIDEnCaData bus.

CaFIDEData IN Cache to Flow Insertion and Deletion Engine Data bus.
* Uses AN_CA_DWIDTH

FIDEnCaData OUT Flow Insertion and Deletion Engine to Cache Data bust
* Uses ANwCAuDWIDTH

FIDEAdd OUT Flow Insertion and Deletion Engine to Cache Address bus.
* Uses AN_CAWAWIDTH

FIDEMemReq OUT Flow Insertion and Deletion Engine Memory Request.
If this signal is active, the address on the FIDEAdd bus is
valid.

FIDEMemWr OUT Flow Insertion and Deletion Engine Memory Write.
If this sinal is active, the current transaction is a write.

 

 
10.4.7 Verilog Module

module FIDE(Reset_N, MCLK ,AnaiyzerEn ,UFKBuFIDEData ,FIDEnUFKBAdd
,FIDEFlowKeyAv ,FIDEDone ,CaFIDEData ,FIDEnCaData ,FIDEAdd ,FIDEMemReq
,FIDEMemwr);

// General Interface Interface

input Reset_N;

input MCLK;
input AnalyzerEn;
// Unified Flow Key Buffer Interface

input [‘AN_UFKB_DNIDTH—l : 0] UFKBuFIDEData;

output [”AN_UFKB_AWIDTH~1 : 0] FIDEnUFKBAdd;
input FIDEFlowKeyAv;
output FIDEDone;
// Cache Interface

input CaFIDEReady;
input [‘ANMCAmDWIDTH-l : 0] CaFIDEData;

output [‘ANfiCA_DNIDTH-1 : O] FtDEnCaData;
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output ('AN_CA_AWIDTH-1 OJ FIDEAdd; 
output FIDEMemReq; 
output FIDEMemWr; 

10.4.8 VHDL Component 
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10.5 State Processor Instruction Database - SP/D 

10.5.1 Symbol 

10.5.2 Highlights 

• Scaleable implementation 
• Wraps either RAM or ROM instantiation or can be synthesized latches 

10.5.3 Description 

The State Processor Instruction Database module is a wrapper for the storage medium used to hold the State 
Processor Instruction database. Only the CPU can write this memory. The CPU interface is active if 
AnalyzerEn is active. 

10.5.4 Implementation Information 

The module can be synthesized or a RAM or ROM cell can be instantiated into the wrapper. 

10.5.5 File Names 

Top: SPID.v(hd) 
Uses: AnalyzerConstants.v(hd) 

10.5.6 Pin Descriptions 

10.5.6.1 General Interface Signals 

Shinal Dir Width Description 
Reset N IN 1 Reset• active low. 
MCLK IN 1 Module Clock. 
AnalvzerEn IN 1 Analyzer Enable hit from the control register 

10.5.6.2 Analyzer CPU Interface Control Interface 

Signal Dir Width Description 
ACICoSPIDWr IN l Analyzer CPU Interface Control to State Processor 

Instruction Database Write Strobe 
ACICoSPIDAdd IN * Analyzer CPU Interface Control to State Processor 

Instruction Database Address bus 
* uses AN SPID A WIDTH 

SPIDData OUT * State Processor Instruction Database Data bus 
* uses AN SPID _DWIDTH 

A CICoSPIDData IN * Analyzer CPU Interface Control to State Processor 
Instruction Database Data bus 
* uses AN SPID DWIDTH 
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10.5.6.3 State Processor Interface 

Signal Dir Width Description 
SPrSPIDAdd IN * State Processor to State Processor Instruction Database 

Address bus 
* uses AN_SPID_A WIDTH 

10.5.7 Verilog Module 

module SPID(Reset_N, MCLK ,AnalyzerEn ,ACICoSPIDWr ,ACICoSPIDAdd 
,SPIDData ,ACICoSPIDData ,SPrSPIDAdd); 

II General Interface Interface 
input Reset_N; 
input MCLK; 
input AnalyzerEn; 
// Analyzer CPU Interface Control Interface 
input ACICoSPIOWr; 
input ['AN_SPID_AWIDTH-1 : OJ ACICoSPIDAdd; 
output ['AN_SPID_OWIDTH-1 : OJ SPIDData; 
input ['AN_SPID_OWIDTH-1 : OJ ACICoSPIDData; 
II State Processor Interface 
input ['AN_SPID_AWIDTH-1 : OJ SPrSPIDAdd; 

10.5.8 VHDL Component 
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10.6Unified Memory Controller- UMC 

10.6.1 Symbol 

10.6.2 Highlights 

• Supports Both SDRAM and SGRAM 
• Maintains RAM refresh 

10.6.3 Description 

The Unified Memory Controller module controls the caches' access to the flow database contained in 
external RAM. Synchronous DRAM is controlled through a series of instructions feed to the RAM through 
the control pins. Synchronous DRAM requires at startup a specific series of commands for initialization. 
The Unified Memory Controller handles both processes thorough a state machine. Since the nature of the 
flow database requires random access, there is little use in attempting to keep multiple banks open. Auto
refresh is continuous when memory is not being accessed by the cache. 

10.6.4 Implementation Information 

The Unified Memory Controller module is implemented as a Moore type finite state machine. Each of the 
outputs of the state machine are registered to assure maximum setup time for the external device. 

10.6.5 File Names 

Top: UMC.v(hd) 
Uses: AnalyzerConstants.v(hd) 

10.6.6 Pin Descriptions 

10.6.6.1 General Interface Signals 

Si~nal Dir Width Description 
Reset N IN I Reset - active low. 
MCLK IN I Module Clock. 
AnalvzerEn IN 1 Analyzer Enable bit from the control register 

10.6.6.2 Memory Interface 

Si~nal Dir Width Description 
MemClkln IN I Memory clock in. 

This signal is used to generate the memory interface timing. 
MemRAS_N OUT * Memory Row Address Strobe bus - active low. 

* uses AN MEM RASWIDTH 
MemCAS_N OUT * Memory Column Address Strobe bus- active low. 

* uses AN MEM CASWIDTH 
MemClkEn OUT I Memory Clock Enable. 

Some memories require this signal to be disabled for a 
certain amount of time after reset. 
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10.6 Unified Memory Controller - UMC

10.6.1 Symbol

10.6.2 Highlights

. Supports Both SDRAM and SGRAM‘
0 Maintains RAM refresh

10.6.3 Description

The Unified Memory Controller module controls the caches’ access to the flow database contained in
external RAM. Synchronous DRAM is controlled through a series of instructions feed to the RAM through
the control pins. SynchrOnous DRAM requires at startup a specific series of commands for initialization.
The Unified Memory Controller handles both processes thorough a state machine. Since the nature of the
flow database requires random access. there is little use in attempting to keep multiple banks open. Auto-
refresh is continuous when memory is not being accessed by the cache.

10.6.4 Implementation Information

The Unified Memory Controller module is implemented as a Moore type finite state machine. Each of the

outputs of the state machine are registered to assure maximum setup time for the external device.

10.6.5 File Names

Top: UMC.v(hd)
Uses: AnalyzerConstants.v(hd)

10.6.6 Pin Descriptions

10.6.6.1 General Interface Signals

Width

—__
MCLK IN 1 Module Clock.

Anal zerEn IN 1 Anal zer Enable bit from the control reister

10.6.6.2 Memory Interface

mam-Imm-
MemClkIn IN Memory clock in.

--This sinal is used to enerate the memor interface timin_.
—--Memory Row Address Strobe bus — active low.* uses ANfiMEM-RASWlDTH

MemCAS_N OUT * Memory Column Address Strobe bus~ active low.
* uses AN_MEM__CASWIDTH

Memory Clock Enable.
Some memories require this signal to be disabled fora
certain amount of time after reset.
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10.6.6.2 Memory Interface 

Signal Dir Width Description 
MemClkOut OUT 1 Memory Clock Out. 

This signal is used by synchronous memory for all 
operations. MemClkln is buffered and sent out on this pin. 
This helps reduce skew between this clock and the other 
signals. 

MemWR N OUT 1 Memory Write - active low. 
MemBA OUT 1 Memory Bank Address. 

Used by multi-bank memory to select the bank the current 
operation is to operate on. 

MemDSI<' OUT I Memory Special Function select. 
MemByteEn_N OUT * Memory Byte Enable bus- active low. 

* uses AN MEM BEWIDTH 
MemAddress OUT * Memory Address bus. 

* uses AN MEM A WIDTH 
MemDataln IN * Memory Data Input bus. 

* uses AN_MEM DWIDTH 
MemDataOut OUT * Memory Data Output bus. 

* uses AN MEM DWIDTH 
t----

MemDirRead OUT 1 Memory Data bus Direction is Read. 
This signal is used to control the tri-state enable on the 
bidirectional memory data bus. If MemDirRead is active 
data is corning into the analyzer from the memory. If it is 
inactive the analyzer is driving data out to the memory. 

10.6.6.3 Cache Interface 

Signal Dir Width Description 
UMCoCaReady IN I Unified Memory Controller to Cache Ready. 

This signal tells the Cache that during a read, the data on the 
UMCoCaData bus is valid and during a write that the 
Unified Memory Controller has latched the data on the 
CaUMCData bus. 

UMCoCaData IN * Unified Memory Controller to Cache Data bus. 
* Uses AN CA DWIDTH 

CaUMCData OUT * Cache to Unified Memory Controller Data bus. 
* Uses AN_CA DWIDTH 

CaUMCAdd OUT * Cache to Unified Memory Controller Address bus. 
* Uses AN_CA A WIDTH 

CaMemReq OUT I Cache Memory Request. 
If this signal is active, the address on the CaUMCAdd bus is 
valid. 

CaMemWr OUT I Cache Memory Write. 
If this signal is active, the current transaction is a write .. 

10.6.7 Verilog Module 

module UMC(Reset_N, MCLK ,AnalyzerEn ,MemClkin ,MemRAS_N ,MemCAS_N 
,MemClkEn ,MemClkOut ,MemWR_N ,MemBA ,MernDSF ,MemByteEn_N ,MemAddress 
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10.6.6.2 Memory Interface

 

mm Width Descri tion
MemClkOut OUT Memory Clock Out.

This signal is used by synchronous memory for all
operations. MemClkIn is buffered and sent out on this pin.
This helps reduce skew between this clock and the other
si nals.

MemWR_N OUT FMemor Write — active low.
MemBA OUT Memory Bank Address,

Used by multi-bank memory to select the bank the current
oeratiOn is to o-erate on.

MemDSF Memo S uecial Function select.

 

MemByteEn_N Memory Byte Enable bus— active low.
* uses AN_MEM_BEWIDTH

MemAddress Wmory Address bus.
"‘ uses AN__MEM_AWIDTH

MemDataIn l Memory Data Input bus.
* uses AN,MEM_DWIDTH

MemDataOut Memory Data Output bus.
* uses AN_MEM,DWIDTH

MemDirRead Memory Data bus Direction is Read.
This signal is used to control the tri-state enable on the
bidirectional memory data bus. If MemDirRead is active
data is coming into the analyzer from the memory. If it is
inactive the anal zer is drivin- data out to the memor .

 

 

   
 

10.6.6.3 Cache Interface

Descri . tion

UMCoCaReady Unified Memory Controller to Cache Ready.

This signal tells the Cache that during a read, the data on the
UMCoCaData bus is valid and during a write that the
Unified Memory Controller has latched the data on the
CaUMCData bus.

UMCoCaData * Unified Memory Controller to Cache Data bus.
* Uses AN,CA_DWIDTH

* Uses AN_CA_DWIDTH

"‘ Uses AN_CA_AWIDTH

CaMemReq 1 Cache Memory Request.
If this signal is active. the address on the CaUMCAdd bus is
valid.

CaMemWr Cache Memory Write.
If this sinal is active, the current transaction is a write.

 
 
 

10.6.7 Verilog Module

module UMC(Reset_N, MCLK ,AnalyzerEn ,MemClkIn ,MemRAS-N ,MemCAS_N
,MemClkEn ,MemClkOut ,Meme_N ,MemBA ,MemDSF ,MemByteEnmN ,MemAddress
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, MemOata In , MemDataOut , MemDi rRead , UMCoCa Ready , UMCoCaOa ta , CaUMCOa ta 
,CaUMCAdd ,CaMemReq ,CaMemWr); 

// General Interface Interface 
input Reset_N; 
input MCLK; , 
input AnalyzerEn; 
II Memory Interface 
input MemClkin; 
output ['AN_MEM_RASWIDTH-1 OJ MemRAS_N; 
output ['AN_MEM_CASWIDTH-1 OJ MemCAS_N; 
output MemClkEn; 
output MemClkOut; 
output MemWR_N; 
output MemBA; 
output MemDSF; 
output ['AN_MEM_BEWIDTH-1 : OJ MemByteEn_N; 
output ['AN_MEM_AWIDTH-1 : OJ MemAddress; 
input ['AN_MEM_DWIDTH-1 : OJ MemDatain; 
output ['AN_MEM_DWIDTH-1 : OJ MemDataOut; 
output MemDirRead; 
II Cache Interface 
input UMCoCaReady; 
input ['AN_CA_DWIDTH-1 : OJ UMCoCaData; 
output ['AN_CA_DWIDTH-1 OJ CaUMCData; 
output ['AN_CA_AWIDTH-1 : OJ CaUMCAdd; 
output CaMemReq; 
output CaMemWr; 

10.6.8 VHDL Component 
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10.7Cache 

10.7.1 Symbol 

10.7.2 Highlights 

• Fully associative 
• True least recently used cache updating 
• Simultaneous one write and two reads. 

10.7.3 Description 

The Cache module contains a fully associative, true LRU cache memory. Full associatively is achieved 
through the use of a content addressable memory (CAM). The need for a fully associative cache arises from 
the fact that the hash uses to generate the initial look up into the flow entry database spreads the entries 
pseudo randomly throughout the memory. Each hash value corresponds to a bucket containing N flow 
entries. N is set by the designer (see section xxx). 

The Cache can service two read transfers at one time. If there are more than two read requests active at one 
time the Cache services them in the order shown in section xxx. 

The CAM contains the hash value associated with the corresponding bucket in the cache memory. When 
there is a cache hit, the CAM produces the most significant bits of the address in cache memory where the 
bucket is stored. The cache then accesses the cache memory at the address indicated concatenating the 
lower address bits provided by the requesting module. The cache then remembers that the requesting 
module had a cache hit and the memory location returned. This allows a cache lookup for a requesting 
module to occur only once per request. When the requesting module requires a different bucket, it drops 
then again raises its request and another CAM cycle is initiated. 

The least recently used algorithm requires the CAM to also be a stack. When there is a cache hit the CAM 
location that produced the hit is put on the top of the stack. The other locations above the hit location are 
shifted down to fill in the gap. If there is a miss, the bottom location is read to determine the address in the 
cache memory to put the new bucket. All the locations shifted down as normally. Finally the new hash value 
and cache memory address are put at the top of the stack. 

10.7.3.1 Priority 

The Cache processes requests from the attached modules in the following order: 

I - LRU dirty write back. The Cache writes back the least recently used bucket if it is dirty so that there will 
always be a space for the fetching of cache misses. 
2 - Lookup and Update Engine. 
3 - State Processor. 
4 - Flow Insertion and Deletion Engine. 
5 - Analyzer CPU Interface and Control 
6 - Dirty write back from LRU -I to MRU. When there is nothing else pending the Cache writes dirty 
entries back to memory. 
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10.7.4 Implementation Information 

10.7.S File Names 

Top: Cache.v(hd) 
Uses: AnalyzerConstants. v(hd) 

10.7.6 Pin Descriptions 

10.7.6.1 General Interface Signals 

Signal Dir Width 
Reset N IN I 
MCLK IN 1 
Analyzer En IN I 

CONFIDENTIAL 

Description 
Reset - active low. 
Module Clock. 
Analyzer Enable bit from the control register 

10.7.6.2 Unified Memory Controller Interface 

Signal Dir Width Description 
UMCoCaReady OUT I Unified Memory Controller to Cache Ready. 

This signal tells the Cache that during a read, the data on the 
UMCoCaData bus is valid and during a write that the 
Unified Memory Controller has latched the data on the 
CaUMCData bus. 

UMCoCaData OUT * Unified Memory Controller to Cache Data bus. 
* Uses AN CA DWIDTH 

CaUMCData IN * Cache to Unified Memory Controller Data bus. 
* Uses AN CA DWIDTH 

CaUMCAdd IN * Cache to Unified Memory Controller Address bus. 
* Uses AN_CA A WIDTH 

CaMemReq IN 1 Cache Memory Request. 
If this signal is active, the address on the CaUMCAdd bus is 
valid. 

CaMemWr IN l Cache Memory Write. 
If this signal is active, the current transaction is a write .. 

10.7.6.3 Flow Insertion and Deletion Engine Interface 

Signal Dir Width Description 
CaFIDEReady OUT 1 Cache to Flow Insertion and Deletion Engine Ready. 

This signal tells the Flow Insertion and Deletion Engine that 
during a read, the data on the CaFIDEData bus is valid and 
during a write that the Cache has latched the data on the 
FIDEnCaData bus. 

CaFIDEData OUT * Cache to Flow Insertion and Deletion Engine Data bus. 
* Uses AN CA DWIDTH 

FIDEnCaData IN * Flow Insertion and Deletion Engine to Cache Data bus. 
* Uses AN CA DWIDTH 

FIDEAdd IN * Flow Insertion and Deletion Engine to Cache Address bus. 
* Uses AN_CA A WIDTH 
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10.7.6.3 Flow Insertion and Deletion Engine Interface 

Si~nal Dir Width Description 
FIDEMemReq IN 1 Flow Insertion and Deletion Engine Memory Request. 

If this signal is active, the address on the FIDEAdd bus is 
valid 

FIDEMemWr IN 1 Flow Insertion and Deletion Engine Memory Write. 
If this signal is active, the current transaction is a write .. 

10.7.6.4 Analyzer CPU Interface Control Interface 

SiRnal Dir Width Description 
CaACICReady OUT 1 Cache to Analyzer CPU Interface Control Ready. 

This signal tells the Analyzer CPU Interface Control that 
during a read, the data on the CaACICData bus is valid and 
during a write that the Cache has latched the data on the 
ACICnCaData bus. 

CaACICData OUT * Cache to Analyzer CPU Interface Control Data bus. 
* Uses AN CA_DWIDTH 

ACICoCaData IN * Analyzer CPU Interface Control to Cache Data bus. 
* Uses AN CA DWIDTH 

ACICAdd IN * Analyzer CPU Interface Control to Cache Address bus. 
* Uses AN CA A WIDTH 

ACICMemReq IN l Analyzer CPU Interface Control Memory Request. 
If this signal is active, the address on the ACICAdd bus is 
valid. 

ACICMemWr IN l Analyzer CPU Interface Control Memory Write. 
If this signal is active, the current transaction is a write .. 

10.7.6.S Lookup Engine Interface 

Shwal Dir Width Description 
CaLUEReady OUT I Cache to Lookup Engine Ready. 

This signal tells the Lookup Engine that during a read, the 
data on the CaLUEData bus is valid and during a write that 
the Cache has latched the data on the LUEnCaData bus. 

CaLUEData OUT * Cache to Lookup Engine Data bus. 
* Uses AN CA DWIDTH 

LUEnCaData IN * Lookup Engine to Cache Data bus. 
* Uses AN CA DWIDTH 

LUEAdd IN * Lookup Engine to Cache Address bus. 
* Uses AN CA A WIDTH 

LUEMemReq IN I Lookup Engine Memory Request. 
If this signal is active, the address on the LUEAdd bus is 
valid. 

LUEMemWr IN I Lookup Engine Memory Write. 
If this signal is active, the current transaction is a write .. 
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10.7.6.3 Flow Insertion and Deletion Engine Interface

mum—w— 
  
 

 

 
  
  

  

 

 

  
 

   

  
 

  

 

 

  
 

 
 

  
ACICAdd

  

 

FIDEMemWr IN Flow Insertion and Deletion Engine Memory Write.
If this si_nal is active, the current transaction is a write.

This signal tells the Analyzer CPU Interface Control that

CaACICData Cache to Analyzer CPU Interface Control Data bus.
* Uses AN_CA_DWIDTH

* Uses AN_,CA__AWIDTH

Om; Widthw

the Cache has latched the data on the LUEnCaData bus.

* Uses ANflCA__DWIDTH

valid.

10.7.6.4 Analyzer CPU Interface Control Interface

Width

during a read. the data on the CaACICData bus is valid and
during a write that the Cache has latched the data on the

ACICoCaData Analyzer CPU Interface Control to Cache Data bus.
* Uses AN_CA_DWIDTH

ACICMemReq Analyzer CPU Interface Control Memory Request.
If this signal is active, the address on the ACICAdd bus is
valid.

ACICMemWr Analyzer CPU Interface ControlM_moryWrite.If this sinal is_ctive,the current transaction is a write.

CaLUEReady Cache to Lookup Engine Ready.
This signal tells the Lookup Engine that during a read, the

CaLUEData Cache to Lookup Engine Data bus.
* Uses AN_CA_,DWIDTI-I

LUEAdd IN * Lookup Engine to Cache Address bus.
* Uses AN_CA_AWIDTH

LUEMemReq Lookup Engine Memory Request.

LUEMcmWr Lookup Engine Memory Write.
lfthis sinal is active, the current transaction is a write.

FIDEMemReq Flow Insertion and Deletion Engine Memory Request.
If this signal is active, the address on the FIDEAdd bus is
valid.

CaACICReady OUT Cache to Analyzer CPU Interface Control Ready.

ACICnCaData bus.

Analyzer CPU Interface Control to Cache Address bus.

10.7.6.5 Lookup Engine Interface

data on the CaLUEData bus is valid and during a write that

LUEnCaData IN * Lookup Engine to Cache Data bus.

If this signal is active, the address on the LUEAdd bus is 
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10.7.6.6 State Processor Interface 

Signal Dir Width Description 
CaSPReady OUT I Cache to State Processor Ready. 

This signal tells the Lookup Engine that during a read, the 
data on the CaSPData bus is valid and during a write that the 
Cache has latched the data on the SPnCaData bus. 

CaSPData OUT * Cache to State Processor Data bus. 
* Uses AN CA_DWIDTH 

SPnCaData IN * State Processor to Cache Data bus. 
* Uses AN CA DWIDTH 

SPAdd IN * State Processor to Cache Address bus. 
* Uses AN CA A WIDTH 

SPMemReq IN I State Processor Memory Request. 
If this signal is active, the address on the SP Add bus is valid. 

SPMemWr IN I State Processor Memory Write. 
If this signal is active, the current transaction is a write .. 

10.7.7 Verilog Module 

module Cache(Reset_N, MCLK ,AnalyzerEn ,UMCoCaReady ,UMCoCaData 
,CaUMCData ,CaUMCAdd ,CaMemReq ,CaMemWr ,CaFIDEReady ,CaFIDEOata 
,FIDEnCaData ,FIDEAdd ,FIDEMemReq ,FIDEMemWr ,CaACICReady ,CaACICData 
,ACICoCaData ,ACICAdd ,ACICMemReq ,ACICMemWr ,CaLUEReady ,CaLUEData 
,LUEnCaData ,LUEAdd ,LUEMemReq ,LUEMemWr ,CaSPReady ,CaSPData ,SPnCaData 
,SPAdd ,SPMemReq ,SPMemWr); 

// General Interface Interface 
input Reset_N; 
input MCLK; 
input AnalyzerEn; 
// Unified Memory Controller Interface 
output UMCoCaReady; 
output ['AN_CA_DWIDTH-1 : OJ UMCoCaData; 
input ['AN_CA_DWIOTH 1 OJ CaUMCData; 
input ['AN_CA_AWIOTH-1 : OJ CaUMCAdd; 
input CaMemReq; 
input CaMemWr; 
// Flow Insertion and Deletion Engine Interface 
output CaFIDEReady; 
output ['AN_CA_DWIDTH 1 : OJ CaFIDEOata; 
input ['AN_CA_DWIDTH-1 OJ FIDEnCaData; 
input ['AN_CA_AWIDTH-1 : OJ FIDEAdd; 
input FIDEMemReq; 
input FIDEMemWr; 
II Analyzer CPU Interface Control Interface 
output CaACICReady; 
output ['AN_CA_DWIDTH-1 : OJ CaACICData; 
input ['AN_CA_DWIDTH-1 OJ ACICoCaData; 
input ['AN_CA_AWIDTH 1 : OJ ACICAdd; 
input ACICMemReq; 
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10.7.6.6 State Processor Interface

mm— Width Descrition
CaSPReady OUT Cache to State Processor Ready.

This signal tells the Lookup Engine that during a read, the
data on the CaSPData bus is valid and during a write that the
Cache has latched the data on the SPnCaData bus,

CaSPData Cache to State Processor Data bus.

* Uses AN-CA‘DWIDTHSPnCaData 2:- State Processor to Cache Data bus.
State Processor to Cache Address bus.

* Uses AN__CA_AWIDTH
I .

State Processor Memory Write.
If this si net is active, the current transaction is a write.

  
10.7.7 Verilog Module

module Cache(Reset_N, MCLK ,AnalyzerEn ,UMCoCaReady ,UMCoCaData

,CaUMCData ,CaUMCAdd ,CaMemReq ,CaMemWr ,CaFIDEReady ,CaFIDEData
3 ,FIDEnCaData ,FIDEAdd ,FIDEMemReq ,FIDEMemWr ,CaACICReady ,CaACICData
” ,ACICoCaData ,ACICAdd ,ACICMemReq ,ACICMemWr .CaLUEReady ,CaLUEData

,LUEnCaData ,LUEAdd ,LUEMemReq ,LUEMemWr ,CaSPReady ,CaSPData ,SPnCaData
,SPAdd ,SPMemReq ,SPMemWr);

// General Interface Interface

input Reset_N;
input MCLK;

input AnalyzerEn;

// Unified Memory Controller Interface

output UMCoCaReady;
output [‘AN_CA_DNIDTH-1 : O] UMCoCaData;

input [‘AN_CA_DWIDTH-1 : O] CaUMCData;
input [‘AN,CA_AWIDTH-1 : O] CaUMCAdd;

input CaMemReq;
input CaMemWr;
// Flow Insertion and Deletion Engine Interface

output CaFIDEReady;
output [‘AN_CA_DNIDTH-l : O] CaFIDEData;
input [‘ANHCA_DWIDTH-1 : 0] FIDEnCaData;

input [‘ANWCAwAwIDTH-l : O] FIDEAdd;

i input FIDEMemReq;
input FIDEMemWr;

‘ // Analyzer CPU Interface control Interface
output CaACICReady;
output [‘ANMCAMDWIDTH—l : 0] CaACICData;

input [‘AN_CA_DWIDTH-1 : OJ ACICoCaData;
input [‘AN_CA_AWIDTH~1 : 0] ACICAdd;
input ACICMemReq;
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input ACICMemWr; 
// Lookup Engine Interface 
output CaLUEReady; 
output ['AN_CA_DWIDTH-1 : OJ CaLUEData; 
input ['AN_CA_DWIDTH-1 OJ LUEnCaData; 
input ['AN_CA_AWIOTH-1 : OJ LUEAdd; 
input LUEMemReq; 
input LUEMemWr; 
// State Processor Interface 
output CaSPReady; 
output ['AN_CA_DWIDTH-1 : OJ CaSPData; 
input ['AN_CA_DWIDTH-1 OJ SPnCaData; 
input ['AN_CA_AWIDTH-1 : OJ SPAdd; 
input SPMemReq; 
input SPMemWr; 

10.7.8 VHDL Component 

CONFIDENTIAL 
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10.8 State Processor - SP 

10.8.1 Symbol 

10.8.2 Highlight<; 

• Flexible Rule-based Traffic Classification 
• State-based Tracking of Traffic 
• Multiple Packets for Layer Processing 
• Programmable Rules/State Processor 
• Selectable Protocols in Flows 
• Future Protocols Support 

10.8.3 Description 

The State Processor module analyzes both new and existing flows in order to classify them by application. 
It does this by proceeding from state to state based on rules defined by the engineer. A rule is a test 
followed by the next state to proceed to if the test is true. The State Processor goes through each rule until 
the test is true or there are no more tests to perform. The State Processor starts the process by using the last 
protocol recognized by the Parser as an offset into a jump table. The jump table takes us to the instructions 
to use for that protocol. Most instructions test something in the Unified Flow Key Buffer or the flow entry if 
it exists. The State Processor may have to test bits, do comparisons, add or subtract to perform the test. 

10.8.4 Architecture 

The State Processor contains several sub-blocks: 

10.8.4.1 Scratch Pad Registers 

The State Processor contains four scratch pad registers. These registers are the source and/or the destination 
for all instructions. It is implemented as a register file with one write and two read ports. 

10.8.4.2 Instruction Pointer and Stack 

The Instruction Pointer is used to point to the State Processor Instruction Database address that the State 
Processor is executing. The Instruction Pointer is initialized with the last protocol recognized by the Parser. 
This first instruction is a jump to the subroutine where the protocol is decoded. The State Processor 
supports calls so the Instruction Pointer block contains a two level stack. A one bit stack pointer points to 
the top of the stack that the Instruction Pointer is pushed to or popped from. 

10.8.4.3 Flag Register 

The Flag Register contains several bits used for conditional branching. 

10.8.4.3.1 Flag Register Word Definition 

Bit Description 
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10.8 State Processor - SP

10.8.1 Symbol

10.8.2 Highlights

Flexible Rule-based Traffic Classification

State—based Tracking of Traffic

Multiple Packets for Layer Processing
Programmable Rules/State Processor
Selectable Protocols in Flows

Future Protocols Support

10.8.3 Description

The State Processor module analyzes both new and existing flows in order to classify them by application.

It does this by proceeding from state to state based on rules defined by the engineer. A rule is a test
followed by the next state to proceed to if the test is true. The State Processor goes through each rule until
the test is true or there are no more tests to perform. The State Processor starts the process by using the last
protocol recognized by the Parser as an offset into a jump table. The jump table takes us to the instructions
to use for that protocol. Most instructions test something in the Unified Flow Key Buffer or the (low entry if
it exists. The State Processor may have to test bits, do comparisons, add or subtract to perform the test.

10.8.4 Architecture

The State Processor contains several sub-blocks:

10.8.4.1 Scratch Pad Registers

The State Processor contains four scratch pad registers. These registers are the source and/or the destination
for all instructions. It is implemented as a register file with one write and two read ports.

10.8.4.2 Instruction Pointer and Stack

The Instruction Pointer is used to point to the State Processor Instruction Database address that the State
Processor is executing. The Instruction Pointer is initialized with the last protocol recognized by the Parser.

This first instruction is a jump to the subroutine where the protocol is decoded. The State Processor
supports calls so the Instruction Pointer block contains a two level stack. A one bit stack pointer points to
the top of the stack that the Instruction Pointer is pushed to or popped from.

10.8.4.3 Flag Register

The Flag Register contains several bits used for conditional branching.

10.8.4.3.1 Flag Register Word Definition

-Efl- Descri - tion  
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l 0.8.4.3.1 Flag Register Word Definition 

Bit Description 

10.8.4.4 Compare Block 

The Compare Block compares two operands by exclusive-oring them together. The Compare Mask Register 
is contained in this block. If a bit is set in the Compare Mask Register, that bit is ignored in the compare 
operation. 

10.8.4.5 Flow Key Pointer 

The Flow Key Pointer provides the address that the State Processor is accessing in the Unified Flow Key 
Buffer. The Flow Key Pointer can perform both direct and indirect addressing. Indirect addressing is used 
to offset into a protocols' header. 

10.8.4.6 Flow Entry Pointer 

The Flow Entry Pointer provides the address that the State Processor is accessing in the Flow Entry in the 
Cache. If the flow entry exists, the upper address bits come from the hash used to lookup the bucket in the 
Flow database. The middle bits come from the bucket entry found. The lower bits come from the offset the 
State Processor is using. 

10.8.5 Instruction Definitions 

The following sections describe the instructions available in the State Processor. It should be noted that no 
assembler is provided for the State Processor. This is because the engineer need not write code for this 
processor. The MeterFlow Compiler writes the database entered into the State Processor Instruction 
Database from the protocols defined in the Protocol List. 

10.8.5.1 Jump 

This instruction causes the Instruction Pointer to be loaded with the address in the JumpAddress field of the 
State Processor Instruction Database. This instruction is always conditional. Whether the branch is taken or 
not depends on the on the ConditionCode field in the instruction and the state of the flag register. 

10.8.5.2 Call 

This instruction causes the Instruction Pointer to be loaded with the address in the JumpAddress field of the 
State Processor Instruction Database. At the same time the current address in the Instruction Pointer is 
pushed onto the stack. This instruction is always conditional. Whether the call is taken made or not depends 
on the on the ConditionCode field in the instruction and the state of the flag register. 

10.8.5.3 Return 

This instruction causes the Instruction Pointer to be loaded with the address at the top of the stack. This 
instruction is always conditional. Whether the return is executed or not depends on the on the 
ConditionCode field in the instruction and the state of the flag register. 

Technically Elite MeterFlow Accelerator Analyzer Module Specification 
Confidential Page 41 of 51 

EX 1022 Page 306

Technically Elite CONFIDENTIAL
10.8.4.3.1 Flag Register Word Definition

Descri - tion

  

  
  

  

 

10.8.4.4 Compare Block

The Compare Block compares two operands by exclusive-oring them together. The Compare Mask Register
is contained in this block. lfa bit is set in the Compare Mask Register, that bit is ignored in the compare
operatiOn.

10.8.4.5 Flow Key Pointer

The Flow Key Pointer provides the address that the State Processor is accessing in the Unified Flow Key
Buffer. The Flow Key Pointer can perform both direct and indirect addressing. Indirect addressing is used

to offset into a protocols’ header.

10.8.4.6 Flow Entry Pointer

The Flow Entry Pointer provides the address that the State Processor is accessing in the Flow Entry in the
Cache. If the {low entry exists, the upper address bits come from the hash used to lookup the bucket in the
Flow database. The middle bits come front the bucket entry found. The lower bits come from the offset the
State Processor is using.

10.8.5 Instruction Definitions

The following sections describe the instructions available in the State Processor. It should be noted that no
assembler is provided for the State Processor. This is because the engineer need not write code for this
processor. The MeterFlow Compiler writes the database entered into the State Processor Instruction
Database from the protocols defined in the Protocol List.

10.8.5.1 Jump

This instruction causes the Instruction Pointer to be loaded with the address in the JumpAddress field of the
State Processor Instruction Database. This instruction is always conditional. Whether the branch is taken or
not depends on the on the ConditionCode field in the instruction and the state of the flag register.

10.8.5.2 Call

This instruction causes the Instruction Pointer to be loaded with the address in the JumpAddress field of the
State Processor Instruction Database. At the same time the current address in the Instruction Pointer is

pushed onto the stack. This instruction is always conditional. Whether the call is taken made or not depends
on the on the ConditionCode field in the instruction and the state of the flag register.

10.8.5.3 Return

This instruction causes the Instruction Pointer to be loaded with the address at the top of the stack. This
instruction is always conditional. Whether the return is executed or not depends on the on the
ConditionCode field in the instruction and the state of the flag register.
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10.8.5.4 Copy 

The Copy instruction moves data from: 

• Flow Key to Scratch Pad Register 
• Cache to Scratch Pad Register 
• ImmediateData to Scratch Pad Register 
• Scratch Pad Register to Flow Key 
• Scratch Pad Register to Cache 
• Scratch Pad Register to Compare Mask Register 

The external address can be either a direct or indirect access. 

10.8.S.S Compare 

This instruction compares two operands . The operands must be either from a Scratch Pad Register or an 
immediate value from the instruction's ImmediateData field. The Compare Mask Register is used to set bit 
to don't care. 

10.8.5.6 Instruction Word Definition 

Bit 

10.8.6 Implementation Information 

10.8.7 File Names 

Top: SP. v(hd) 
Uses: AnalyzerConstants. v(hd) 

10.8.8 Pin Descriptions 

10.8,8.I General Interface Signals 

Signal Dir Width 
Reset N IN 1 
MCLK IN I 
AnalvzerEn IN I 

Description 

Description 
Reset - active low. 
Module Clock. 
Analyzer Enable bit from the control register 

10.8.8.2 Unified Flow Key Buffer Interface 

Sie:nal I Dir I Width I Description 
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10.8.5.4 Copy

 

The Copy instruction m0ves data from:

Flow Key to Scratch Pad Register

Cache to Scratch Pad Register
ImmediateData to Scratch Pad Register
Scratch Pad Register to Flow Key

Scratch Pad Register to Cache

Scratch Pad Register to Compare Mask Register

The external address can be either a direct or indirect access.

10.8.5.5 Compare

This instruction compares two operands . The operands must be either from a Scratch Pad Register or an
immediate value from the instruction’s ImmediateData field. The Compare Mask Register is used to set bit
to don’t care.

10.8.5.6 Instruction Word Definition

—31- Descrition 
10.8.6 Implementation Information

10.8.7 File Names

Top: SP,v(hd)
Uses: AnalyzerConstants.v(hd)

10.8.8 Pin Descriptions

10.8.8.1 General Interface Signals

Width

—_I_ Reset ~ active low-
MCLK IN Module Clock.

Anal zerEn IN Anal zer Enable bit from the control re_ister

10.8.8.2 Unified Flow Key Buffer Interface

M
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10.8.8.2 Unified Flow Key Buffer Interface 

Si~nal Dir Width Description 
UFKBuSPData IN * Unified Flow Key Buffer to State Processor read Data bus. 

* Uses AN UFKB A WIDTH 
SPrUFKBData OUT * State Processor to Unified Flow Key Buffer write Data bus. 

* Uses AN_ UFKB _A WIDTH 
SPrUFKBAdd OUT * State Processor to Unified Flow Key Buffer Address bus. 

* Uses AN UFKB AWIDTH 
SPFlowKeyAv IN I State Processor Flow Key Available. 

This signal tells the State Processor that the Unified Flow 
Key Buffer module a flow key for it to process. 

SPrUFKBWrStb OUT I State Processor to Unified Flow Kev Buffer Write Strobe. 
SPDone OUT I State Processor Done. 

This input is used to tell the Unified Flow Key Buffer that the 
State Processor has finished with the current flow. The 
Unified Flow Key Buffer also uses this signal to increment 
it's internal pointer so that the next address from State 
Processor will point to the next flow buffer. 

SPHoldBuf OUT I State Processor Hold Buffer. 
This input is used to tell the Unified Flow Key Buffer that the 
State Processor is transferring processing of this buffer to the 
Flow Insertion and Deletion Engine. 

10.8.8.3 Cache Interface 

Sie:nal Dir Width Description 
CaSPReady IN I Cache to State Processor Ready. 

This signal tells the Lookup Engine that during a read, the 
data on the CaSPData bus is valid and during a write that the 
Cache has latched the data on the SPnCaData bus. 

CaSPData IN * Cache to State Processor Data bus. 
* Uses AN_CA_DWIDTH 

SPrCaData OUT * State Processor to Cache Data bus. 
* Uses AN CA DWIDTH 

SPAdd OUT * State Processor to Cache Address bus. 
* Uses AN CA A WIDTH 

SPMemReq OUT I State Processor Memory Request. 
If this signal is active, the address on the SP Add bus is valid. 

SPMemWr OUT I State Processor Memory Write. 
If this signal is active, the current transaction is a write .. 

10.8.8.4 State Processor Interface 

SiJ!nal Dir Width Description 
SPIDData IN * State Processor to State Processor Instruction Database Data 

bus 
* uses AN SPID DWIDTH 

SPrSPIDAdd OUT * State Processor to State Processor Instruction Database 
Address bus 
* uses AN SPID A WIDTH 
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10.8.9 Verilog Module 

module SP(Reset_N, MCLK ,AnalyzerEn ,UFKBuSPData ,SPrUFKBOata 
,SPrUFKBAdd ,SPFlowKeyAv ,SPnUFKBWrStb ,SPDone ,SPHoldBuf ,CaSPData 
, SPrCaData , SPAdd , SPMemReq , SPMemWr); 

// General Interface Interface 
input Reset_N; 
input MCLK; 
input AnalyzerEn; 
II Unified Flow Key Buffer Interface 
input ['AN_UFKB_DWIDTH-1 : OJ UFKBuSPData; 
output ['AN_UFKB_DWIDTH-1 OJ SPrUFKBData; 
output ['AN_UFKB_AWIDTH l : OJ SPrUFKBAdd; 
input SPFlowKeyAv; 
output SPrUFKBWrStb; 
output SPDone; 
output SPHoldBuf; 
II Cache Interface 
input CaSPReady; 
input ['AN_CA_DWIDTH 1 : OJ CaSPData; 
output ['AN_CA_DWIDTH-1 OJ SPrCaData; 
output ['AN_CA_AWIDTH-1 : OJ SPAdd; 
output SPMemReq; 
output SPMemWr; 
II State Processor Instruction Database 
input ['AN_SPIO_OWIDTH-1 : OJ SPIDData; 
output ['AN_SPID_AWIDTH-1 : OJ SPrSPIDAdd; 

10.8.10 VHDL Component 
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11 Appendix A • Multi-Packet State Processing 

11.1 Overview 
The MeterFlow Accelerator system is composed of four major subsystems. Each system interacts with the 
others by passing specific information and identification to parse, extract, generate flows and analyze single 
or multiple packets in data flow on a communications network. 

One of the major subsystems is the Analyzer. This component is responsible for creating and maintaining 
classified traffic flows, processing statistics for packets and flows, managing the traffic flow database and 
cache, and performing state-based analysis of traffic flows. 

This document describes the processes required for recognizing and maintaining state information for traffic 
flows. There are several different processes, which are detailed in the following sections. 

11.2 Analyzer Data Input Requirements 
In order for the Analyzer to successfully class1fy traffic by application, there are several data elements 
required from each packet to be analyzed. Prior to sending a packet of information to the Analyzer, all 
additional information must be formatted and sent along with the appropriate packet content. 

The Analyzer must specifically receive each packets in a conversation in the order which they are exchange 
between the client and the server. The order is crucial for proper state based classification. 

11.3 State-base Traffic Classification 
More applications running over data networks utilize complex methods of classifying traffic through the 
creation of multiple states. The creation of the state based traffic classification causes the need for 
managing and maintaining learned states from traffic derived in the network. 

There are several different methods in place for the creation of states in client/server network traffic. Even 
though there are several different methods for the creation of state. It is possible to isolate these different 
approaches into two basic categories. 

The first category is commonly referred to as "server announcement". In the server announcement mode 
there are messages which are put out onto the network, in either a broadcast or multicast approach which, 
all stations in the network receive and decode to derive the appropriate connection point for communicating 
for that particular application, with the particular server. There are several examples for this type of server 
announcement implementation with state based protocols. Using the server announcement method, a 
particular application communicates using a service channel, in the form of a TCP or UDP socket or Port as 
in the IP protocol suite, or using a SAP as in the Novell IPX protocol suite. 

The second category is referred to as "in-stream analysis". This method is used either as a primary or 
secondary recognition process. As a primary process, in-stream analysis assists in extracting detailed 
information which will be used to further recognize both the specific application and application 
component. A good example of in-stream analysis is any Web-based applications. The commonly used 
Pointcast Web information application can be recognized using this process. During the initial connection 
between a Pointcast server and client, specific key tokens exist in the data exchange that will result in a 
signature for Pointcast. 

The in stream analysis process may also be combined with the server announcement process. In many cases 
in stream analysis will augment other recognition processes. An example of combining in stream analysis 
with server announcement can be found in business applications such as SAP and BAAN. 

11.3.1 Session Tracking 
One of the primary processes for tracking applications in the stream of the client/server packet exchange, is 
through session tracking. The process of tracking sessions requires an initial connection to a predefined 

Technically Elite MeterFlow Accelerator Analyzer Module Specification 
Confidential Page 45 of 51 ,,.,,,, 

EX 1022 Page 310



Technically Elite CONFIDENTIAL 
socket or Port. This method of communication is used in a variety of transport layer protocols. It is most 
commonly seen in the TCP and UDP transports of the IP protocol. 

During the process of session tracking, a client will make the request of a server using a specific Port or 
socket number. This initial request will cause the server to create a TCP or UDP Port to exchange the 
remainder of the data between the client and the server. The server then replies to the request of the client 
using this newly created Port. The original Port used by the client to connect to server will never be used 
again during this data exchange. 

One of the best examples of session tracking is TFTP. During the client/server exchange process of TFrP, 
a specific Port is always used to initiate the conversation. When the client begins the process of 
communicating, a request is made to UDP Port 67. Once the server receives this request, a new Port is 
created on the server. The server then replies to the client using the new Port. In this example, it is clear 
that in order to recognize TFTP the process must analyze the initial request from the client. Also, the reply 
from the server with the key Port information must be analyzed and used to create a key for monitoring the 
remainder of this data exchange. 

Another important component in session tracking is the understanding of the current stale for particular 
connections in the network. Many of the application protocols, which can be monitored, are transported via 
protocols that have built-in state information. An example of such a transport protocol is TCP. This 
transport provides a reliable means of sending information between a client and a server. When he data 
exchange is initiated a TCP request for synchronization message is sent. This message contains a specific 
sequence number that is used to track and acknowledgement from the server. Once the server has 
knowledge to the synchronization request, data is exchange between the client and the server. When 
communications are no longer required, the client would send a finish or complete message to the server. 
The server willing knowledge this finish request, with a reply containing the sequence numbers from the 
request. This sequence of events is known as a connection oriented data exchange. Many of the events 
used to track the state in a conversation are directly related to these types of connection and maintenance 
messages. 

All of the processes discussed above are required to track sessions. The capability to track sessions is a 
requirement for understanding the current state to analyze. 

11.3.2 Server Announcement 
The process of server announcement consists of a server with multiple applications, which are all required 
to be simultaneously accessed from multiple clients. Many applications are beginning to use this process as 
a means of multiplexing a single Port or socket into many applications and services. The individual 
methods of server announcement protocols tend very. However, the basic underlying process remains 
similar between all of these different announcement exchanges. 

11.3.2.1 Sun RPC Analysis 
Sun-RPC and Net-RPC are to good examples of server announcement oriented communications processes. 
In this section we will analyze the requirements for recognizing applications which utilize the sun 
implementation of RPC. RPC stands for remote procedure call. This is a quite clear description of the 
process. A remote or client that wishes to use a server or procedure must establish a connection using the 
RPC protocol. 

Using the Sun-RPC protocol as a model for server announcement is completed through the following 
process. Each server running the Sun-RPC protocol must maintain a process and database called the Port 
Mapper. The Port Mapper creates a direct association between a Sun-RPC program or application and a 
TCP or UDP socket or Port. An application or program number is a 32-bit unique identifier assigned by 
IANA. Each Port Mapper on a Sun-RPC server can present the mappings between a unique program 
number and a specific transport socket through the use of specific request or a directed announcement. 

The first approach we will review is the specific request method. Using this process the client makes a 
specific request to the server on a predefined UDP or TCP socket. Once the Port Mapper process on the 
sun RPC server receives the request, the specific mapping is returned in a directed reply to the client. 

1) A client sends a TCP packet to Port 111, with an RPC Bind Lookup Request. 
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socket or Port. This method of communication is used in a variety of transport layer protocols. It is most
commonly seen in the TCP and UDP transports of the IP protocol.

 

During the process of session tracking, a client will make the request of a server using a specific Port or
socket number. This initial request will cause the server to create a TCP or UDP Port to exchange the
remainder of the data between the client and the server. The server then replies to the request of the client
using this newly created Port. The original Port used by the client to connect to server will never be used
again during this data exchange.

One of the best examples of session tracking is TFTP. During the client/server exchange process of TFTP,
a specific Port is always used to initiate the conversation. When the client begins the process of
communicating, a request is made to UDP Port 67. Once the server receives this request, a new Port is
created on the server. The server then replies to the client using the new Port. In this example, it is clear
that in order to recognize TFI‘P the process must analyze the initial request from the client. Also, the reply
from the server with the key Port information must be analyzed and used to create a key for monitoring the
remainder of this data exchange.

Another important component in session tracking is the understanding of the current state for particular
connections in the network. Many of the application protocols, which can be monitored. are transported via
protocols that have built—in state information. An example of such a transport protocol is TCP, This
transport provides a reliable means of sending information between a client and a server. When he data
exchange is initiated a TCP request for synchronization message is sent. This message contains a specific
sequence number that is used to track and acknowledgement from the server. Once the server has
knowledge to the synchronization request, data is exchange between the client and the server. When
communications are no longer required, the client would send a finish or complete message to the server.
The server willing knowledge this finish request, with a reply containing the sequence numbers from the
request. This sequence of events is known as a connection oriented data exchange. Many of the events
used to track the state in a conversation are directly related to these types of connection and maintenance
messages.

All of the processes discussed above are required to track sessions. The capability to track sessions is a
requirement for understanding the current state to analyze.

11.3.2 Server Announcement

The process of server announcement consists of a server with multiple applications, which are all required

to be simultaneously accessed from multiple clients. Many applications are beginning to use this process as
a means of multiplexing a single Port or socket into many applications and services. The individual
methods of server announcement protocols tend very. However, the basic underlying process remains
similar between all of these different announcement exchanges.

11.3.2.1 Sun RPC Analysis
Sun-RPC and Net-RPC are to good examples of server announcement oriented communications processes.
In this section we will analyze the requirements for recognizing applications which utilize the sun
implementation of RPC. RPC stands for remote procedure call. This is a quite clear description of the
process. A remote or client that wishes to use a server or procedure must establish a' connection using the
RPC protocol.

Using the Sun~RPC protocol as a model for server announcement is completed through the following
process. Each server running the Sun-RPC protocol must maintain a process and database called the Port
Mapper. The Port Mapper creates a direct association between a Sun~RPC program or application and a
TCP or UDP socket or Port. An application or program number is a 32-bit unique identifier assigned by
IANA. Each Port Mapper on a SuanPC server can present the mappings between a unique program
number and a specific transport socket through the use of specific request or a directed announcement.

The first approach we will review is the specific request method. Using this process the client makes a
specific request to the server on a predefined UDP or TCP socket. Once the Port Mapper process on the
sun RPC server receives the request, the specific mapping is returned in a directed reply to the client.

l) A client sends a TCP packet to Port 111. with an RPC Bind Lookup Request.
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2) The server extracts the program identifier and version identifier from the request. The server also 

uses the fact that this packet came in the using the TCP transport. 

3) The server sends a TCP packet to Port 111, with an RPC Bind Lookup Reply. The reply contains 
the specific ports on which future transactions will be accepted for the specific RPC program 
identifier. 

11.3.2.2 Process for Sun RPC Analysis 
I. Decode Sun RPC by TCP or UDP Port 11 l 

2. Check RPC type field for Id 

3. If value is PortMapper, save paired socket (i.e. dest for dest, src for src) 

4. Decode ports and mapping, save ports with sockeUaddr key 

5. There may be more than one pairing per mapper packet 

6. Saving is complete 
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2) The server extracts the program identifier and version identifier from the request. The server also
uses the fact that this packet came in the using the TCP transport.

3) The server sends a TCP packet to Port 1 l 1, with an RPC Bind Lookup Reply. The reply contains
the specific ports on which future transactions will be accepted for the specific RPC program
identifier.

11.3.2.2 Process for Sun RPC Analysis
I. Decode Sun RPC by TCP 0r UDP Port ll l

9‘93)?!“

Confidential

Check RPC type field for Id

If value is PortMapper, save paired socket (Le. dest for dest, src for src)

Decode ports and mapping. save ports with socket/addr key

There may be more than one pairing per mapper packet

Saving is complete
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PortMapper Protocol Specification (in RFC.Language) 

const PMAP _PORT= 111; /* portmapper port number */ 

A mapping of (program, version, protocol) to port number: 

CONFIDENTIAL 

struct mapping { unsigned int prog; unsigned int vers; unsigned int prot; unsigned int port; } ; 

Supported values for the "prot" field: 

const IPPROTO_TCP = 6; /* protocol number for TCP/IP*/ const IPPROTO_UDP = 17; /* protocol 
number for UDP/IP */ A list of mappings: struct *pmaplist { mapping map; pmaplist next; } ; 

Arguments to callit: struct call_args { unsigned int prog; unsigned int vers; unsigned int proc; opaque 
args<>; } ; Results of callit: struct call_result { unsigned int port; opaque res<>; } ; Port mapper procedures: 
program PMAP _PROO { version PMAP _ VERS ( void PMAPPROC_NULL(void) = 0; boo! 
PMAPPROC_SET(mapping) = 1; boo! PMAPPROC_UNSET(mapping) = 2; unsigned int 
PMAPPROC_OETPORT(mapping) = 3; pmaplist PMAPPROC_DUMP(void) = 4; call_result 
PMAPPROC_CALLIT(call_args) = 5; } = 2; } = I0OO00;A.2 Port Mapper Operation The portmapper 
program currently supports two protocols (UDP and TCP). The portmapper is contacted by talking to it on 
assigned port number 111 (SUNRPC) on either of these protocols. The following is a description of each of 
the portmapper 

Sun RPC Decode Process 

I) Parse frame to TCP or UDP 

2) Lookup paired sockets if no standard match 

3) If RPC found, same new Key 

The port mapper program maps RPC program and version numbers to transport-specific port numbers. This 
program makes dynamic binding of remote programs possible. This is desirable because the range of 
reserved port numbers is very small and the number of potential remote programs is very large. By running 
only the port mapper on a reserved port, the port numbers of other remote programs can be ascertained by 
querying the port mapper. The port mapper also aids in broadcast RPC. A given RPC program will usually 
have different port number bindings on different machines, so there is no way to directly broadcast to all of 
these programs. The port mapper, however, does have a fixed port number. So, to broadcast to a given 
program, the client actually sends its message to the port mapper located at the broadcast address. Each port 
mapper that picks up the broadcast then calls the local service specified by the client. When the port mapper 
gets the reply from the local service, it sends the reply on back to the client. 

PortMapper Protocol Specification (in RPC Language) 

const PMAP _PORT = 111; /* portmapper port number */ 

A mapping of (program, version, protocol) to port number: 

struct mapping ( unsigned int prog; unsigned int vers; unsigned int prot; unsigned int port; } ; 

Supported values for the "prot'' field: 

const IPPROTO_TCP = 6; /* protocol number for TCP/IP*/ const IPPROTO_UDP = 17; /* protocol 
number for UDPflP */ A list of mappings: struct *pmaplist ( mapping map; pmaplist next; } ; 

Arguments to callit struct call_args ( unsigned int prog; unsigned int vers; unsigned int proc; opaque 
args<>; } ; Results of callit: struct call_result ( unsigned int port; opaque res<>; } ; Port mapper procedures: 
program PMAP _PROO { version PMAP _ VERS ( void PMAPPROC_NULL(void) = 0; boo I 
PMAPPROC_SET(mapping) = 1; boo! PMAPPROC_UNSET(mapping) = 2; unsigned int 
PMAPPROC_GETPORT(mapping) = 3; pmaplist PMAPPROC_DUMP(void) = 4; call_result 
PMAPPROC_CALLIT(call_args) = 5; } = 2; } = 100000; 
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11.3.3 Port Mapper Operation 
The portmapper program currently supports two protocols (UDP and TCP). The portmapper is contacted by 
talking to it on assigned port number 111 (SUNRPC) on either of these protocols. The following is a 
description of each of the portmapper procedures: PMAPPROC_NULL: This procedure does no work. By 
convention, procedure zero of any protocol takes no parameters and returns no results. 

PMAPPROC_SET: When a program first becomes available on a machine, it registers itself with the port 
mapper program on the same machine. The program passes its program number "prog", version number 
"vers", transport protocol number "prot'', and the port "port" on which it awaits service request. The 
procedure returns a boolean reply whose value is "TRUE" if the procedure successfully established the 
mapping and "FALSE" otherwise. The procedure refuses to establish a mapping if one already exists for the 
tuple "(prog, vers, prot)". 

PMAPPROC_UNSET: When a program becomes unavailable, it should unregister itself with the port 
mapper program on the same machine. The parameters and results have meanings identical to those of 
''PMAPPROC_SET". The protocol and port number fields of the argument are ignored. 

PMAPPROC_GETPORT: Given a program number "prog", version number "vers", and transport protocol 
number "prot", this procedure returns the port number on which the program is awaiting call requests, A 
port value of zeros means the program has not been registered. The "port" field of the argument is ignored. 
PMAPPROC_DUMP: This procedure enumerates all entries in the port mapper's database. The procedure 
takes no parameters and returns a list of program, version, protocol, and port values. 
PMAPPROC_CALLIT: This procedure allows a cltent to call another remote procedure on the same 
machine without knowing the remote procedure's port number. It is intended for supporting broadcasts to 
arbitrary remote programs via the well-known port mapper's port. The parameters "prog", "vers", "proc", 
and the bytes of "args" are the program number, version number, procedure number, and parameters of the 
remote procedure. Note: (I) This procedure only sends a reply if the procedure was successfully executed 
and is silent (no reply) otherwise. (2) The port mapper communicates with the remote program using UDP 
only. The procedure returns the remote program's port number, and the reply is the reply of the remote 
procedure. 

11.3.4 Service Announcement 
Service announcement method of the application recognition is very similar to server announcement. One 
specific difference in service announcement is that the announcements are made regularly and contain fixed 
information. Also, service announcement based applications only provide the key information for locating 
applications in each announcement. There is no capability to request a specific service. Each client must 
learn the key information required to access an application. 

Novell's IPX SAP is a good example of service announcement oriented communications process. A Novell 
server will have many different services, which it may provide to clients on network. IPX uses service 
access points or SAP as a way to identify specific applications and services. 

11.3.S In-stream Recognition and Extraction 
The process of identifying more of the business applications on networks today requires analysis of 
information in stream of the network data. Simply, this means that in order to contain the visibility to 
application traffic flow. a process must routinely analyze the network stream itself. 

SMB is a protocol used to in networks today which has textual information during the data exchange that 
can be used to further determine the type of end-user application involved in communications. An SMB 
packet is usually transported above the NetBIOS session protocol. Inside the SMB header is a function 
code. This function code is one octet in length and assists in the classification of the type of SMB data in 
the payload. 

11.3.5.1 Web-based Applications 
The best example of applications requiring in-stream recognition mainly Web-based. These applications 
generally utilize two well-known ports for all conversations. Because of this, they can be considered 
multiplex ports. There is one big difference, the client and server have no well-known exchange mechanism 
outside of the normal data stream. Therefore, these applications require combining session tracking and in 
stream recognition to derive end-user application. 
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11.3.3 Port Mapper Operation

The portmapper program currently supports two protocols (UDP and TCP). The portmapper is contacted by
talking to it on assigned port number 111 (SUNRPC) on either of these protocols. The following is a
description of each of the portmapper procedures: PMAPPROC_NULL: This procedure does no work. By
convention, procedure zero of any protocol takes no parameters and returns no results.

 

PMAPPROCfiET: When a program first becomes available on a machine, it registers itself with the port
mapper program on the same machine. The program passes its program number "prog", version number
"vers", transport protocol number "prot", and the port "port" on which it awaits service request. The
procedure returns a boolean reply whose value is "TRUE" if the procedure successfully established the
mapping and "FALSE" otherwise. The procedure refuses to establish a mapping ifone already exists for the
tuple "(prog, vers, prot)".

PMAPPROC_UNSET: When a program becomes unavailable, it should unregister itself with the port
mapper program on the same machine. The parameters and results have meanings identical to those of
"PMAPPROC_SET". The protocol and port number fields of the argument are ignored.

PMAPPROC_GETPORT: Given a program number "prog", version number "vers", and transport protocol
number "prot", this procedure returns the port number on which the program is awaiting call requests. A

port value of zeros means the program has not been registered. The "port" field of the argument is ignored.
PMAPPROC_DUMP: This procedure enumerates all entries in the port mapper's database. The procedure
takes no parameters and returns a list of program, version. protocol, and port values.
PMAPPROC__CALLIT: This procedure allows a client to call another remote procedure on the same
machine without knowing the remote procedure‘s port number. It is intended for supporting broadcasts to

arbitrary remote programs via the well-known port mapper's port. The parameters "prog", "vers", "proc",
and the bytes of ”args" are the program number, version number, procedure number, and parameters of the
remote procedure. Note: (1) This procedure only sends a reply if the procedure was successfully executed
and is silent (no reply) otherwise. (2) The port mapper communicates with the remote program using UDP
only. The procedure returns the remote program‘s port number, and the reply is the reply of the remote
procedure.

11.3.4 Service Announcement

Service announcement method of the application recognition is very similar to server announcement. One
specific difference in service announcement is that the announcements are made regularly and contain fixed
information. Also, service announcement based applications only provide the key information for locating
applications in each announcement. There is no capability to request a specific service. Each client must

learn the key information required to access an application.

Novell‘s IPX SAP is a good example of service announcement oriented communications process. A Novel]
server will have many different services, which it may provide to clients on network. IPX uses service
access points or SAP as a way to identify specific applications and services.

11.3.5 In-stream Recognition and Extraction
The process of identifying more of the business applications on networks today requires analysis of
information in stream of the network data. Simply, this means that in order to contain the visibility to
application traffic flow, a process must routinely analyze the network stream itself.

SMB is a protocol used to in networks today which has textual information during the data exchange that
can be used to further determine the type of end-user application involved in communications. An SMB
packet is usually transported above the NetBIOS session protocol. 1nside the SMB header is a function
code. This function code is one octet in length and assists in the classification of the type of SMB data in
the payload,

11.3.5.1 Web~based Applications .
The best example of applications requiring in-stream recognition mainly Websbased. These applications
generally utilize two well—known ports for all conversations. Because of this, they can be considered
multiplex ports. There is one big difference, the client and server have no well-known exchange mechanism
outside of the normal data stream. Therefore, these applications require combining session tracking and in
stream recognition to derive end-user application.
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As discussed earlier, point cast is one of the most widely used Web based applit;ation. The steps required to 
detail point cast can be rid repeated for other Web based applications. This is also a good example for 
understanding the process used in combining session tracking with other recognition techniques. 

The process begins when a client Web the browser initiates a request to a point cast Web server. This 
request 
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Protocol Tracking Summary Page I 

TCP/IP Access Novell Access Unix OceRPC Misc 

Well Well Well Well Well 
HTTP HTTP Known Known Known SAP Known Known POii Endpoint New 

OescriDtion T- Coo1ent Pattern TCP UDP Other IPX/SPX Ma"""" V!PNSPP VIPC Other Manrv>tl Mannf'd Parents Other 

2.0 Alternate HTTP Well-Known 591.8008.8080 

14.0 Sybase Adaptive SOL Anywhere (ASA) Server Well-Known 1498.2'>38 oxrocs 0'°328 

14.2 Tabular Domain Stream (TDS} Well-Known srt,ase.Msql 

14.2 Command Sequence (CmdSeq) Well-Known Syl>aseASA 

15.0 Sybase Adaplive SOL Enterprise (ASE) Seiver Well-Known Old lbd !!Id lbd tbd 

16.0 Microsoft SOL Server Well-Known 1433 coretn lbd tbd 

17.0 082 Well-Known 523,3700,3701 Ox879e-87a2 lbd tbd 
19.0 Cisco Dynamic ISL (DISL} Well-Known --2000 

19.0 Cisco gateway Discovery Protocol (CDP) Well-Known - .2004 
20.0 Novell lPXWAN (RFC 1634) Well-Known Oll9004 ---27.1 MS-Exchange-POP3 Mail Well-Known lnln- lbd tbd tbd tbd 

27.1 MS-EXChange - SMTP Mail Well-Known 

,_ 
lbd lbd lbd lbd 

27.1 MS-Exchange- IMAP◄ Mail Well-Known ·- lbd lbd lbd lbd 

27.1 MS-Exchange - LOAP Well-Known transparent lbd tbd lbd lbd 

27.1 MS.Exchange- ISO over TCP/IP Well-Known ~-nl lbd tbd lbd tbd 
27.1 MS-Exchange - XAOO Well-Known "1ln<j>anlnl 1bd tbd tbd tbd 

27.1 MS-Exchar,ge - DCE Endpoinl Mapping Well-Known ,.....,.., .... 1bd tbd lbd tbd 
32.0 Vines Token-Ring (vlr) Well-Known lk:--
33.0 SMTP over SSL Well-Known -465 

33.0 NNTP over SSL Well-Known 563 

33.0 Shell over SSL Well-Known 615 

33.0 LDAP owr SSL Well-Known 1136 636 

33.0 FTP-data over SSL Well-Known 939 

33,0 FTP-control over SSL Well-Known ""° 33.0 Telnet over SSL Well-Known 992 

33.0 IMAP4 over SSL Well-Known 993 

33.0 IRC over SSL Well-Known - -33.0 PQP3 over SSL Well-Known 995 995 

34.0 VPN· PPTP Well-Known 1723 

35.0 Cu-SeeMe Well-Known 7848, 7649 7648,7649,24002 

37.0 PcAnywhere Well-Known 5631 5632 

38.0 Timbuktu Well-Known 1417-1◄20 407. 1419 

39.1 StreamWorks Well-Known 1558 

40.0 VDOl.ive Well-Known 7000 ""' 41.0 FreeTell Well-Known 21300-21303 

42.0 Microsoft System Mgmt Server Well-Known \761•1764 1761-1764 1bd tbd 
43.0 Microsoft Message Queue Service Well-Known 1801,2101,2103,2105 3527.1801 1bd lbd 

44.0 Distributed.net Well-Known 2004 

45.0 OpenWindows Well-Known 2000 2000 

46.0 X/Windows (X.11) Well-Known 6000 0000 lix.._, 
47.0 America Onflne {AOL) Well-Known 1590-1593 

48.0 tall< Well-Known 517 517 

48.0 ntalk Well-Known 518 518 

49.0 lnlemet Relay Chai (IRC) Well-Known 6665-6669 

50.0 iChal Well-Known 4020,4080 

51.0 iVisij Well-Known 8943, 9945, 56768 

52.0 The Palace Well-Known 9992-9998 9992....,. 

53.0 Network Time Protoeol (NTP) Well-Known 123 123 fix1cp 

54.0 TACACS Well-Known 49 <Ill lixudp 

55.0 Netbios SSN over TCP Well-Known lbd 

56.0 Netbios NM over UDP Well-Known 1bd 

57.0 SMB over Netbios Session Well-Known lbd 

61).0 Quake/Quake-II tbd tbd-fix 

61.0 QuakeWorld tbd lbd 
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Protocol Tracking Summary 

• 
DescriDtion 

3.0 RealAudio 
4.0 Pointcast 
5.0 BackWeb 
6.0 Microsoft Media (formerly NetShow) 
7. 0 OuickTime 
8. 0 Vivo Active 
9.0 Shockwave 

10.0 PowerBuilder (Sybase/Powersolt) 
11.0 Web.SOL (Sybase) 
12.0 iConnect/JDBC (Sybase) 
18.2 Oracle - Transparent Network Substrate 
183 SQL"Net 
18.3 MS-OOBC 
18.3 PecpleSott 
18.3 SAP 
21.0 IP-!ragmenlation 
22.0 SunRPC PortMapper 
23.0 Mount 
24.0 NFS 
25.0 Yellow Pages 
25.0 db Session Manager 
25.0 pcNFS 
25.0 3270_mapper 
25.0 rje_mapper 
25.0 NIS+ (NaI1onal lnlormation Service) 
25.0 rstaI 
26.0 Novell SAP 
27.2 MS-Exchange- ln!ormalion Store 
27 2 MS-Exchange - Directory 
27.2 MS-Exchange-MTA 
28.6 OceRPC Endpoint Mapper (conn-less) 
28.7 DceRPC Endpoint Mapper (conn-oriented) 
29.0 Vines IPC-RDP 
30.0 Vines SMB over SPP 
31.0 Vines Prinl 
31.0 Vines Async 
36.0 Cilrix 
58.0 Microsoft NetMeeling 
59 0 X.400 

CORE 111 . HTTP Engine 
CORE #2 • SunRPC Portmapper Engine 
CORE tt3 • IP Fragmentation Engine 
CORE #4 • BackWeb UDP Engine 
CORE 115. Vines IPC Engine 
CORE 116 · Vines SPP Engine 
CORE #7 - MS Media Engine 
CORE #8. DceRPC CO Mapper Engine 
CORE 119 • DceRPC Cl Mapper Engine 
CORE #10. Oracle TNS Engine 
CORE # 11 · Novell SAP Engine 
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T= 

State Based 
State Based 
State Based 
State Based 
State Based 
State Based 
State Based 
State Based 
State Based 
State Based 
State Based 
State Based 
State Based 
State Based 
State Based 
State Based 
State Based 
State Based 
State Based 
Stale Based 
State Based 
State Based 
State Based 
Stale Based 
State Based 
State Based 
Stale Based 
State Based 
State Based 
State Based 
State Based 
Stale Based 
State Based 
State Based 
State Based 
State Based 
State Based 
State Based 
Slate Based 

TCPnP Access 

Well Well 
HTTP HTTP Known Known 

Content Panem TCP UDP Other 

7070 6970-7170 COREil 
roro ,, 

370 CORE,. 

1755 COREU 
romll 

eomt1 

coro •l 

core t1 

oore •1 
oom#t 

1521-.1526, 1S27 

COREil 
CORE~ 

core 12 

2Q.19 roml2 

core 12 

coro 12 

coro #2 

core #2 

com #2 

coro #2 

comt2 

135 

135 

1-494 1604 ??? tcp- fb-d 

tbd"" ... 

TCP port 80, connection-oriented, STATE-BASED com tor HTTP 
UDP port 111, connection-less, STATE-BASED core for Port Mapper 

Novell Access 

Well 
Known SAP 

IPX/SPX Maooed 

lbd lbd 

CORE.ell 

!bd lbd 

lbd lbd 

0:,:85ba-8Sbb 0x052d Ox083d 

JP Fragmentalion STATE-BASED core mapping fragments #2 - n lo their flows from fragments #1 
UDP port 370, connection-less, STATE-BASED core to map responses to requests on port #370 
VIPC-RDP connection-oriented, STATE-BASED core to track VIPC sessions (for all sessions) 
VSPP connection-onented, STATE-BASED core to t,ack VSPP sessions (for non-well-known sockets) 
TCP port 1755, connection-oriented, STATE-BASED core to handle dynamic UDP Poll Assignmenl 
connection-oriented, STATE-BASED core for DCE RPC Endpoint Mapping 
connection-less ST A TE-BASED core for DCE RPC Endpoint Mapping 
TCP port 1521/1526/1527. connection oriented, STATE-BASED core for Oracle TNS session tracking 
connec!lon•less, STATE-BASED core lor Service Advertisement Program (SAP) mapping 

Proprietary and Con'.1den11al 

Page 2 

Unix DceRPC Misc 

Well Well 
Known Known Poll Endpoint New 

VIPNSPP VIPC Other Mao""" Mannod Parents Other 

tbd ttx! CORE110 

0-ad<> corn 110 

Oracle COt&l10 

lbd COA:>#10 

lbd coro-litO 

Cor&t8.9 

Coro t8.9 

CofQ #8.9 

lt>d 1bd CORE19 

UxJ lbd CORE 18 

CORE IS 

CORE t6 

lbd 

tbd 

coro111 

lbd 

Copyright l~ 
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Protocol Tracking Summary Page 3 

ffTTP Well Well Well Well Well 
Coolenl HTTP Known Known Known SAP Known Known Port Endpoint New 

Description T- T~ Pattern TCP UDP Other !PX/SPX ManMd VIPNSPP VIPC Other Mann<>rl MannPrl Parents Other 

3.0 plain Stale Based 10xl """" 3.0html State Based toxt con, #1 

3.0 tab-separated-values State Based to"1 ro«>ll 

3_0 sgml State Based told core., 
3.0 rich-text State Based toxt corn #1 

3.0 enriched State Based told con;., 
3.0 real-audio State Based text """'., 
3.0 gff Stale Based - con>'1 

3.0 jpeg S;ate Based onago 

3.0 picl State Based -3.0 x-bitmap State Based tmago 

3.0 x-pixmap Stale Based unage 

3.0 cgm State Based <magi> 

3.0 group-3-fax State Based cmago 

3.0 png State Based imago 

3.0 iel State Based nnago 

3_Q till Slate Based unage 

3.0 real-audio State Based imago 
3_0 quickt!me Slate Based ,moge 

3.0 basic-audio State Based audio 
3.0 AIFF State Based audio 
3.0 mpeg2-audio State Based audio 
3.0 WAV Stale Based audio 
3. O rea~a udio State Based audio 
3.0 MIDI State Based audio 

3.0 x-windOws-dump--irnage Stale Based audio 
3.0 mpeg-audio-3 State Based audio 

3.0 vrml State Based x-world 

3. O quick time Stale Based applic 

3. O mpeg2-video State Based applic 
3.0 sgi-video State Based applic 
3.0 real-audio Stale Based applic 
3.0 ms•media Stale Based applic 
3.0 avi Staie Based applic 
3.0 vivo-active State Based applic 

3.0 mac-binhex40 Stale Based applic 
3.0 mac-stuffil State Based applic 
3.0 mac-b,nary State Based applic 
3.0 compress Stale Based applic 
3.0 zip Sta:o Based applic 
30 gzip Slate Based applic 
3.0 tar Stale Based applic 
3.0 posix-tar State Based applic 
3.0 gnu-tar State Based applic 
3.0 cpio Stale Based applic 
3.0 bcpio State Based applic 
3.0 c-shell State Based apptic 
3-0 boume-shell State Based app!ic 
3.0 tel State Based applic 

3. O octet- stream Stale Based applic 
3.0 javascrlpl State Based applic 
3_0 mpeg-audio-3 State Based applic 

3.0 ricn-texl State Based applic 
3.0 tex State Based applic 
3.0 latex Stale Based applic 
3.0 tex-<tvi State Based applic 
3.0 gnu-texinfo State Based 8pplic 
3_0 ooa State Based applic 
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Protocol Tracking Summary -- Page4 

3.o eoilact Slate Based applic 
3.0 edi-x12 State Based applic 
3 0 edJ-Consent SIaIe Based applic 

3.0 news State Based applic 

3.0 microsoft-word State Based applic 
3.0 microsofl•excel State Based applic 
3.0 microsoft-powerpoint State Based applic 
3.0 microsoft-projec1 State Based applic 
3,0 lotus-organizer State Based applic 

3.0 lotus-freelance State Based applic 
3 0 lotus-123 Stale Based aoplic 
3.0 lotus-approach State Based applic 
3.0 lotus•wordpro State Based applic 

3.0 trofl Slate Based applic 
3.0 wordperfecl Slale Based applic 
3.0 quattro-pro State Based applic 
3.0 framemaker State Based applic 
3.0 postscript Stato Based applic 
3.0 visio State Based applic 
3.0 sgml Stale Based applic 

3. 0 powerbuilder Stale Based apptic 
3.0 rea~audio State Based applic 
3. O shockwave State Based applic 
3.0 acrobat Stale Based applic 
3. O lotus-notes State Based applic 
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• Exhibit BO is a dated computer directory of test data and documents used therefore. 

II 
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BEST AVAILABLE COi'"' t 

..a S~ompiler-dir.txt 
Dirictory of M: \aaa-----INVENTEK CLI~t~ts\APPT-001-1-1 filed 

•• ,. 'roof of Reductn to Practice\.........., compiler\ 

M: \aaa-----INVENTEK CLIENTS}Hifn\Patents\APPT-001-1-1 fi 1ed fl 
Reductn to Practice\ I 2 E compiler\ 

f 'roof of 

======================================== 
big. cpl 
biJJfgc3. cp1 
b1JJfgpc. cpl 
b1gfpay1. cpl 
bigfpay12. Cll_l 
biJJfpgrp. cpl 
b1JJfpgrp2. cpl 
b1JJfrag. cpl 
b1gfrag2. cp1 
mfaptkey. txt 
mfaptkey2. txt 
mfaptpkt. txt 
mfaptpkt2. txt 
MFA TEST. HEX 
MFA TEST. TXT 
MFS-PDL -Reference. pdf 
MFS-State-c1assiF7cation.pdf 
output. cpl 
packets.txt 
Protocols. cpl 

· short. Cll_ 1 
shrtfpg2. cp 1 
shrtfpsJ. cp1 
shrtfps4. cpl 
shrtfpsS. cpl 
shrttun 1. cp 1 

S48 KB 
1164 KB 
1164 KB 
1051 KB 
1054 KB 
1159 KB 
1163 KB 

995 KB 
999 KB 

1 KB 
1 KB ... 
4 KB 
4 KB 

213 KB 
70 KB 
97 KB 

121 KB 
209 KB 

46 KB 
204 KB 
150 KB 

. 290 KB 
256 KB 
86 KB 
86 KB 

171 KB 

AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA 
Total O folder(s); 26 file(s) 

Total files size: ll MB; 11315 KB; 11586502 Bytes 

AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA 

Pagel 

04:17:18 AM 
04:06:18 PM 
04:06:18 PM 
09:57:44 AM 
10:17:18 AM 
11:04:40 AM 
10:11:06 AM 
07:17:34 AM 
10:21:52 AM 
03:05:54 PM 
07:54:12 AM 
03:07:00 PM 
01:52:42 AM 
02:53:04 PM 
03:00:48 PM 
04:10:18 AM 
04:11:28 AM 
08:45:34 AM 
'09:29:04 AM 
10:12:10 AM 
08:38:42 AM 
10:14:38 AM 
02:25:12 PM 
10:35:56 AM 
10:35:56 AM 
12:21:42 PM 

a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
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BEST AVAILABLE cow

a
"Cami7er~dir. txt

ctary of M:\aaa-----INVENTEK._CLIENT$ Hfmeaten s\APPT—001-1-1 ff led&Proof of Reductn to Pract1ce\

 
 

Camp 7' 7er\

:17:18 AM
:06:18 PM
:06:18 PM
:57:44 AM
:17:18 AM
:04:40 AM
:11:06 AM
:17:34 AM
:21:52 AM
:05:54 PM
:54:12 AM
:07:00 PM
:52:42 AM
:53:04 PM
:00:48 PM
:10:18 AM
:11:28 AM
:45:34 AM
:29:04 AM
:12:10 AM
38:42 AM
34:38 AM

02:25:12 PM
10:35:56 AM
10:35:56 AM

M: \aaa —————INVENTEK CLIENTS Hffn\Patents\APPT-001-1—1 ff 79d ”Proof ofReductn to Practice\ ampi Ier\

big. cp7 548 KB

b7'gifz‘gc3. cp7 1164 KB
bzgflpc. cp7 1164 KB
b1ngfpay7.cp7 1051 KB
b1gfpay72.cp7 1054 KB
bigfpgr'p. cp7 115.9 KB
b7g grp2.c7'p7 1163 KBbig rag. cp 9.95 KB
bf FragZ. 6,07 .999 KB
I); apt/(9y. txt 1 KB
mfaptkeyZ. txt 1 KB
mfaptpkt. txt 4 KB
mfaptpktz. txt 4 K8
MFA TEST. HEX 213 KB
MFA TEST. TXT 70 KB

MFs—PDI. -Reference.pdf 97 KB
MFs—sra rte-673557” f7 ca t1‘an.pdf 121 KB
output. cp7 209 KB
packets. txt 46 KB
Protocols. cp7 204 KB
short. cp7 150 KB

5hrt£pglcp7 , 2.90 KB
shrtfasixpl 256 KB
shrtfs4. cp7 86 KBshrt ps5. cp7 86 KB
shrrtun7. cp7 171 KB

AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

Total 0 folderCs); 26 file(s)

Total fiies size: 11 MB; 11315 KB; 11586502 Bytes

AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

Page 1

 
 

mn.mnamnamnamn;ma.mn:mn:mn;mnamnamu.mnz
12:21:42 PM
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• Exhibit Bl: Technically Elite MeterFlow Accelerator Modules Testbench 
Specification (Document MFATest.pdf in directory of Exhibit AO) 
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Exhibit B1: Technically Elite MeterFlow Accelerator Modules Testbench

Specification (Document MFATest.pdf in directory of Exhibit A0)
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1 Introduction 

This document describes the methodology to be used to build testbenches for the MeterFlow Accelerator 
Modules Verilog and VHDL implementations. The goal is to have fully automated testing. This means 
that the unit under tests (UUT) output is compared to expected data generated by the C model and the 
results can be reported as pass/fail. The input to the testbenches are files generated by the MeterFlow 
Compiler. 

1. 1 Technically Elite MeterF/ow Accelerator Modules Testbench 

• Written in both the Verilog and VHDL 
• Asynchronous interfaces each have a separate clock 
• Automated testing and result reporting 
• The same input files read by the testbenches and the C model 

Technically Elite MeterFlow Accelerator Modules Testbench Specification 
Confidential Page 2 of 6 
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1 Introduction

This document describes the methodology to be used to build testbenches for the MeterFlow Accelerator

Modules Verilog and VHDL implementations, The goal is to have fully automated testing. This means
that the unit under tests (UUT) output is compared to expected data generated by the C model and the
results can be reported as pass/fail. The input to the testbenches are files generated by the MeterFlow
Compiler.

1.1 Technically Elite MeterFlow Accelerator Modules Testbench

0 Written in both the Verilog and VHDL

- Asynchronous interfaces each have a separate clock
I Automated testing and result reporting

- The same input files read by the testbenches and the C model

1!. .- _- ;‘

*a,
‘z‘
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2 Test Flow Chart 

Packet Description 
Language Files 

Input Stimulus Flies 
Pattern Recogniton 

Database 

Databases From 
MeterFlow Complier 

Veritog or VHDL Testbench 

Test Results 

Protocol List File 

MeterFlow Compiler 

Slicer lnstructon 
Database 

MeterFlow C Model 

Expected Data Files 
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Hardware Description 
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CONFIDENTIAL 

2.1 Test Flow Chart Description 

The MeterFlow Compiler takes as it's input three sets of files. The first is the Protocol List file. This file 
describes the protocols this implementation of the hardware must recognize and process. The compiler 
will then lookup each of the protocols in the list for their Packet Description Language file. Each of these 
files describes how to recognize and process the protocol. Finally the compiler may be given a Hardware 
Description files that specifies the hardware resources available for this implementation. The compiler can 
also generate this file by determining the minimum resources required to implement all the protocols in 
the list. 

The compiler outputs the databases used by the MeterFlow accelerator. These databases can be read into 
the C model, the UUT and the actual hardware (if it exists). It also outputs a set of input stimulus files for 
both the C model and the testbenches. 

The C model emulates the functions of the UUT and produces expected data files. These files contain 
cycle by cycle data that the testbench uses to check the results of the test. 

Technically Elite MeterFlow Accelerator Modules Testbench Specification ~ ... 
Confidential Page 4 of 6 ~ 
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3 Testbench Block Diagram 

CPU Input Stimulus DataPort Stimulus 

-

-1 ' -1 --..... 

Clock and Reset Process 

CPU Input Interface 
-start--+ DataPort Interface Process I--Process 

'. '. 

- -SD/SGAAM Memory I'--. ~ . Unit Under Test Process - . St art 

Databases ...___ 

'' 

Expected Data CPU Output Interface -. Process . 

' -

• 

Test Results 

- ......_ 
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3 Testbench Block Diagram

DataPort Stimulus

Clock and Reset Process 
CPU Input Interface

Process Start DataPort Interface Process  
SD/SGRAM Memory

Process Unit Under Test Start

Databases 
Expected Data CPU Output InterfaceProcess 
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3.1 Testbench Block Diagram Description 

The testbenches are built up of separate processes run concurrently. The Clock and Reset Process 
generates the system clock and system reset signals. If a process requires a different clock, such as the 
SD/SGRAM Memory Process, it generates that clock itself. 

The SD/SGRAM Memory Process instantiates the target memory the system is to use. An accurate model 
of the memory is required to assure valid results. 

The three processes that are shown importing files, each instantiate memories to hold the data read from 
the files. These memories act as patterns to be either driven into the UUT or patterns the output of the 
UUT are compared against. Since the UUT must be programmed before testing can begin, there is a 
handshake between each of the three processes. This is shown in the diagram as the Start signals. 

The test begins with the CPU Input Interface Process programming the UUT. Once the UUT is 
programmed, the CPU Input Interface Process raises it's Start output. This tells the OataPort Interface 
Process to begin sending packets into the UUT. After the packets are completed the DataPort Interface 
Process raises it's Start output. The CPU Output Interface Process then begins reading the flow database. 
It checks the flows against the expected data and writes the Test Results file. 

Technically Elite MeterFlow Accelerator Modules Testbench Specification 
Confidential Page 6 of 6 .. ...,, 
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3.1 Testbench Block Diagram Description

The testbenches are built up of separate processes run concurrently. The Clock and Reset Process

generates the system clock and system reset signals. If a process requires a different clock, such as the
SD/SGRAM Memory Process, it generates that clock itself.

The SD/SGRAM Memory Process instantiates the target memory the system is to use. An accurate model
of the memory is required to assure valid results.

The three processes that are shown importing files. each instantiate memories to hold the data read from

the files. These memories act as patterns to be either driven into the UUT or patterns the output of the
UUT are compared against. Since the UUT must be programmed before testing can begin, there is a
handshake between each ofthe three processes. This is shown in the diagram as the Start signals.

The test begins with the CPU Input Interface Process programming the UUT. Once the UUT is
programmed. the CPU Input Interface Process raises it’s Start output. This tells the DataPort Interface
Process to begin sending packets into the UUT. After the packets are completed the DataPort Interface
Process raises it’s Start output. The CPU Output Interface Process then begins reading the flow database.
It checks the flows against the expected data and writes the Test Results file.

Technically Elite MeterFlow Accelerator Modules Testbench Specification
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• Exhibit B2: The first page of file big.cpl. 

The cpl files (big.cpl, bigfgc3.cpl, bigfgpc.cpl, bigfpayl.cpl, bigfpayl2.cpl, 
bigfpgrp.cpl, bigfpgrp2.cpl, bigfrag.cpl, bigfrag2.cpl, output.cpl, Protocols.cpl, 
short.cpl, shrtfpg2.cpl, shrtfps3.cpl, shrtfps4.cpl, shrtfps5.cpl, shrttunl.cpl) are files 
for the protocol compiler of all the actual protocols recognized by the system. These 
files include a description of the parser information for the parser to perform the 
parsing/extracting operation according to the protocol. They also contain the state 
processing states for the state operations of elements (d) and (e) of claim 54. The 

j first page of one file is provided. 
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I 

· -- Generated on..-. 22:04:05 

0x017C -- Total number of protocols (380 dee) 

**************************************************************************** 

Virtual Layer Decodes 

**************************************************************************** 

VirtualBase -- Text Name 
0x00 InternalProtocolCode 
0x0l HeaderLengthFixed (0x0O - no [computed), 0x0l - yes [fixed]) 
0x00 HeaderLengthElementSize (0x00 - byte, 0x0l nibble) 
0x00 HeaderLengthWord (0x00 - byte count, 0x01 word count (32 bits)) 
0x0l HeaderLengthField (byte offset or nibble offset) 
0x00 DLCLayerFlag (NO) 
0x00 DLCLayerDestOffset (NULL) 
0x00 DLCLayerDestMask (NULL) 
0x00 DLCLayerSrcOffset (NULL) 
0x00 DLCLayerSrcMask (NULL) 
0x00 NetLayerFlag (NO) 
0x00 NetLayerAddressSize ( NULL 
0x00 NetLayerDestOffset (NULL) 
Ox00 NetLayerDestMask (NULL) 
Ox00 NetLayerSrcOffset (NULL) 
0x00 NetLayerSrcMask (NULL) 
0xO0 NetLayerFragments ( NULL 
0x00 TunnelLayerFlag (NO) 
0x00 TunnelLayerAddressSize ( NULL 
0x00 TunnelLayerDestOffset (NULL) 
0x00 TunnelLayerDestMask (NULL) 
0x00 TunnelLayersrcOffset (NULL) 
Ox00 TunnelLayerSrcMask (NULL) 
0x00 TunnelLayerFragments ( NULL 
0x00 ConnectionLayerFlag 
0x00 ChildRecognitionTypeLengthFlag 
0x01 ChildRecognitionignoreSource (0x00 - no, 0x0l - yes [ignore] ) 
0x0l ChildRecognitionSize 
0x00 ChildRecognitionDestOffset 
0x00 ChildRecognitionSrcOffset 
0x0l NumChildren (1 children) 
0x0l RecognitionCode 
0x01 -- Ethernet Base 

DLC Layer Decodes 

**************************************************************************** 

DLC (base) Ethernet V2 Decodes 

EtherType 
Ox01 
0x0l 
0x00 
0x00 
OxOE 
Ox01 
0x00 
0xFF 
0x06 

Text Name 
InternalProtocolCode 
HeaderLengthFixed (0x00 - no [computed], 0x01 - yes [fixed]) 
HeaderLengthElementSize (0x00 - byte, Ox01 nibble) 
HeaderLengthWord (0x00 - byte count, 0x01 word count (32 bits)) 
HeaderLengthField (byte offset or nibble offset) 
DLCLayerFlag (YES) 
DLCLayerDestOffset ( 0 - 5) 
DLCLayerDestMask ( All bits ) 
DLCLayerSrcOffset ( 6 - 11) 
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• Exhibit B3: The file MF A TEST.HEX that contains the actual packets captured by 
the packet acquisition device described in element (a) of claims 11 and 54, and 
corresponding to the contents of element (b), the input buffer memory of claim 29. 
The packet acquisition device for the experiment was a SUN workstation connected 
to a connection point of a network. 
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1. 

,Q,2 

08 00 20 13 10 D2 00 AO 24 75 C7 78 08 00 45 00 
00 30 BO 6C 40 00 80 06 94 14 59 06 06 03 59 07 
FE 36 09 53 00 6E lA 5D 8A 6E 50 DA 49 60 50 18 
1D 4B BF 97 00 00 52 45 54 52 20 32 OD OA FD 6E 
9D F5 

00 00 00 00 08 00 20 13 10 D2 00 AO 24 75 C7 78 
00 08 59 07 FE 36 00 00 00 00 00 00 00 00 00 00 
00 00 59 06 06 03 00 00 00 00 00 00 00 00 00 00 
00 00 00 2B 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 47 00 6E 00 00 09 53 00 00 

4B 
00 AO 24 75 C7 78 08 00 20 13 10 D2 08 00 45 00 
00 39 16 03 00 00 3C 06 B2 75 59 07 FE 36 59 06 
06 03 00 6E 09 53 50 DA 49 60 lA SD 8A 76 50 18 
10 00 5D 6C 00 00 2B 4F 4B 20 31 33 35 31 20 6F 
63 74 65 74 73 OD OA CA EO 6A Bl 

00 00 00 00 00 AO 24 75 C7 78 08 00 20 13 10 D2 
00 08 59 06 06 03 00 00 00 00 00 00 00 00 00 00 
00 00 59 07 FE 36 00 00 00 00 00 00 00 00 00 00 
00 00 00 2B 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 47 09 53 00 00 00 6E 00 00 

40 
08 00 20 13 10 02 00 AO 24 75 C7 78 OB 00 45 00 
00 28 Bl 6C 40 00 80 06 93 lC 59 06 06 03 59 07 
FE 36 09 53 00 6E lA SD BA 76 50 DA 49 71 50 10 
1D 3A 93 73 00 00 00 00 00 00 00 00 02 03 21 C2 

00 00 00 00 08 00 20 13 10 D2 00 AO 24 75 C7 78 
00 08 59 07 FE 36 00 00 00 00 00 00 00 00 00 00 
00 00 59 06 06 03 00 00 00 00 00 00 00 00 00 00 
00 00 00 2B 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 47 00 6E 00 00 09 53 00 00 

4 TO: OOA02475C778 
FROM: 080020131002 

22:53:51<0.002> 1111 
Pkt: 4, Len: 1120/1390 
0000 00 AO 24 75 C7 78 08 00 
0010 05 SC 16 05 00 00 3C 06 
0020 06 03 00 6E 09 53 50 DA 
0030 10 00 53 11 00 00 52 65 
0040 68 3A 20 3C 6A 6D 65 74 
0050 65 6C 69 74 65 2E 63 6F 
0060 69 76 65 64 3A 20 66 72 
0070 6D 2E 74 65 63 65 6C 69 
0080 79 20 73 75 70 65 72 2E 
0090 2E 63 6F 6D 20 28 34 2E 
OOAO 31 29 OD OA 09 69 64 20 
OOBO 20 54 68 75 2C 20 31 30 
OOCO 31 37 3A 33 37 3A 33 37 
OODO 63 65 69 76 65 64 3A 20 
OOEO 70 6C 69 6E 6B 2E 74 65 
OOFO 6F 6D 20 28 73 6D 74 70 
0100 2E 37 2E 37 2E 31 30 30 

20 13 10 D2 08 00 45 00 
AD 50 59 07 FE 36 59 06 
49 71 lA SD SA 76 50 18 
74 75 72 6E 2D 50 61 74 
7A 67 65 72 40 74 65 63 
6D 3E OD OA 52 65 63 65 
6F 6D 20 6E 61 74 61 64 
74 65 2E 63 6F 6D 20 62 
74 65 63 65 6C 69 74 65 
31 2F 53 4D 49 20 34 2E 
41 41 32 38 34 30 38 3B 
20 53 65 70 20 39 38 20 
20 50 44 54 OD OA 52 65 
66 72 6F 60 20 73 60 74 
63 65 6C 69 74 65 2E 63 
6C 69 6E 6B 20 SB 38 39 
5D 29 OD OA 09 62 79 20 

•• $u.x .•..••. E. 
• \ •••• < •• PY •• 6Y. 
.•• n. SP. Iq. ] • vP . 
•• S ••• Return-Pat 
h: <jmetzger@tec 
elite.com> •• Rece 
ived: from natad 
m.tecelite.com b 
y super.tecelite 
.com (4.l/SMI-4. 
1) ..• id AA28408; 

Thu, 10 Sep 98 
17:37:37 PDT .. Re 
ceived: from smt 
plink.tecelite.c 
om (smtplink [89 
.7.7.lOO]) •• ,by 
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I 0110 
0120 
0130 
0140 
0150 
0160 
0170 
0180 
0190 
01A0 
0lB0 
01co 
01D0 
0lE0 
0lF0 
0200 
0210 
0220 
0230 
0240 
0250 
0260 
0270 
0280 
0290 
02A0 
02B0 
02C0 
02D0 
02E0 
02F0 
0300 
0310 
0320 
0330 
0340 
0350 
0360 
0370 
0380 
0390 
03A0 
03B0 
03C0 
03D0 
03E0 
03F0 
0400 
0410 
0420 
0430 
0440 
0450 

6E 61 74 61 64 6D 2E 74 
63 6F 6D 20 28 38 2E 38 
29 20 77 69 74 68 20 53 
41 41 31 37 32 34 35 3B 
31 30 20 53 65 70 20 31 
39 3A 30 34 20 2D 30 37 
69 76 65 64 3A 20 66 72 
69 6C 20 62 79 20 73 6D 
65 63 65 6C 69 74 65 2E 
20 41 41 39 30 35 34 37 
2C 20 31 30 20 53 65 70 
37 3A 30 39 20 50 44 54 
54 68 75 2C 20 31 30 20 
37 3A 34 37 3A 30 39 20 
6D 3A 20 4A 6F 68 6E 20 
3C 6A 6D 65 74 7A 67 65 
74 65 2E 63 6F 6D 3E OD 
67 3A 20 33 32 34 20 54 
73 61 67 65 2D 49 64 3A 
39 30 35 34 2E 41 41 39 
40 73 6D 74 70 6C 69 6E 
74 65 2E 63 6F 6D 3E OD 
61 76 79 40 74 65 63 65 
2C 20 61 63 68 61 64 64 
74 65 2E 63 6F 6D 2C 20 
63 65 6C 69 74 65 2E 63 
20 20 20 20 20 44 61 76 
64 6C 75 6F 40 74 65 63 
6D 3E 2C 20 6C 6F 77 64 
69 74 65 2E 63 6F 6D 2C 
20 20 65 77 68 65 65 6C 
69 74 65 2E 63 6F 60 2C 
65 63 65 6C 69 74 65 2E 
64 6D 40 74 65 63 65 6C 
OD 0A 20 20 20 20 20 20 
65 72 40 74 65 63 65 6C 
20 6A 6F 74 69 73 40 74 
63 6F 6D 2C OD 0A 20 20 
6D 20 44 61 76 69 73 20 
74 65 63 65 6C 69 74 65 
61 6D 40 74 65 63 65 6C 
OD 0A 20 20 20 20 20 20 
74 7A 20 3C 72 72 69 74 
74 65 2E 63 6F 60 3E 2C 
40 74 65 63 65 6C 69 74 
6B 69 70 40 74 65 63 65 
OD 0A 53 75 62 6A 65 63 
47 65 6E 65 72 61 74 69 
63 74 20 44 69 73 63 75 
0A OD 0A 53 75 62 6A 65 
20 47 65 6E 65 72 61 74 
75 63 74 20 44 69 73 63 
OD 0A 49 20 77 6F 75 6C 

5 TO: 0800201310D2 
FROM: 00A02475C778 

Pkt: 5, Len: 64/64 
0000 08 00 20 13 10 02 00 AO 
0010 00 28 B2 6C 40 00 80 06 

65 63 65 6C 69 74 65 2E 
2E 37 2F 38 2E 38 2E 37 
40 54 50 20 69 64 20 52 
OD 0A 09 54 68 75 2C 20 
39 39 38 20 31 37 3A 33 
30 30 OD 0A 52 65 63 65 
6F 6D 20 63 63 3A 40 61 
74 70 6C 69 6E 6B 2E 74 
63 6F 6D OD 0A 09 69 64 
34 38 32 39 20 54 68 75 
20 39 38 20 31 37 3A 34 
OD 0A 44 61 74 65 3A 20 
53 65 70 20 39 38 20 31 
SO 44 54 OD 0A 46 72 6F 
4D 65 74 7A 67 65 72 20 
72 40 74 65 63 65 6C 69 
0A 45 6E 63 6F 64 69 6E 
65 78 74 OD 0A 4D 65 73 
20 3C 39 38 30 38 31 30 
30 35 34 37 34 38 32 39 
6B 2E 74 65 63 65 6C 69 
0A 54 6F 3A 20 62 6C 65 
6C 69 74 65 2E 63 6F 60 
61 40 74 65 63 65 6C 69 
64 61 76 65 63 40 74 65 
6F 6D 2C OD OA 20 20 20 
69 64 20 4C 75 6F 20 3C 
65 6C 69 74 65 2E 63 6F 
65 72 40 74 65 63 65 6C 
OD 0A 20 20 20 20 20 20 
65 72 40 74 65 63 65 6C 
20 66 6E 6F 6F 6E 40 74 
63 6F 6D 2C 20 66 72 65 
69 74 65 2E 63 6F 6D 2C 
20 20 6A 6D 61 69 78 6E 
69 74 65 2E 63 6F 6D 2C 
65 63 65 6C 69 74 65 2E 
20 20 20 20 20 20 4B 69 
3C 6B 64 61 76 69 73 40 
2E 63 6F 6D 3E 2C 20 72 
69 74 65 2E 63 6F 6D 2C 
20 20 52 6F 62 20 52 69 
7A 40 74 65 63 65 6C 69 
20 72 73 64 69 65 74 7A 
65 2E 63 6F 6D 2C 20 73 
6C 69 74 65 2E 63 6F 6D 
74 3A 20 4E 65 78 74 20 
6F 6E 20 50 72 6F 64 75 
73 73 69 6F 6E OD OA OD 
63 74 3A 20 4E 65 78 74 
69 6F 6E 20 50 72 6F 64 
75 73 73 69 6F 6E OD 0A 
64 20 6C 69 6B 65 20 74 

24 75 C7 78 08 00 45 00 
92 1C 59 06 06 03 59 07 

natadm.tecelite. 
com (8.8.7/8.8.7 
) with SMTP id R 
AA17245;, •• Thu, 
10 Sep 1998 17:3 
9:04 -0700 •• Rece 
ived: from cc:Ma 
il by smtplink.t 
ecelite.com ••• id 

AA905474829 Thu 
, 10 Sep 98 17:4 
7:09 PDT •• Date: 
Thu, 10 Sep 98 l 
7:47:09 PDT •• Fro 
m: John Metzger 
<jmetzger@teceli 
te.com> •• Encodin 
g: 324 Text •• Mes 
sage-Id: <980810 
9054,AA905474829 
@smtplink.teceli 
te.com> •• To: ble 
avy@tecelite.com 
, achadda@teceli 
te.com, davec@te 
celite.com, •• 

David Luo< 
dluo@tecelite.co 
m>, lowder@tecel 
ite.com, •. 

ewheeler@tecel 
ite.com, fnoon@t 
ecelite.com, fre 
dm@tecelite.com, 

jmaixn 
er@tecelite.com, 

jotis@tecelite. 
com,.. Ki 
m Davis <kdavis@ 
tecelite.com>, r 
am@tecelite.com, 

Rob Ri 
tz <rritz@teceli 
te.com>, rsdietz 
@tecelite.com, s 
kip@tecelite.com 
,.Subject: Next 
Generation Produ 
ct Discussion ••• 
••• subject: Next 
Generation Prod 

uct Discussion .. 
•• I would like t 

•••• , , ,$u,x. ,E. 
• (. l@ ••••. y ••• y. 
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0020 
0030 

Pkt1 
0000 
0010 
0020 
0030 
0040 

Pkt: 
0000 
0010 
0020 
0030 
0040 
0050 

Pkt: 
0000 
0010 
0020 
0030 

Pkt: 
0000 
0010 
0020 
0030 
0040 
0050 

6, 

FE 36 09 53 00 6B lA SD 
22 38 89 41 00 00 00 00 

6 '1'0: 0800201310D2 
FROM1 00A02475C778 

t.en: 66/66 
08 00 20 13 10 02 00 AO 
00 30 Bl 6C 40 00 80 06 
FE 36 09 53 00 6E lA SD 
22 38 CB 6A 00 00 44 45 
77 09 

7 TO: 00A02475C778 
FROM: 080020131002 

7, t.en: 91/91 

8, 

9, 

00 AO 
00 49 
06 03 
10 00 
65 20 
65 74 

8 

Len: 
08 00 

24 75 C7 78 08 00 
16 09 00 00 3C 06 
00 6E 09 53 50 DA 
3F 4C 00 00 2B 4F 
32 20 68 61 73 20 
65 64 2E OD OA 52 

TO: 0800201310D2 
FROM: 00A02475C778 

64/64 
20 13 10 02 00 AO 

00 2E B4 6C 40 00 80 06 
FE 36 09 53 00 6E lA 5D 
22 17 El 77 00 00 51 55 

9 '1'0: OOA02475C778 
FROM: 080020131002 

Len: 96/96 
00 AO 24 75 C7 78 08 00 
00 
06 
10 
n 
67 

10 

4E 16 OA 00 00 3C 06 
03 00 6E 09 53 50 DA 
00 AO 4C 00 00 2B 41' 
76 65 72 20 61 74 20 
61!l 69 6E 67 20 611' 66 

'1'0: OOA02475C778 
FROM: 0800201310D2 

Pkt: 10, Len: 64/64 

SA 76 50 DA 4B AS 50 10 
00 00 00 00 BA 3C 6B 06 

.6.s.n.J ,VJ?,N,P, 
"8.A ••....... <k. 

-:53:53<2.556>-

24 75 C7 78 08 00 45 00 .. ••••• $u.x •• E. 
91 14 59 06 06 03 59 07 .o.1e ..... Y ... Y. 
8A 76 50 DA 4E AS 50 18 .6.S.n.J .vJ?.N.J?. 
4C 45 20 32 OD OA BC 1'6 "8,:j, ,DJ!lLE 2 • ••• 

w. 

~:53:53<0.001> -
20 13 10 D2 08 00 45 00 .. $u.x . . • • • • .E. 
B2 SF 59 07 FJ!l 36 59 06 .I .... < • • _Y • • 6Y. 
4E AS 1A SD BA 7E 50 18 • •• n.SP.N .• ] .•P. 
4B 20 40 65 73 73 61 67 •• ?L •• +OK Messag 
62 65 65 6E 20 64 65 6C e 2 has been del 
EB E2 05 eted ••• R ••• 

--2:53:53<0.002> -

24 75 C7 78 08 00 45 00 .. ••••• $u.x •• E. 
90 16 59 06 06 03 59 07 ••• 19 ••••• Y ••• Y. 
SA 7E 50 DA 4E C6 50 18 .6.S.n.f.•P.N.P. 
49 54 OD OA 66 C7 FO PS • •• w •• QUl:T •• f . .. 

-153:53<0.029> ... 
20 13 10 02 08 00 45 00 .. $u.x . . • • • • .B • 
B2 59 59 07 FE 36 59 06 .N ••• • < •• YY •• 6Y. 
4E C6 1A SD 8A 84 50 18 ... n. SP • N, • ] •• P • 
4B 20 50 61' 70 20 73 65 ••• I. •• +OK Pop se 
73 75 70 65 72 20 73 69 rver at super si 
66 2E OD OA OD 7A D8 45 gning off •••• z.E 

!I 

1llll22aS3:53<0,003-
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0000 
0010 
0020 
0030 

Pkt: 
0000 
0010 
0020 
0030 

Pkt: 
0000 
0010 
0020 
0030 

Pkt: 
0000 
0010 
0020 
0030 

Pkt: 
0000 
0010 
0020 
0030 

Pkt: 
0000 
0010 
0020 

00 AO 24 75 C7 78 08 00 
00 28 16 OB 00 00 3C 06 
06 03 00 6E 09 53 50 DA 
10 00 9B 23 00 00 00 00 

11 TO: 080020l310D2 
FROM: 00A02475C778 

11, Len: 64/64 
08 00 20 13 10 D2 00 AO 
00 28 BS 6C 40 00 80 06 
FE 36 09 53 00 6E 1A SD 
21 Fl 89 32 00 00 00 00 

12 TO: 080020131002 
FROM: OOA02475C778 

12, Len: 64/64 
08 00 20 13 10 D2 00 AO 
00 28 B6 6C 40 00 80 06 
FE 36 09 53 00 6E lA SD 
21 Fl 89 31 00 00 00 00 

13 TO: 00A02475C778 
FROM: 0800201310D2 

13, Len: 64/64 
00 AO 24 75 C7 78 08 00 
00 28 16 oc 00 00 3C 06 
06 03 00 6E 09 53 50 DA 
10 00 9B 22 00 00 00 00 

14 TO: 006008COD710 
FROM: 00A076A010F2 

14, Len: 64/64 
00 60 08 co 07 10 00 AO 
00 2C SF FE 40 00 80 06 
17 18 05 B4 00 SB 01 BE 
20 00 53 E9 00 00 02 04 

15 TO: 00A076A010F2 
FROM: 006008COD710 

15, Len: 64/64 
00 AO 76 AO 10 F2 00 60 
00 2C 49 7C 40 00 BO 06 
18 06 00 BB 05 84 lE co 

20 13 10 02 08 00 
B2 7E 59 07 FE 36 
4E EC lA SD SA 84 
00 00 00 00 2B AS 

45 
59 
50 
6E 

00 • ,$u,x., • • • • .E • 
06 , (,,,, <,. -Y., 6Y. 
11 ••• n,SP,N.,), ,P, 
6A • • ,#, • ...... +.nj 

-:53:53<0.000> -

24 75 C7 78 08 00 45 00 .. , , ••• $u,x. ,E, 
SF 1C 59 06 06 03 59 07 • ( .l@ .•••• Y ..• Y. 
SA 84 50 DA 4E ED 50 10 .6.S.n,] ,,P,N.P. 
00 00 00 00 BA 06 A9 cc I , , 2,,,.,, •.•• ,. 

~:53:53<0.031> -

24 75 C7 78 08 00 45 00 .. ••••• $u,x •• E. 
SE lC 59 06 06 03 59 07 • (, l@. •. • • y • •. y. 
SA 84 50 DA 4E ED 50 ll .6,S.n,], ,P,N,P. 
00 00 00 00 lC BC F9 85 I , • l .• , .. , •,,.,. 

~aa,s,,s,,0.001> -

20 13 10 02 08 00 45 00 • ,$u,x •• •• • • ,E, 
B2 70 59 07 FE 36 59 06 • ( •••. < •. }Y •. 6Y, 
4E ED 1A SD SA 85 50 10 , • ,n.SP,N,,]. ,P, 
00 00 00 00 EO F4 BC BO ... " . ........... 

~:53:58<4.755> -

it 

76 AO 10 F2 08 00 45 00 ' ••••• ,v, ••• ,E, 
B9 OB 59 59 18 06 59 4B . ,_ .@,.,, ,YY, ,YK 

3A 7E 00 00 00 00 60 02 ........ : ,... .... 
05 B4 20 00 09 FB 20 40 • s ••••••• ... M 

-2:53:58<0.001> -
.• , 

08 co 07 10 08 00 45 00 •. v •••• . ; .... E. 
CF 80 59 4B 17 18 59 59 • ,Il@, •••• YK •• YY 

51 3B 01 BE 3A 7F 60 12 ••••••• ,Q; •• : • 
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• Exhibit B4: The file packets.txt that describes the nature of the packets in· 
MFA TEST.HEX. 
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packets. txt 

***** Packet IO: 1 ***** 
ETHERNET---------------------------------~=-==•=------------
Oestinatfon Address: 080020-1310d2 (super) 
source Address: 006097-9d6bld (embedded-pc) 
Ethernet Type: 08-00 (IP) 
IP=---------------------------=~===-------J==•===--~------== 
version: 4 
Header Length: 5 (Ox5) 
Type of service: 00 
ros Precedence: Routine(O} 
ros Delay: Normal oe7ay(O) 
TOS Through,P..Ut: Norma 7 Throughp_ut(O) 
TOS Reliab17ity: Norma 7 Re7iabi 7ity(O) 
Tota 7 Length: 44 (Ox2c} 
Identification: 56918 (Oxde56) 
Reserved: 0 
oon 't Fragment (OF): oon 't Fragment(1} 
More Fragment (MF): Last Fragment(O) 
Fragment offset: 0 
Time to Live (TTL): 32 (Ox20} 
Protocol: TCP(6) 
Header checksum: 78 85 
source IP: 89.76.80.54 (embedded-pc) 
Destination IP: 89.7.254.54 (super} 
TCP ======================================================= 
source Port: (1427) 
Destination Port: POPJ(llO) 
sequence Number: 16058242 (Oxr50782} 
Acknowledgement Number: 0 
oata offset: 6 (Ox6) 
Reserved: 0 
urgent Field (URG): 0 
Acknowledgement field (ACK): 0 
Push Function (PSH}: 0 
Reset connection (RST): O 
synchronize sequence (SYN): l 
No More Data (FIN): O 
Window size: 8192 (Ox2000) 
checksum: 68 EE 
Urgent Pointer: O 

***** Packet IO: 2 ***** 
ETHERNET==================================================== 
Destination Address: 006097-9d6bld (embedded-pc} 
source Address: 080020-1310d2 (super} 
Ethernet Type: 08-00 (IP) 
IP----=r=-------------------------------------~------=====-= 
version: 4 
Header Length: S (OxS) 
Type of service: 00 
TOS Precedence: Routine(O} 
TOS oelay: Normal oelay(O) 
TOS Through,P..Ut: Norma T Throughp_ut(O) 
TOS Reliab1 lfty: Normal Reliability(O} 
Tota 7 Length: 44 (Ox2c} 
Identification: 1630 (Ox6Se} 
Reserved: 0 
oon 't Fragment (OF): May Fragment(O} 
More Fragment (MF): Last Fragment(O) 
Fragment offset: 0 

Pagel 
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Time to Live (TTL}: 60 (Ox3c} 
Protocol: TCP(6J 
Header checksum: 71 AE 

packets. txt 

source IP: 89.7.254.54 (super} 
Destination IP: 89.76.80.54 (embedded-pc} 
TCP========================================================= 
source Port: POP3(110} 
Destination Port: (1427) 
sequence Number: 1240192000 (Ox49ebd400J 
Acknowledgement Number: 16058243 (Oxf50783J 
Data offset: 6 (Ox6J 
Reserved: 0 
Urgent Field (URG}: 0 
Acknowledgement field (ACK}: 1 
Push Function (PSH): 0 
Reset connection (RST}: 0 
synchronize sequence {SYN}: 1 
No More Data {FIN}: 0 
window size: 4096 (Ox1000) 
checksum: SA Fl 
urgent Pointer: 0 

***** Packet ID: 3 ***** 
ETHERNET=================================================== 
Destination Address: 080020-1310d2 (super} 
source Address: 006097-9d6bld {embedded-pc} 
Ethernet Type: 08-00 (IP} 
IP ================--
Version: 4 
Header Length: 5 {Ox5J 
Type of service: 00 
TOS Precedence: Routine(O) 
TOS Delay: Normal Delay(OJ 
TOS Through.P.,Ut: Normal Throughput{OJ 
TOS Reliab1lity: Normal Reliability{OJ 
Total Length: 40 (Ox28) 
Identification: 57174 (Oxdf56J 
Reserved: 0 
Don't Fragment {DF): Don't Fragment{l) 
More Fragment (MF): Last Fragment(OJ 
Fragment offset: O 
Time to Live {TTL}: 32 {Ox20J 
Protoco 7: TCP(6J 
Header checksum: 7A 89 
source IP: 89.76.80.54 (embedded-pc} 
Destination IP: 89.7.254.54 {super} 

·====----- -

TCP================================---========= 
source Port: (1427} 
Destination Port: POP3{110} 
sequence Number: 16058243 {Oxf50783) 
Acknowledgement Number: 1240192001 (Ox49ebd401} 
Data offset: S {OxS) 
Reserved: 0 
Urgent Field {URG}: 0 
A ck now l edgemen t field (ACK}: 1 
Push Function {PSH}: 0 
Reset connection {RST}: 0 
synchronize sequence {SYN}: O 
NO More Data (FIN}: 0 
window size: 8760 {Ox2238) 
checksum: 60 76 
urgent Pointer: 0 

Page 2 

EX 1022 Page 340

. packets. txt
Time to Live (TTL): 60 (0X36)
Protoco7: TCP(6‘)
Header Chet/(sum: 77 AE
Source IP: 89.7.254.54 (su er)
Destination IP: 89. 76. 80. 4 (embedded-pd

Source Port: POP3(110)
Destination Port: (1427)
Se uence Number: 1240192000 (0x49ebd400)
Ac nowledgement Number: 16058243 (0xf50783)
Data offset: 6 (0x6)

Reserved: 0

Urient F7E7d (0R6): 0AC nowledgement f7e7d (ACK): 1
Push Function _(P5H): 0
Reset connection (R579: 0
Synchronize Sequence (SYN): 1
No More Data (FIN): 0
Window size: 4096 (0X1000)
Checksum: 5A F1
Urgent Painter: 0

##Wfi'fi' Packet ID: 3 *#***
ETHERNET3:g=====£xzazzz=fl==a=====z=======z=====x=======z===

Destination Address: 080020-1310d2 (super)
Source Address: 006097~9d6b1d (embedded—pt)
Ethernet Type: 08-00 (IP)
IP:======‘:===:============================================
version: 4

Header Length: 5 (0X5)
Type of Serwce: 00 _
T05 Precedence: Rout7ne(0)

T05 De7ay: Normal Dela/40)T05 Throu hput: Norma Throughput(0)
T05 Relia 17ity: Norma7 Re7iabi71ty(0)
Total Length: 40 (0x28)
Identification: 57174 (0xdf56)
Reserved: 0

Don 't Fragment (0F): Don 't Fragment(1)
More Fragment (MF): Last Fragment(0)
Fragment offset: 0
T7078 to Live (TTL): 32 (0x20)
Protocol: TCP(6)
Header Chet/(sum: 7A 89

source IP: 89.76.6054 (embedded-pa)
Destination IP: 89.7.254.54 (super)

source Port: (1427)
Destination Port: POP3(110)

Sexuence Number: 16058243 (0xf50783)Ac nowledge/nent Number: 1240192001 (0x49ebd401)
Data offset: 5 (0x5)
Reserved: 0

Urfient Fie7d (0R6): 0Ac now7edgement field (ACK): 1
Push Function .(PSH): 0
Reset Connection (RST): .0
Synchronize Sequence (SYN): 0
N0 More qa ta (FIN): 0
W7l1d0W Size: 8760 (0x2238)
Checksum: 6'0 76

Urgent Painter: 0
Page 2
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packets. txt 

***** Packet IO: 4 ***** 
ETHERNET~================================================== 
Destination Address: 006097-9d6bld (embedded-pc} 
source Address: 080020-1310d2 (super} 
Ethernet Type: 08-00 (IP} 
IP -- === -------- ------
Version: 4 
Header Length: S (OxS} 
Type of service: 00 
TOS Precedence: Routine(O} 
TOS Delay: Normal oelay(O} 
TOS Throughp_ut: Normal Throughput(O} 
TOS Reliab1 lity: Normal Reliability(0} 
Total Length: 120 (Ox78) 
Identification: 1649 (Ox671} 
Reserved: 0 
oon 't Fragment (OF): May Fragment(O) 
More Fragment (MF): Last Fragment(O) · 
Fragment offset: O 
Time to Live (TTL): 60 (Ox3c) 
Protocol: TCP(6) 
Header checksum: 77 4F 
source IP: 89.7.254.54 (super) 
Destination IP: 89.76.80.54 (embedded-pc) 

-----------

TCP=~======================================================= 
source Port: POP3(110) 
Destination Port: (1427) 
sequence Number: 1240192001 (Ox49ebd401) 
Acknowledgement Number: 16058243 (OxfS0783) 
Data Offset: S (OxS) 
Reserved: O 
Urgent Field (URG): 0 
Acknowledgement field (ACK): 1 
Push Function (PSH): 1 
Reset connection (RST): 0 
synchronize sequence (SYN}: O 
No More oat a (FIN}: O 
Window size: 4096 (OxlOOOJ 
checksum: BA 88 
urgent Pointer: 0 
DATA======================================================== 
Data: 
0000 -- 28 4F 48 20 51 55 41 4C 43 4F 
0010 -- 4D 4D 20 SO 6F 70 20 73 65 72 
0020 -- 76 65 72 20 64 65 72 69 76 65 
0030 -- 64 20 66 72 6F 60 20 55 43 42 
0040 -- 20 28 76 65 72 73 69 6F 6£ 20 
0050 -- 32 2E 31 2E 34 2D 52 33 29 20 
0060 -- 61 74 20 73 75 70 65 72 20 73 
0070 -- 74 61 72 74 69 6£ 67 2£ OD OA 

+OK QUALCO 
MM Pop ser 
ver derive 
d from UCB 

(version 
2.1.4-R3) 
at supers 
tart1ng •.. 

***** Packet ID: s ***** 
ETHERNET=------------=================================== 
Destination Address: 080020-1310d2 (super) 
source Address: 006097-9d6bld (embedded-pc) 
Ethernet Type: 08-00 (IP) 
IP========================================================= 
version: 4 
Header Length: 5 (Ox5) 
Type of service: 00 
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”*W Packet ID: 4 ”M”
ETHERNET===:=..-.-=.-==.=.-:=:'a==============2:.1:-====a=====z========z=====

Destination Address: 006097-9d6b1d (embedded-pt)
Source Address: 080020-1310d2 (super)
Ethernet type: 08-00 (IP)IP=========================2:=::=======z============z=========
Version: 4

Header Length: 5 (0x5)
Type of Service: 00 .
T05 Precedence: Rout7ne(0)

70$ Delay: Norma7 087?,(0)T05 Throu hput: Norma Throughput(0)
T05 Relia 77ity: Norma7 Reliabi7ity(0)
Total .Length: 120 (0x78)
Identification: 164.9 (0x671)
Reserved: 0

Don ’t Fragment (DF): May Fragment(0)
More Fragment (MF): Last Fragment(0)v
Fragment offset: 0
Time to Live (TTL): 60 (0x3c)
Protoco7: TCP(6)
Header Checksum: 77 4F

source IP: 89.125454 (super)Destination IP: 6'9. 76. 80.
TCP.-:::.-:..-==========3=£====:..-=====::-3::.7..-==z==:=:======:========:==

source Port: POP3(110)
Destination Port: (.1427)

Sezuence Number: 1240192001 (0x499bd401)Ac nowledgement Number: 16058243 (0xf50783)
Data offset: 5 (0x5)

Reserved: 0

Urgent F7e7d (0R6): 0Ac nowledgement field (ACK): 1
Push Function (PSH): 1
Reset Connection (R57): 0
synchronize Sequence (SYN): 0
No More Data (FIN): 0
window size: 40.96 (0x1000)
Checksum: BA 88
Urgent Pointer: 0
DA TA=====z=z====uzz=:==-e.-=====a==z=============================
Data:
0000 23 4F 43 20 51 55 41 4C 43 4F
0010 4D 4D 20 50 6F 70 20 73 65 72
0020 76 65 72 20 64 65 72 6.9 76 65'
0030 64 20 66 72 6F 60 20 55 43 42
0040 20 23 76 65 72 73 6.9 6F 65 20
0050 32 2E 31 25 34 20 52 33 2.9 20
0060 61 74 20 73 75 70 65 72 20 73
00/"0 74 61 72 74 69 6E 67 25 00 04

”W“ Packet ID: 5 MW”
ETHERNET====3==============z:a:=2:===============ezz===========

4 (embedded~pc)

+0K QUALCO
MM Po ser
ver erive

d from .UCB
(version

2. 1. 4-R3)

at super 5
tartmg. . .

Destination Address: 080020—1310d2 (super)
Source Address: 006097—9d6‘b1d (embedded-Dc)
Ethernet Type: 08—00 (IP)IP========z=======sz=====z====Sz======3=z=3=2===z=======z=zx
Version: 4
Header Length: 5 (0x5)
Type of Service: 00
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packets.txt 
TOS Precedence: Routine(O) 
TOS De 1 ay: Norma 1 De 1 ay(O) 
TOS ThroughP.,ut: Norma 1 Throughput(O) 
TOS Reliab1 lity: Norma 1 Reliability(O) 
Tota 1 Length: 55 (Ox37) 
Identification: 57430 (Oxe056) 
Reserved: 0 
Don't Fragment (DF): Don't Fragment(l) 
More Fragment (MF): Last Fragment(O) 
Fragment offset: 0 
Time to Live (TTL): 32 (Ox20) 
Protoco 1: TCP(6) 
Header checksum: 79 AA 
source IP: 89. 76. 80. 54 (embedded-pc) 
Destination IP: 89.7.254.54 (super) 
TCP==============---================= 
source Port: (1427) 
Destination Port: POP3(110) 
sequence Number: 16058243 (Oxf50783) 
Acknowledgement Number: 1240192081 (Ox49ebd451) 
Data offset: 5 (Ox5) 
Reserved: 0 
urgent Field (URG): 0 
Acknowledgement field (ACK): 1 
Push Function (PSH): 1 
Reset connection (RST): O 
synchronize sequence (SYN): O 
No More Data (FIN): O 
window size: 8680 (Ox2le8) 
checksum: £4 02 
urgent Pointer: 0 
DATA-------========================================== 
Data: 
0000 55 SJ 45 52 20 6A 6D 61 69 78 USER jmaix 
0010 -- 6£ 65 72 OD OA ner .. 

***** Packet ID: 6 ***** 
ETHERNET-================================================== 
Destination Address: 006097-9d6bld (embedded-pc) 
source Address: 080020-1310d2 (super) 
Ethernet Type: 08-00 (IP) 
IP=-==============--====----============== 
version: 4 
Header Length: 5 (Ox5) 
Type of service: 00 
TOS Precedence: Routine(O} 
TOS Delay: Normal Delay(O} 
TOS ThroughP.,Ut: Norma 7 Throughput(O} 
TOS Reliab1 lity: Norma 1 Reliability(O) 
Tota 1 Length: 77 (Ox4d} 
Identification: 1650 (Ox672} 
Reserved: 0 
Don't Fragment (DF}: May Fragment(O) 

, More Fragment (MF): Last Fragment(O} 
Fragment offset: 0 
Time to Live (TTL): 60 (Ox3c) 
Protoco 1: TCP(6} 
Header checksum: 77 79 
source IP: 89.7.254.54 (super) 
Destination IP: 89.76.80.54 (embedded-pc) 
TCP====----------========================================= 
source Port: POP3(110) 
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T05 Precedence: Rout7ne(0)

T05 Delay: Normal Delayw)T05 Throu hput: Norma Throughput(0)
T05 Relia 771ty: Normal Reliabilitym)
Total .Lengtli: 55 (0x37)
Identification: 57430 (0xe056)
Reserved: 0

Don 't Fragment (DF): Don 't Fragment(1)
More Fragment (MF): Last Fragment(0)
Fragment Offset: 0
Time to Live (77L): 32 (0x20)
Protocol: TCP(6)
Header Checksum: 79 AA
Source IP: 819.76.80.54 (embedded—Dc)
Destination IP: 817254.54 (super)
TCP=============2::=========:==============================

Source Port: (1427)
Destination Port: POP3(110)

Sezuence Number: 16058243 (0xf50783)Ac nowledgement Number: 1240192081 (0x49ebd451)
Data Offset: 5 (0x5)
Reserved: 0

Urgent Field (URG): 0Ac nowledgement field (ACK): 1
Push Function (PSH): 1
Reset Connection (RST): 0
Synchronize Sequence (SYN): 0
No more Data (FIN): 0
window size: 8680 (0x2198)
Checksum: E4 02

Urgent Painter: 0

Da ta .'

, 0000 ~- 55 53 45 52 20 6A 60 6'1 6'9 78 USER jmaix
0010 -- 6E 65 72 00 0A ner. .

“H” Packet ID: 6 ”Mr
ETHERNETzzgzz=-:3z:.2:=-=z====z::3z:=-a:ae:=-z.-xzz=2=========z====azz=z=

Destination Address: 006097-9d6b1d (embedded—pt)
source Address: 080020-1310d2 (super)
Ethernet Type: 08—00 (IF)
IP::=2==:=:======37::=222=====3:=====2===£===2==2==============
Version: 4

Header Lengt/z: 5 (0x5)
7ype of Serv7ce: 00 .
T05 Precedence: Raut1ne(0)
T05 Delay: Normal Dela (0)
7'05 Thrqu nput: Norma Throughputw)
T05 Relia 777ty: Normal Re7lab171ty(0)
Total Length: 77 (0x4d)
Identification: 1650 (0x672)
Reserved: 0

Don ’t Fragment (0F): May Fragment(0)
More Fragment (MF): Last Fragment(0)
Fragment offset: 0
Time to Live (77L): 60 (0x3c)
Protocol: TCP(6')
Header Chet/(sum: 77 79
source IP: 89.7.254.54 (super)
Destination IP: 8.9.76. 80. 54 (embedded—pt)
TCP====================2:=========2:======================_

Source Port: POP3(110)
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Destination Port: {1421} 
sequence Number: 1240192081 (Ox49ebd451) 
Acknowledgement Number: 16058258 (Oxf50792) 
Data offset: 5 (Ox5) 
Reserved: 0 
urgent Field (URG}: 0 
Acknowledgement field (ACK): 1 
Push Function (PSH): 1 
Reset connection (RST): O 
synchronize sequence (SYN): O 
No More Data (FIN}: 0 
window size: 4096 (OxlOOO) 
checksum: Cl £2 
urgent Pointer: 0 
DATA======================================================== 
Data: 
0000 
0010 
0020 
0030 

2B 4F 4B 20 50 61 13 73 77 6F +OK Passwo 
72 64 20 72 65 71 75 69 72 65 rd require 
64 20 66 6F 72 20 6A 6D 61 69 d for jmai 
78 6£ 65 72 2£ OD OA xner . .. 

***** Packet ID: 1 ***** 
ETHERNET ================================================== 
Destination Address: 080020-1310d2 (super} 
source Address: 006097-9d6b1d (embedded-pc) 
Ethernet Type: 08-00 (IP) 
IP •======================================================== 
version: 4 
Header Length: 5 (Ox SJ 
Type of service: 00 
TOS Precedence: Routine(O) 
TOS Delay: Normal Delay(O) ' 
TOS Throughf!.ut: Normal Throughput(O) 
TOS Reliab1lity: Normal Reliability(O) 
Total Length: 55 (Ox37) 
Identification: 57686 (Oxe156) 
Reserved: 0 
Don't Fragment (DF): Don't Fragment(l) 
More Fragment (MF): Last Fragment(O) 
Fragment offset: 0 
Time to Live (TTL): 32 (Ox20) 
Protocol: TCP(6) 
Header checksum: 78 AA 
source IP: 89.76.80.54 (embedded-pc) 
Destination IP: 89.7.254.54 (super) 
TCP=-======================================================= 
source Port: (1427) 
Destination Port: POP3(110} 
sequence Number: 16058258 (Oxf50792) 
Acknowledgement Number: 1240192118 (Ox49ebd476) 
Data offset: 5 (OxS) 
Reserved: 0 
urgent Field (URG): 0 
Acknowledgement field (ACK}: 1 
Push Function (PSH): 1 
Reset Connection (RST): 0 
synchronize sequence {SYN): O 
NO More Data (FIN): 0 
Window Size: 8643 (Ox2lc3) 
checksum: DB 04 
urgent Pointer: 0 
DATA======================================================== 
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Destination Port: (1427)

Sezuence Number: 1240192081 (0x49ebd451)Ac howledgement Number: 16058258 (0xf50792)
Data offset: 5 (0x5)

Reserved: 0

Urfient Field (URG .' 0Ac now7edgement ie7d (ACK): 1
Push Function (PS/0: 1

Reset cannecn‘on (RST): 0
Synchronize Sequence (SYN): 0
No More Data (FIN): 0
window size: 4096 (0x1000)
Checksum: Cl 52

Urgent Pointer: 0

Data:
0000 -- 28 4F 45 20 50 61 73 73 77 6F +0K Passwo

0010 ~-— 72 64 20 72 65 71 75 6.9 72 65 rd require
0020 ~— 64 20 66 6F 72 20 6.4 6D 61 6.9 d for J03?
0030 -- 78 6E 65 72 25 00 04 men. . .

***** Packet 1'0: 7 *****
ETHERNET============~=z=======zs====3======================z

Destination Address: 080020-1310d2 (super)
Source Address: 006097—9d6b1d (embedded-pc)
Ethernet Type: 08-00 (IP)
IP2::3.7::=======================:=======3==================
version: 4

Header Length: 5 (0X5)
Type of Service: 00 _
T05 Precedence: Rout7ne(0)

T05 Delay: Normal Delay/(0) 'T05 Throu hput: Norma ThroughputM)
T05 Relia 17ity: Norma7 Rehab17ity(0)
T0ta7 Length: 55 (0x37)
Identification: 57686 (0xe156)
Reserved: 0

Don’t Fragment (0F): Don ’t Fragmentfl)
More Fragment (MF): Last Fragment(0)
Fragment offset: 0
Time to Live (771.): 32 (0x20)
Protoco7: TCP(6')
Header Checksum: 78 AA

Source IF: 89.76.80.54 (embedded-pd
Destination IP: 89. 7.254. 54 (super)

Source Port: (1427)
Destination Port: POP3(110)

Sezuence Number: 16058258 (0xf50792)Ac nowledgement Number: 1240192118 (0x49ebd476)
Data offset: 5 (0x5)

Reserved: 0

Urgent Field (URG): 0Ac nowledgement field (ACK): 1
Push Function (PSH): 1
Reset Connection (RST): 0
Synchronize Sequence (SYN): 0
No More Data (FIN): 0
Window Size: 8643 (0X21c3)

Checksum: ”DB 04
Urgent Painter: 0DA TA=====£==zz=az===23:======================zz==============z=
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Data: 
0000 -- so 41 53 53 20 6A 6D 61 69 78 PASS jmaix 
0010 -- 6E 6S 72 00 OA ner .. 

***** Packet ID: 8 ***** 
ETHERNET=================================================== 
Destination Address: 006097-9d6b1d (embedded-pc) 
source Address: 080020-1310d2 (super) 
Ethernet Type: 08-00 (IP) 
IP====------===================,=====-----============== 
version: 4 
Header Length: S (OxS) 
Type of service: 00 
TOS Precedence: Routine(O) 
TOS Delay: Normal Delay(O) 
TOS Throughp_ut: Norma 7 Throughput(OJ 
TOS Reliab1 lity: Normal Reliability(O) 
Total Length: 40 (Ox28} 
Identification: 1651 (Ox673) 
Reserved: O 
Don't Fragment (OF}: May Fragment(OJ 
More Fragment (MF): Last Fragment(O) 
Fragment offset: 0 
Time to Live (TTL}: 60 (OxJc) 
Protocol: TCP(6} 
Header Checksum: 77 9D 
source IP: 89.7.254.54 (super} 
Destination IP: 89.76.80.54 (embedded-pc) 
TCP========================================================= 
source Port: POP3(110} 
Destination Port: (1427} 
sequence Number: 1240192118 (Ox49ebd476} 
Acknowledgement Number: 16058273 (Oxf507a1) 
Data offset: 5 (OxS} . 
Reserved: 0 
urgent Field (URG}: 0 
A ck now l edgement field (ACK}: 1 
Push Function (PSH}: 0 
Reset connection (RST}: 0 
synchronize sequence (SYN): 0 
No More oa 'ta (FIN): 0 
window size: 4096 (Ox1000} 
checksum: 72 1B 
urgent Pointer: 0 

***** Packet ID: 9 ***** 
ETHERNET=================================================== 
Destination Address: 006097-9d6bld (embedded-pc) 
source Address: 080020-1310d2 (super) 
Ethernet Type: 08-00 (IP} 
IP=------ --'===------==-- --===------============= 
version: 4 
Header Length: 5 (Ox5} 
Type of service: 00 
TOS Precedence: Routine(O) 
TOS Delay: Normal Delzy(O) 
TOS Through.P.,Ut: Norma 7 Throughput(O} 
TOS Reliab1 lity: Norma 7 Reliabi lity(O) 
Total Length: 83 (Ox53) 
Identification: 1654 (Ox676} 
Reserved: 0 
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Data:

0000 ~— 50 41 53 53 20 6A 6D 61 6'9 78 PASS jmaix
0010 —— 6E 65 72 0D 0.4 ner. .

**"‘** Packet ID: 8 ***’”

ETHER'NET:=z====z==z==zxz=zz=============z==z=======zazzzz===
Destmation Address: 006097—9d6b1d (embedded—pd
source Address: 080020-13100’2 (super)
Ethernet Type: 08-00 (IP)
IP======z====================zez======g=========a====x=======
version: 4

Header Length: 5 (0x5)
7ype of Serwce: 00
T05 Precedence: Routine(0)

T05 De7ay: Norma? Delay/(0)T05 Throu hput: Norma Throughput(0)
T05 Relia 77ity: Normal Reliabi7ity(0)
Total Length: 40 (0X28)
Identification: 1651 (0x673)
Reserved: 0

Don't Fragment (0F): May Fragment(0)
More Fragment (NF): Last Fragment(0)
Fragment offset: 0
T7me to Live (T71): 60 (0x3c)
Protocol: TCP(6')
Header Checksum: 77 90
source IP: 89.7.254.54 (su er)
Destination IP: 89.76.80. 4 (embedded—pt)

source Port: POP3(110)
Destination Port: (1427)

Seguence Number: 1240192118 (0x49ebd476)Ac nowledgement Number: 16058273 (0xf507a1)
Data offset: 5 (0x5) .
Reserved: 0

urgent Fie 7d (URG): 0Ac now7edgement fie7d (ACK): 1
Push Function (PSH): 0
Reset Connection (RST): 0
Synchronize Sequence (SYN): 0
No More Data (FIN): 0
window Size: 4096 (0x1000)

checksum: .72 18
Urgent Painter: 0

 

mum:- PRC/(6t I0: 9 ate-##5#-
ETHERNET:sagas-z:was:zza==z====.2:.2:a=======z=au==gzs==z===xzzaza

Destination Address : 006097—9d6b1d (embedded-p6)
source Address: 080020~1310d2 (super)
Ethernet Type: 08-00 (1P)
IP==SE==FJZ==================z====================3==========
Vers ion : 4

Header Length: 5 (0x5)
7ype of Service: 00
T05 Precedence: Routine (0)
705 De 7ay: Norma 7 De 7a (0)
T05 Throu hput: Norma Throughputf0)
ms Relia 1 7ity: Norma 7 Re7iabi 71 ty(0)
Tota 7 Length: 83 (0x53)
Identification: 1654 (0x676)
Reserved: 0
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Don't Fragment (DF): May Fragment(OJ 
More Fragment (MF): Last Fragment(O) 
Fragment offset: 0 
Time to Live (TTL}: 60 (Ox3c} 
Protocol: TCP(6) 
Header checksum: 77 6F 
source IP: 89.7.254.54 (super) 
Destination IP: 89.76.80.54 (embedded-pc) 
TCP ~====================================================== 
source Port: POP3(110) 
Destination Port: (1427) 
sequence Number: 1240192118 (Ox49ebd476} 
Acknowledgement Number: 16058273 (Oxf507al} 
oat a offset: 5 (Ox SJ 
Reserved: 0 
Urgent Field (URG): 0 
Acknowledgement field (ACK): 1 
Push Function (PSH}: 1 
Reset connection (RST): 0 
synchronize sequence (SYN): 0 
No More Data (FIN}: O 
window size: 4096 (OxlOOO) 
checksum: 40 BC 
urgent Pointer: 0 
DATA======================================================== 
Data: 
0000 
0010 
0020 
0030 
0040 

28 4F 48 20 6A 6D 61 69 78 6E +OK jmaixn 
65 72 20 68 61 73 20 30 20 60 er has O m· 
65 73 73 61 67 65 28 73 29 20 essage(s) 
28 30 20 6F 63 74 65 74 73 29 (0 octets} 
2E Oo OA 

***** Packet ID: 10 ***** 
ETHERNET=--------------------------=====---====·=== 
Destination Address: 080020-1310d2 (super) 
source Address: 006097-9d6bld (embedded-pc) 
Ethernet Type: 08-00 (IP) 
IP •=============================·-===================== 
version: 4 
Header Length: 5 (Ox5) 
Type or service: 00 
TOS Precedence: Routine(O) 
TOS Delay: Normal Delzy(O} 
TOS Throughf!_ut: Normal Throughput(O) 
TOS Reliab1lity: Normal Reliability(O) 
Total Length: 46 (Ox2e) 
Identification: 57942 (Oxe256) 
Reserved: 0 
Don't Fragment (DF): Don't Fragment(l) 
More Fragment (MF): Last Fragment(O) 
Fragment offset: O 
Time to Live (TTL): 32 (Ox20) 
Protocol: TCP(6) 
Header checksum: 77 B3 
source IP: 89.76.80.54 (embedded-pc) 
Destination IP: 89.7.254.54 (super} 
TCP ======================================================= 
source Port: (1427) 
Destination Port: POP3(110) 
sequence Number: 16058273 (Oxf507al) 
Acknowledgement Number: 1240192161 (Ox49ebd4a1) 
oata offset: 5 (Ox5) 
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Reserved: 0 
packets. txt 

Urgent Field (URG): 0 
Acknowledgement Field (ACK): 1 
Push Function (PSH): 1 
Reset connection (RST): 0 
synchronize sequence (SYN): O 
No More Data (FIN): O 
window Size: 8600 (Ox2198) 
checksum: BE 97 
urgent Pointer: 0 
DATA======================================================== 
Data: 53 54 41 54 OD OA STAT .. 

***** Packet ID: 11 ***** 
ETHERNET=================================================== 
Destination Address: 006097-9d6bld (embedded-pc) 
source Address: 080020-1310d2 (super J 
Ethernet Type: 08-00 (IP) 
IP========================================================== 
version: 4 
Header Length.· S (OxS) 
Type of service: 00 
TOS Precedence: Routine{O) 
TOS Delay: Normal Del ay(O) 
TOS Throughp_ut: Normal Throughput(O) 
TOS Reliab1lity: Normal Reliability(O} 
Total Length: 49 (Ox31) 
Identification: 165S (Ox677) 
Reserved: O 
Don't Fragment (DF): May Fragment{OJ 
More Fragment (MF): Last Fragment(O) 
Fragment offset: O 
Time to Live {TTL): 60 {Ox3c) 
Protocol: TCP(6) 
Header checksum: 77 90 
source IP: 89.7.254.54 {super) 
Destination IP: 89.76.80.54 (embedded-pc) 
TCP=~======================================================= 
source Port: POP3{110) 
Destination Port: (1427) 
sequence Number: 1240192161 {Ox49ebd4al) 
Acknowledgement Number: 16058279 (OxfS07a7) 
Data offset: 5 (OxS) 
Reserved: O 
urgent Field (URG): 0 
Acknowledgement field (ACK): 1 
Push Function (PSH): 1 
Reset connection (RSTJ: 0 
synchronize sequence (SYN): O 
No More Data {FIN): 0 
Window Size: 4096 (OxlOOO} 
checksum: 91 Jc 
urgent Pointer: 0 
DATA==============~========================================= 
Data: 28 4F 48 20 30 20 30 OD OA +OK O 0 .. 

***** Packet IO: 12 ***** 
ETHERNET=================================================== 
Destination Address: 080020-1310d2 {super) 
source Address: 006097-9d6b1d (embedded-pc) 
Ethernet Type: 08-00 (IP) 
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Reserved: 0
Ur ent F1e7d (URG): 0
Ac now7edgement fie7d (ACK): 1
Push Function (PSH): 1
Reset Connection (RST): 0
Synchronize Sequence (SYN): 0
No More Data (FIN): 0
window Size: 8600 (0x2198)
Checksum: BE 97

urgent Painter: 0DA TA======================================================
Data: 53 54 41 54 00 0A $TAT..

***** Packet I0: 11 *****

Destination Address: 006097-9d6b1d (embeddedwc)
Source Address: 080020~1310d2 (super)
Ethernet 7ype: 08—00 (IP)

Version: 4

Header Length: 5 (0x5)
Type of Sen/ice: 00 .
T05 Precedence: Routine(0)

T05 Delay: Normal De7§y(0)T05 Thrqu hput: Norma Thraughput(0)
T05 Reha 777ty: Normal Re77abi77ty(0)
Tota7 Length: 49 (0x31)
Identification: 1655 (0x677)
Reserved: 0

Don 't Fragment (0F): May Fragment(0)
More Fragment (MF): Last Fragment(0)
Fragment offset: 0
Time to Live (TTL): 60 (0X3c)
Protoco7: TCP(6)
Header Chet/(sum: 77 90

source 113: 89. 7. 254. 54 (super)
Destination IP: 89. 76. 80. 54 (embedded—pct)
TCP======3===========::==-_-=======az========================

Source Port: POP3(110)
Destination Port: (1427)

Sezuence Number: 1240192161 (0X4erd4a1)Ac now7edgement Number: 16058279 (0xf507a7)
Data offset: 5 (0x5)
Reserved: 0

Urgent Field (URG): 0AC howledgement fie7a’ (ACK): 1
Push Function (PSH): 1
Reset Connection (RST): 0
Synchronize Sequence (SYN): 0
No More Data (FIN): 0
window Size: 4096 (0x1000)
Checksum: 91 3C
Urgent Pointer: 0

Data: 28 4F 48 20 30 20 30 00 0/! +0/( 0 0..

”W” Packet I0: 12 “m”

Destination Address: 080020-1310d2 (super)
Source Address: 006097—9d601d (embedded-pa)
Ethernet Type: 08-00 (IP)
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IP•===-========-,===-=======·===•========= 
version: 4 
Header Length: 5 (OxS} 
Type of service: 00 
ros Precedence: Routine(OJ 
TOS Delay: Normal Delay(O} 
TOS Throughf?.Ut: Normal Throughput(O} 
TOS Reliab1lity: Normal Reliability(O} 
rota l Length: 46 (Ox2e} 
Identification: 58198 (Oxe3S6} 
Reserved: O 
Don't Fragment (DF): Don't Fragment(l) 
More Fragment (MF): Last Fragment(O) 
Fragment offset: 0 
Time to Live (TTL): 32 (Ox20) 
Protocol: TCP(6} 
Header checksum: 76 B3 
source IP: 89.76.80.54 (embedded-pc) 
Destination IP: 89.7.254.54 (super) 
TCP----,====------==-- ====--================== 
source Port: (1427) 
Destination Port: POP3(110) 
sequence Number: 16058279 (Oxf507a7} 
Acknowledgement Number: 1240192170 (Ox49ebd4aa) 
Data offset: 5 (Ox5) 
Reserved: 0 
urgent Field (URG): 0 
Acknowledgement field (ACK}: 1 
Push Function (PSH): 1 
Reset connection (RST}: O 
Synchronize sequence (SYN): 0 
NO More Data (FIN): 0 
window size: 8591 (Ox218f} 
checksum: BB 90 
urgent Pointer: O 
DATA===·---- ====,-----===""'==·====· 
Data: 51 55 49 54 OD OA QUIT .. 

***** Packet ID: 13 ***** 
ETHERNET, =====,- ----====· ===- ---- --=== 
Destination Address: 006097-9d6bld (embedded-pc) 
source Address: 080020-1310d2 {super) 
Ethernet Type: 08-00 (IP) 
IP ~====================================•======== 
version: 4 
Header Length: S {OxS) 
Type of service: 00 
TOS Precedence: Routine{O) 
TOS Delay: Normal Delay{O) 
TOS ThroughJ?.Ut: Normal Throughput{O} 
TOS Reliab1 lity: Normal Reliability(O) 
Total Length: 78 (Ox4e) 
Identification: 1656 (Ox678) 
Reserved: O 
Don't Fragment (DF}: May Fragment(O) 
More Fragment (MF): Last Fragment{O) 
Fragment offset: 0 
rime to Live {TTL): 60 {Ox3c) 
Protoco 7: TCP(6) 
Header checksum: 77 72 
source IP: 89.7.254.54 {super) 
Destination IP: 89.76.80.54 (embedded-pc) 
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IP=============a==========================================

version: 4

Header Length: 5' (0x5)
Type of Serwce: 00
T05 Precedence : Rout ine (0)
T05 Delay: Normal Dela (0)
T05 Throu hour: Norma Throughput(0)
T05 Relia 177ty: Normal Reliability(0)
Total length: 46' (0x2e)
Identification: 58198 (0xe356)
Reserved: 0

Don 't Fragment (0F): Don't Fragmentfl)
More Fragment (MF): Last Fragment(0)
Fragment offset: 0
Time to Live (TTL): 3.? (0x20)
Protocol: TCP(6)
Header checksum: 76 33
source IP: 8.9. 76. 80. 54 (embedded-pd
Destination IP: 89.7.254. 54 (super)

source Port: (1427)
Destination Port: POP3(110)

Sezuence Number: 16058279 (0xf507a7)Ac nowledgement Number: 1240192170 (0x49ebd4aa)
Data offset: 5 (0x5)
Reserved: 0

Urgent Field (URG): 0AC nowledgement field (ACK): 1
Push Function (PSH): 1
Reset Connection (RST): 0
Synchronize Sequence (SYN): 0
No More Data (FIN): 0
window Size: 85.91 (0x218f)
Checksum: 58 90

Urgent Painter: 0

Data: 51 55 49 54 OD 0A QUIT. .

MW Packet ID.‘ 13 am“

Destination Address: 006097—9d6b1d (embedded—pa)
Source Address: 080020—1310d2 (super)
Ethernet 7ype: 06500 (IP)
IP22===23==========:7:========z==z=====z====================
version: 4

Header Length: 5 (0x5)
Type of Serwce: 00 .
T05 Precedence: Rout7ne(0)
T05 Delay: Normal Dela (0)
T05 Throu hput: Norma Throughput(0)
T05 Relia 7770/: Normal Reliability(0)
Total Length: 78 (0x4e)
Identification: 1656 (0x678)
Reserved: 0

Don ’t Fragment (DF): May Fragment(0)
More Fragment (MF): Last Fragment(0)
Fragment offset: 0
Tlflle to Live (77L): 60 (0x3c)
Protocol: TCP(6)
Header Checksum: 77 72
source IP: 6'9. 7.254. 54 (super)

Destination IP: 89.76.80.54 (embedded—pd 9Page
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TCP ======== -------======•====== 
source Port: POP3(110) 
Destination Port: (1427} 
sequence Number: 1240192170 (Ox49ebd4aa) 
Acknowledgement Number: 16058285 (Oxf507ad} 
Data offset: 5 (Ox5} 
Reserved: 0 
Urgent Field (URG): 0 
Acknowledgement field (ACK}: 1 
Push Function (PSH): 1 
Reset connection (RST}: 0 
Synchronize sequence (SYN): 0 
No More Data (FIN): 0 
window size: 4096 (OxlOOO} 
checksum: 76 DD 
urgent Pointer: O 
DATA======================================================== 
Data: 
0000 -- 28 4F 48 20 so 6F 70 20 73 65 +OK Pop se 
0010 -- 72 76 65 72 20 61 74 20 73 75 rver at su 
0020 -- 70 65 72 20 73 69 67 6E 69 6E per signin 
0030 -- 67 20 6F 66 66 2£ OD OA g orf •.. 

***** Packet ID: 14 ***** 
ETHERNET•================================================== 
Destination Address: 080020-1310d2 (super) 
source Address: 006097-9d6bld (embedded-pc) 
Ethernet Type: 08-00 (IP) 
IP----===---------- ------------,=====·============= 
version: 4 
Header Length: 5 (Ox5) 
Type of service: 00 
TOS Precedence: Routine(O) 
TOS Delay: Normal Delay(O) 
TOS Throughp_ut: Normal Throughput(O) 
TOS Reliab1 lity: Normal Reliability{O) 
Total Length: 40 {Ox28) 
Identification: 58454 (Oxe456) 
Reserved: 0 
Don't Fragment (DF}: Don't Fragment(l) 
More Fragment (MF): Last Fragment(O) 
Fragment offset: O 
Time to Live (TTL): 32 (Ox20) 
Protoco 7: TCP(6) 
Header checksum: 75 89 
source IP: 89.76.80.54 (embedded-pc) 
Destination IP: 89.7.2S4.S4 (super) 
TCP=~===========--- -========================== 
source Port: (1427) 
Destination Port: POP3(110} 
sequence Number: 160S828S {OxfS07ad) 
Acknowledgement Number: 1240192208 (Ox49ebd4d0) 
Data offset: 5 (Ox5) 
Reserved: 0 
urgent Field (URG): 0 
Acknowledgement field (ACK}: 1 
Push Function (PSH}: O 
Reset connection (RST): O 
synchronize Sequence (SYN): O 
NO More Data (FIN): 1 
window Size: 8553 (Ox2169) 
checksum: 60 48 
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urgent Pointer: 0 
packets. txt 

***** Packet ID: 15 ***** 
ETHERNET·=================================================== 
Destination Address: 006097-9d6b1d (embedded-pc) 
Source Address: 080020-1310d2 (super} 
Ethernet Type: 08-00 {IP) 
IP========================================================= 
Version: 4 
Header Length: 5 (OxS} 
Type of service: 00 
TOS Precedence: Routine(O} 
TOS Delay: Normal Delay(O} 
TOS ThroughP..Ut: Normal Throughp_ut(O} 
TOS Reliab1 lity: Normal Reliability(O) 
Total Length: 40 {Ox28} 
Identification: 1657 (Ox679) 
Reserved: 0 
Don't Fragment (DF}: May Fragment(O} 
More Fragment (MF): Last Fragment(OJ 
Fragment offset: O 
Time to Live {TTL): 60 (Ox Jc) 
Protocol: TCP(6) 
Header checksum: 77 97 
source IP: 89.7.254.54 (super) 
Destination IP: 89.76.80.54 (embedded-pc) 
TCP=~======================================================= 
source Port: POP3(110) 
Destination Port: {1427) 
sequence Number: 1240192208 (Ox49ebd4d0} 
Acknowledgement Number: 16058286 (Oxf507ae) 
Data offset: 5 (OxSJ 
Reserved: 0 
urgent Field (URG): 0 
Acknowledgement field {ACK): 1 
Push Function (PSH): 0 
Reset connection (RST): 0 
Synchronize Sequence (SYN): 0 
No More Data (FIN): 0 
Window Size: 4096 (OxlOOO) 
checksum: 71 B4 
urgent Pointer: O 

***** Packet ID: 16 ***** 
ETHERNET~=====================================~============ 
Destination Address: 006097-9d6b1d (embedded-pc) 
source Address: 080020-1310d2 (super) 
Ethernet Type: 08-00 {IP) 
IP========================================================== 
version: 4 
Header Length: 5 (OxS) 
Type or service: 00 
TOS Precedence: Routine(O) 
TOS Delay: Normal Del ay(O} 
TOS Throughp_ut: Normal Throughp_ut(OJ 
TOS Reliab1 lity: Normal Reliability{OJ 
Total Length: 40 (Ox28) 
Idenrirication: 1658 (Ox67a) 
Reserved: O 
Don't Fragment (DF): May Fragment(O) 
More Fragment (MF): Last Fragment(O) 
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Urgent Painter: 0

Mt” Packer ID: 15 ”W”
ETHERNET============================r===============z=====azz==

Destination Address: 006097-9d6b1d (embedded—pt)
Source Address: 080020-1310d2 (super)
Ethernet Type: 08-00 (IP)
IP======================a=a===z=======:========z=:::.~=zzcz==z=
Version: 4

Header Length: 5 (0x5)
7ype of Serv7ce: 00
T05 Precedence: Rautine(0)
T05 Delay: normal De la (0)
T05 Throu hput: Norma Throughput(0)
T05 Relia ility: Normal Reliabi7ity(0)
Total Length: 40 (0x28)
Identification: 1657 (0x679)
Reserved: 0

Don't Fragment (0F): May Fragment(0)
More Fragment (MF): Last Fragment(0)
Fragment offset: 0
Time to Live (TTL): 60 (0x3c)
Protocol: TCP(6)
Header Checksum: 77 97

Source IP: 89. 7. 254.54 ' (super)
Destination IP: 89.76.190.54 (embedded-pt)
TCP=3================z====2z==z==:.-.-::.-.-.='==zz==z==x==========z=

Source Port: POP3(110) ~
Destination Port: (1427)
Se uence Number: 1240192208 (0x49ebd4d0)
Ac nowledgement Number: 16058286 (0xf507ae)
Data offset: 5 (0x5)
Reserved: 0

Urgent Field (URG): 0Ac nowledgement field (ACK): 1
Push Function (PSH): 0
Reset Connection (RST): 0
Synchronize Sequence (SYN): 0
No More Data (FIN): 0
Window Size: 4096 (0x1000)
Checksum: 71 34

Urgent Painter: 0

duke-:2"? Packet ID: 16' #A‘fl'fl'fi'
ETHERNET:=========2======mzx====z=====zaz===z============zzz

Dest ina t ion Address : 0060.97-9d6b1d (embedded-17c)
Source Address: 080020—1310d2 (super)
Ethernet Type: 08—00 (IP)
IP2==2=3==2====n=zzz:=z====x==zzzxs:=::==:=::======z==:===:.-:=z===
Version : 4

Header Length: 5 (0X5)
Type of Service: 00 .
T05 Precedence: Routine (0)

T05 De lay: Norma 7 0e 76;meT05 Thrqu hput: Norma Throughput(0)
T05 Relia ility: Normal Reliabi 77 ty(0)
To ta 7 L ength : 40 (0x28)
Identification: 1656‘ (0x67a)
Reserved: 0

Don ' t Fragment (0F) .- May Fragment(0)
More Fragment (MF) : Last Fragment(0)
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Fragment offset: 0 
Time to Live {TTL}: 60 {Ox3c) 

packets.txt 

Protocol: TCP{6) 
Header checksum: 77 96 
source IP: 89. 7. 254. 54 (super) 
Destination IP: 89.76.80.54 (embedded-pc) 
TCP=~=============================== 
source Port: POP3{110) 
Destination Port: (1427} 
Sequence Number: 1240192208 (Ox49ebd4d0) 
Acknowledgement Number: 16058286 (Oxf507ae) 
Data offset: 5 (Ox5) 
Reserved: 0 
Urgent Field {URG): 0 
Acknowledgement field {ACK): 1 
Push Function (PSH): O 
Reset connection (RST): 0 
synchronize sequence (SYN): O 
NO More Data (FIN}: 1 
Window Size: 4096 {OxlOOO} 
checksum: 71 83 
urgent Pointer: 0 

***** Packet ID: 17 ***** 
ETHERNET=-----------------====-======================== 
Destination Address: 080020-1310d2 {super) 
source Address: 006097-9d6bld {embedded-pc} 
Ethernet Type: 08-00 (IP} 
IP========================================================== 
version: 4 
Header Length: 5 (Ox5} 
Type of service: 00 
ros Precedence: Routine(OJ 
TOS Delay: Normal Delay{OJ 
TOS Throughp_ut: Normal rhroughput(OJ 
TOS Reliab1lity: Normal Reliability(OJ 
Tota 7 Length: 40 (Ox28J 
Identification: 58710 (Oxe556J 
Reserved: 0 
Don't Fragment (DF}: Don't Fragment(l} 
More Fragment (MF): Last Fragment(O) 
Fragment offset: 0 
Time to Live (TTL): 32 (Ox20} 
Protoco 7: TCP(6) 
Header checksum: 74 89 
source IP: 89.76.80.54 (embedded-pc) 
Destination IP: 89.7.254.54 (super) 
TCP:-=============~=~====================================== 
source Port: {1427) 
Destination Port: POP3(110} 
sequence Number: 16058286 (Oxf507ae) 
Acknowledgement Number: 1240192209 {Ox49ebd4d1) 
Data offset: 5 (Ox5) 
Reserved: 0 
Urgent Field (URG): 0 
Acknowledgement field (ACK): 1 
Push Function (PSH): 0 
Reset connection (RST): 0 
synchronize sequence (SYN): 0 
No More Data (FIN): O 
window size: 8553 (Ox2169) 
checksum: 60 4A 
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Urgent Pointer: 0 
packets. txt 

***** Packet ID: 18 ***** 
ETHERNET=======------------====, -=================== 
Destination Address: 080020-0dddf9 (c3po) 
source Address: 0000a3-b0022a (TecElite-N.b0022a) 
Ethernet Type: 08-00 (IP) 
IP=-----------================================ 
version: 4 
Header Length: 5 (Ox5) 
Type of service: 00 
TOS Precedence: Routine(O) 
TOS Delay: Normal Del ay(O) 
TOS Throughf!.Ut: Norma 7 Throughput(O) 
TOS Reliab1 lity: Normal Reliability(O) 
Tota 7 Length: 40 (Ox28) 
Identification: 37459 (Ox9253) 
Reserved: 0 
Don't Fragment (OF): May Fragment(O) 
More Fragment (MF): Last Fragment(O) 
Fragment offset: O 
Time to Live (TTL): 61 (Ox3d) 
Protoco 7: TCP(6) 
Header Checksum: 15 3D 
source IP: 192.190.175.254 (ftp) 
Destination IP: 89.111.12.20 (c3po} 
TCP=---------,====,--===========·----------·=== 
source Port: TELNET(23) 
Destination Port: (32779) 
Sequence Number: 3652221321 (Oxd9b07989} 
Acknowledgement Number: 4022713487 (Oxefc5bc8f) 
Data offset: 5 (Ox5) 
Reserved: O 
urgent Field (URG): 0 
A ck now 7 edgemen t field (ACK): 1 
Push Function (PSH): O 
Reset connection (RST): 0 
synchronize sequence {SYN): 0 
No More Data (FIN): 0 
window size: 32736 (Ox7fe0) 
checksum: DA 01 
urgent Pointer: 0 

***** Packet ID: 19 ***** 
ETHERNET~--================-======= 
Destination Address: 0000a3-b0022a (TecElite-N.b0022a) 
source Address: 080020-0dddf9 ( c3po) 
Ethernet Type: 08-00 (IP) 
IP==============================================~=~======== 
version: 4 
Header Length: 5 (Ox5) 
Type of service: 00 
TOS Precedence: Routine(O) 
TOS Delay: Normal oelay(O) 
TOS Throughf!.Ut: Norma 7 Throughput(O} 
TOS Reliab1 lity: Normal Reliability(O} 
Tota 7 Length: 40 (Ox28) 
Identification: 2158S (OxS451) 
Reserved: 0 
Don't Fragment {DF): Don't Fragment(l) 
More Fragment (MF}: Last Fragment(O) 
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Fragment offset: 0 
Time to Live (TTL): 255 (Oxff} 

packets. txt 

Protocol: TCP(6} 
Header checksum: 51 3£ 
source IP: 89.111.12.20 (c3po} 
Destination IP: 192.190.175.254 {ftp} 
TCP=~=========================---====---================= 
source Port: (32779} 
Destination Port: TELNET(23} 
Sequence Number: 4022713487 (Oxefc5bc8f} 
Acknowledgement Number: 3652221322 (Oxd9b0798a} 
Data Offset: 5 (Ox5} 
Reserved: 0 
Urgent Field (URG}: 0 
Acknowledgement field {ACK}: 1 
Push Function {PSH}: O 
Reset connection (RST}: O 
Synchronize sequence {SYN}: 0 
No More oa ta (FIN}: 0 
Window Size: 8760 (Ox2238} 
Checksum: 37 A9 
urgent Pointer: O 

***** Packet ID: 20 ***** 
ETHERNET=------------===·============================= 
Destination Address: aa0004-000104 (DEC.000104} 
source Address: 0000e8-061fl5 (smtplink} 
Ethernet Type: 08-00 {IP) 
IP===============-====================================== 
Version: 4 
Header Length: 5 (Ox5) 
Type of service: 00 
TOS Precedence: Routine{O} 
TOS Delay: Normal Delay(O} 
TOS Throughp_ut: Normal Throu9hput{O} 
TOS Reliab1 lity: Normal Rel1ability(O} 
Total Length: 44 (Ox2c) 
Identification: 3736 (Oxe98} 
Reserved: 0 
Don't Fragment (OF): May Fragment{O) 
More Fragment {MF): Last Fragment(O) 
Fragment offset: O 
Time to Live {TTL): 64 {Ox40) 
Protocol: TCP(6) 
Header Checksum: 9B Oc 
source IP: 89.7.7.100 (smtplink} 
Destination IP: 192.190.175.254 (ftp) 
TCP ======---- - ----======================== 
source Port: (11348} 
Destination Port: SMTP{25) 
sequence Number: 104679649 (Ox63d48el) 
Acknowledgement Number: 1 (Oxl} 
Data Offset: 6 (Ox6) 
Reserved: 0 
Urgent Field (URG): 0 
Acknowledgement field (ACK): 0 
Push Function (PSH): 0 
Reset: connection {RST): 0 
synchronize sequence (SYN): 1 
No More Data (FIN}: 0 
Window Size: 2048 (0x800} 
Checksum: 47 OE 
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Urgent Pointer: 0 
packets. txt 

***** Packet ID: 21 ***** 
ETHERNET-================================================-= 
Destination Address: 0000e8-061f15 (smtplink) 
source Address: 0000a3-b0022a (Tec£7ite-N.b0022a) 
Ethernet Type: 08-00 (IP) 
IP========================================================= 
version: 4 
Header Length: 5 {OxS) 
Type of service: 00 
TOS Precedence: Routine{O) 
TOS Delay: Normal Delzy{O) 
TOS Throughp_ut: Norma 7 ThrOUJJhp_ut(OJ 
TOS Reliab1 lity: Normal Rel1abnity{O) 
Total Length: 44 (Ox2c) 
Identification: 3747S {Ox9263) 
Reserved: 0 
Don't Fragment (DF): May Fragment(OJ 
More Fragment (MF): Last Fragment(OJ 
Fragment offset: o 
Time to Live (TTL): 62 (Ox3e) 
Protocol: TCP(6) 
Header checksum: 19 41 
source IP: 192.190.175.254 (ftp) 
Destination IP: 89.7.7.100 (smtplink) 
TCP=:======================================================= 
source Port: SMTP(25) 
Destination Port: (11348) 
Sequence Number: 3878102034 {Oxe7272412) 
Acknowledgement Number: 104679650 (Ox63d48e2) 
Data offset: 6 (Ox6) 
Reserved: 0 
Urgent Field {URG): 0 
Acknowledgement field {ACK): 1 
Push Function (PSH): O 
Reset connection (RST): 0 
synchronize sequence (SYN): 1 
No More Data {FIN): 0 
Window size: 32736 {Ox7fe0) 
checksum: C3 £3 
urgent Pointer: 0 

***** Packet ID: 22 ***** 
ETHERNET=================================================== 
Destination Address: aa0004-000104 (OEC.000104) 
source Address: 0000e8-061f15 (smtplink) 
Ethernet Type: 08-00 (IP) 
IP========================================================== 
version: 4 
Header Length: 5 {OxS) 
Type of service: 00 
TOS Precedence: Routine{O) 
ros oe 1 ay: Normal Del ay(O) 
TOS Throughp_ut: Norma 7 Throughp_ut(OJ 
TOS Reliab1 lity: Normal Re liability(O) 
Total Length: 40 {Ox28) 
rdentirication: 3737 (Oxe99J 
Reserved: 0 
Don't Fragment (DF): May Fragment(O) 
More Fragment (MF): Last Fragment(O) 
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Fragment offset: O 
Time to Live (TTL): 64 (Ox40) 
Protocol: TCP(6) 

packets. txt 

Header checksum: 98 OF 
source IP: 89. 7. 7.100 (smtp7ink) 
Destination IP: 192.190.175.254 (ftp) 
TCP- -============================-=-====== 
source Port: (11348) 
Destination Port: SMTP(25) 
sequence Number: 104679650 (Ox6Jd48e2) 
Acknow7edgement Number: 3878102035 (Oxe72724l3) 
Data offset: 5 (OxS) 
Reserved: 0 
Urgent Field (URG): 0 
Acknowledgement field (ACK): l 
Push Function (PSH): O 
Reset connection (RST): O 
synchronize Sequence (SYN): 0 
No More Data (FIN): 0 
window size: 2048 (Ox800) 
checksum: 4F ES 
Urgent Pointer: 0 

***** Packet ro: 23 ***** 
ETHERNET~=-=------=-===r=-------=r--------------r-----------
oestination Address: OOOOe8-06lflS (smtplink) 
source Address: OOOOa3-b0022a (TecE1ite-N.b0022a) 
Ethernet Type: 08-00 (IP) 
IP=-------------m~=J==--------=~~=J----=~-=~====---------=~-
Version: 4 
Header Length: 5 (OxS) 
Type of service: 00 
TOS Precedence: Routine(O) 
TOS oe7ay: Normal oelay(O) 
TOS Through,P..Ut: Norma T Throughput{O) 
TOS Reliab1 lity: Normal Re1iabi7ity(O} 
Tota 7 Length: 44 (Ox2c) 
Identification: 37476 (Ox9264) 
Reserved: 0 
oon 't Fragment (OF): May Fragment(O) 
More Fragment (MF): Last Fragment(O) 
Fragment offset: 0 
Time to Live (TTL): 62 (OxJe) 
Protoco 7: TCP(6) 
Header checksum: 19 40 
source IP: 192.190.175.254 (Ftp) 
Destination IP: 89.7.7.100 (smtp1ink) 
TCP========--~=================================~=--=~====== 
source Part: (12998) 
Destination Port: (113) 
Sequence Number: 2356842160 (Ox8c7a8eb0) 
Acknowledgement Number: O 
oata Offset: 6 (Ox6) 
Reserved: 0 
Urgent Field (URG): 0 
Acknowledgement field (ACK): 0 
Push Function (PSH): O 
Reset connection (RST): O 
synchronize sequence (SYN): l 
NO More Data (FIN): 0 
window size: 512 (Ox200) 
checksum: 76 9c 
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urgent Pointer: O 
packets. txt 

***** Packet ID: 24 ***** 
ETHERNET=================================================== 
Destination Address: aa0004-000104 (DEC.000104) 
source Address: 0000e8-061f1S (smtplink) 
Ethernet Type: 08-00 (IP) 
IP========================================================= 
version: 4 
Header Length: 5 (Ox5) 
Type of service: 00 
ros Precedence: Routine(O) 
TOS De Tay: Norma 7 Delay(O) 
TOS Throughp_ut: Norma 7 Throughput(O) 
ros Re liab1 lity: Normal Re 7iabi1ity(O) 
Total Length: 40 (0x28) 
Identification: 3738 (Oxe9a) 
Reserved: 0 
Don't Fragment (OF): May Fragment(O) 
More Fragment (MF): Last Fragment(O) 
Fragment offset: O 
Time to Live (TTL): 64 (Ox40) 
Protocol: TCP(6) 
Header checksum: 9B OE 
source IP: 89.7.7.100 (smtp7ink) 
Destination IP: 192.190.17S.254 (ftp} 
TCP========================================================= 
source Port: (113) 
Destination Port: (12998) 
sequence Number: 0 
Acknowledgement Number: 2356842161 (Ox8c7a8eb1} 
Data ot=fset: 5 (Ox5) 
Reserved: 0 
Urgent Field (URG): 0 
Acknowledgement rieTd (ACK): 1 
Push Function (PSH): 1 
Reset connec6on (RST): 1 
synchronize Sequence (SYN): 0 
NO More Data (FIN): 0 
window size: 0 
checksum: 90 3D 
urgent Pointer: O 

***** Packet ID: 25 ***** 
ETHERNET=================================================== 
Destination Address: 0000e8-06lf15 (smtp1ink) 
source Address: 0000a3-b0022a (TecElite-N.b0022a) 
Ethernet Type: 08-00 (IP) 
IP-======================================================== 
version: 4 
Header Length: S (OxS) 
Type of service: 00 
ros Precedence: Routine(O) 
TOS Delay: Normal De1ay(O) 
TOS ThroughP._Ut: Norma 7 Throughput(O) 
TOS Re7iab1 Tity: Normal Re7iabi7ity(O) 
Total Length: 125 (0x7d) 
Identification: 37477 (Ox9265) 
Reserved: O 
Don't Fragment (OF): Don't Fragment(l) 
More Fragment (MF): Last Fragment{OJ 
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Fragment offset: 0 
Time to Live (TTL): 62 (Ox3e) 

packets. txt 

Protocol: TCP(6) 
Header checksum: DB ED 
source IP: 192.190.175.254 (ftp) 
Destination IP: 89.7.7.100 (smtplink} 
TCP=--------- - -----=== 
source Port: SMTP(25} 
Destination Port: (11348) 
sequence Number: 3878102035 (Oxe7272413} 
Acknowledgement Number: 104679650 (Ox63d48e2) 
Data offset: 5 (Ox5} 
Reserved: 0 
urgent Field (URG): 0 
Acknowledgement field (ACK}: l 
Push Function (PSH): 1 
Reset connection (RST): 0 
synchronize sequence (SYN}: 0 
No More Data (FIN): 0 
window size: 32736 (Ox7fe0} 
Checksum: FC 9F 
urgent Pointer: O 
~~ ========== 
Data: 
0000 -- 32 32 30 20 6£ 61 74 61 64 6D 
0010 -- 2£ 74 65 63 65 6C 69 74 65 2£ 
0020 -- 63 6F 6D 20 45 53 4D 54 50 20 
0030 -- 53 65 6£ 64 6D 61 69 6C 20 38 
0040 -- 2£ 38 2£ 37 2F 38 2£ 38 2£ 37 
0050 -- 38 20 54 68 75 2C 20 31 30 20 
0060 -- 53 65 70 20 31 39 39 38 20 31 
0070 -- 37 3A 32 38 3A 31 30 20 2D 30 
0080 -- 37 30 30 OD OA 700 .. 

***** Packet ID: 26 ***** 

220 natadm 
. tecelite. 
com £SMTP 
sendmail 8 
.8.7/8.8.7 
; Thu, 10 
Sep 1998 1 
7:28:10 -0 

ETHERNET=-----------·================-- ========== 
Destination Address: aa0004-000104 (DEC.000104) 
source Address: 0000e8-061f15 (smtplink) 
Ethernet Type: 08-00 (IP) 
IP ·==============· 
version: 4 
Header Length: 5 (OxS) 
Type of service: 00 
TOS Precedence: Routine(O) 
TOS Delay: Normal Delay(O) 
ros Through.P..ut: Normal Throughput(O) 
TOS Reliab1 lity: Normal Reliability(O) 
Total Length: 68 (Ox44} 
Identification: 3739 (Oxe9b} 
Reserved: 0 
Don't Fragment (DF): May Fragment(O) 
More Fragment (MF): Last Fragment(O} 
Fragment offset: 0 
Ti me to L i ve (TTL}: 64 (Ox40} 
Protocol: TCP(6} 
Header checksum: 9A Fl 
source IP: 89.7.7.100 (smtplink} 
Destination IP: 192.190.175.254 (ftp) 
TCP •=======================-==========-=~=-===== 
source Port: (11348} 
Destination Port: SMTP(25) 
sequence Number: 104679650 (Ox63d48e2) 
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packets. txt 
Acknowledgement Number: 3878102120 (Oxe7272468) 
Data Offset: 5 (Ox5) 
Reserved: 0 
urgent Field {URG): 0 
Acknowledgement field {ACK): 1 
Push Function (PSH): 1 
Reset connection (RST}: 0 
synchronize Sequence (SYN}: 0 
NO More Data {FIN): 0 
window Size: 1963 (Ox7ab) 
checksum: 84 c? 
urgent Pointer: 0 
DATA======================================================== 
Data: 
0000 
0010 
0020 --

48 45 4C 4F 20 73 6D 74 70 6C HELO smtpl 
69 6£ 6B 2E 74 65 63 65 6C 69 ink.teceli 
74 65 2E 63 6F 6D OD OA te. com .. 

***** Packet ID: 27 ***** 
ETHERNET=================================================== 
Destination Address: 0000e8-061f15 (smtplink) 
source Address: 0000a3-b0022a (TecE7ite-N.b0022a) 
Ethernet Type: 08-00 (IP) 
IP=;======================================================== 
version: 4 
Header Length: 5 (OxS) 
Type of Service: 00 
TOS Precedence: Routine(O} 
TOS Delay: Normal Delay(O) 
TOS Throughp_ut: Norma 7 Throughput(O} 
TOS Reliab1 lity: Normal Relfability(O) 
Total Length: 114 (Ox72) 
Identification: 37478 (Ox9266) 
Reserved: O 
Don't Fragment (DF): Don't Fragment(l) 
More Fragment (MF): Last Fragment{O) 
Fragment offset: 0 
Time to Live {TTL): 62 (Ox3e) 
Protocol: TCP(6) 
Header checksum: D8 F7 
source IP: 192.190.175.254 (rtp} 
Destination IP: 89.7.7.100 (smtplink} 
TCP=~======================================================= 
source Port: SMTP(25) 
Destination Port: (11348) 
sequence Number: 3878102120 (Oxe7272468) 
Acknowledgement Number: 104679678 (Ox63d48fe) 
Data offset: 5 (OxS) 
Reserved: 0 
urgent Field (URG): 0 
Acknowledgement field (ACK): 1 
Push Function (PSH): 1 
Reset connection (RST): 0 
synchronize sequence (SYN): O 
NO More Data (FIN): 0 
Window size: 32736 (Ox?feO) 
checksum: EA FB 

,rn,anr Pointer: 0 

Data: 
0000 32 3S 30 20 6£ 61 74 61 64 6D 2S0 natadm 
0010 -- 2£ 14 65 63 65 6C 69 74 65 2£ . tecelite. 
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packets.txt 
0020 -- 63 6F 6D 20 48 65 6C 6C 6F 20 com Hello 
0030 -- 73 6D 74 70 6C 69 6£ 68 20 SB smtplink [ 
0040 -- 38 39 2£ 37 2£ 37 2£ 31 30 30 89.7.7.100 
0050 -- SD 2C 20 70 6C 65 61 73 65 64 ], pleased 
0060 -- 20 74 6F 20 6D 65 65 74 20 79 to meet y 
0070 -- 6F 75 OD OA ou •• 

***** Packet ID: 28 ***** 
ETHERNET==-======-----=======--================ 
Destination Address: aa0004-000104 (DEC.000104) 
source Address: 0000e8-061f15 (smtplink) 
Ethernet Type: 08-00 (IP) 
IP---- --==========----==========- -===· 
version: 4 
Header Length: 5 (Ox5) 
Type of service: 00 
TOS Precedence: Routine(O) 
TOS Delay: Normal Delay(O} 
TOS Throughf!.Ut: Norma 1 Throughput(O} 
TOS Reliab11ity: Normal Reliability(O) 
Total Length: 88 (Ox58) 
Identification: 3740 (Oxe9c) 
Reserved: 0 
Don't Fragment (DF): May Fragment(O) 
More Fragment (MF): Last Fragment(O) 
Fragment offset: O 
Time to Live (TTL): 64 (Ox40} 
Protocol: TCP(6) 
Header checksum: 9A DC 
source IP: 89.7.7.100 {smtplink) 
Destination IP: 192.190.175.254 (ftp) 
TCP~======================================================= 
source Port: (11348} 
Destination Port: SMTP(25} 
sequence Number: 104679678 {Ox63d48fe) 
Acknowledgement Number: 3878102194 (Oxe72724b2) 
oata offset: 5 (Ox5} 
Reserved: O 
urgent Field (URG): 0 
Acknowledgement field (ACK): l 
Push Function (PSH): l 
Reset connection (RST): 0 
synchronize sequence (SYN): O 
NO More Data (FIN): 0 
window size: 1889 (Ox761} 
checksum: 6B B6 
urgent Pointer: 0 
DATA===----·====== ====-=================== 
Data: 
0000 -- 4D 41 49 4C 20 46 52 4F 4D ]A MAIL FROM: 
0010 -- 3C 44 6F 75 67 20 46 65 6c 64 <Doug Feld 
0020 -- 65 72 20 JC 64 66 65 6C 64 65 er <afelde 
0030 -- 72 40 74 65 63 65 6c 69 74 65 r@tece7ite 
0040 -- 2£ 63 6F 60 3£ 3£ OD OA . com>> .. 

***** Packet ID: 29 ***** 
ETHERNET=================================~=-=============== 
Destination Address: 0000e8-061f15 (smtplink) 
source Address: OOOOa3-b0022a (Tec£1ite-N.b0022a) 
Ethernet Type: 08-00 {IP) 
IP-======================================================== 
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packets. txt 

Header Length: 5 (OxS) 
Type of Service: 00 
TOS Precedence: Routine(O) 
TOS Delay: Normal Delay(O) 
TOS Throughf?.Ut: Normal Throughput(O) 
TOS Reliab1 Nty: Normal Reliability(O} 
Total Length: 40 (Ox28} 
Identification: 31481 (Ox9269} 
Reserved: 0 
Don't Fragment (DF): Don't Fragment(l} 
More Fragment {MF): Last Fragment{O) 
Fragment offset: O 
rime to Live (TTL): 62 (Ox3e) 
Protocol: TCP(6) 
Header checksum: D9 3£ 
source IP: 192.190.175.254 {ftp) 
Destination IP: 89.7.7.100 {smtplink) 
TCP=~======================================================= 
source Port: SMTP{2S) 
Destination Port: {11348) 
sequence Number: 3878102194 (Oxe72724b2) 
Acknowledgement Number: 104679726 {Ox63d492e) 
Data offset: 5 (Ox5} 
Reserved: 0 
urgent Field (URG): 0 
Acknowledgement field (ACK): 1 
Push Function (PSH): 0 
Reset connection (RST): O 
synchronize sequence (SYN): 0 
No More Data (FIN): 0 
window size: 32736 (Ox7fe0) 
checksum: D7 19 
urgent Pointer: 0 

***** Packet ID: 30 ***** 
ETHERNET=================================================== 
Destination Address: 0000e8-061f15 {smtplink) 
source Address: 0000a3-b0022a (TecElite-N.b0022a) 
Ethernet Type: 08-00 {IP) 
IP========================================================= 
Version: 4 
Header Length: 5 (OxSJ 
Type of service: 00 
TOS Precedence: Routine(O) 
TOS Delay: Normal Delay(OJ 
TOS Throughf?.Ut: Normal Throughput{O} 
TOS Reliab1 lity: Normal Reliability{O} 
Total Length: 95 (OxSf) 
Identification: 37482 (Ox926a) 
Reserved: 0 
Don't Fragment {DF): Don't Fragment(l) 
More Fragment {MF): Last Fragment{O) 
Fragment offset: O 
Time to Live (TTL): 62 {OxJe} 
Protocol: TCP(6) 
Header checksum: D9 06 
source IP: 192.190.175.254 {ftp) 
Destination IP: 89.7.7.100 {smtplink) 
TCP=~======================================================= 
source Port: SMTP(25) 
Destination Port: {11348) 
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Sequence Number: 3878102194 (Oxe72724b2) 
Acknowledgement Number: 104679726 (Ox63d492e} 
Data offset: 5 (Ox5) 
Reserved: 0 
Urgent Field (URG): 0 
A ck now l edgement field (ACK): 1 
Push Function (PSH): 1 
Reset connection (RST): O 
synchronize sequence (SYN): O 
No More Data (FIN): 0 
Window size: 32736 (Ox7fe0) 
checksum: DB OA 
urgent Pointer: 0 
DATA======================================================== 
Data: 
0000 -- 32 35 30 20 3C 44 6F 75 67 20 250 <Doug 
0010 -- 46 65 6C 64 65 72 20 Jc 64 66 Felder <Of 
0020 -- 65 6c 64 65 72 40 74 65 63 65 elder@tece 
0030 -- 6C 69 74 65 2E 63 6F 6D 3£ 3E lite. com>> 
0040 -- 2£ 2E 2£ 20 53 65 6£ 64 65 72 .•. sender 
0050 -- 20 6F 68 OD OA ok .. 

***** Packet ID: 31 ***** 
ETHERNET=================================================== 
Destination Address: aa0004-000104 (DEC.000104} 
source Address: 0000e8-06lfl5 (smtplink) 
Ethernet Type: 08-00 (IP} 
IP-======================================================= 
version: 4 
Header Length: 5 (OxS) 
Type of service: 00 
TOS Precedence: Routine(O) 
TOS Delay: Normal Delay(O) 
TOS Throughf?.Ut: Norma 7 Throughput(O) 
TOS Reliab1 lity: Normal Reliability(0) 
Total Length: 70 (Ox46} 
Identification: 3741 (Oxe9d} 
Reserved: 0 
Don't Fragment (OF}: May Fragment(O) 
More Fragment (MF): Last Fragment(O) 
Fragment orfset: 0 
Time to Live (TTL): 64 (Ox40) 
Protocol: TCP(6) 
Header checksum: 9A ED 
source IP: 89.7.7.100 (smtplink) 
Destination IP: 192.190.175.254 (ftp) 
TCP=====------·================================ 
source Port: (11348) 
Destination Port: SMTP(25} 
sequence Number: 104679726 (Ox63d492e} 
Acknowledgement Number: 3878102249 (Oxe72724e9) 
Data offset: 5 (Ox5) 
Reserved: 0 
Urgent Field (URG): 0 
Acknowledgement field (ACK): 1 
Push Function (PSH): 1 
Reset connection (RST): 0 
synchronize sequence (SYN): O 
NO More Data (FIN}: 0 
window Size: 1834 (Ox72a) 
checksum: 43 EB 
urgent Pointer: 0 
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DATA=====================================------======== 
Data: 
0000 -- 52 43 50 54 20 54 4F 3A JC 6B RCPT TO:<k 
0010 -- 61 68 6D 69 6£ 2£ 74 65 68 40 ahmin. teh@ 
0020 -- 61 6D 64 2£ 63 6F 6D 3£ OD OA amd. com> .. 

***** Packet ID: 32 ***** 
ETHERNET, ·=================--------
Destination Address: 0000e8-061f15 (smtplink} 
source Address: 0000a3-b0022a (TecElite-N.b0022a} 
Ethernet Type: 08-00 (IP} 
IP-======================================================== 
version: 4 
Header Length: 5 (Ox5) 
Type of service: 00 
ros Precedence: Routine(O} 
TOS Delay: Normal Delay(O} 
TOS Through.P.,Ut: Normal Throughput (0) 
TOS Reliab1 lity: Normal Reliability(O} 
Total Length: 40 (Ox28} 
Identification: 37485 (Ox926d) 
Reserved: 0 
Don't Fragment (OF): Don't Fragment(l) 
More Fragment (MF): Last Fragment(O) 
Fragment offset: O 
Time to Live (TTL}: 62 (Ox3e} 
Protocol: TCP(6) 
Header checksum: D9 3A 
source IP: 192.190.175.254 (ftp) 
Destination IP: 89.7.1.100 (smtplink} 
TCP======================================================== 
source Port: SMTP(25} 
Destination Port: (11348) 
sequence Number: 3878102249 (Oxe72724e9) 
Acknowledgement Number: 104679756 (Ox63d494c} 
Data offset: 5 (Ox5} 
Reserved: 0 
Urgent Field (URG}: 0 
Acknowledgement field (ACK}: 1 
Push Function (PSH}: 0 
Reset Connection (RST): 0 
synchronize sequence (SYN}: O 
No More Data (FIN}: 0 
window size: 32736 (OxlfeO) 
checksum: D6 c4 
urgent Pointer: 0 

***** Packet ID: 33 ***** 
ETHERNET================ -======--======= 
Destination Address: 0000e8-06lfl5 (smtplink) 
source Address: 0000a3-b0022a (TecElite-N.b0022a} 
Ethernet Type: 08-00 (IP) 
IP==============================================-==== 
version: 4 
Header Length: 5 (OxS} 
Type of service: 00 
ros Precedence: Routine(O) 
TOS Delay: Norma l Del ay(O) 
TOS Through.P.,Ut: Normal Throughput(O} 
TOS Reliab1 lity: Normal Reliability(O) 
Total Length: 82 (Ox52} 
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Identification: 37493 (Ox9275) 
Reserved: 0 

packets. txt 

Don't Fragment (DF): Don't Fragment(!) 
More Fragment (MF}: Last Fragment(O) 
Fragment offset: 0 
Time to Live (TTL): 62 (Ox3e} 
Protocol: TCP(6) 
Header checksum: D9 08 
source IP: 192.190.175.254 (ftp} 
Destination IP: 89.7.7.100 (smtplink} 
TCP:================·========-========= 
source Port: SMTP(25} 
Destination Port: (11348} 
sequence Number: 3878102249 (Oxe72724e9). 
Acknowledgement Number: 104679756 (Ox63d494c) 
Data Offset: 5 (Ox5} 
Reserved: 0 
urgent Field (URG): 0 
Acknowledgement field (ACK): 1 
Push Function (PSH): 1 
Reset connection (RST): 0 
synchronize sequence (SYN): 0 
No More Data (FIN}: 0 
Window size: 32736 (Ox7fe0} 
checksum: AF 57 
urgent Pointer: 0 
DATA====== 
Data: 
0000 32 35 30 20 JC 6B 61 68 6D 69 
0010 -- 6E 2E 14 65 68 40 61 6D 64 2E 
0020 -- 63 6F 6D 3E 2E 2E 2E 20 52 65 
0030 -- 63 69 10 69 65 6E 14 20 6F 68 
0040 -- OD OA 

***** Packet ID: 34 ***** 

250 <kahmi 
n. teh@amd. 
com> •.. Re 
cipient ok 

ETHERNET=---------------------- ----================ 
Destination Address: aa0004-000104 (DEC.000104} 
source Address: 0000e8-061f15 (smtplink} 
Ethernet Type: 08-00 (IP} 
IP. 
version: 4 
Header Length: 5 (Ox5} 
Type of service: 00 
TOS Precedence: Routine(OJ 
TOS De 1 ay: Norma 1 De 1 ay(O} 
TOS ThroughP.,Ut: Norma 1 ThrOUJJhput(O} 
TOS Reliab1lity: Normal Rel1ability(O} 
Tota 1 Length: 47 (Ox2f} 
Identification: 3742 (Oxe9e} 
Reserved: 0 
Don't Fragment (DF}: May Fragment(OJ 
More Fragment (MF}: Last Fragment(O) 
Fragment offset: O 
Time to Live (TTL}: 64 (Ox40) 
Protocol: TCP(6} 
Header checksum: 9B 03 
source IP: 89.7.7.100 (smtplink} 
Destination IP: 192.190.175.254 (ftp} 

---------------

TCP===== ====== ,====----------------
Source Port: (11348} 
Destination Port: SMTP(25) 
Sequence Number: 104679756 (Ox63d494c} 
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packets. txt 
Acknow7edgement Number: 3878102291 (Oxe7272513) 
Data offset: S (OxS) 
Reserved: O 
urgent Ffe7d (URG): o 
Acknow7edgement ffe7d (ACK): l 
Push Function (PSH): l 
Reset connection (RST): 0 
Synchronize sequence (SYN): O 
NO More Data (FIN): 0 
window size: 1792 (Ox700) 
Checksum: 8C DC 
urgent Pointer: 0 
OATAr=-===r=-------r=-=-------=-=r=---r=-~-------==-r=--==== 
Data: 44 41 54 41 20 OD OA DATA •• 

***** Packet IO: 35 ***** 
ETHERNET:--================================================ 
Destination Address: 0000e8-061f15 (smtp7ink) 
source Address: OOOOa3-bOOZZa (TecE7ite-N.bOOZ2a) 
Ethernet Type: 08-00 (IP) 
IP-=-------------=======r=-===•=--==r===------------~=-=-=-= 
Version: 4 
Header Length: S (OxS) 
Type of service: 00 
ros Precedence: Routine(O) 
ros oe7ay: Norma7 oe7ay(O) 
ros ThroughJ?_ut: Normal Throughput(O) 
TOS Re7iab1 lity: Normal Re7iabi7ity(O) 
Tota 7 Length: 90 {Ox5a) 
Identification: 37494 {Ox9276) 
Reserved: O 
Don't Fragment (OF): Don't Fragment{l) 
More Fragment (MF): Last Fragment(O) 
Fragment offset: 0 
Time to Live (TTL): 62 (Ox3e) 
Protoco 7: TCP(6) 
Header checksum: 08 FF 
source IP: 192.190.175.254 (ftp) 
Destination IP: 89.7.1.100 (smtp7ink) 
TCP:-========================-----------===,-------=== 
source Port: SMTP(ZS) 
Destination Port: (11348) 
sequence Number: 3878102291 (Oxe7272S13) 
A ck now 7 edgement Number: 104679763 (Ox63d49SJ) 
Data offset: s (OxS) 
Reserved: 0 
urgent Fie7d {URG): O 
Acknowledgement field (ACK): l 
Push Function {PSH): 1 
Reset connection (RST): 0 
synchronize sequence (SYN): 0 
N 
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contain the elements that were extracted by the parsing/extracting of 
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mfaptpkt. txt 
42 
08 00 20 13 10 02 00 AO 24 75 C7 78 08 00 45 00 
00 30 80 6C 40 00 80 06 94 14 59 06 06 03 59 07 
FE 36 09 53 00 6E .IA So 8A 6E SO DA 49 60 50 18 
10 48 BF 97 00 00 52 45 54 52 20 32 00 OA FO 6E 
90 FS 
*-*-*- *-*-*-*-*-*-*-*-*-*- *-*-*-*-*-*-*-*-*-*-*-* 
48 
00 AO 24 75 C7 78 08 00 20 13 10 02 08 00 45 00 
00 39 16 03 00 00 JC 06 B2 75 59 07 FE 36 59 06 
06 03 00 6£ 09 53 SO OA 49 60 .IA SO 8A 76 SO 18 
10 00 SD 6C 00 00 28 4F 4B 20 31 33 35 31 20 6F 
63 74 65 74 73 00 OA CA £0 6A Bl 
*-*- *-*-*-*-*-*- *-*- *-*-*- *-*- *-*-*-*-*-*-*-*-*-* 
40 
08 00 20 13 10 02 00 AO 24 75 C7 78 08 00 45 00 
00 28 Bl 6C 40 00 80 06 93 le 59 06 06 03 59 07 
FE 36 09 53 00 6£ .IA SD 8A 76 SO DA 49 71 SO 10 
10 3A 93 73 00 00 00 00 00 00 00 00 02 03 21 C2 
*-*-*-*-*-*-*- *- *-*-*-*-*-*-*-*-*-*-*-*-*-*-*-*-* 
460 
00 AO 24 75 C7 78 08 00 20 13 10 02 08 00 45 00 
OS SC 16 05 00 00 JC 06 AD 50 59 07 FE 36 59 06 
06 03 00 6£ 09 53 SO OA 49 71 .IA SD BA 76 50 18 
10 00 53 11 00 00 52 65 74 75 72 6£ 20 50 61 74 
68 3A 20 JC 6A 60 65 74 7A 67 65 72 40 74 65 63 
65 6C 69 74 65 2£ 63 6F 6D 3£ OD OA 52 65 63 65 
69 76 65 64 JA 20 66 72 6F 60 20 6E 61 74 61 64 
60 2£ 74 65 63 65 6C 69 74 65 2£ 63 6F 60 20 62 
79 20 73 75 70 65 72 2E 74 65 63 65 6C 69 74 65 
2£ 63 6F 60 20 28 34 2£ 31 2F 53 40 49 20 34 2£ 
31 29 00 OA 09 69 64 20 41 41 32 38 34 30 38 38 
20 54 68 75 2C 20 31 JO 20 53 65 70 20 39 38 20 
31 37 3A 33 37 3A 33 37 20 50 44 54 OD OA 52 65 
63 65 69 76 65 64 3A 20 66 72 6F 60 20 73 60 74 
70 6C 69 6£ 6B 2£ 74 65 63 65 6C 69 74 65 2E 63 
6F 6D 20 28 73 60 74 70 6C 69 6E 68 20 SB 38 39 
2£ 37 2£ 37 2£ 31 30 30 50 29 00 OA 09 62 79 20 
6E 61 74 61 64 60 2£ 74 65 63 65 6c 69 74 65 2£ 
63 6F 60 20 28 38 2£ 38 2£ 37 2F 38 2£ 38 2£ 37 
29 20 77 69 74 68 20 53 40 54 so 20 69 64 20 52 
41 41 31 37 32 34 35 3B Oo OA 09 54 68 75 2C 20 
31 30 20 53 65 70 20 31 39 39 38 20 31 37 3A 33 
39 3A 30 34 20 20 30 37 30 30 00 OA 52 65 63 65 
69 76 65 64 3A 20 66 72 6F 60 20 63 63 3A 40 61 
69 6C 20 62 79 20 73 60 74 70 6C 69 6£ 6B 2£ 74 
65 63 65 6C 69 74 65 2£ 63 6F 60 00 OA 09 69 64 
20 41 41 39 30 35 34 37 34 38 32 39 20 54 68 75 
2C 20 31 30 20 53 65 70 20 39 38 20 31 37 3A 34 
37 3A 30 39 20 50 44 54 00 OA 44 61 74 65 3A 20 
54 68 75 2C 20 313020 53 65 70 20 39 38 20 31 
37 3A 34 37 3A 30 39 20 50 44 54 00 OA 46 72 6F 
6D 3A 20 4A 6F 68 6£ 20 40 65 7 4 7A 67 65 72 20 
JC 6A 60 65 74 7A 67 65 72 40 74 65 63 65 6C 69 
74 65 2£ 63 6F 60 3£ OD OA 45 6£ 63 6F 64 69 6£ 
67 3A 20 33 32 34 20 54 65 78 74 OD OA 4D 65 73 
73 61 67 65 20 49 64 3A 20 JC 39 38 30 38 31 30 
39 30 35 34 2E 41 41 39 30 35 34 37 34 38 32 39 
40 73 6D 74 70 6C 69 6£ 68 2£ 74 65 63 65 6C 69 
74 65 2£ 63 6F 60 3£ 00 OA 54 6F 3A 20 62 6C 65 
61 76 79 40 74 65 63 65 6C 69 74 65 2£ 63 6F 60 
2C 20 61 63 68 61 64 64 61 40 74 65 63 65 6C 69 
74 65 2£ 63 6F 60 2C 20 64 61 76 65 63 40 74 65 
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63 6S 6C 69 74 6S 2E 63 6F 6D 2C OD OA 20 20 20 
20 20 20 20 20 44 61 76 69 64 20 4C 75 6F 20 3C 
64 6C 7S 6F 40 74 65 63 6S 6c 69 74 65 2E 63 6F 
6D 3E 2C 20 6C 6F 77 64 65 72 40 74 65 63 65 6C 
69 74 65 2E 63 6F 6D 2C OD OA 20 20 20 20 20 20 
20 20 65 77 68 65 65 6C 65 72 40 74 65 63 65 6C 
69 74 65 2E 63 6F 6D 2C 20 66 6E 6F 6F 6£ 40 74 
65 63 65 6C 69 74 65 2E 63 6F 6D 2C 20 66 72 65 
64 60 40 74 65 63 65 6C 69 74 65 2E 63 6F 6D 2C 
OD OA 20 20 20 20 20 20 20 20 6A 6D 61 69 78 6E 
65 72 40 74 65 63 65 6C 69 74 65 2E 63 6F 6D 2C 
20 6A 6F 74 69 73 40 74 6S 63 65 6C 69 74 6S 2E 
63 6F 6D 2C OD OA 20 20 20 20 20 20 20 20 48 69 
60 20 44 61 76 69 73 20 3C 68 64 61 76 69 73 40 
74 65 63 65 6C 69 74 65 2E 63 6F 6D 3E 2C 20 72 
61 6D 40 74 65 63 65 6C 69 74 65 2E 63 6F 60 2C 
OD OA 20 20 20 20 20 20 20 20 52 6F 62 20 52 69 
74 7A 20 3C 72 72 69 74 7A 40 74 65 63 65 6C 69 
74 65 2E 63 6F 6D 3E 2C 20 72 73 64 69 65 74 7A 
40 74 65 63 65 6C 69 74 65 2E 63 6F 6D 2C 20 73 
68 69 70 40 74 65 63 55· 6C 69 74 65 2£ 63 6F 60 
OD OA 53 75 62 6A 65 63 74 3A 20 4E 65 78 74 20 
47 65 6E 65 72 61 74 69 6F 6£ 20 50 72 6F 64 75 
63 74 20 44 69 73 63 75 73 73 69 6F 6£ OD OA OD 
OA OD OA 53 75 62 6A 65 63 74 3A 20 4E 65 78 74 
20 47 65 6E 65 72 61 74 69 6F 6£ 20 50 72 6F 64 
75 63 74 20 44 69 73 63 75 73 73 69 6F 6£ OD OA 
OD OA 49 20 77 6F 75 6C 64 20 6C 69 68 65 20 74 

•-•-•-·-·-•-•-·-·-·-·-·-·-·-•-·-·-·-·-·-·-·-·-·-· 40 
08 00 20 13 10 D2 00 AO 24 75 Cl 78 08 00 45 00 
00 28 82 6C 40 00 80 06 92 lC 59 06 06 03 59 07 
FE 36 09 53 00 6E 1A SD BA 76 SO DA 4£ AS SO 10 
22 38 89 41 00 00 00 00 00 00 00 00 BA JC 68 D6 
·-•-•-·-•-•-·-•-·-·-·-·-•-·-•-•-•-•-•-•-•-•-·-·-· 
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08 00 20 13 10 02 00 AO 24 75 C7 78 08 00 45 00 
00 30 BO 6C 40 00 80 06 94 14 59 06 06 03 59 07 
FE 36 09 53 00 6E 1A 50 8A 6E 50 DA 49 60 50 18 
lD 48 BF 97 00 00 52 45 54 52 20 32 OD OA FD 6E 
9D FS 
48 
00 AO 24 75 C7 78 08 00 20 13 10 D2 08 00 45 00 
00 39 16 03 00 00 3C 06 82 75 59 07 FE 36 59 06 
06 03 00 6E 09 53 50 DA 49 60 1A SD 8A 76 50 18 
10 00 5D 6C 00 00 28 4F 48 20 31 33 35 31 20 6F 
63 74 65 74 73 OD OA CA EO 6A Bl 
40 
08 00 20 13 10 D2 00 AO 24 75 C7 78 08 00 45 00 
00 28 Bl 6C 40 00 80 06 93 le 59 06 06 03 59 07 
FE 36 09 53 00 6E 1A SD BA 76 50 DA 49 71 50 10 
10 3A 93 73 00 00 00 00 00 00 00 00 02 03 21 C2 
0460 
00 AO 24 75 C7 78 08 00 20 13 10 D2 08 00 45 00 
05 Sc 16 05 00 00 Jc 06 AO 50 59 07 FE 36 59 06 
06 03 00 6E 09 53 50 DA 49 71 1A 5D 8A 76 50 18 
10 00 53 11 00 00 52 65 74 75 72 6£ 2D 50 61 74 
68 3A 20 3C 6A 60 65 74 7A 67 65 72 40 74 65 63 
65 6C 69 74 65 2£ 63 6F 60 3£ OD OA 52 65 63 65 
69 76 65 64 3A 20 66 72 6F 60 20 6£ 61 74 61 64 
60 2£ 74 65 63 65 6C 69 74 65 2£ 63 6F 60 20 62 
79 20 73 75 70 65 72 2£ 74 ·55 63 65 6C 69 74 65 
2£ 63 6F 60 20 28 34 2£ 31 2F 53 4D 49 20 34 2E 
31 29 OD OA 09 69 64 20 41 41 32 38 34 30 38 38 
20 54 68 75 2C 20 313020 53 65 70 20 39 38 20 
31 37 3A 33 37 3A 33 37 20 50 44 54 OD OA 52 65 
63 65 69 76 65 64 3A 20 66 72 6F 6D 20 73 60 74 
70 6C 69 6£ 68 2£ 74 65 63 65 6C 69 74 65 2£ 63 
6F 60 20 28 73 6D 74 70 6C 69 6£ 68 20 58 38 39 
2£ 37 2£ 37 2£ 31 30 30 SD 29 OD OA 09 62 79 20 
6£ 61 74 61 64 6D 2£ 74 65 63 65 6C 69 74 65 2£ 
63 6F 6D 20 28 38 2£ 38 2£ 37 2F 38 2£ 38 2£ 37 
29 20 77 69 74 68 20 53 4D 54 50 20 69 64 20 52 
41 41 31 37 32 34 35 38 OD OA 09 54 68 75 2C 20 
31 30 20 53 65 70 20 31 39 39 38 20 31 37 3A 33 
39 3A 30 34 20 20 30 37 30 30 00 OA S2 6S 63 65 
69 76 65 64 3A 20 66 72 6F 6D 20 63 63 3A 4D 61 
69 6C 20 62 79 20 73 6D 74 70 6C 69 6£ 68 2£ 74 
65 63 65 6C 69 74 65 2£ 63 6F 6D OD OA 09 69 64 
20 41 41 39 30 35 34 37 34 38 32 39 20 54 68 75 
2C 20 31 30 20 53 65 70 20 39 38 20 31 37 3A 34 
37 3A 30 39 20 50 44 54 OD OA 44 61 74 65 3A 20 
54 68 75 le 20 313020 53 65 70 20 39 38 20 31 
37 3A 34 37 3A 30 39 20 50 44 54 OD OA 46 72 6F 
6D 3A 20 4A 6F 68 6£ 20 40 65 74 7A 67 65 72 20 
Jc 6A 60 65 74 7A 67 65 72 40 74 65 63 65 6C 69 
74 65 2£ 63 6F 6D 3£ OD OA 45 6£ 63 6F 64 69 6£ 
67 3A 20 33 32 34 20 54 65 78 74 OD OA 40 65 73 
73 61 67 65 2D 49 64 3A 20 3C 39 38 30 38 31 30 
39 30 35 34 2£ 41 41 39 30 35 34 37 34 38 32 39 
40 73 6D 74 70 6C 69 6£ 6B 2£ 74 65 63 65 6C 69 
74 65 2£ 63 6F 6D 3£ OD OA 54 6F 3A 20 62 6C 65 
61 76 79 40 74 6S 63 65 6C 69 74 65 2£ 63 6F 60 
2C 20 61 63 68 61 64 64 61 40 74 65 63 65 6C 69 
74 65 2£ 63 6F 60 2C 20 64 61 76 65 63 40 74 65 
63 65 6C 69 74 65 2£ 63 6F 60 2c OD OA 20 20 20 
20 20 20 20 20 44 61 76 69 64 20 4C 75 6F 20 JC 
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64 6C 75 6F 40 74 6S 63 65 6C 69 74 6S 2E 63 6F 
60 JE 2C 20 6C 6F 77 64 6S 72 40 74 65 63 65 6C 
69 74 65 2E 63 6F 60 2C OD OA 20 20 20 20 20 20 
20 20 65 77 68 65 65 6C 65 72 40 74 65 63 65 6C 
69 74 65 2E 63 6F 60 2C 20 66 6E 6F 6F 6E 40 74 
65 63 65 6C 69 74 65 2£ 63 6F 60 2C 20 66 72 65 
64 60 40 74 65 63 65 6C 69 74 65 2£ 63 6F 60 2C 
00 OA 20 20 20 20 20 20 20 20 6A 60 61 69 78 6E 
65 72 40 74 65 63 65 6C 69 74 65 2£ 63 6F 60 2C 
20 6A 6F 74 69 73 40 74 65 63 6S 6C 69 74 65 2E 
63 6F 60 2C 00 OA 20 20 20 20 20 20 20 20 4B 69 
60 20 44 61 76 69 73 20 Jc 68 64 61 76 69 73 40 
74 65 63 65 6C 69 74 65 2E 63 6F 60 3£ 2C 20 72 
61 60 40 74 65 63 65 6C 69 74 65 2£ 63 6F 60 2C 
OD OA 20 20 20 20 20 20 20 20 52 6F 62 20 52 69 
74 7A 20 JC 72 72 69 74 7A 40 74 65 63 65 6C 69 
74 65 2£ 63 6F 60 JE 2C 20 72 73 64 69 65 74 7A 
40 74 65 63 65 6C 69 74 65 2E 63 6F 60 2C 20 73 
68 69 70 40 74 65 63 65 6C 69 74 65 2£ 63 6F 60 
00 OA 53 75 62 6A 65 63 74 3A 20 4£ 65 78 74 20 
47 65 6E 65 72 61 74 69 6F 6E 20 50 72 6F 64 75 
63 74 20 44 69 73 63 75 73 73 69 6F 6£ 00 OA OD 
OA 00 OA SJ 7S 62 6A 65 63 74 3A 20 4E 65 78 74 
20 47 6S 6E 65 72 61 74 69 6F 6E 20 50 72 6F 64 
75 63 74 20 44 69 73 63 75 73 73 69 6F 6E OD OA 
OD OA 49 20 77 6F 75 6C 64 20 6C 69 68 65 20 74 
40 
08 00 20 13 10 D2 00 AO 24 75 Cl 78 08 00 45 00 
00 28 B2 6C 40 00 80 06 92 lC 59 06 06 03 59 07 
FE 36 09 53 00 6E 1A SD 8A 76 50 DA 4E AS 50 10 
22 38 89 41 00 00 00 00 00 00 00 00 BA JC 68 06 
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contain the keys that were generated from the extracted data (Exhibit B4) and used 
for looking up the flow-entry database per element (c) of method claims 11 and 54, 
which are operations carried out by the lookup engine of element (e) of claim 29. 
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mfaptkey. txt 
00 00 00 00 08 00 20 13 10 D2 00 AO 24 75 C7 78 
00 08 59 07 FE 36 00 00 00 00 00 00 00 00 00 00 
00 00 59 06 06 03 00 00 00 00 00 00 00 00 00 00 
00 00 00 28 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 47 00 6E 00 00 09 53 00 00 
·-·-•-•-•-•-•-·-·-•-•-·-·-·-·-·-·-•-•-•-·-·-·-·-· 
00 00 00 00 00 AO 24 75 Cl 78 08 00 20 13 10 02 
00 08 59 06 06 03 00 00 00 00 00 00 00 00 00 00 
00 00 59 07 FE 36 00 00 00 00 00 00 00 00 00 00 
00 00 00 28 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 47 09 53 00 00 00 6E 00 00 
·- •- *-•- *-*-•- *-•-•- *-*-*- *-*-*- *- ·-·- ·- *-*-*-*-* 
00 00 00 00 08 00 20 13 10 D2 00 AO 24 75 C7 78 
00 08 59 01 FE 36 00 00 00 00 00 00 00 00 00 00 
00 00 59 06 06 03 00 00 00 00 00 00 00 00 00 00 
00 00 00 28 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 41 00 6£ 00 00 09 53 00 00 
*-*- *-*-*-*-*-*- •- •- ·- *-*-*- *-*- •- ·- •- *-*-*- *-*-* 
00 00 00 00 00 AO 24 75 C7 78 08 00 20 13 10 D2 
00 08 59 06 06 03 00 00 00 00 00 00 00 00 00 00 
00 00 59 07 FE 36 00 00 00 00 00 00 00 00 00 00 
00 00 00 28 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 47 09 53 00 00 00 6E 00 00 
*- ·- ·- *- *- ·- *-*-*-*-*-*- •- *-*-*- ·- *-*-*- *-*-*-·- * 
00 00 00 00 08 00 20 13 10 D2 00 AO 24 75 C7 78 
00 08 59 07 FE 36 00 00 00 00 00 00 00 00 00 00 
00 00 59 06 06 03 00 00 00 00 00 00 00 00 00 00 
00 00 00 28 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 47 00 6£ 00 00 09 53 00 00 
*-*-*-*-*-*-*-*-*-*-*-*-*-*-*-*-•-·-·-•-·-•-·-·-· 
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mf aptkey2. txt 
05 

00 00 00 00 08 00 20 13 10 D2 00 AO 24 75 C7 78 
00 08 59 07 FE 36 00 00 00 00 00 00 00 00 00 00 
00 00 59 06 06 03 00 00 00 00 00 00 00 00 00 00 
00 00 00 28 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 47 00 6£ 00 00 09 SJ 00 00 

00 00 00 00 00 AO 24 75 C7 78 08 00 20 13 10 D2 
00 08 59 06 06 03 00 00 00 00 00 00 00 00 00 00 
00 00 59 07 FE 36 00 00 00 00 00 00 00 00 00 00 
00 00 00 28 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 47 09 53 00 00 00 6E 00 00 

00 00 00 00 08 00 20 13 10 Dl 00 AO 24 75 C7 78 
00 08 59 07 FE 36 00 00 00 00 00 00 00 00 00 00 
00 00 59 06 06 03 00 00 00 00 00 00 00 00 00 00 
00 00 00 28 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 47 00 6£ 00 00 09 53 00 00 

00 00 00 00 00 AO 24 75 C7 78 08 00 20 13 10 D2 
00 08 59 06 06 03 00 00 00 00 00 00 00 00 00 00 
00 00 59 07 FE 36 00 00 00 00 00 00 00 00 00 00 
00 00 00 28 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 47 09 53 00 00 00 6£ 00 00 

00 00 00 00 08 00 20 13 10 D2 00 AO 24 75 C7 78 
00 08 59 07 FE 36 00 00 00 00 00 00 00 00 00 00 
00 00 59 06 06 03 00 00 00 00 00 00 00 00 00 00 
00 00 00 28 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 47 00 6E 00 00 09 53 00 00 
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,-. 

I 

• Exhibit B7: The contents of file MFATEST.TXT that includes the decoded packets 
that were generated by operation of the method that includes the elements of each 
of method claims 11 and 54, by an apparatus that includes the elements of claim 29. 
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HP ProbeView/SNMP File contains 148 Packets 

1 TO: 0800201310D2 
FROM: 00A02475C778 

Pkt: 1, Len: 66/66 
Ethernet: (00a0247Sc778 -> sun 1310d2) 
Internet: 89.6.6.3 -> 89.7.254.54 

tos: 0 len: 48 id: 0xb06c fragoff: 0 
prot: TCP(6) xsum: 0x9414 

-2:53:50<0,000> -

type: IP(0x800) 
hl: 5 ver: 4 
flags: 0x2 ttl: 128 

TCP: 2387 -> POP-3(110) seq: 1a5d8a6e 
ack: 50da4960 win: 7499 hl: 5 
flags: <ACK><PUSH> 

data (8/8): 

2 TO: 00A02475C778 
FROM: 0800201310D2 

Pkt: 2, Len: 75/75 

xsum: 

Ethernet: ( Sun 1310d2 -> 00a02475c778) 
Internet: 89.7.254.54 -> 89.6.6.3 

tos: O len: 57 id: 0x1603 fragoff: O 
prot: TCP(6) xsum: 0xb275 

0xbf97 urg: 0 

type: IP(0x800) 
hl: 5 ver: 4 
flags: 00 ttl: 60 

TCP: POP-3(110) -> 2387 seq: 50da4960 
ack: 1a5d8a76 win: 4096 
flags: <ACK><PUSH> 

data (17/17): 

hl: 5 

3 TO: 0800201310D2 
FROM: 00A02475C778 

Pkt: 3, Len: 64/64 

xsum: 

Ethernet: (00a02475c778 -> Sun 1310d2) 
Internet: 89.6.6.3 -> 89.7.254.54 

tos: 0 len: 40 id: 0xbl6c fragoff: 0 
prot: TCP(6) xsum: 0x931c 

Ox5d6c urg: 0 

-2:53:51<0.185>-

type: IP(0x800) 
hl: 5 ver: 4 
flags: 0x2 ttl: 128 

TCP: 2387 -> POP-3(110) seq: la5d8a76 
ack: 50da4971 win: 7482 hl: 5 
flags: <ACK> 

4 TO: 00A02475C778 
FROM: 0800201310D2 

Pkt: 4, Len: 1120/1390 

xsum: 

Ethernet: ( sun 1310d2 -> 00a02475c778} 
Internet: 89.7.254.54 -> 89.6.6.3 

tos: 0 len: 1372 id: 0x1605 fragoff: O 
prot: TCP(6) xswn: 0xad50 

0x9373 urg: 0 

.. 22:53:51<0.002>-

type: IP(0x800} 
hl: 5 ver: 4 
flags: 00 ttl: 60 

TCP: POP-3(110) -> 2387 seq: 50da4971 
ack: la5d8a76 win: 4096 
flags: <ACK><PUSH> 

hl: S xsum: 0x5311 urg: 0 
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data (60/1332): 

5 TO: 080020131002 
FROM: OOA02475C778 

Pkt: 5, Len: 64/64 
Ethernet: (00a02475c778 -> Sun 1310d2) 
Internet: 89.6.6.3 -> 89.7,254,54 

tos: 0 len: 40 id: Oxb26c fragoff: 0 
prot: TCP(6) xsum: Ox92lc 

111122:53:51<0.198> -

type: IP(Ox800) 
hl: 5 ver: 4 
flags: Ox2 ttl: 128 

TCP: 2387 -> POP-3(110) 
ack: 50da4ea5 win: 8760 hl: 5 

seq: la5d8a76 
xsum: Ox8941 urg: O 

flags: <ACK> 

6 TO: 080020131002 
FROM: OOA02475C778 

Pkt: 6, Len~ 66/66 
Ethernet: (00a02475c778 -> Sun 1310d2) 
Internet: 89.6.6.3 -> 89.7.254.54 

tos: 0 len: 48 id: Oxb36c fragoff: 0 
prot: TCP(6) xsum: Ox9ll4 

type: IP(Ox800) 
hl: 5 ver: 4 
flags: Ox2 ttl: 128 

TCP: 2387 -> POP-3(110) seq: la5d8a76 
ack: 50da4ea5 win: 8760 hl: 5 
flags: <ACK><PUSH> 

data (8/8): 

7 TO: 00A02475C778 
FROM: 0800201310D2 

Pkt: 7, Len: 91/91 

xsum: 

Ethernet: ( Sun 1310d2 -> 00a02475c778) 
Internet: 89.7.254.54 -> 89.6.6.3 

tos: 0 len: 73 id: Oxl609 fragoff: O 
prot: TCP(6) xswn: Oxb25f 

Oxcb6a urg: o 

--2:53:53<0,00l> 

type: IP(Ox800) 
hl: 5 var: 4 
flags: 00 ttl: 60 

TCP: POP-3(110) -> 2387 seq: 50da4ea5 
ack: 1a5d8a7e win: 4096 hl: 5 
flags: <ACK><PUSH> 

xsum: Ox3f4c urg: 0 

data (33/33): 

8 TO: 080020131002 
FROM: OOA02475C778 

Pkt: 8, Len: 64/64 
Ethernet: (00a02475c778 -> Sun 1310d2) 
Internet: 89.6.6.3 -> 89.7.254.54 

tos: O len: 46 id: Oxb46c fragoff: 0 
prot: TCP(6) xsum: Ox9016 

TCP: 2387 -> POP-3(110) seq: 

llllllllllt2: 53: 53<0. 002> .. 

type: IP(Ox800) 
hl: 5 var: 4 
flags: Ox2 ttl: 128 

1a5d8a7e 
ack: 50da4ec6 win: 8727 hl: 5 xsum: Oxe177 urg: 0 
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flags: <ACK><PUSH> 
data (6/6): 

9 TO: 00A02475C778 
FROM: 0800201310D2 

Pkt: 9, Len: 96/96 
Ethernet: ( sun 1310d2 -> 00a02475c778) 
Internet: 89.7.254.54 -> 89.6.6.3 

tos: 0 len: 78 id: 0x160a fragoff: 0 
prot: TCP(6) xsum: 0xb259 

~ 

~2:53:53<0.029> 1111111 

type: IP(0x800) 
hl: 5 ver: 4 
flags: 00 ttl: 60 

TCP: POP-3(110) -> 2387 seq: 50da4ec6 
ack: la5d8a84 win: 4096 
flags: <ACK><PUSH> 

data (38/38): 

hl: 5 

10 TO: 00A02475C778 
FROM: 0800201310D2 

Pkt: 10, Len: 64/64 

xsum: 

Ethernet: Sun 1310d2 -> 00a02475c778) 
Internet: 89.7.254.54 -> 89.6.6.3 

tos: 0 len: 40 id: 0x160b fragoff: 0 
prot: TCP(6) xsum: 0xb27e 

0xa04c urg: 0 

-2:53:53<0.003> -

type: IP(0x800) 
hl: 5 ver: 4 
flags: 00 ttl: 60 

TCP: POP-3(110) -> 2387 
ack: 1a5d8a84 win: 4096 hl: 5 

seq: 50da4eec 
xsum: 0x9b23 urg: 0 

flags: <ACK><FIN> 

11 TO: 0800201310D2 
FROM: 00A02475C778 

Pkt: 11, Len: 64/64 
Ethernet: (00a02475c778 -> sun 1310d2) 
Internet: 89.6.6.3 -> 89.7.254.54 

tos: 0 len: 40 id: Oxb56c fragoff: 0 
prot: TCP(6) xsum: 0x8flc 

-22: 53: 53<0. 000> -

type: IP(0x800) 
hl: 5 ver: 4 
flags: 0x2 ttl: 128 

TCP: 2387 -> POP-3(110) seq: la5d8a84 
ack: 50da4eed win: 8689 hl: 5 
flags: <ACK> 

xsum: 0x8932 urg: 0 

*-*-*-*-*-*-*-*-*-*-•-·-·-·-·-·-·-·-·-·-·-·-·-·-·· 
12 TO: 0800201310D2 

FROM: 00A02475C778 

Pkt: 12, Len: 64/64 
Ethernet: 
Internet: 

(00a02475c778 -> Sun 1310d2) 
89.6,6.3 -> 89.7.254.54 

40 id: Oxb66c fragoff: 0 
xsum: 0x8elc 

-:53:53<0.031> -

type: :IP ( 0x800) 
hl: 5 ver: 4 
flags: 0x2 ttl: 128 tos: 0 len: 

prot: TCP(6) 
TCP: 2387 -> POP-3(110) seq: 1a5d8a84 
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ack: 50da4eed win: 8689 
flags: <ACK><FIN> 

hl: 5 xsum: 0x8931 urg: 0 

13 TO: 00A02475C778 
FROM: 0800201310D2 

Pkt: 13, Len: 64/64 
Ethernet: Sun 1310d2 -> 00a02475c778) 
Internet: 89.7.254.54 -> 89.6.6.3 

tos: 0 len: 40 id: 0x160c fragoff: 0 
prot: TCP(6) xsum: 0xb27d 

')-

11111111111'22: 53: 53<0.001> -

type: IP(0x800) 
hl: 5 ver: 4 
flags: 00 ttl: 60 

TCP: POP-3(110) -> 2387 seq: 50da4eed 
ack: la5d8a85 win: 4096 bl: 5 
flags: <ACK> 

14 TO: 006008C0D710 
FROM: 00A076A010F2 

Pkt: 14, Len: 64/64 

xsum: 

Ethernet: (00a076a010f2 -> 006008c0d710) 
Internet: 89.89,24.6 -> 89,75.23.24 

tos: 0 len: 44 id: 0x5ffe fragoff: 0 
prot: TCP(6) xsum: 0xb90b 

0x9b22 urg: 0 

I ' 
-2:53:58<4.755> -

type: IP(0x800) 
hl: 5 ver: 4 
flags: 0x2 ttl: 128 

TCP: 1460 -> netb-ses(l39) seq: 0lbe3a7e 
ack: win: 8192 hl: 6 
flags: <SYN> mss: 1460 

15 TO: 00A076A010F2 
FROM: 006008C0D710 

Pkt: 15, Len: 64/64 

xsum: 

Ethernet: (006008c0d710 -> 00a076a010f2) 
Internet: 89.75.23.24 -> 89.89.24.6 

tos: 0 len: 44 id: 0x497c fragoff: 0 

0x53e9 urg: 0 

-2:53:58<0.001> -

type: IP(0x800) 
bl: 5 ver: 4 
flags: 0x2 ttl: 128 

prot: TCP(6) xsum: 0xcf8d 
TCP: netb-ses(139) -> 1460 seq: lecd513b 

ack: 0lbe3a7f win: 8760 bl: 6 
flags: <ACK><SYN> mss: 1460 

16 TO: 006008C0D710 
FROM: 00A076A010F2 

Len: 64/64 

xsum: 

Pkt: 16, 
Ethernet: 
Internet: 

(00a076a010f2 -> 006008c0d710) 
89,89,24.6 -> 89.75.23.24 

tos: 0 len: 
prot: TCP(6) 

40 id: 0x60fe fragoff: 0 
xswn: 0xb80f 

0xel97 urg: 0 

-22~53:58<0.000> - : 

type: IP(Ox800) 
hl: 5 ver: 4 
flags: 0x2 ttl: 128 
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I 

• Exhibit BS: Protocol Definition Language (PDL) Reference Guide (the document 
MFS-PDL-Reference.pdf) that provides a reference to the protocol definition 
language used in cpl files. 
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1. Introduction 
The MeterFlow Protocol Definition Language (PDL) is a special purpose language 
used to describe network protocols and all the fields within the protocol headers. 

Within this document, protocol descriptions (PDL files) are referred to as PDL or 
rules when there in no risk of confusion with other types of descriptions. 

PDL uses both form and organization similar to the data structure definition part of the 
C programming language and the PERL scripting language. Since PDL was derived 
from a language used to decode network packet contact, the authors have mixed the 
language format with the requirements of packet decoding. This results in an 
expressive language that is very familiar and comfortable for describing packet content 
and the details required representing a flow. · 

1.1 Summary 

MeterFlow PDL is a non-procedural Forth Generation language (4GL). This means is 
describes what needs to be done without describing how to do it. The details of how 
are hidden in the compiler and the Compiled Protocol Layout (CPL) optimization 
utility. 

In addition, it is used to describe network flows by defining which fields are the 
address fields, which are the protocol type fields, etc. 

Once a PDL file is written, it is compiled using the Netscape compiler (nsc), which 
produces the MeterFlow database (MeterFlow.db) and the Netscape database 
(Netscape.db). The MeterFlow database contains the flow definitions and the 
Netscape database contains the protocol header definitions. 

These databases are used by programs like: mtkeys, which produces flow keys; mfcpl, 
which produces flow definitions in CPL format; mfpkts which produces sample 
packets of all known protocols; and netscope, which decodes Sniffer™ and tcpdump 
files. 

Due to its size, electronic media copies of the documentation are not provided but can 
be made available if necessary. 

1.2 Document Conventions 

The following conventions will be used throughout this document: 

Small courier typeface indicates C code examples or function names. Functions are 
written with parentheses after them [function () ], variables are written just as their 
names [variables], and structure names are written prefixed with "struct" 
[struct packet]. 

Technically Elite, Inc. 5 Proprietary and Confidential 
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Italics indicate a filename (for instance, mworks/base/h/base.h). Filenames will usually 
be written relative to the root directory of the distribution. 

Constants are expressed in decimal, unless written "Ox ..• ", the C language notation 
for hexadecimal numbers. 
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2. Language Structure 
TBD 

3. Program Structure 

Version A0.02 

A MeterFlow PDL decodes and f1ow set is a non-empty sequence of statements. 

There are four basic types of statements or definitions available in Meter Flow PDL: 

FIELD, 
GROUP, 
PROTOCOL and 
FLOW. 

3.1 FIELD Definitions 

The FIELD definition is used to define a specific string of bits or bytes in the packet. 
The FIELD definition has the following format: 

Name FIELD 
SYNTAX Type [ { Enums } ] 
DISPLAY-HINT "FormatString" 
LENGTH "Expression" 
FLAGS FieldFlags 
ENCAP Field.Name [ , FieldName2] 
LOOKUP LookupType [Filename] 
ENCODING EncodingType 
DEFAULT "value" 
DESCRIPTION "Description" 

Where only the FIELD and SYNTAX lines are required. All the other lines are 
attribute lines, which define special characteristics about the FIELD. Attribute lines 
are optional and may appear in any order. Each of the attribute lines are described in 
detail below: 

3.1.1 SYNTAX Type [ { Enums}] 

This attribute defines the type and, if the type is an INT, BYTESTRJNG, 
BITSTRING, or SNMPSEQUENCE type, the enumerated values for the FIELD. The 
currently defined types are: 

INT(numBits) Integer that is numBits bits long. 

UNSIGNED INT(numBits) Unsigned integer that is numBits bits long. 
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BYTESTRING(numBytes) String that is numBytes bytes long. 

BYTESTRING(RJ .. R2) String that ranges in size from RI to R2 bytes. 

BITSTRING(numBits) String that is numBits bits long. 

LSTRING(/enBytes) String with lenBytes header. 

NSTRING Null terminated string. 

DNSSTRING DNS encoded string. 

SNMPOID SNMP Object Identifier. 

SNMPSEQUENCE SNMP Sequence. 

SNMPTIMETICKS SNMP TimeTicks. 

COMBO field] field2 Combination pseudo field. 

3.1.2 DISPLAY-HINT "FormatString" 

This attribute is for specifying how the value of the FIELD is displayed. The currently 
supported formats are: 

Numx Print as a num byte hexidecimal number. 

Numd Print as a num byte decimal number. 

Numo Print as a num byte octal number. 

Numb Print as a num byte binary number. 

Numa Print num bytes in ASCII format. 

Text Print as ASCII text. 

Hex.Dump Print in hexdump format. 

3.1.3 LENGTH "Expression" 

This attribute defines an expression for determining the FIELD's length. Expressions 
are arithmetic and can refer to the value of other FIELD's in the packet by adding a$ 
to the referenced field's name. For example, "($tcpHeaderLen *4)- 20" is a valid 
expression if tcpHeaderLen is another field defined for the current packet. 

3.1.4 FLAGS FieldFlags 

The attribute defines some special flags for a FIELD. The currently supported 
FieldFlags are: 

SAMELA YER Display field on the same layer as the previous field. 

NOLABEL Don't display the field name with the value. 
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NOSHOW Decode the field but don't display it. 

SWAPPED The integer value is swapped. 

3.1.5 ENCAP FieldName [ , FieldName2 ] 

This attribute defines how one packet is encapsulated inside another. Which packet is 
determined by the value of the FieldName field. lfno packet is found using FieldName 
then FieldName2 is tried. · 

3.1.6 LOOKUP LookupType [ Filename ] 

This attribute defines how to lookup the name for a particular FIELD value. The 
currently supported LookupTypes are: 

SERVICE Use getservbyport(). 

HOSTNAME Use gethostbyaddr(). 

MACADDRESS Use $METERFLOW/conf/mac2ip.cf. 

FILE file Use file to lookup value. 

3.1. 7 ENCODING EncodingType 

This attribute defines how a FIELD is encoded. Currently, the only supported 
EncodingType is BER (for Basic Encoding Rules defined by ASN.l). 

3.1.8 DEFAULT "value" 

This attribute defines the default value to be used for this field when generating sample 
packets of this protocol. 

3.1.9 DESCRIPTION "Description" 
This attribute defines the description of the FIELD. It is used for informational 
purposes only. 
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3.2 GROUP Definitions 

The GROUP definition is used to tie several related FIELDs together. The GROUP 
definition has the following fonnat: 

Name GROUP 
LENGTH "Expression" 
OPTIONAL "Condition" 
SUMMARIZE "Condition" : "FormatString" [ 
"Condition" : "FormatString" ... ] 
DESCRIPTION "Description" 
::= { Name=FieldOrGroup [ , 
Name=FieldOrGroup ... ] } 

Where only the GROUP and::= lines are required. All the other lines are attribute 
lines, which define special characteristics for the GROUP. Attribute lines are optional 
and may appear in any order. Each attribute line is described in detail below: 

3.2.1 LENGTH "Expression" 

This attribute defines an expression for detennining the GROUP's length. Expressions 
are arithmetic and can refer to the value of other FIELD's in the packet by adding a$ 
to the referenced field's name. For example, "($tcpHeaderLen *4)- 20" is a valid 
expression if tcpHeaderLen is another field defined for the current packet. 

3.2.2 OPTIONAL "Condition" 

This attribute defines a condition for detennining whether a GROUP is present or not. 
Valid conditions are defined in the Conditions section below. 

3.2.3 SUMMARIZE "Condition" : "FormatString" [ "Condition" : 
"FormatString" ... ] 

This attribute defines how a GROUP will be displayed in Detail mode. A different 
fonnat (FonnatString) can be specified for each condition (Condition). Valid 
conditions are defined in the Conditions section below. Any FIELD's value can be 
referenced within the FonnatString by proceeding the FIELD's name with a$. In 
addition to FIELD names there are several other special $ keywords: 

$LAYER Displays the current protocol layer. 

$GROUP Displays the entire GROUP as a table. 

$LABEL Displays the GROUP label. 

$field Displays the field value (use enumerated name if available). 

$:field Displays thefie/dvalue (in raw fonnat). 
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3.2.4 DESCRIPTION "Description" 

This attribute defines the description of the GROUP. It is used for informational 
purposes only. 

3.2.5 ::= { Name=FieldOrGroup [, Name=FieldOrGroup ... ]} 

This defines the order of the fields and subgroups within the GROUP. 
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3.3 PROTOCOL Definitions 

The PROTOCOL definition is used to define the order of the FIELDs and GROUPs 
within the protocol header. The PROTOCOL definition has the following format: 

Name PROTOCOL 
SUMMARIZE "Condition" : "FormatString" [ 
"Condition" : "FormatString". . . ] 
DESCRIPTION "Description" 
REFERENCE "Reference" 
::= { Name=FieldOrGroup [ , 
Name=FieldOrGroup ... ] } 

Where only the PROTOCOL and::= lines are required. All the other lines are attribute 
lines, which define special characteristics for the PROTOCOL. Attribute lines are 
optional and may appear in any order. Each attribute line is described in detail below: 

3.3.1 SUMMARIZE "Condition" : "FormatString" [ "Condition" : 
"FormatString" ... ] 

This attribute defines how a PROTOCOL will be displayed in Summary mode. A 
different format (F ormatString) can be specified for each condition (Condition). Valid 
conditions are defined in the Conditions section below. Any FIELD's value can be 
referenced within the FormatString by proceeding the FIELD's name with a$. In 
addition to FIELD names there are several other special$ keywords: 

$LAYER Displays the current protocol layer. 

$VARBIND Displays the entire SNMP VarBind list. 

$field Displays the field value (use enumerated name if available). 

$field Displays the field value (in raw format). 

$#field Counts all occurrences of .field 

$*field Lists all occurrences ofjield. 

3.3.2 DESCRIPTION "Description" 

This attribute defines the description of the PROTOCOL. It is used for informational 
purposes only. 

3.3.3 REFERENCE "Reference" 

This attribute defines the reference material used to determine the protocol format. It 
is used for informational purposes only. 

I 
3.3.4 ::= { Name=FieldOrGroup [, Name=FieldOrGroup ... ]} 

This defines the order of the FIELDs and GROUPs within the PROTOCOL. 
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3.4 FLOW Definitions 

The FLOW definition is used to define a network flow by describing where the 
address, protocol type, and port numbers are in a packet. The FLOW definition has the 
following fom1at: 

Name FLOW 
HEADER { Option [, Option ... ] } 
DLC-LAYER { Option [, Option ... ] } 
NET- LAYER { Option [ , Option ... ] } 
CONNECTION { Option [, Option ... ] } 
PAYLOAD { Option [, Option ... ] } 
CHILDREN { Option [ , Option ... ] } 
STATE-BASED 
STATES "Definitions" 

Where only the FLOW line is required. All the other lines are attribute lines, which 
define special characteristics for the FLOW. Attribute lines are optional and may 
appear in any order. However, at least one attribute line must be present. Each 
attribute line is described in detail below: 

3.4.1 HEADER { Option [, Option ... ]} 

This attribute is used to describe the length of the protocol header. The currently 
supported Options are: 

LENGTH=number Header is a fixed length of size number. 

LENGTH=field Header is variable length determined by value of field. 

IN-WORDS The units of the header length are in 32-bit words rather than bytes. 

3.4.2 DLC-LAYER { Option [, Option ... ]} 

If the protocol is a data link layer protocol, this attribute describes it. The currently 
supported Options are: 

DESTINA TION=field Indicates which field is the DLC destination address. 

SOURCE=field Indicates whichjield is the DLC source address. 

PROTOCOL Indicates this is a data link layer protocol. 

TUNNELING Indicates this is a tunneling protocol. 

3.4.3 NET-LAYER { Option [, Option ... ] } 

lf the protocol is a network layer protocol, then this attribute describes it. The 
currently supported Options are: 

DESTINA TION=field Indicates which field is the network destination address. 
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SOURCE=jreld Indicates which field is the network source address. 

TUNNELING Indicates this is a tunneling protocol. 

FRAGMENT ATION=type Indicates this protocol supports fragmentation. There are 
currently two fragmentation types: IPV4 and IPV6. 

3.4.4 CONNECTION { Option [,Option ... ]} 

If the protocol is a connection-oriented protocol, then this attribute describes how 
connections are established and torn down. The currently supported Options are: 

IDENTIFIER=jiefd Indicates the connection identifier field. 

CONNECT-ST ART=''jlag" Indicates when a connection is being initiated. 

CONNECT-COMPLETE=''Jlag" Indicates when a connection has been established. 

DISCONNECT-START='j/ag" Indicates when a connection is being tom down. 

DISCONNECT-COMPLETE=''Jlag" Indicates when a connection has been tom down. 

INHERITED Indicates this is a connection-oriented protocol 
but the parent protocol is where the connection is 
established . . 

3.4.5 PAYLOAD {Option[, Option ... ]} 

This attribute describes how much of the payload from a packet of this type should be 
stored for later use during analysis. The currently supported Options are: 

INCLUDE-HEADER Indicates that the protocol header should be included. 

LENGTH==number Indicates how many bytes of the payload should be stored. 

DATA=field Indicates whichfie/d contains the payload. 

3.4.6 CHILDREN { Option [,Option ... ]} 

This attribute describes how children protocols are determined. The currently 
supported Options are: 

DESTINA TION=field Indicates which field is the destination port. 

SO URCE=fiel d Indicates which field is the source port. 

LLCCHECK =flow Indicates that if the DESTINATION field is less than 0x05DC 
then use flow instead of the current flow definition. 

3.4. 7 ST ATE-BASED 

This attribute indicates that the flow is a state-based flow. 

Technically Elite, Inc. 14 Proprietary and Confidential 

EX 1022 Page 392



ii n 

MeterFlow PDL Reference Guide Version AD.D~ 

3.4.8 STATES "Definitions" 

This attribute describes how children flows of this protocol are detennined using 
states. See the State Definitions section below for how these states are defined. 
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3.5 CONDITIONS 

Conditions are used with the OPTIONAL and SUMMARIZE attributes and may 
consist of the following: 

Valuel == Value2 Valuel equals Value2. Works with string values. 

Valuel != Value2 Valuel does not equal Value2. Works with string values. 

Value 1 <= Value2 Valuel is less than or equal to Value2. 

Value 1 >= Value2 Value I is greater than or equal to Value2. 

Value! < Value2 Valuel is less than Value2. 

Value 1 > Value2 Value I is greater than Value2. 

Field m/regex/ Field matches the regular expression regex. 

Where Value] and Value2 can be either FIELD references (field names preceded by a 
$) or constant values. Note that compound conditional statements (using AND and 
OR) are not currently supported. 
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3.6 STATE DEFINITIONS 

Many applications running over data networks utilize complex methods of classifying 
traffic through the use of multiple states. State definitions are used for managing and 
maintaining learned states from traffic derived from the network. 

The basic fo1mat of a state definition is: 

StateName: Operand Parameters [ Operand Parameters ... ] 

The various states of a particular flow are described using the following operands: 

3.6.1 CHECKCONNECT, operand 

Checks for connection. Once connected executes operand. 

3.6.2 GOTO state 

Goes to state, using the current packet. 

3.6.3 NEXT state 

Goes to state, using the next packet. 

3.6.4 DEFAULT operand 

Executes operand when all other operands fail. 

3.6.5 CHILD protocol 

Jump to child protocol and perform state-based processing (if any) in the child. 

3.6.6 WAIT numPackets, operand1, operand2 

Waits the specified number of packets. Executes operand 1 when the specified number 
of packets have been received. Executes operand2 when a packet is received but it is 
less than the number of specified packets. 

3.6.7 MATCH 'string' weight offset LF-offset range LF-range, operand 

Searches for a string in the packet, executes operand if found. 

3.6.8 CONST ANT number offset range, operand 

Checks for a constant in a packet, executes operand if found. 

3.6.9 EXTRACTIP offset destination, operand 

Extracts an IP address from the packet and then executes operand. 

3.6.10 EXTRACTPORT offset destination, operand 

Extracts a port number from the packet and then executes operand. 
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3.6.11 CREATEREDIRECTEDFLOW, operand 

Creates a redirected flow and then executes operand. 
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4. Example POL Rules 
The following section contains several examples of PDL Rule files. 

4.1 Ethernet 

The following is an example of the PDL for Ethernet: 

MacAddress FIELD 
SYNTAX 
DISPLAY-HINT 
LOOKUP 
DESCRIPTION 

BYTESTRING(6) 
"lx:" 
MACADDRESS 

"MAC layer physical address" 

etherType FIELD 
SYNTAX 
DISPLAY-HINT 
LOOKUP 
DESCRIPTION 

INT(16) 
"lx:" 
FILE "EtherType.cf" 

"Ethernet type field" 

etherData FIELD 

ethernet 

SYNTAX 
ENCAP 
DISPLAY-HINT 
DESCRIPTION 

BYTESTRING(46 .. 1500) 
etherType 
"HexDump" 

''Ethernet data" 

PROTOCOL 
DESCRIPTION 

"Protocol format for an Ethernet frame" 
REFERENCE "RFC 8 94" 

: := { MacDest=macAddress, MacSrc=macAddress, 
EtherType=etherType, 

Data=etherData 

ethernet FLOW 
HEADER { LENGTH=14 
DLC-LAYER { 

SOURCE=MacSrc, 
DESTINATION=MacDest, 
TUNNELING, 
PROTOCOL 

Version A0.02 

CHILDREN { DESTINATION=EtherType, LLC-CHECK=llc } 
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4.2 IP Version 4 

Here is an example of the PDL for the IP protocol: 

ipAddress FIELD 
SYNTAX BYTESTRING(4) 
DISPLAY-HINT "ld." 
LOOKUP HOSTNAME 
DESCRIPTION 

"IP address" 

ipVersion FIELD 
SYNTAX 
DEFAULT 

ipHeaderLength FIELD 

INT ( 4) 
ti 4 II 

SYNTAX INT ( 4) 

Version A0.02 

ipTypeOfService FIELD 
SYNTAX BITSTRING(8) { minCost(l), 

maxReliability(2), maxThruput(3), 
minDelay ( 4) } 

ipLength FIELD 
SYNTAX UNSIGNED INT(16) 

ipFlags 

dontFrag(l) 

IpFragmentOffset 

FIELD 
SYNTAX BITSTRING ( 3) { moreFrags ( 0) , 

ipProtocol FIELD 
SYNTAX 
LOOKUP 

ipData FIELD 

FIELD 
SYNTAX 

INT(8) 

INT(l3) 

FILE "IpProtocol.cf" 

SYNTAX 
ENCAP 
DISPLAY-HINT 

BYTESTRING(0 .. 1500) 
ipProtocol 
"HexDump" 

ip PROTOCOL 
SUMMARIZE 
"$FragmentOffset != 0": 

"IPFragment ID=$Identification 
Offset=$FragmentOffset" 
"Default" : 

"IP Protocol=$Protocol" 
DESCRIPTION 

"Protocol format for the Internet Protocol" 
REFERENCE "RFC 791" 

· ·= { Version=ipVersion, HeaderLength=ipHeaderLength, 
TypeOfService=ipTypeOfService, Length=ipLength, 
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Identification=Uint16, IpFlags=ipFlags, 
FragmentOffset=ipFragrnentOffset, TirneToLive=IntS, 
Protocol=ipProtocol, Checksum=ByteStr2, 
IpSrc=ipAddress, IpDest=ipAddress, Options=ipOptions, 
Fragrnent=ipFragrnent, Data=ipData} 

ip FLOW 
HEADER { LENGTH=HeaderLength, IN-WORDS } 
NET-LAYER { 

} 

SOURCE=IpSrc, 
DESTINATION=IpDest, 
FRAGMENTATION=IPV4, 
TUNNELING 

CHILDREN { DESTINATION=Protocol 

ipFragData FIELD 
SYNTAX 
LENGTH 
DISPLAY-HINT 

BYTESTRING(l .. 1500) 
"ipLength - ipHeaderLength * 4" 
11 Hex Dump'' 

ipFragment GROUP 
OPTIONAL "$FragmentOffset 1- 0" 

::= { Data=ipFragData } 

ipOptionCode FIELD 
SYNTAX I NT ( 8 ) { i p RR ( 0 x 0 7 ) , 

ipTimestamp(0x44), 
ipLSRR(0x83), ipSSRR(0x89) 

DESCRIPTION 
"IP option code" 

ipOptionLength FIELD 

ipOptionData 

ipOptions GROUP 

SYNTAX UNSIGNED INT(8) 
DESCRIPTION 

"Length of IP option" 

FIELD 
SYNTAX 
ENCAP 
DISPLAY-HINT 

BYTESTRING(0 .. 1500) 
ipOptionCode 
"HexDump" 

LENGTH "(ipHeaderLength * 4) - 20" 
- { Code=ipOptionCode, Length=ipOptionLength, Pointer=Uint8, 

Data=ipOptionData } 
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4.3 TCP 

Here is an example of the PDL for the TCP protocol: 

tcpPort FIELD 
SYNTAX 
LOOKUP 

UNSIGNED INT(16) 
FILE "TcpPort.cf" 

tcpHeaderLen FIELD 
SYNTAX INT(4) 

tcpFlags FIELD 

Version A0.02 

SYNTAX BITSTRING(12) { fin(0), syn(l), rst(2), psh(3), 
ack(4), urg(5) } 

tcpData FIELD 
SYNTAX BYTESTRING(0 .. 1564) 
LENGTH "($ipLength-($ipHeaderLength*4))-

($tcpHeaderLen*4)" 
EN CAP tcpPort 
DISPLAY-HINT "Hex Dump" 

tcp PROTOCOL 
SUMMARIZE 

"Default" 
"TCP ACK=$Ack WIN=$WindowSize" 

DESCRIPTION 
"Protocol format for the Transmission Control 

Protocol" 
REFERENCE "RFC 793" 

: := { SrcPort=tcpPort, DestPort=tcpPort, SequenceNum=Uint32, 
Ack=Uint32, HeaderLength=tcpHeaderLen, TcpFlags=tcpFlags, 
WindowSize=Uint16, Checksum=ByteStr2, 
UrgentPointer=Uint16, Options=tcpOptions, Data=tcpData} 

tcp FLOW 
HEADER { LENGTH=HeaderLength, IN-WORDS } 
CONNECTION { 

} 

IDENTIFIER=SequenceNum, 
CONNECT-START="TcpFlags:l", 
CONNEGT-COMPLETE,,,,"TcpFlags:4", 
DISCONNECT-START="TcpFlags:0", 
DISCONNECT-COMPLETE="TcpFlags:4" 

PAYLOAD { INCLUDE-HEADER} 
CHILDREN { DESTINATION=DestPort, SOURCE=SrcPort) 

tcpOptionKind FIELD 
SYNTAX UNSIGNED INT(8) { tcpOptEnd(0), tcpNop(l), 

DESCRIPTION 

tcpMSS(2), tcpWscale(J), 
tcpTimestamp(4) } 

"Type of TCP option" 
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tcpOptionData FIELD 
SYNTAX BYTESTRING(0 .. 1500) 
ENCAP tcpOptionKind 
FLAGS SAMELA YER 
DISPLAY-HINT "HexDump" 

tcpOptions GROUP 
LENGTH "($tcpHeaderLen * 4) - 20" 

::= { Option=tcpOptionKind, OptionLength=Uint8, 
OptionData=tcpOptionData} 

tcpMSS PROTOCOL 
··= { MaxSegmentSize=Uint16} 

Version A0.02 
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4.4 HTTP (with State) 

Here is an example of the PDL for the HTTP protocol: 

httpData FIELD 
SYNTAX BYTESTRING(l .. 1500) 
LENGTH "($ipLength - ($ipHeaderLength * 4)) - ($tcpHeaderLen 

* 4) II 

DISPLAY-HINT "Text" 
FLAGS NO LABEL 

http PROTOCOL 
SUMMARIZE 

"$httpData m/"GETl"HTTPl"HEADl"POST/" : 
"HTTP $httpData" 

"$httpData mr[Dd]atel"[Ss]erverl"[Ll)ast
[Mm)odified/" : 

"HTTP $httpData" 
"$httpData m/"[Cc]ontent-/" 

"HTTP $httpData" 
"$httpData m/"<HTML>/" : 

"HTTP [HTML document]" 
"$httpData m/"GIF/" : 

"HTTP [GIF image]" 
"Default" 

"HTTP [Data)" 
DESCRIPTION 

"Protocol format for HTTP." 
::= { Data=httpData 

http FLOW 
HEADER { LENGTH=0 } 
CONNECTION { INHERITED } 
PAYLOAD { INCLUDE-HEADER, DATA=Data, LENGTH=256} 
STATES 

"SO: CHECKCONNECT, GOTO S1 
DEFAULT NEXT SO 

Sl: WAIT 2, GOTO S2, NEXT S1 
DEFAULT NEXT SO 

S2: MATCH 
'\n\r\n' 900 0 0 255 0' NEXT S3 
'\n\n' 900 0 0 255 0' NEXT S3 
'POST /tds?' 50 0 0 127 1, CHILD 

sybaseWebsql 
'. hts HTTP/1. 0' 50 4 0 127 1' CHILD 

sybaseJdbc 
'jdbc:sybase:Tds' 50 4 0 127 1' CHILD 

sybaseTds 
'PCN-The Poin' 500 4 1 255 0' CHILD 

pointcast 
It: BW-C-' 100 4 1 255 0, CHILD backweb 
DEFAULT NEXT S3 
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S3: MATCH 
'\n\r\n' 50 0 0 0 0, NEXT S3 
'\n\n' 50 0 0 0 0, NEXT S3 
'Content-Type:' 800 0 0 255 o, CHILD mime 
'PCN-The Pein' 500 4 1 255 o, CHILD 

pointcast 
It; BW-C-' 100 4 1 255 o, CHILD backweb 
DEFAULT NEXT SO" 

sybaseWebsql FLOW 
STATE-BASED , 

sybaseJdbc FLOW 
STATE-BASED 

sybaseTds FLOW 
STATE-BASED 

pointcast FLOW 
STATE-BASED 

backweb FLOW 
STATE-BASED 

mime FLOW 
STATE-BASED 
STATES 

II so: MATCH 
'application' 

mimeApplication 
'audio' 
'image' 
'text' 
'video' 
'x-world' 

mimeXworld 
DEFAULT GOTO 

mimeApplication FLOW 
STATE-BASED 

mimeAudio FLOW 
STATE-BASED 
STATES 

"SO: MATCH 
'basic'. 

pdBasicAudio 
'midi' 
'mpeg' 

pdMpeg2Audio 

SO" 

900 

900 
50 
50 
50 

500 

0 0 1 o, CHILD 

0 0 1 0, CHILD mimeAudio 
0 0 1 o, CHILD mime Image 
0 0 1 o, CHILD mimeText 
0 0 1 0, CHILD mime Video 
4 1 255 o, CHILD 

100 0 0 1 O, CHILD 

100 0 0 1 0, CHILD pdMidi 
100 0 0 1 0, CHILD 

'vnd.rn-realaudio' 100 0 0 1 0, CHILD 
pdRealAudio 
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100 0 0 1 0, CHILD pdWav 
100 0 0 1 0, CHILD pdAiff 
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'x-midi' 
'x-mpeg' 

pdMpeg2Audio 
'x-mpgurl' 

pdMpeg3Audio 
'x-pn-realaudio' 

pdRealAudio 
'x-wav' 

DEFAULT GOTO 

rnimeimage FLOW 
STATE-BASED 

mime Text FLOW 
STATE-BASED 

rnimeVideo FLOW 
STATE-BASED 

mimeXworld FLOW 
STATE-BASED 

pdBasicAudio FLOW 
STATE-BASED 

pdMidi FLOW 
STATE-BASED 

pdMpeg2Audio FLOW 
STATE-BASED 

pdMpeg3Audio FLOW 
STATE-BASED 

pdRealAudio FLOW 
STATE-BASED 

pdWav 

pdAiff 

FLOW 
STATE-BASED 

FLOW 
STATE-BASED 
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100 0 0 1 o, CHILD pdMidi 
100 0 0 1 o, CHILD 

100 0 0 1 o, CHILD 

100 0 0 1 0, CHILD 

100 0 0 1 o, CHILD pdWav 
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5. Supplemental Products 
MeterWorks is supported by an optional Simple Network Management Protocol 
(SNMP) implementation. Envoy simplifies the process of porting Meter Work<; to any 
platform. The MeterWork<i SNMP Method Routines are written to directly 
interoperate with the Envoy product. 

In addition, Envoy is supported by Emissary, Epilogue's optional MIB Compiler 
product. The MIB Compiler is a tool that greatly simplifies the creation and 
maintenance of proprietary MIB extensions. Meter Works also takes direct advantage 
of the Emissary MIB compiler for making changes in the RMON groups that are 
supported. 

Attache, Epilogue's Portable UDP/IP protocol stack, complements MeterWork<; and 
Envoy in environments that do not already provide a protocol stack for use by SNMP. 
Attache version 3.0 provides full integration with MeterWorks version 4.00 and Envoy 
version 5.2, and fully implements MIB II (RFC 1213). 
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• Exhibit B9: State-based Sub-Classification Overview (document MFS-State
Classification.pdf) that describes the states of some of the protocols that are 
supported. ' 
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NOTICE 

This document contains confidential information proprietary to Technically Elite, Inc. 

No part of its content may be used, copied, disclosed or conveyed to any party in any 
manner without prior written permission of Technically Elite, Inc. 
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Restricted Rights Legend 

The programs and infonnation contained herein are licensed only pursuant to a license 
agreement that contains use, reverse engineering, disclosure and other restrictions; 
accordingly, it is "Unpublished - all rights reserved under the applicable copyright laws." 

Use, duplication or disclosure by the U.S. Government is subject to the restrictions set 
forth in subparagraph (c)(l)(ii) of the Rights in Technical Data and Computer Licensed 
Programs clause at DFARS 52.227-7013. 

Copyright© --by Technically Elite, Inc. 

All Rights Reserved. 
Printed in the United States of America. 

Government Use 

The Licensed Programs and their documentation were developed at private expense and 
no part of this is in the public domain. 

The Licensed Programs are "Restricted Computer Software" as that term is defined in 
Clause 52.227-19 of the Federal Acquisition Regulations (FAR) and are "Commercial 
Computer Software" as that term is defined in Subpart 227.401 of the Department of 
Defense Federal Acquisition Regulation Supplement (DFARS). 

(i) If the licensed Programs are supplied to the Department of Defense (DoD), the 
Licensed Programs are classified as "Commercial computer Software" and the 
Government is acquiring only "restricted rights" in the Licensed Programs and 
their documentation as that term is defined in Clause 52.227-7013(c)(l) of the 
DFARS, and 

(ii) If the Licensed Programs are supplied to any unit or agency of the United States 
Government other than DoD, the Government's rights in the Licensed Programs 
and their documentation will be defined in Clause 52.227-19(c)(2) of the FAR. 

All Technically Elite product names are trademarks or registered trademarks of 
Technically Elite, Inc. Other product names used in the manual are trademarks or 

registered trademarks of their respective holders. 

Document revision A.03-004, format revision 1.00-000. 

Technically Elite, Inc. 
63 30 San Ignacio Ave. 
San Jose, CA 95119-1209, USA 
Phone: + 1.408.574.2300 
Fax: + 1.408.629.8300 
E-mail: mworks@tecelite.com 

URL: http://www. teceli te. com 

Technically Elite, Inc. ii Proprietary and Confidential 

EX 1022 Page 410



MeterFlow State-based Sub-classification Version A0.03 

Contents 

t. INTRODUCTION .......................................................................................................................... S 

2. PROTOCOL CLASSIFICATION ................................................................................................. 7 

2.1 CURRENT PROTOCOL CLASSIFICATIONS ......................................................................................... 7 

2.2 IN-PROGRESS PROTOCOL CLASSIFICATIONS ................................................................................... 7 

3. CURRENT PROTOCOL CLASSIFICATION ............................................................................. 8 

3.1 IP/IPIP/IPIP4 FRAGMENTATION ................................................................................................... 8 

3.2 

3.3 

3.4 

3.5 

3.1.1 

3.1.2 

3.1.3 

3.1.4 

3.2.l 

3.2.2 

3.2.3 

3.2.4 

3.3.1 

3.3.2 

3.3.3 

3.3.4 

3.4.1 

3.4.2 

3.4.3 

3.4.4 

3.5.1 

Features ............................................................................................................................. 8 

Sub-classifications .............................................................................................................. 8 

Extensibility ....................................................................................................................... 8 

Planned Developments ....................................................................................................... 8 

MICROSOFT ENDPOINT-MAPPER .................................................................................................... 9 

Features ............................ ............................................................................................... 9 

Sub-classifications . .. . .. . . ...... ... ... ... . . .. ...... ....... ...... . .......................................................... 9 

Extensibility ....................................................................................................................... 9 

Planned Developments ..................................................................................................... 1 O 

SuNRPC PoRTMAPPER ............................................................................................................... I I 

Features ............................. ............................................................................................. 11 

S11b-c/assifications. ... ... . ................................................................... .. 11 

Extensibility ....................... ........................................................................................ .. 11 

Planned Developments ........................................... ...................................................... .. 12 

ORACLE 6/7 TRANSPARENT NETWORK SUBSTRATE (TNS) ............................................................ 13 

Features ........................................................................................................................... 13 

Sub-classifications ............................................................................................................ 14 

Extensibility ..................................................................................................................... 14 

Planned Developments........ ..... .. . . .. .. .... ..... . ................................................... ... 14 

H.323 VIDEOCONFERENCING.. .... . ..... ...... ....... ...... ................... ........ ............ . .......... 15 

Features ....................................................... . ............................................... .......... 15 

3. 5. 2 Sub-classifications ............................................................................................................ 16 

3.5.3 Extensibility ..................................................................................................................... 17 

3.5.4 Planned Developments ..................................................................................................... 17 

3.6 HTTP ........................................................................................................................................ 18 

3.6.1 

3.6.2 

Features .......................................................................................................................... 18 

Sub-classifications ................................... ............................................................... ... 19 

3.6.3 Extensibility........ ................. ....... . ................................ ... 21 

3. 6. 4 Planned Developments ......................................... .......................................................... . 21 

3.7 BACKWEB .................................................................................................................................. 22 

Technically Elite 1 Inc. iii Proprietary and Confidential 

EX 1022 Page 411



~\ 
r: 

MeterFlow State-based Sub-classification Version A0.03 

3.7.1 Features ........................................................................................................................... 22 

3.7.2 Sub-classifications ............................................................................................................ 22 

3.7.3 Extensibility ..................................................................................................................... 22 

3.7.4 Planned Developments . ................................................................................................. 22 

4. IN-PROGRESS PROTOCOL CLASSIFICATION .................................................................... 23 

4.1 REAL-TIME STREAMING PROTOCOL (RTSP) ............................................................................... 23 

4.2 

4.3 

4.4 

4.1.1 

4.1.2 

4.1.3 

4.2.1 

4.2.2 

4.2.3 

4.3.1 

4.3.2 

4.3.3 

4.4.1 

4.4.2 

4.4.3 

Features ...................... ................................................................................................... 23 

Sub-classifications...................... .. ......................................................................... .. 24 

Extensibility .......................................................... ......................................................... 25 

NOVELL SERVICE ADVERTISING PROTOCOL (SAP) ....................................................................... 26 

Features ........................................................................................................................... 26 

Sub-classifications ............................................................................................................ 2 7 

Extensibility ..................................................................................................................... 2 7 

MS-MEDIA ................................................................................................................................ 28 

Features ........................................................................................................................... 28 

Sub-classifications........................ . ............................................................................... 28 

Extensibility .......... .......................................................................................................... 28 

STREAMW0RKS AND VDOLIVE ................................................................................................... 29 

Features ........................................................................................................................... 29 

Sub-classifications ............................................................................................................ 29 

Extensibility ..................................................................................................................... 29 

Teclmically Elite, Inc. iv Proprietary and Confidential 

EX 1022 Page 412



MeterFlow State-based Sub-classification Version A0.03 

1. Introduction 
MeterFlow allows for a very rich set of protocol classification and sub-classification in 
the process of analyzing and interpreting Network Traffic. MeterFlow accomplishes 
this by combining the maintenance of state information with a robust ability to 
interpret network data streams. 

Without the ability to maintain state, an increasingly large amount of Network Traffic 
will be misclassified, partially classified, or not classified at all with present traffic 
analysis and interpretation technologies. Pattern matching parser techniques employed 
in many such contemporary technologies provide little help here given the growing 
complexity of today's Network Traffic. 

Misclassification is frequent given the practice of using assigned ( or otherwise well
known) port/socket numbers as ephemeral ports/sockets. This has become especially 
noteworthy with the increasing proliferation of Web Browsers and MS WinSock. For 
example, BackWeb push-technology and Streamworks or VDOLive multimedia clients 
can use UDP ports that are either assigned to or used as defacto standards by other 
Network Applications such as Citrix, H.323 Gatekeeper, RealAudio, etc. 

Partial classification is a common limitation in traffic analysis when the scope of 
interpretation is limited to a single packet. For example, one could see TCP Port 
#1527 referenced in a network packet and know that is was an Oracle TNS Packet. 
Without having interpreted the initial Oracle TNS protocol exchange spanning multiple 
packets, one could not have known that it was indeed PeopleSoft running over 
SQL *Net running over Oracle TNS. 

Another example is of partial classification is simple "IP Fragmentation". Decoding 
the first fragment of an IP Datagram could easily determine that it further contained 
NFS over SunRPC over UDP. However, since subsequent fragments do not contain 
the UDP or SunRPC headers, they cannot be sub-classified for these protocols without 
having retained state and decoding information from the original ( or first) fragment. 

The inability to classify is becoming increasingly common as Network Applications use 
dynamic mechanisms to allocate and assign resources to various applications. There 
are a number of ways this can happen. 

• In many cases, connections are established on a "truly" well-known port/socket of 
a server. The exchange on this connection serves to negotiate services 
requested/available and the address/port at which those services can be accessed. 
A second connection on the allocated/assigned address and port (almost always 
ephemeral) carries the bulk or volume of the data in the overall Network Session. 
Without the ability to interpret and analyze "data" in such allocation/assignment 
protocols connections, the volume traffic on the secondary connections cannot be 
distinguished from any other "un-interpretable" traffic. Microsoft's Endpoint
Mappcr, SunRPC's Portmapper, and Oracle TNS are examples of such protocols. 
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• In other cases, available services and their locations (addresses and ports/sockets) 
are periodically announced. Without having interpreted and remembered the 
content of such announcements, traffic to/from them cannot be classified. Novell 
SAP and Apple's Name Binding Protocol (NBP) are examples of such 
announcement-based approaches. 

The art of traffic classification becomes further complicated when a multitude of the 
underlying challenges described above occurs for the same Network Data events. For 
example, NFS version 1 is transferring one of its typical 32-Kbyte blocks of data in a 
single IP Datagram and is hence fragmenting it (partial classification scenario). This 
transfer is occurring on an "ephemeral" UDP port of the server that was allocated via 
an initial exchange with the SunRPC Portmapper protocol (no classification scenario). 
Or, even worse, the "ephemeral" UDP port on the server turns out to be the same as 
one of the defacto standard UDP ports that "Rea!Audio" uses (mis-classification 
scenario). 

MeterFlow surmounts these challenges to provide accurate and thorough network 
traffic classification. This document discusses the currently supported and in-progress 
traffic classification capabilities of Meter Flow. It also presents the how MeterFlow 
may be extended to support further sub-classifications. 
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2. Protocol Classification 

2.1 Current Protocol Classifications 

MeterFlow currently includes support for classification and sub-classification of the 
following protocols, each of which are described in more detail in Section 3.0. In
progress developments to enhance or extend the sub-classification capabilities for 
these protocols are also described in Section 3.0. 

1. IP Fragmentation 

2. Microsoft Endpoint-Mapper 

3. SunRPC Portmapper 

4. Oracle 6/7 Transparent Network Substrate (TNS) 

5. H.323 Video Conferencing 

6. HTTP 

7. BackWeb 

2.2 In-Progress Protocol Classifications 

Several new state-based protocol classification and sub-classification capabilities are 
under development. These protocols include the following and are described further in 
Section 4.0. 

1. Real-Time Streaming Protocol (R TSP) 

2. Novell Service Advertising Protocol (SAP) 

3. MS Media 

4. Streamworks and VDOLive 
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3. Current Protocol Classification 

3.1 IP/IPIP/IPIP4 Fragmentation 

3. 1. 1 Features 

Fragmentation support for the Internet IP protocol is implemented in three MeterFiow 
sub-engines, each of which supports state maintenance and sub-classification retention 
for network packet fragments associated with the following protocols: 

1. IP - Internet Protocol Version 4 datagram fragments 

2. IPIP - IPIP datagram fragments Tunneled over IP 

3. IPIP4 - IPIP4 datagram fragments Tunneled over IP 

Key capabilities of these sub-engines include: 

1. Tracking fragments for their corresponding protocols 

2. Passing on I si fragments through nonnal decoding and state-based decoding 

3. Retaining complete 151 fragment sub-classification information for datagrams which 
are not further classified as state based (e.g. NFS Version 2 over UDP on well
known port 2049) and applying this infonnation to all subsequent fragments 
components. 

4. Retaining flow references for I st fragment sub-classifications that further classify as 
state-based ( e.g. Oracle TNS over TCP on a redirected, ephemeral port) and 
updating such flows for all subsequent fragment components. 

5. Supporting concurrent fragmentation of data across multiple layers of Tunneling 
(e.g. IPIP4 fragments contained in IP fragments). 

3. 1. 2 Sub-classifications 

These sub-engines don't really "classify" or "sub-classify" underlying protocols 
contained in fragments beyond that nonnally done by the standard IP Version 4 
decoding of the "protocol type". They do however retain "sub-classification" 
information or flow references as described above in Section 3.1.1. 

3.1.3 Extensibility 

By the nature of their scope, these sub-engines are not extensible beyond that which 
may be applied to standard IP Version 4 decoding with respect to the addition of new 
"Protocol Types". 

3. 1.4 Planned Developments 

The "Internet Fragmentation Sub-Engines" will eventually add support for IP Version 
6. 
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3.2 Microsoft Endpoint-Mapper 

3.2.1 Features 

The Microsoft Endpoint-Mapper actually supports the Endpoint-Mapper protocol 
defined by the "Distributed Computing Environment (DCE) I. I - Remote Procedure 
Call" specification. The key node point in the protocol directory for this protocol, 
and related applications determined by its mappings, is "endpoint-mapper". 

Key capabilities of this sub-engine include: 

1. Tracking connections to and exchange within the well-known Endpoint-Mapper. 

2. Distinguishing such "mapping" traffic from traffic on application connections 
subsequently "mapped''. 

3. Detecting assignments of server application access assignments to various hosts 
and/or ports and creating sub-classifications for these access points. 

4. When traffic to these access points is seen, it will be classified 

a) By the appropriate application under "endpoint-mapper", if the server 
application identifier in the mapping exchange is a known sub-application. 

b) Minimally as "endpoint-mapper", if the server application is unknown. 

5. Allowing known sub-applications to be specified with respect to flow reporting 
with two levels of identification 

a) Level 1 - Endpoint Mapped "Application Group" 

b) Level 2 Sub-application within the Application Group 

6. Supporting the "connection-oriented" mode of Endpoint-Mapper operations. 

3.2.2 Sub-classifications 

Sub-classifications under "endpoint-mapper" include the following in both the "tcp" 
and "udp" protocol subtrees: 

endpoint-mapper ➔ dcerpc-mapper 
➔ ms-exchange ➔ directory 

➔ information-store 
➔ mta 

3. 2. 3 Extensibility 

(DCE RPC - Endpoint Mapping) 
(MS-Exchange Directo,y) 
(MS-Exhange Information Store) 
(MS-fachange MS-Mail MIA) 

New Sub-classifications are easily added as new entries in the DCE RPC Sub-Engine's 
"Sub-Protocol Info" table, if the Universally Unique IDs (UUIDs) of the 
corresponding applications are known. 
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3.2.4 Planned Developments 

Certainly there are more applications out there other than MS-EXCHANGE using 
DCE-RPC (also known as MS-RPC or Microsoft RPC since Microsoft adopted this 
RPC standard as opposed to SunRPC). As more notable applications are identified 
along with their assigned UUIDs, they will be added to the MeterFlow 
implementation. 

Microsoft Exchange under the UDP instance of"endpoint-mapper" probably isn't 
really a valid possibility. Accordingly, it will probably be removed from this instance. 

Support for the "connection-less" mode of Endpoint Mapper operation could become 
a candidate for implementation when and if it can be determined that someone is 
indeed using it in the real world. 
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3.3 SunRPC Portmapper 

3.3. 1 Features 

The SunRPC Portmapper protocol is defined by the "RPC: Remote Procedure Call 
Specification Version 2 (RFC 183 I)" standard. The key node point in the protocol 
directory for this protocol, and related applications determined by its mappings, is 
"sunrpc". 

Key capabilities of this sub-engine include: 

1. Tracking exchanges with the well-known SunRPC Portmapper. 

2. Distinguishing such "mapping" traffic from traffic on application connections 
subsequently "mapped". 

3. Detecting assignments of server application access assignments to various hosts 
and/or ports and creating sub-classifications for these access points. 

4. When traffic to these access points is seen, it will be classified 

(a) By the appropriate application under ''sunrpc", if the server application 
identifier in the mapping exchange is a known sub-application. 

(b) Minimally as "sunrpc", if the server application is unknown. 

5. Allowing known sub-applications to be specified with respect to flow reporting 
with a single levels of identification 

(a) Level 1 - Portmapped "Application" 

3. 3. 2 Sub-classifications 

Sub-classifications under "sunrpc" include the following in both the "tcp" and "udp" 
protocol subtrees: 

sunrpc ➔ portmapper 
➔ rstat 
➔ ,ifs 
➔ ypserv 
➔ ypbind 
➔ ypupdated 
➔ ypxferd 
➔ mount 
➔ 3270-mapper 
➔ rje-mapper 
➔ nis 
➔ pcnfsd 

3.3.3 Extensibility 

(SunRPC - Port Mapping) 
(remote statistics) 
(network file service) 
(yellow pages - server) 
(yellow pages - bindings) 
(yellow pages - update daemon) 
(yellow pages - transfer daemon) 
(remote file .system mount) 
(32 70 terminal session mapper) 
(remote job entry session mapper) 
(next generation yellow pages) 
(pcNFS daemon) 

New Sub-classifications are easily added as new entries in the SunRPC Sub-Engine's 
"Sub-Protocol Info" table, if the SunRPC Program Number of the corresponding 
applications are known. 

Technically Elite, Inc. 11 Proprietary and Confidential 

EX 1022 Page 419



MeterFlow State-based Sub-classification Version A0.03 

3.3.4 Planned Developments 

Certainly there are still other applications using SunRPC. As more notable 
applications are identified along with their assigned SunRPC Program Numbers, they 
will be added to the MetcrFlow implementation. 

Enhancement of the SunRPC Sub-Engine to additionally support SET, UNSET, 
DUMP, and/or CALLIT SunRPC Portmapper primitives could become a candidate for 
implementation when and if it can be determined that someone is indeed using them in 
the real world. 

Improved understanding of whether the supported SunRPC sub-applications nm over 
just UDP or TCP will enable the ''sunrpc" sub-classifications to be more accurately 
categorized with respect to the protocol it actually runs over. For example, 
"portmappcr", "nfs", and "pcnfsd" all operate only over UDP. Accordingly, their 
presence in the TCP subtree for "sunrpc" is unnecessary. 
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The Transparent Network Substrate (TNS) protocol is defined by Oracle Corporation 
and is used as the underlying networks access framework for its Oracle Version 6 and 
Oracle Version 7 database product offerings. The key node points in the protocol 
directory for this protocol and applications detennined by its mappings are "oracl-tns", 
"oracl-tns2", "oracl•tns-srv". These three node points reflect the three different 
"well-known" ports that serve to support initial access to Oracle TNS on Oracle 
Database servers. The first is a defacto, Oracle standard use. The next two access 
points (TCP ports) are assigned to Oracle by IANA. 

Key capabilities of this sub-engine include: 

l. Tracking connections to and exchanges in well-known Oracle TNS port traffic. 

2. Leaming the client application attempting to access the Oracle Database ( e.g. 
PeopleSoft, Oracle Forms, etc.) to further classify traffic on the well-known Oracle 
TNS connections. 

3. Detecting "redirections" of connections to various hosts and/or ports and creating 
sub-classifications for these access points. Such "redirections" inherit the sub
classifications of the initial connections to the well-known Oracle TNS service. 

4. When traffic to these access points is seen or when TNS sessions are "accepted" 
on the well-know TNS service port, it will be classified 

(a) By the appropriate client application under "oracle-tns" (or "orac/
tns2" or "oracl-tns-srv), if the client application identifier is a known 
sub-application. 

(b) Minimally as "oracle-Ins" ( or "orac/-tns2" or "orac/-tns-srv), if the 
server application is unknown. 

5. Allowing known sub-applications to be specified with respect to flow reporting 
with two levels of identification 

(a) Level 1 - Oracle client's "Application Group" 
(b) Level 2 - Sub-application within the Application Group 
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3.4.2 Sub-classifications 

Sub-classifications under "oracle-tns" include the following in the "tcp" subtree. Note 
that the same sub-classification occurs under the "oracl-tns2'' and "oracl-tns-srv" 
nodes as well. 

oracle-tns 

3.4.3 Extensibility 

➔ ms-odbc 
➔ ms-ale 
➔ oracle-sq/plus 
➔ oracle-forms 
➔ peoplesofl 

(Microsoft ODBC) 
(Microsoft OLE) 
(Oracle SQLP!us) 
(Oracle FORMS) 
(PeopleSoft) 

New Sub-classifications are easily added as new entries in the Oracle TNS Sub
Engine's "Sub-Protocol Info" table, if the Program Names (or names of the client 
programs' executables) of the corresponding client applications are known. 

3.4.4 Planned Developments 

Further sub-classification of "People Soft" is highly desired. Namely, breaking 
"peoplesoft" down into component applications. 

Certainly there are still other native, client applications using Oracle TNS. As more 
notable applications are identified along with their assigned Program/Executable 
Names, they will be added to the MeterFlow implementation. 

"SAP R./3" and "Baan", in particular, are high priority applications to establish such 
additional support for. 

A major enhancement to the Oracle TNS sub-engine will be to further build upon the 
application sub-classification capabilities presently supported. This will allow the sub
engine to further delve into the SQL *Net content to determine the actual client 
applications riding atop 4GL tools (such as Oracle FORMs) and access APls (such as 
MS ODBC, and MS OLE). 

The three Oracle TNS subtrees ("oracle-tns", "oracl-tns2", and "oracl-tns-srv) will 
most likely be consolidated under a single subtree under TCP ("oracle-tns"). 
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3.5 H.323 Videoconferencing 

3. 5. 1 Features 

H.323 is an umbrella standard published by the International Telecommunication 
Union (ITU, formerly CCITT) for videoconferencing. H.323 entails one of the most 
complicated traffic classification challenges of today's networking protocols. This 
arises form its inherent multi-tier connection/data-stream architecture. 

In H.323, connections are initially established on a well-known service port. The 
Q.931 protocol is used on this "H.323 Call Setup" connection to set-up a second 
connection on an ephemeral port. The second "H.323 Call Control" connection uses 
the H.245 protocol to negotiate audio and video capabilities ( codecs) as well as to 
further set-up RTP/RTCP audio and video data streams over ephemeral UDP ports. 

Key capabilities of this sub-engine include: 

1. Tracking connections to and exchanges on well-known H.323-host-call port 
(Q.931 protocol) traffic. 

2. Detecting assignments of H.245 access points to various hosts and/or ports and 
creating H.245 sub-classifications for these access points. 

3. Tracking connections to and exchanges with such assigned H.245 access points. 

4. Detecting the assignment of RTP/RTCP audio and video, UDP datastreams access 
points as well as the audio and video "codecs" negotiated for use on them and 
creating RTP/RTCP sub-classifications for these access points. 

5. When traffic to these RTP/RTCP access points are seen it will be classified 

(a) By the appropriate "codec" under "rtp ", if the negotiated codec is a 
known audio/video stream type. 

(b) Minimally as "rtp", if the negotiated codec is unknown. 

6. Allowing known sub-applications (audio/video datastreams) to be specified with 
respect to flow reporting with three levels of identification 

(a) Level 1 - Datastream Class (e.g. audio, video, other. .. ) 
(b) Level 2 - Datastream Type within the Datastream Class 
(c) Level 3 - Datastream Sub-Type within the Datastream Type 

7. Supporting the Q.931 "normal mode" of operation for "H.323 Call Setup 
connections". 
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3. 5. 2 Sub-classifications 

"H.323 Call Setup" Sub-classifications under "h323-host-call" include the following in 
the "tcp" subtree. 

h323-host-call ➔ q931 (H323 Call Setup) 
➔ q931-fast-start (H.323 Combined Setup and Control) 

"H.323 Call Control" Sub-classifications under "h323-host-control" include the 
following in the "tcp" subtree. 

h323-host-contro! ➔ '1245 (H323 Call Control) 

Audio and video datastream Sub-classifications under "RTP/RTCP" include the 
following in the "udp" subtree. 

RTCP ➔ (Audio/Video Stream Control sub-channel) 

RTF ➔ audio ➔ G 711 (Audio Transfer sub-channel) 
➔ G722 
➔ G.728 
➔ G.729 
➔ MPEGJ-audio 

➔ video 

➔ G.723 
➔ GSM 
➔ H.261 

➔ H.263 

➔ MRV 

➔ QCIF 

➔ CIF 
➔ SQCIF 
➔ QCIF 

➔ C!F 
➔ 4CIF 
➔ 16CJF 

(Video Transfer sub-channel) 

Standards for the audio stream sub-classifications indicated above are: 

G.711 - 64 Kbps, 8K samples/sec, 8-bit companded PCM (A-law or µ-law), high 
quality, low complexity. Required for H.320 and H.323. 

G.722 - ADPCM audio encode/decode (64 kbit/s, 7 kHz) . 

G.723 - Speech coder at 6.3 and 5.3 Kbps data rate. Medium complexity. Required 
for H.324; Optional for H.323. 

G.728 - 16 Kbps, LD-CELP, high quality speech coder, very high complexity. 
Optional for H.320 and H.323. 

G.729 - SKbps, LD-CELP, high quality speech coder, medium complexity. G.DSVD 
is an interoperable subset. 

GSM - Group Special Mobile -- European telephony standard, not ITU. Used by 
ProShare Video Conferencing software versions 1.0-1.8. 13Kbps, medium 
quality for voice only, low complexity. 
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Standards for the video stream sub-classifications indicated above are: 

H.261 - Supports 352x288 (CIF or FCIF) and l 76xl44 (QCIF). DCT-based 
algorithm tuned for 2B to 6B ISDN communication. Required for H.320, 
H.323, and H.324. 

H.263 - Much-improved derivative of H.261, tuned for POTS data rates. Mostly 
aimed at QCIF and Sub-QCIF (128x96 -- SQCIF). Optional for H.323 and 
H.324, although industry is focusing on it for POTS. Being added as an 
option to H.261. 

MRV - Intel lndeo® video compression technology tuned for ISDN and LAN data 
rates. 

3.5.3 Extensibility 

New Sub-classifications are easily added as new entries in the H.323 Sub-Engine's 
"Sub-Protocol Info" table, if the AudioNideo Capability Identifiers of the 
corresponding audio/video datastream are known. 

3.5.4 Planned Developments 

There are still more audio/video datastream formats. As others are"· identified along 
with their assigned capability identifiers, they will be added to the MeterFlow 
implementation. 

There is a mode of H.323 operation defined called "Q.931 Fast Start". In this mode, 
"H.323 Call Control" operations (nom1ally performed under their own H.245 
connection) are piggybacked over Q.931 in the "H.323 Call Setup" connection. The 
use of this mode of operation has historically been rare and infrequent in contemporary 
videoconferencing products. The H.323 sub-engine will be enhanced to support this 
mode of operation. 
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3.6 HTTP 

3.6.1 Features 

The HTTP Protocol is the basis of common, present-day Web Browsers and has 
become a fundamental transport mechanism for many Internet applications. HTTP 
operates over TCP connections. Traditional/typical use of HTTP involves the 
establishment/tear-down of an individual HTTP connection for each element of 
exchange in a given user session activity (e.g. a web page will involve many TCP 
connections to effect the transfer of the various components of the activity). 

There are two ways to distinguish the nature of the application information involved in 
an HTTP exchange. 

1. HTTP content type 

2. Interpretation of various fields in the HTTP data 

Key capabilities of this sub-engine include: 

1. Tracking connections to and exchanges in well-known HTTP Port traffic. 

2. Learning the nature of the application data being transferred or accessed to further 
classify traffic on such well-known HTTP connections. 

3. Learning the nature of the application by virtue of analyzing selected HTTP fields. 

4. Allowing known sub-applications to be specified with respect to flow reporting 
with two levels of identification 

(a) Level 1 - HTTP sub-application group (e.g. database, application, 
video, etc ... ) 

(b) Level 2 sub-application within the sub-application group 

5. Classifying HTTP traffic 

(a) By the appropriate sub-application within the sub-application group, if 
the sub-application identifier is known. 

(b) Minimally by the sub-application group, if the negotiated sub
application identifier is unknown. 
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3. 6. 2 Sub-classifications 

Sub-classifications under "w.i,w-http" include the following in the "tcp" subtree. Note 
that the same sub-classification occurs under the "alternate-http" node as well. 

www-hllp ➔ database ➔ svbase-web-sql 
➔ sybase-tunneled-rds 

➔Jdbc ➔ odbc-bridge 
➔ ibm-dh2 
➔ gupta-jdbc 
➔ sybme-jdbc 

➔ application ➔ pointcast 

Technically Elite, Inc. 

➔ backweb 
➔ datawindow 
➔ edi-content 
➔ edi-xl 2 
➔ edifacr 
➔ excel 
➔ macbinhex40 
➔ mp3 
➔ mspowe1poi111 
➔ msword 
➔ news-message-id 
➔ news-transmission 
➔ octet-srream 
➔ oda 
➔ pdf 
➔ postscript 
➔ powerbTtildcr 
➔ qua/fro-pro 
➔ rrf 
➔ sgml 
➔ vnd-ji-arnemaker 
➔ vnd-lotus-1-2-3 
➔ vnd-/or11s-approoch 
➔ vnd-lo111s-freelance 
➔ 1·nd-/0111s-organizer 
➔ 1•nd-lotus-wordpro 
➔ vnd-m,f 
➔ vnd-ms-excel 
➔ vnd-ms-powerpoint 
➔ vnd-ms-project 
➔ vnd-ms-worcl 
➔ vnd-werbuilder 
➔ vnd-rn-realplyer 
➔ vnd-visio 
➔ wordperfect 
➔ x-bcpio 
➔ x-compress 
➔ x-cpio 
➔ x-csh 
➔ x-director 
➔ x-dvi 
➔ x-gtar 
➔ x-gzip 
➔ x-javascripl 
➔ x-latex 
➔ x-lorus-1101es 
➔ x-macbina,}' 
➔ x-mif 
➔ x-pncmd 
➔ x-pn-rca/audio 
➔ x-powerpoint 
➔ x-sh 
➔ x-s111f[i1 
➔ x-/a,· 

➔ x-tcl 
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www-http ➔ application ➔ x-tex 
(cont.) (cont.) ➔ x-troff 

➔ x-ustar 
➔ x-zip-compressed 
➔ xpp5 
➔ zip-al"chive 
➔ x-netcdf 

➔ audio ➔ basic 
➔ midi 
➔ mpeg 
➔ vnd-rn-realaudio 
➔ wav 
➔ x-aifl 
➔ x-midi 
➔ x-mpeg 
➔ x-mpg11rl 
➔ x-pn-reala11dio 
➔ x-wav 

➔ image ➔ cgm 
➔ g3/ax 
➔ gif 
➔ ie/ 
➔Jpeg 
➔ pict 
➔ png 
➔ tiff 
➔ vnd-rn-realjlash 
➔ vnd-rn-,-ealpix 
➔ x-bitmap 
➔ x-pixmap 
➔ x-q11ick1ime 
➔ x-windowdump 
➔ x-xbm 

➔ iext ➔ enriched 
➔ html 
➔ plain 
➔ richtext 
➔ sgml 
➔ tab-separated-value 
➔ vnd-rn-text 
➔ css 

➔ video ➔ avi 
➔ mpeg 
➔ msvideo 
➔ ms-video 
➔ quicktime 
➔ vnd-rn-realvideo 
➔ vnd-vivo 
➔ x-ls-asf 
➔ x-ls-asx 
➔ x-mpeg 
➔ x-ms-asf 
➔ x-ms-asx 
➔ x-msvideo 
➔ x-sgi-movie 

➔ x-world ➔ x-vrml 

Technically Elite, Inc. 20 Proprietary and Confidential 

EX 1022 Page 428



MeterF\ow 'State-based Sub-c\ass'lf1cation \J ersion A~.~1 

3. 6.3 Extensibility 

New Sub-classifications require much more thought and analysis when being added to 
HTTP. This arises from the following factors: 

1. HTTP is a "text" based protocol 

2. To support "minimum" execution overhead, when searching the HTTP Sub
Engine's "Sub-Protocol Info" database, a rather robust set of sequentially indexed, 
look-aside tables are employed. 

(a) The challenge here is to take a string from an HTTP packet (e.g. 
Content Type) and match it with any one of approximately 11 O+ well 
known ( as is the case with Content Type) 

(b) And to do so within an embedded environment that is trying to keep up 
with the network packet rate at line speed. 

( c) The supported search mechanism can identify a single match candidate 
sub-string by looking at typically no more than 3 to 5 characters of the 
sub-string from the HTTP packet. 

3. Adding a sub-classification to the HTTP "Sub-Protocol Info" Database is simply a 
matter of adding a new entry if the "Content Type" or "JDBC URL Component" is 
known. 

4. Updating and/or extending the "look-aside" tables requires extreme caution and 
accuracy. 

Extensibility for this sub-engine will be tremendously improved when the PDL 
compiler is incorporated for this sub-engine. 

3.6.4 Planned Developments 

New "Content Types" are springing up almost every week. As new applications are 
identified along with their designated Content Types, they will be added to the 
MeterFlow implementation. · 

WebNFS from Sun Microsystems, Inc. tunnels NFS file access over HTTP and is a 
clear candidate for inclusion into this sub-engine. 

There are many other JDBC packages from various database manufactures and 
technology suppliers that are integrated with WWW. Oracle's being the most noted at 
this time. As more are identified along with their designated JDBC URL Selectors, 
they will be added to the MeterFlow implementation. 
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3.7 BackWeb 

3. 7. 1 Features 

BackWeb (BackWeb Technologies, Inc.) is a news/broadcast application. It may be 
configured to operate in either of 2 modes: 

a) HTTP only (see Section 3.6 above) 

b) UDP for access to BackWeb Servers & HTTP to access to 3rd party channels 
(polite mode) 

BackWeb operates over UDP in what it calls its "Polite Client" mode. In this mode, 
BackWeb has an unusual mechanism of exchange that makes traffic in one direction 
very easy to see (well-known), but difficult to classify in the other direction. 

The BackWeb sub-engine has been implemented specifically for BackWeb's UDP 
(Polite Mode) access protocol. 

Key capabilities of this sub-engine include: 

1. Tracking exchanges with BackWeb Servers in well-known BackWeb Server port 
traffic. 

2. Remembering the access points of traffic from Back Web Clients and creating sub
classifications for these access points. 

3. When traffic to these access points are seen, it will be classified 

(a) as "backweb" 

3. 7.2 Sub-classifications 

BackWeb (Polite Mode) traffic_ is classified as "backweb" in the "udp" subtree. No 
further sub-classifications for BackWeb are supported. 

3. 7.3 Extensibility 

There are no known Sub-Classifications to be supported for BackWeb at this time. 

3. 7.4 Planned Developments 

No further development efforts are currently planned for the BackWeb sub-engine. 
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4. In-Progress Protocol Classification 

4.1 Real-Time Streaming Protocol (RTSP) 

4. 1. 1 Features 

The "Real-Time Streaming Protocol" is defined in RFC 2326. Like HTTP it is a 
"text" based protocol. Unlike HTTP, its principle purpose is to enable the controlled, 
on-demand deJivery of real-time data, such as audio and video. 

In function it acts similar to H.323 's "Call Setup" and "Call Control" services, 
however, in a single connection on a well-known port. Ultimately, it serves to set up 
RTP/RTCP datastreams over UDP. · 

Key capabilities of this sub-engine include: 

1. Tracking exchanges with the well-known RTSPserver. 

2. Detecting the assignment of R TP/R TCP audio and video, UDP datastreams access 
points as well as the audio and video "codecs" negotiated for use on them and 
creating RTP/RTCP sub-classifications for these access points. 

3. When traffic to these RTP/RTCP access points are seen it will be classified 

(a) By the appropriate "codec" under "rtp", if the negotiated codec is a 
known audio/video stream type. 

(b) Minimally as ''rtp", if the negotiated codec is unknown. 

4. Allowing known sub-applications (audio/video datastreams) to be specified with 
respect to flow reporting with three levels of identification 

(a) Level 1 - Datastream Class (e.g. audio, video, other ... ) 
(b) Level 2 - Datastream Type within the Datastream Class 
(a) Level 3 - Datastream Sub-Type within the Datastr~am Type 
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4.1.2 Sub-classifications 

RTSP traffic will be classified as "rtsp" in the "tcp" subtree. No further sub
classifications for RTSP are supported. 

NEW Audio and video datastream Sub-classifications under "RTP" will include the 
following in the ''udp" subtree. 

RTP ➔ audio 

➔ video 

➔ 1016 
➔ DV/4 
➔ LB 
➔ Ll6 
➔ LPC 
➔ MPA 
➔ VDVJ 
➔ AIFF-C 

➔ Ce/B 
➔ JPEG 
➔ lvU'V 
➔ lvD'2T 
➔ nv 

(Audio Transfer sub-channel) 

(Video Transfer sub-channel) 

Standards for the audio stream sub-classifications indicated above are: 

1016 - frame based encoding using code-excited linear prediction (CELP) and is 
specified in Federal Standard FED-STD 1016 

DVI4 - IMA ADPCM wave type, "IMA Recommended Practices for Enhancing 
Digital Audio Compatibility in Multimedia Systems (version 3.0)" 

LS - LS denotes linear audio data, using 8-bits of precision w1th an offset of 128, 
that is, the most negative signal is encoded as zero. 

Ll6 - L16 denotes uncompressed audio data, using 16-bit signed representation 
with 65535 equally divided steps between minimum and maximum signal 
level, ranging from -32768 to 32767. The value is represented in two's 
complement notation and network byte order. 

LPC - LPC designates an experimental linear predictive encoding contributed by 
Ron Frederick, Xerox PARC, which is based on an implementation written by 
Ron Zuckerman, Motorola, posted to the Usenet group comp.dsp on June 
26, 1992. 

MPA - MPA denotes MPEG-I or MPEG-II audio encapsulated as elementary 
streams. The encoding is defined in ISO standards 1SO/IEC 11172-3 and 
13818-3. The encapsulation is specified in work in progress. 

VDVI - VDVI is a variable-rate version of DVI4, yielding speech bit rates of between 
10 and 25 kb/s. It is specified for single-channel operation only. 
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AIFF-c -Apple Computer, "Audio interchange file format AIFF-C,11 Aug. 1991. (also 
ftp://ftp.sgi.com/sgi/aiff-c.9 .26.91.ps.Z). 

Standards for the video stream sub-classifications indicated above are: 

CelB - The CELL-B encoding is a proprietary encoding proposed by Sun 
Microsystems. "RTP payload format of CellB video encoding," Work in 
Progress, Internet Engineering Task Force, Aug. 1995. 

JPEG - The encoding is specified in ISO Standards 10918-1 and 10918-2. 

MPV - Designates the use MPEG-I and MPEG-II video encoding elementary 
streams as specified in ISO Standards 1SO/IEC 11172 and 13818-2, 
respectively. 

MP2T • MP2T designates the use of MPEG-II transport streams, for either audio or 
video. 

nv - The encoding is implemented in the program 'nv', version 4, developed at 
Xerox PARC 

4. 1.3 Extensibility 

New Sub-classifications will easily added as new entries in the RTSP Sub-Engine's 
"Sub-Protocol Info" table, if the Payload Types of the corresponding audio/video 
stream are known. 
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4.2 Novell Service Advertising Protocol (SAP) 

4.2.1 Features 

Version A0.03 

The Novell Service Advertising Protocol (SAP) is a protocol similar in nature to the 
"SUN RPC Portmapper" proto~ol. It is used to support the dynamic management and 
locating of "services" with regards to their locations (network addresses) and port 
assignments. 

SAP uses a completely different protocol than the SUN RPC protocol Portmapper. 
Also, a fundamental difference from Sun RPC is that SAP periodically broadcasts 
services that are in it's advertising database. 

Key capabilities of this sub-engine include: 

1. Tracking SAP announcements periodically broadcast by Novell Netware servers. 

2. Distinguishing such "announcement" traffic from traffic on application connections 
subsequently "mapped". 

3. Detecting assignments of server application access assignments to various hosts 
and/or sockets and creating sub-classifications for these access points. 

4. When traffic to these access points is seen, it will be classified 

(a) By the appropriate application under "nov-sap", if the server 
application identifier in the announcement is a known sub-application. 

(b) Minimally as "n9v-sap", if the server application is unknown. 

5. Allowing known sub-applications to be specified with respect to flow reporting 
with a single levels of identification 

(a) Level 1 - SAP Mapped "Application Group" 
(b) Level 2 - Sub-application within the Application Group 
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4.2.2 Sub-classifications 

Sub-classifications under "nov-sap" will include the following in the "ipx.nov-pep" 
subtree. 

nov-sap ➔ announce 
➔ ms-exchange 
➔ sybase_sqlany 
➔ sybase_sqlenterprise 
➔ gupta-sqlbase 
➔ ms-sna-server 
➔ ms-sql-server 
➔ citrix-app-server 
➔ citrix-app-server-nt 
➔ hp-laserjet 
➔ advertising-print-svr 
➔ netware-sql-server 
➔ remote-bridge 
➔ bridge-server 
➔ print-queue 

4.2.3 Extensibility 

(Novell SAP Announcements) 
(Microsoft Exchange) 
(Sybase SQL Anywhere) 
(Sybase SQL Enterprise) 
(Gupta SQLBase) 
(Microsoft SNA Server) 
(Microsoft SQL Server) 
(Citrix Application Server) 
(Citrix Application Server for NT) 
(HP Laserjet Printer) 
(Advertising Print Server) 
(Novell Netware SQL Server) 
(Remote Bridge Router Service) 
(Bridge Server) 
(Print Queue Server) 

New Sub-classifications will easily added as new entries in the Novell SAP Sub
Engine's "Sub-Protocol Info" table, if the SAP IDs of the corresponding application 
are known. 
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4.3 MS-Media 

4.3.1 Features 

MS-Media is a audio/video streaming, multimedia application (similar to RealAudio) 
from Microsoft. MS-Media may be configured to operate over UDP when 
transferring its payload. In this configuration, MS-Media has an unusual mechanism to 
allocate UDP resources for this purpose via an initial TCP connection. 

The MS-Media sub-engine will be implemented specifically for MS-Media's access 
protocol. 

Key capabilities of this sub-engine include: 

1. Tracking connections to and exchanges in well-known MS-Media port traffic. 

2. Detecting assignments of UDP access points to various hosts and/or ports and 
creating MS-Media sub-classifications for these access points. 

3. When traffic to these access points are seen, it will be classified 

(a) as "ms-media" 

4.3.2 Sub-classifications 

Such MS-Media traffic will be classified as "ms-media" in the "udp" subtree. No 
further sub-classifications for MS-Media will be initially supported. 

4.3.3 Extensibility 

Sub-Classification is beyond the initial scope of the MS-Media sub-engine. 
Eventually, the sub-engine will be able to sub-classify the types of payloads being 
transferred. 
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4.4 Streamworks and VDOLive 

4.4.1 Features 

Streamworks and VDOLive are multi-media, streaming applications which transfer 
their payloads over UDP. 

Like Back Web, Streamworks and VDOLive employ unusual mechanisms of exchange 
that makes traffic one direction very easy to see (well-known), but difficult to classify 
in the other direction. 

The BackWeb sub-engine will be expanded to further support Streamworks and 
VDOLive classification. 

For a description of the key capabilities of the sub-engine, see Section 3.7: 

4.4.2 Sub-classifications 

Streamworks and VDOLive traffic is classified as "streamworks-xing-mpeg" and 
"vdolive" in the "udp" subtree; respectively. No further sub-classifications for these 
protocols will be supported. 

4.4.3 Extensibility 

Sub-Classification is beyond the initial scope Streamworks and VDOLive. Eventually, 
the sub-engine will be able to sub-classify the types of payloads being transferred. 
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Our Ref/Docket No: APPT-001-1-1 Patent 

IN THE UNITED STATES PATENT AND TRADEMARK OF.FICE 

Applicant(s): Dietz, et al. 

Application No.: 10/684,776 

Filed: October 14, 2003 

Title: METHOD AND APPARATUS FOR 
MONITORING TRAFFIC IN A NETWORK 

Group Art Unit: 2157 

Examiner: Moustafa M. Meky 

TRANSMITTAL: RESPONSE TO OFFICE ACTION 

Mail Stop Amendment 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Dear Commissioner: 

Transmitted herewith is a response to an office action for the above referenced application. 
Included with the response are: 

_x__ A Declaration under 37 CFR 1.131 with Exhibits; 

This application has: 
a small entity status. If a claim for such status has not earlier been made, consider 
this as a claim for small entity status. 

No additional fee is required. 

;,· 03/10/2005 AWONDAF1 0~ 10684n6 

01 FC:1252 450.00--0P 

Certificate of Mailing under 37 CFR 1.8 

I hereby certify that this correspondence is being deposited with the United States Postal Service as First 
Class Mail addressed to the Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450 on. 

Date: 

EX 1022 Page 438



L' 
.. , 

'' 

Application No.: 10/684,776 Page 2 

__ Applicant(s) believe(s) that no Extension of Time is required. However, this 
conditional petition is being made to provide for the possibility that applicant has 
inadvertently overlooked the need for a petition for an extension of time. 

__x_ Applicant(s) hereby petition(s) for an Extension of Time under 37 CPR l.136(a) of: 

one months ($120) __x_ two months ($450) 

three months ($1020) __ four months ($1590) 

Tf an additional extension of time is required, please consider this as a petition therefor. 

__x_ A credit card payment form for the required fee(s) is attached. 

__x_ The Commissioner is hereby authorized to charge payment of the following fees 
associated with this communication or credit any overpayment to Deposit Account 
No. 50-0292 (A DUPLICATE OF THIS TRANSMIIT AL IS A TT ACHED): 

X Any missing filing fees required under 37 CPR 1.16 for presentation of 
additional claims. 

__x_ Any missing extension or petition fees required under 37 CFR 1.17. 

Respectfully Submitted, 

Date 

Address for correspondence: 
Dov Rosenfeld 
5507 College A venue, Suite 2, 
Oakland, CA 94618 
Tel. 510-547-3378; Fax: +1-510-291-2985 

Dov Rose~687 

EX 1022 Page 439



TRANSMITTAL Application Number 10/684,776 

FORM 
(to be used for all !?E!!espondence after initial filing) 

0 ,PE 'ti Filing Date 14 Oct 2003 

\ First Named Inventor Dietz, Russell S. 
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~TR._0~ Attorney Docket Number APPT-001-1-1 

•'" .. 
ENCLOSURES (check all that aoolvJ 
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Fee Transmittal Form 
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Assignment Papers 
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After Allowance Communication 

(for an Application) to Group 

IB] Fee Attached 

□ 
Drawing(s) 

\ □ 
Appeal Communication to Board 
of Appeals and Interferences 

' 
IB] Amendment / Response 

□ 
Licensing-related Papers 

'-,□ 
Appeal Communication to Group 

(Appeal Notice, Brief, Reply Brief) 
•, 

□ □ 
After Final 

□ 
Petition Routing Slip (PTO/SB/69) [J Proprietary Information 
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To Convert a 
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under 1,131 with Exhibits Provisional Application 
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- Address 
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□ 
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□ 
D Response to Missing Parts under 37 
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SIGNATURE OF APPLICANT, ATTORNEY, OR AGENT/ CORRESPONDENCE ADDRESS 

Firm or Dov Rosenfeld, Reg. No. 38687 \ 

Individual name - - \ 

~ 
' 

Signature X. 
Date ~2,2005 

ADDRESS FOR CORRESPONDENCE 

Firm Dov Rosenfeld 
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CERTIFICATE OF MAILING 
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envelope addressed to: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450 March 2, 2005 
on this date: 

rinted name 

Signature Date March 2, 2005 
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Notice of Allowability 

Application No. 

10/684,776 

Applicant(s) 

DIETZ ET AL. 
Examiner 

Moustafa M. Meky 

Art Unit 

2157 

-· The MAILING DA TE of this communication appears on the cover sheet with the correspondence address-
All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included 
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS 
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative 
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308. 

1. 1:81 This communication is responsive to the response and the declaration under 37 CFR 1. 131 filed 314/2005. 

2. 1:81 The allowed claim(s) is/are 11-59. 

3. 1:81 The drawings filed on 14 October 2003 are accepted by the Examiner. 

'4_ D Acknowledgment is made of a claim for foreign priority under 35 U.S. C. § 119(a)-(d) or (f). 

a) D All b) D Some* c) D None of the: 

1. D Certified copies of the priority documents have been received. 

2. D Certified copies of the priority documents have been received in Application No. __ . 

3. D Copies of the certified copies of the priority documents have been received in this national stage application from the 

International Bureau (PCT Rule 17.2(a)). 

* Certified copies not received: · 

Applicant has THREE MONTHS FROM THE "MAILING DATE" of this communication to file a reply complying with the requirements 
noted below. Failure to timely comply will result in ABANDONMENT of this application. 
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE 

5. 0 A SUBSTITUTE OATH OR DECLARATION must be submitted. Note the attached EXAMINER'S AMENDMENT or NOTICE OF 
INFORMAL PATENT APPLICATION (PTO-152) which gives reason(s) why the oath or declaration is deficient. 

6. □·CORRECTED DRAWINGS ( as "replacement sheets") must be submitted. 

(a) D including changes required by the Notice of Draftsperson's Patent Drawing Review ( PTO-948) attached 

1) D hereto or 2) D to Paper No./Mail Date __ . 

(b) D including changes required by the attached Examiner's Amendment/ Comment or in the Office action of 
Paper No./Mail Date __ . 

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the drawings in the front (not the back) of 
each sheet. Replacement sheet(s) should be labeled as such in the header according to 37 CFR 1.121(d). 

7. 0 DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the 
attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL. 

Attachment( s) 
1. ~ Notice of References Cited (PTO-892) 

2. D Notice of Draftperson's Patent Drawing Review (PTO-948) 

3. D Information Disclosure Statements (PTO-1449 or PTO/SB/08), 
Paper No./Mail Date __ 

4. D Examiner's Comment Regarding Requirement for Deposit 

of Biological Material 

U.S. Patent arl:1 Trademark Office 

5. D Notice of Informal Patent Application (PTO-152) 

6. D Interview Summary (PTO-413), 
Paper No./Mail Date __ . 

7. D Examiner's AmendmenVComment 

PTOL-37 (Rev. 1-04) Notice of Allowabllity Part of Paper No./Mail Date 3 
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Application/Control Number: 10/684, 776 

Art Unit: 2157 

REASONS FOR ALLOWANCE 

Page2 

The following is an examiner's statement of reasons for allowance: None of the 

prior art of record taken singularly or in combination teaches or suggest: 

• looking up using at least some of selected packet portions and 

determining if the packet is of an existing flow, if the packet is of an 

existing flow, classifying the packet as belonging to the found existing 

flow, and if the packet is of a new flow, storing a new flow-entry for the 

new flow in a flow-entry database, including identifying information for 

future packets to be identified with the new flow-entry, wherein the 

database comprising none or more flow-entries for previously 

encountered conversational flows.(claims 11 & 29); 

• looking up using at least some of selected packet portions and 

determining if the packet is of an existing flow, obtaining the last 

encountered state of the flow and performing ·any state operations 

specified for the state of the flow starting from the last encountered state 

of the flow, and if the packet is of a new flow, performing any analysis 

required for the initial state of the new flow and storing a new flow-entry 

for the new flow in flow-entry database, including identifying information 

for future packets to be identified with the new flow-entry (claim 54). 

Any comments considered necessary by applicant must be submitted no later 

than the payment of the issue fee and, to avoid processing delays, should preferably 
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Application/Control Number: 10/684, 776 

Art Unit: 2157 

Page 3 

accompany the issue fee. Such submissions should be clearly labeled "Comments on 

Statement of Reasons for Allowance." 

Any inquiry concerning this communication or earlier communications from the 

examiner should be directed to Moustafa M. Meky whose telephone number is 571-272-

4005. The examiner can normaily be reached on flex. 

If attempts to reach the examiner by telephone are unsuccessful, the examiner's 

supervisor, Ario Etienne can be reached on 571-272-4001. The fax phone number for 

the organization where this application or proceeding is assigned is 703-872-9306. 

Information regarding the status of an application may be obtained from the 

Patent Application Information Retrieval (PAIR) system. Status information for 

published applications may be obtained from either Private PAIR or Public PAIR. 

Status information for unpublished applications is available through Private PAIR only. 

For more information about the PAIR system, see http://pair-direct.uspto.gov. Should 

you have questions on access to the Private PAIR system, contact the Electronic 

Business Center (EBC) at 866-217-9197 (toll-free). 

MMM 
4/29/2005 

MOUSiAFA M. MEKV 
PrliMARY EXAMINER 
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2 
qiou-1 us f'al;,., 6178'1.J //6 

al., filed June 30, 2000, Attumcy(AgeHt :R:eflr-eRG@ }!lumber Ai'P'P eel S, and incorporated 

herein by reference. 

FIELD OF INVENTION 

[0008) The present invention relates to computer networks, specifically to the real-time 

elucidation of packets communicated within a data network, including classification 

according to protocol and application program. 

BACKGROUND TO THE PRESENT INVENTION 

[0009) There has long been a need for network activity monitors. This need has become 

especially acute, however, given the recent popularity of the Internet and other internets-an 

"internet" being any plurality of interconnected networks which forms a larger, single 

network. With the growth of networks used as a collection of clients obtaining services from 

one or more servers on the network, it is increasingly important to be able to monitor the use 

of those services and to rate them accordingly. Such objective information, for example, as 

which services (i.e., application programs) are being used, who is using them, how often they 

have been accessed, and for how long, is very useful in the maintenance and continued 

operation of these networks. It is especially important that selected users be able to access a 

network remotely in order to generate reports on network use in real time. Similarly, a need 

exists for a real-time network monitor that can provide alarms notifying selected users of 

problems that may occur with the network or site. 

(0010) One prior art monitoring method uses log files. In this method, selected network 

activities may be analyzed retrospectively by reviewing log files, which are maintained by 

network servers and gateways. Log file monitors must access this data and analyze ("mine") 

its contents to determine statistics about the server or gateway. Several problems exist with 

this method, however. First, log file information does not provide a map of real-time usage; 

and secondly, log file mining does not supply complete information. This method relies on 

logs maintained by numerous network devices and servers, which requires that the 

information be subjected to refining and correlation. Also, sometimes information is simply 

not available to any gateway or server in order to make a log file entry. 

APPT-001-1-1 
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METHOD AND APPARATUS FOR MONITORING 
TRAFFIC IN A NETWORK 

CROSS-REFERENCE TO RELATED APPLICATION 

[0001] This invention is a continuation of U.S. Patent Application Serial No. 09/608237 for 

METHOD AND APPARATUS FOR MONITORING TRAFFIC IN A NETWORK to 
,now u S f'~.:t . 61 {;, 51 J o 'l"f 

inventors Dietz, et al .• filed June 30, 2000,.Mtomcy(.6 .. g@Arilefezc .. ec 'Number .r\JlP'f 061-t, 

the contents of which are incorporated herein by reference 

[0002] This invention claims the benefit of U.S. Provisional Patent Application Serial No.: 

60/141,903 for METHOD AND APPARATUS FOR MONITORING TRAFFIC IN A 

NETWORK to inventors Dietz, et al., filed June 30, 1999, the contents of which are 

incorporated herein by reference. 

[0003] This application is related to the following U.S. patent applications, each filed 

concurrently with the present application, and each assigned to the assignee of the present 

invention: 

[0004] U.S. Patent Application Serial No. 09/609179 for PROCESSING PROTOCOL 

SPECIFIC INFORMATION IN PACKETS SPECIFIED BY A PROTOCOL DESCRIPTION 
"'1\/J..V Ll.S P~t . 

LANGUAGE..i,. to inventors Koppenhaver, et al., filed June 30, 2000, -A ttoi:m~y' O: geAt 
G) 66:.1172.S. 

RefeEenee Nt1meer APP:P 00 l 2, and incorporated herein by reference. 

[0005] U.S. Patent Application Serial No. 09/608126 for RE-USING INFORMATION 

FROM DATA TRANSACTIONS FOR MAINTAINING STATISTICS IN NETWORK 
mow Ll .S pa;t ., 

MONIT
3

pR.IN.G, to inventors Dietz, et al., filed June 30, 2000, A:tteffteylA 91At R;fei;eAce 
6JB ·1J75/ 

Number t'\.Pp:f 991 3, and incorporated herein by reference. 

(0006) U.S. Patent Application Serial No. 09/608266 for ASSOCIATIVE CACHE 

STRUCTURE FOR LOOKUPS AND UPDATES OF FLOW RECORDS IN A ~~TWORK 

MONITO1$, t9 jnventors Sarkissian, et al., filed June 30, 2000, t,.'r.:~y/i[enritfe;euee 
~,77/Jt,/./,6 · 
Nttfflber APIXF 881 4, and incorporated herein by reference. 

[0007) U.S. Patent Application Serial No. 09/608267 for STATE PROCESSOR FOR 

PATTERN MATCHING IN A NETWORK MONITOR DEVICE, to inventors Sarkissian, et 

APPT-001-1-1 
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Oakland, CA 9461 B, USA 
Phone: (510)547-337B; Fax: (510)291'2985 

dov@inventek.com 

Patent Applico.tion Ser. No.: 10/684,776 

Applicant(s): Dietz, et al. 

Filing Date: October 14, 2003 

INVENTEK 

Fax 

RECEIVED 
CENTRAL FAX CENTER 

MAY 0 4 2005 . .. 

Ref/Docket No: APPT-001-1-1 

Examiner.: Moustafa M. Meky 

Art Unit: 2157 

FAX COVER PAGE 

TO: Commissioner for Patents 
P.O. Box 1450 

Fax No.: 

DATE: 

FROM: 

RE: 

Alexandria, VA 22313-1450 

United Sta1es Patent and Trademark Office 
(Examiner Moustafa M. Meky, Art Unit 2157) 

703-872-9306 

May 4, 2005 

Dov Rosenfeld, Reg. No. 38687 

Information Disclosllre Statement 

Number of pages including cover: 11 . 

OFFICIAL COMMUNICATION 

PLEASE URGENTLY DELIVER A COPY OF 
THIS IDS TO THE EXAMINER OF RECORD 
FOR THIS APPLICATION MOUSTAFA M. 
MEKY, ART UNIT 2157 

Certifi~t~ or Facsirtlile Transmlsston under 37 CFR. 1.8 

1©001 

I hereby certify thnl lhis response is being facsimile tramrmitt&d to the UniLcd St:n.tes Pruenl and Tra.delilllrk Office at 
telephone number 703-872-9306 addressed the Commissioner for Pa1ents, P.O. Box 1450, Alexandria, VA 22313-1450 
00. 

Date; __.Mc..;..,:..;4"1:....;;.,i..-=l{:+I _1.o.=..._o_, __ _ 
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Our Docket/Ref. No.: APPT~00l-1-1 Patent 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

Applicant(s): Dietz et al. 

Serial No.: 10/684,776 

Filed: October 14, 2003 

Group Art Unit: 2157 

Examiner: Moustafa M. Meky RECEIVED 
CENTRAL FAX CENTE:A 

Title: METIIOD AND APPARATUS FOR 
MONITORING TRAFFlC 1N A 
NETWORK. 

MAY O 4 2UUJ ' ... 

Commissiouer for Patents 
P.O. Box 1450 
Alexandria. VA 22313- J 450 

TRANSMITTAL: INFORMATION DISCLOSURE STATEMENT 

Dear Commissioner: 

Transmitted herewith are: 

_x_ An Information Disclosure Statement for the above referenced patent application, 
together with PTO form 1449. 

A payment for petition fees. 

_x:_ The commissioner is hereby authorized to charge payment of any missing fee assodated 
with this communication or credit any overpayment to Deposit Account 50-0292. 

A DUPLICATE OF THIS TRANSMITTAL IS ATIACHED 

Date: ~ Lf /LfiD f' 

Correspondence Address: 
Dov Rosenfeld 
5507 College Avenue, Suite 2 
Oakland. CA 94618 
Telephone No.: 510-547-3378 

DovR.os&ld 
Attorney/Agent for Applicant(s) 
Reg_ No. 38687 

Certificate of Faesimile 1'nln11misaion uadcr 37 CFR 1.8 

I hereby certify !hat this response is being facsimile tnnsmittul to the United St.ales Patent and Trademark Office at 
telephone number 70};R72,,:9306 addressed lhc Commissioner for Patents, P .0. Box 1450, Alexandrla, VA 2:2313-
1450 on. 

Dare: _ _.......,MaA=-j-Y'-+, __ Lo=-'-o~ ____ _ Signl!d: --+t----.------
Name: Amy 
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Our Docket/Ref. No.: APPT-001-1-1 Patent 

IN THE UNITED STATES PATENT AND 'fRADEMARK OFFICE 

Applicant(s): Diecz et al. 

Serial No.: 10/684.776 

Filed: October 14, 2003 

Group Art Unit: 2157 

Ex.aminer: Moustafa M. Meley 

~003 

Title: :METHOD AND APPARATUS FOR 
MONITORING TRAFFIC 1N A 
NETWORK 

RECEIVEt: 
CENTRAL FAX CE'· 

MAY O 4 l.UUJ 

Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

TRANSMITI'AL: INFORMATION DISCLOSURE STATEMENT 
Dear Commissioner: 

Transmitted herewith are: 

_x__ An Information Disclosure Statement for the above referenced patent application, 
together with PTO form 1449 and a copy of each reference cited in form 1449. 

A payment for petition fees. 

, -· 

_x_ The co:inmissioner is hereby authorized to charge payment of any missing fee associated 
with this communication or credit any overpayment to Deposit Account 50-0292. 

A DUPUCATE OF TIIIS TRANSMITrAL IS ATIACHED 

Date: bf4Aj '-1 (lADr 

Correspondence Address: 
Dov Rosenfeld 
5507 College A venue, Suite 2 
Oakland. CA 94618 
Telephone No.: S10-S47-3378 

Respectfully submitted, · 

D-Ov~ 
Attorney/Agent for Applicant(s) 
Reg. No. 38687 

Certilicale or Facsimile Transmission under 37 CFR 1.8 

I hereby certify that lhis response is being facsimile transmitllld to the United States Patent and Trademark Office at 
telephone number 703-872-9306 addres.o:ed the COmmis:.ioner for Patents, P.O. Box 14~0. Alexandria, VA 22313-
1450 on. 

Da.lc: -~M-='4(1~'-t .... (IA_=-o_s:: __ Signed: _ ___,..,_.=.....,"""----
Namc;Amy 
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Our Docket/Ref. No.: APPT-001-l•l Patent 

IN THE UNITED STATES PATENT AND TRADE~RK OFFICE 

Applicant(s): Dietz et al. 

Serial No.: 10/684,776 

Filed: October 14, 2003 

Title: MEIBOD AND APPARATUS FOR 
MONITORING TRAFFIC IN A 
NETWORK 

Gro11p Art Unit: 2157 

Examiner: Moustafa M. Meky 

RECE!VEt 
CENTRAL FAX CENTER 

-----------...1.---------..:=..:.~~4 2,005 
Commissioner for Patents 
P.O.Box 1450 
Alexandria, VA 22313-1450 

INFORMATION DISCLOSURE STATEMENT 
Dear Commissioner: 

This Information Disclosure Statement is submitted.: 

_ under 37-CFR l.97(b). or 
(Within three months of filing national application; or date of entry of international 
appHcation; or before mailing date of first office action on the merits; whichever 
occurs last) 

..1L under 37 CPR 1.97(c) together with either a: 
_ Certification under 37 CFR 1.97(e), or 
...X. a $180.00 fee under 37 CFR 1.17(p) 
(After the CFR l.97(b) time period, but before final action or notice of 
allowance, whichever occurs first) 

_ under 37 CPR l.97(d) together with a: 
_ Certification under 37 CFR l.97(e). and 
_ a petition under 37 CFR l.97(d)(2)(ii), and · 
_ a $130.00 petition fee set forth in 37 CPR 1.17(i)(l). 
(Filed after final action or notice of allowance, whichever occurs first, but before 
payment of the issue fee) 

Certificate af Facsimile Trammiaion tmdcr 37 18 00 OP 

I hereby certify that thiS response is being facsimile van.smitted to the UniLcd States Patent and Trademark omco at 
Lclophono number 703-872-9306 addressed the Ccmmilisionor for Patenis, P.O. Bo,c 1450, Alexandda. VA 22313-
1450 on. 

Dare: ___ ~_..,....~q+1~1..0Qr~ . ..;;_:.___ 
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SIN: 10/684,776 Page2 IDS 

_x_ Applicant(s) submit herewith Form PTO 1449-lriformation Disclo!iure Citation of patents, 
publications or other information of which applicant(s) are aware, which applicant(s} believe(s) 
may be material to the examination of this application and for which there may be a duty to 
disclose in accordance with 37 CFR 1.56. 

It is ehpressly requested that the cited infoonation be made of record in the application and 
appear among the "references cited" on any patent to issue therefrom. 

The above-identified application is a continuation of prior U.S. Patent Application 09/608,237, 
filed June 30, 2000. This prior application is being relied upon for an earlier filing dare under 35 
U.S.C. § 120. Because the listed references were either cited by the PTO, or submitted to the 
PTO in this prior application, under 37 CFR § l.98(d) Applicants submit that copies need not be 
provided. 

As provided for by 37 CFR l.97(g) and (h), no inference should be made that the information and 
references cited are prior art merely because they are in this statement and no representation is 
being :made that a search has been conducted or that this statement encompasses all the possible 
relevant infonnation. 

Correspondence Address: 
Dov Rosenfeld 
5507 College Avenue, Suite 2 
Oakland, CA 94618 
Telephone No.: 510-547-3378 

Respectfully submitted, 

DovRo~ 
Attorney/ Agent for Applicant(s) 
Reg. No. 38687 
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Efal.FORM-'1449_· ________________________________ SHEET 1 OF 5, 

ATIY. DOCKET NO. SERIAL NO. 
APPT-001-1-l 10/684,776 

INFORMATION DISCLOSURE STATEMENT APPLICANT 

Dietz et al. 

(Use several shsets if nec;et;S.iry) FlUNG DATE GROUP 

14 Oct 2003 2157 

U.S. PATcNT DOCUMENTS 

FILING DATE 

"EXAMINER oOOUMENT C,ATE NAME! Ct.ASS SUB-CLASS IP APffi()PFII/\TEt 

INmAL NUMBER 

4736320 IA.pr. 5, ~ristol 364 300 Oct. 8, 
AA 1988 11.985 

4891639 I.Jan. 2, IN"akamura 340 825.500 Lfun. 23, 
A8 l].990 1988 

5101402 !Mar. 31, !Chui et. al. 370 17 May 24, 
AC 

tl.992 198B 
5247517 Sep. 21, :Ross et al. 370 85.S Sep. 2, 

AD 
1993 1992 

5247693 Sep. 21, ~rigtol 1395 BOO !Nov. 17, 
Al= 1993 1992 

5315580 lMay 24, Phaal 370 13 !Aug. 26, 
AF 

1994 1991 
5339268 !Aug. 16, !Machida 365 49 INoiJ'. 24, 

AG 
1994 IJ..992 

5351243 Sep. 27, lKalkunte et. al. 370 92 tDec. 27, 
AH 

1994 1991 
5365514 !Nov. 15, !Hex-shey et. al. 370 17 !Mar. l, 

Al 
11994 1993 

5375070 !Dec 20, !Hershey at a.L 364 550 tMar. 1, 
AJ 

1994 1993 
15394394 !Feb. 28, ~rowt.her et al. 370 60 IJWl. 24., 

AK 
1995 1993 

FORElGN PATENT DOCUMENTS 

PUBLI-CA TION TRANS-

DOCUMENT DA'lc COUNTRY CLASS SUB-CLASS LATION 
NUM6ER ves I NO 

AL 

AM 

OTHER DISCLOSURES (Including Auttior, Tille, Date, Pertinent Pages, Plac~ 0f PubliOa1iOl'l, Eto.) 

"Tee ical Note; the Narus S~stem,n DownloadeC April 29, 1999 from 

AN www. narus. co,:n, Narus Corporation, Redwood City California. 

AO 

EXAMINER DATE OONSt0ERED 

'EXAMINER: lnlllal It Clt3Uon ,;onsidaflld, wnemer or not c;flllt1on la In conrannancs with MPeP eo9, O~w line through cilalion ii not in c;a-rtonnance 
.ind nl2l considered. Include a copy of this form wllh Mxt communicalion ID Applicant. 
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aLFORM•1~9_.;..._ ____________________________ SHEET 2 OF 5. 

ATT'f, DOCKET NO. SEFllALNO. 
Al'PT-001-1-1 10/684,776 

INFORMATION DISCLOSURE STATEMENT APPLICANT 

Dietz et al. 

(UH Sliver.II shsets if necessary) fllUNQDATE GROUP 
14 Oct 2003 2157 

U.S. PATENT DOCUMENTS 

RUNG DATE 

"EXM11NER cocu~e:NT DATE NAME CLASS SUB-CLASS IP APPROPRIATE 

INmAL NUMBER 
5414650 ~ 9, Hekhuis 1364 r11s.02 !Mar. 24, 

SA 1995 1993 
S4307O9 crul. 4, !Galloway 370 13 ~- 17, 

BB 
1995 tl.992 

5432776 ~UL 11, !Harper i:370 17 Sep. 30, 
l1C 1995 ll.993 

5493689 jFt,b. 20, Waclawsky et al. 395 821 Mar. 1, BO 
1996 1993 

5500855 IMar. 19, !Hershey et al. 370 17 cran. 26, BF 
11996 1994 

8/1' 
5S68471 bet. 22, !Hershey et al. 370 17 Sep. 6, 

11996 1995 
5574875 NOV. 12, Stansfield et al. 395 403 Mar. 12, 

BG 
1996 ll9!.l3 

5586266 IDt!!c. 17, leer!!!hey ee. aL 395 200.11 IOee. 15, BH 
1996 l.993 

15606668 !Feb. 25, ,Shwed 1395 ~00,ll '°8c. 15, 
Bl 1997 ll.993 

5608662 Mar. 4, II,arge ee al. 364 724.01 !Jan. 12, 
BJ 

1997 1995 

Ill< 
5634009 ll¢a.y 27, IIddon et al. 395 200.11 bet. 27, 

· 1997 11995 

FOREIGN PATENT DOCUMENTS 

PUBU-CATION TRANS-
DOCUMENT DATli COUNTRY CLASS sue-cuss LATION 

NUMeEA YES I NO 

BL. 

BM 

OTtlEA DISCLOSURES (Including Auther, lille, Date, Pertinent Pagas. Place of Publication, Etc.) 

8N 

BO 

EXAMINER DATE CONSIC>EAl!C> 

·EXAMINER: lnldar II dtadon a:in,lda!'lld, wtlall'ler Of nol Cilallon 18 In conformanae wllll MPEP 608. Draw rme lhr1111gh r:/llllian if not in 1,0nhmnam;o 

and ""' consldereo. Include a ,,,,,,,., af this: fonn wllh next 011111munleatlotl lO Appllcenl 
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a,.F0RM•14'49_:.,._ ____________________________ SHEET 3 OF 5. 

ATTY. DOCKET NO. SERIAL NO. 

APPT-001-1-1 10/684,776 

INFORMATION DISCLOSURE STATEMENT APPLICANT 
Dietz et al. 

(Use $$Vara/ sheets if necena,y) ALINQDATE GROUP 

14 Oct 2003 2157 

U.S. PATENT DOCUMENTS 

FIUNGDATE 

"EXAMINER OOOlJMENT DATE NAME CLASS SUB-CLASS IF N>PROPRIA Tli 

INITIAL NUMBER 
56S1002 ~L 22, ~an Seters et all. 3'70 392 Jul. 12, 

CA 1997 1995 
5684954 !Nov. 4, IKaiserswerth et al. 395 1200. 2 Mar. 20. 

CB 
19517 1993 

5732213 IMar. 24, !Gessel et al. [395 ~00.11 Mar. 22, 
GC 

1998 19516 
5740355 jApr. 14, Watanabe et al. 13.95 183,. 21 crun. 4, 

OD il998 l1996 
S761424 ~un. 2, !Adams et al. 39S 200.47 Dec. 29, CE 

1998 11995 

Cl'. 5764,638 ~\lll- 9, Ketchum 1370 1401 ISep. 14, 
1998 1995 

5781735 ~ul. 14, ISouthe.rd 395 1200.54 Sep. 4, 
00 0.998 1997 

5784298 ~ul. 21. IHe:rehey ec al. 364 557 l.Jul. 11, 
OH 

11998 1996 
IS787253 ~1. 28, !Mccreery et al. 395 1200.61 IMa.y 28, 

Cl 
ll.998 1996 

5805808 ISep. a, IHl!IIlsBili et al. 395 ~00 .2 IAp.:r. .9. CJ 1998 1997 
58125.39 Sep. 22, Pzernik et al. ~70 245 INov. 12, 

CK 1998 1996 

FOREIGN PATENT DOCUMENTS 

PUBLI-CATION 1"ANS-
DOCUMENT DATE COUNTRY Cl.ASS SlJB..CLASS LATION 

NUMBER YES I NO 

CL 

CM 

011-tER DISCLOSUAES (Including Author, Title, Date, Pertinent Page&, Place of Public&1lot1, Etc.) 

CN 

co 

EXAMINER OATI! CON$10E!JU!EI 

"EXAMINER: lnlllal " clla.Uan oonaidervd, wllell\(lr or IIOI CilallOR .. In COnfolfflllnCl8 ... MPEP 601'1. Draw llna lhrough cllilllDR If not In CDnfonnsnca 
and ""'considen!d. Include a copy rJ this fMn ~Ill nmlt ccmmunlcadon to Aos,llcanL 
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sLFORM •1449_;:__ _____________ , _______________ SHEET 4 OF 5. 

ATN'. DOCKET NO. ISl!RIALNO, 
APPT-001-1-1 10/684,776 

INFORMATION DISCLOSURE STATEMENT APPUCAMT 
Dietz et al. 

(Use several $heets if necessa,y) FlUNGOATl: GROUP 

14 Oct 2003 215'7 

U.S. PATENT DOCUMENTS 

FILING DATE 

"EX.\MINEA DOCUMENT DATE NAME CLASS Slll!l·ClASS II' APPROPl'IIATr!! 

INITIAi. NUMBER 
5819028 Oct. 6, Manghirmalani et al. 395 185.l IA.pr. 16, 

DA l.998 19.97 
5825774 Pct. 20, !Ready et al. 370 401 ~l. 12, 

"" ~998 1995 
5835726 Nov. 10, Shwed et al. 39S 200.59 !Jun. 17, 

DC 1998 1996 
5838.919 INov. 17, ~chwaller et al. 395 il00.54 Sep. 10, 

DO 
ll.998 1996 

15B41895 !Nov. 24, !Huffman 1382 il.55 loct. 2S, 
DE 1998 1996 

5850386 IDec. 15, !Anderson et al. 1370 1241 !Nov. 1, 
DF 

1998 19.915 
5, 7.03, 877 toec. 30, !Nuber et al. 370 1395 !Nov. 22, 

OG 1997 tl.9!:15 
S862335 Pan. 19, !Welch, Jr. ee al. 39S 200.54 !Apr. l, 

OH 
1999 ~993 

5878420 !Mar. 2, ~e la Salle 707 10 ~ct. 29, 
DI 

ll.999 1997 
5893155 IA.pr. 6, !Cheriton 711 1144 !Dec. 3, 

DJ 
11999 1996 

DK 
5903754 IMi,.y ll, 1Pe11re10n 395 680 INov. 14, 

tl.99.9 1997 

FOREIGN PATENT DOCUMENTS 

PUBU-CATlON TRANS-
DOCUMENT DATE COUNTRY CLASS SUB-CLASS LATION 

NUMBER YES I NO 

DL 

OM 

OTHER DISCLOSURES (lncludlng Author, lltle, Date, Perttrient P419ea, PIIIDl;I of Publlcallon, Elc.) 

DN 

00 

EXAMINER OAT& CONSl0tFIED 

'EXAMINER: initial iJ dlatitll'I c:onsldered, whe111erar not cllallDn 1& In confonnance wlll1 MPEP 809. 018w line through cillllion If 1111t In canlannanoa 
and ncit 1111n111dsred. lncn..:i. • coo11 af lhla IDnn with MIil oomffll.lnlcati1111 IO ~pplic...t 
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__ Oa,;5:.;(,04(i005 13:40 FA.I 15102912985 INVENTEK iaiou 
eJ.FOAM-,449 _ _:_ ____________________________ SHEET 5 OF--2.:,. 

AiN. DOCKET NO. SERIAL.NO. 
APPT-001-1-1 10/684,776 

INFORMATION DISCLOSURE STATEMENT APPLICANT 
Dietz et al. 

(Uiu, SflVeml sheets ff flSCBSSB,Y) FlLINGDATE GROUP 

14 Oct 2003 2157 

U.S. PATENT DOCUMENTS 

RUNG DATE 
"EXAMINER DOCUMENT DATE NAME CLASS SUS•CLASS IF APMOPRIA.Ta: 

INITlAL NUMBER 
5414704 !May 9, Spinney 370 60 IApr. 5, 

EA 1995 1994 
6014380 lJan 11, !Hendel et al. 1370 392 lJun. 30, 

EB 
~000' 1997 

551121S IA.pr. 23, n:'erasaka et al. ~95 800 loce. 26, 
EC 1996 1993 

5,249,292 Sep. 28, IChiappa 395 650 Mar.10,19 
ED 

11.993 92 
15,511,213 ~pr. 23, !Correa ~95 800 May 8, 

EE 1996 1992 

EF 

E'G 

EH 

El 

EJ 

EK 

FOREIGN PATENT DOCUMENTS 

PUllU.cATION TRANS· 
DOCUMENT DATE COUN'TRY CLASS SIJB.CLASS LATlON 

NUMBER YES I NO 

EL 

EM 

OTHER DISCLOSURES (lnclUdlng Author, Tl11e, Data, Pertinam Pages, Place of Publication, Eto.) 

EN 

EO 

l!XAMINER DATE CONSIDERED 

"EXAMINER: lnlllal If cltallon considand whalher Ill' not cilalicn 18 In conlormanee wllll MPs> GOQ. 0- lina thraugh cilation if not in aanlonnanaa 
anCI n,., eot1Sklllred. Jncluds a """"at lhls lann wllh "• com111unlc8Uon to As,plleent. 
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oe11112oos 10:47 FAX ~sio2912~s5 INVENTEK 

PART B - FEE(S) TR:AJ~SMJTT Al.. 

Complete and send this form, togethe.r with applicable fee{!!i), to: Mail Mail StoP. lSSUE FEE 
Commissioner for Patents 
P.O. Box 1450 
Alexandria. Virginia 22313-1450 

or~ (703) 746-4000 

141004 

INSTRUCTIONS; This form sbo~ld be used for lt;ln.smil~ the ISSU! FEE BJUl _PUBµCATlO1'1 FEE (if ™tuircdl. B!o~s I through S should be completed w~etc 
11.P!J.n)pri~lc All fwthcr corr.,,.pondc:ncc including tl1c Parc:nt, advance order,< and not1ficat1cm of mamrenance l'ec,i will be ftl~lerJ lo I.he cum:ru e0m!'SJ)On<lencc addr= llll 
Indicated unless corrected below or dirccu:d othcrwl<io In Blocl( I, by {a) ~~i.ifying n DOW correepondcncc addresS; mid/or (b) indicating a separate "FEE ADDRESS" for 
maintenance fee 1101H'ir;:atlons. 

CUIUlllNT co1uU,llPQNDENCEAODRE!lS {N'"' u .. sroc• 1 il>'4tty <'•nL• .. ra _.,,...._ Not,,: A cettificatc of msiliHJ\ c.,n only be used fot domestic mailings of the 
Fcc(a) Tran~mi~. Thi$ eo:rtificatc ca1mot be used for any other accomp11nying 
pape~. F',ach add_iticmal Pllf"":-\tu_eh a$ an esliignmcnt or fonnal drawing. must 
have its own ccnificatc of 1na1uni; or tmnsmLs!llon. 219.21 759D 05/lll/.2005 

DOV ROSENFELD 
5507 COLLEGE A VE 
SUITE2 

Certificate orM11iUug or Tn111iD1lssion 

' 
110 by ccrti. lh:u th.is·F s TratL'lrnittal i.s bc)ing ~ositcd with 1he Unircd MAY P, • 1 ice ' 1cient po&tagc for first c!a~s mail in an cnvelo()C 

[S SlJE FEJ, add=-,, above, or bcin.s faesim1lc 
~ · 746-4000, on the dale indi.C!lted befow, OAKLAND. CA 94618 

05/17/2005 NGEBREN2 00000038 10684776 
~I 1JiA~ 

l0/684,776 l 0/14/2003 Russell S. Dici,i 

Tlll.6 OF INVENTION! METHOO AND APPARATUS FOR. MONITORING T'RAfl~(C IN A NETWOR.K 

3352 

APP.l.N. TYPE SMALL Elm TY ISSUEF6£ PUBL!CA'r.lON FEE TOTAL l'El;;(S) DUE DATEDIJE 
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Svlf P. Notice of Allowability 

Application No. 

10/664,776 
Examiner 

Moustafa M. Meky 

Applicant(s) 

DIETZ ET AL 
Art Unit 

2157 

•· The MAILING DA TE of this communication appears on the cover sheet with the correspondence address-
All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not inc_luded 
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS 
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative 
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308. 

1. (81 This communication is responsive to the IDS filed 514/2005. 

2. (81 The allowed claim(s) is/are 11-50. 

3. (81 The drawings filed on 14 October 2003 are accepted by the Examiner. 

4. D Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f). 

a)D All b)O Some• c)D None ofthe: 

1. D Certified copies of the priority documents have been received. 

2. D Certified copies of the priority documents have been received in Application No. __ . 

3. D Copies of the certified copies of the priority documents have been received in this national stage application from the 

International Bureau (PCT Rule 17.2(a)). 

* Certified copies not received: __ . 

Applicant has THREE MONTHS FROM THE "MAILING DATE" of this communication to file a reply complying with the requirements 
noted below. Failure to timely comply will result in ABANDONMENT of this application. 
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE. 

5. 0 A SUBSTITUTE OATH OR DECLARATION must be submitted. Note the attached EXAMINER'S AMENDMENT or NOTICE OF 
INFORMAL PATENT APPLICATION (PTO-152) which gives reason(s) why the oath or declaration is deficient. 

6. D CORRECT!=□ DRAWINGS ( as "replacement sheets") must be submitted. 

{a) D including changes required by the Notice of Draftsperson's Patent Drawing Review ( PTO-948) attached 

1) D hereto or 2) D to Paper No./Mail Date __ . -

(b) D including changes required by the attached Examiner's Amendment/ Comment or in the Office action of 
Paper No./Mail Date __ _ 

Identifying lndlcla such as the appllcatlon number (see 37 CFR 1.84(c)) should be written on the drawings In the front (not the back) of 
each sheet. Replacement sheet(s) should be labeled as such in the header according to 37 CFR 1.121(d). 

7. 0 DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the 
attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL. 

Attachment(s) 
1. D Notice of References Cited (PTO-892) 

2. D Notice of Draftperson's Patent Drawing Review (PTO-948) 

3. ~ Information Disclosure Statements {PTO-1449 or PTO/SB/08), 
Paper No./Mail Date 5/4/2005 

4. D Examiner's Comment Regarding Requirement for Deposit 

of Biological Material 

5. D Notice of Informal Patent Application (PTO-152) 

6. D Interview Summary (PTO-413), 
Paper No./Mail Date __ . 

7. D Examiner's AmendmenVComment 

8. D Examiner's Statement of. Reasons for All~de~ 
9. 0 Other_. ~r l>t't 

MOUSTAFA M. MEKY 
PR!~J\RV EXAMINER 

U.S. Patent and Trademal1< Office 

PTOL-37 (Rev. 1-04) Notice of Allowablllty Part of Paper No./Mail Date 41:P 
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UNITED STATES PATENT AND TRADEMARK OFFICE 

APPUCA TION NO. 

10/684,776 · 

21921 7S90 

FILINODATE 

10/14/2003 

081261200S 

DOV ROSENFELD 
5507 COLLEGE A VE 
SUITE2 
OAKLAND, CA 94618 

FIRST NAMED INVENTOR 

Russell S. Dietz 

A TI'ORNEY DOCK.ET NO. CONFIRMATION NO. 

APPT-001·1·1 3352 

EXAMINER 

MEKY, MOUSTAFA M 

ARTIJNIT PAPER NUMBER 

2157 

DATE MAILED: 08/26/2005 

Please find below and/or attached an Office communication concerning_this application or proceeding. 

PTO-90C (Rev. 10/03) 
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I 

2v1J Sf. Notice of Allowability 

Application No. 

10/684,776 
Examiner 

Moustafa M. Meky 

Appllcant(s) 

DIETZ ET AL 
Art Unit 

2157 

•• The MAILING DA TE of this communication appears on the cover sheet with the correspondence address-
All daims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included 
herewith (or previously mailed), a Notice of. Allowance (PTOL-85)or other appropriate communication will be mailed in due course. THIS. 
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative 
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308. 

1. 1:81 This communication is responsive to the IDS filed 5/412005. 

2. 1:81 The allowed claim(s) is/are 11-59. 

3. D The drawings filed on __ are accepted by the Examiner. 

4. D Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f). 

a) D All b) D Some* c) D None of the: 

1. D Certified copies of the priority documents have been received. 

2. D Certified copies of the priority documents have been received in Application No. __ . 

3. D Copies of the certified copies of the priority documents have been received in this national stage application from the 

International Bureau (PCT Rule 17.2(a)). 

• Certified copies not received: __ . 

Applicant has THREE MONTHS FROM THE "MAILING DATE" of this communication to file a reply complying with the requirements 
noted below. Failure to timely comply will result in ABANDONMENT of this application. 
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE. 

5. 0 A SUBSTITUTE OATH OR DECLARATION must be submitted. Note the attached EXAMINER'S AMENDMENT or NOTICE OF 
INFORMAL PATENT APPLICATION (PTO-152) which gives reason(s) why the oath or declaration is deficient. 

6. D CORRECTED DRAWINGS ( as "replacement sheets") must be submitted. 

(a) D including changes required by the Notice of Draftsperson's Patent Drawing Review ( PTO-948) attached 

1) D hereto or 2) D to Paper No./Mail Date __ . 

(b) D including changes required by the attached Examiner's Amendment/ Comment or in the Office action of 
Paper No./Mail Date __ . 

Identifying lndlcla such as the appllcatlon number (see 37 CFR 1.84(c)) should be written on the drawings In tha front (not the back) of 
each sheet. Replacement sheet(s) should be labeled as such In the header according to 37 CFR 1.121 (d). 

7. □ DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the 
attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAi.. 

Attachment(s) 
1. D Notice of References Cited {PTO-892) 

2. D Notice of Draftperson's Patent Drawing Review (PTO-948) 

3. D Information Disdosure Statements (PTO-1449 or PTO/SB/08), 
Paper No./Mail Date __ 

4. D Examiner's Comment Regarding Requirement for Deposit 

of Biological Material 

5. D Notice of Informal Patent Application {PT0-152) 

6. D Interview Summary (PT0-413), 
Paper No./Mail Date __ . 

7. D Examiner's AmendmenUComment 

8. D Examiner's Statement of Reasons for Allowance 

9.00ther_. ~1/-!I~ 
MOUSTAFA M. M!K¥ 
PRIMARY EXAMINER 

U.S. Patent and Trademal1< Office 
PTOL-37 (Rev. 1-04) Nodce of Allowablllfy Part of Paper No./Mail Date 7 
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f./Docket Na: APPT-001-1-1 Patent 
/SI 

oc1 i 4 1~~r:i ~ IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

Dietz, et al. 

Assignee: Hi/fn, Inc. 

Patent No: 6,954,789 

Issue Date: October, 11, 2005 

Application No.: 10/684,776 

Filed: October 14, 2003 

Title: METHOD AND APPARATUS FOR 
MONITORING TRAFFIC IN A NETWORK 

REQUEST FOR CERTIFICATE OF CORRECTIONS 

Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Dear Commissioner: 

The above patent contains significant error(s) as indicated on the attached Certificate of Correction form 
(submitted in duplicate) . 

. _L Such error(s) arose through the fault of the Patent and Trademark Office. It is requested that the 
certificate be issued at no cost to the applicant. 

However, if it is determined that the error(s) arose through the fault of applicant(s), please note 
that such error is of clerical error or minor nature and occurred in good faith and therefore issuance of 
the certificate of Correction is respectfully requested. The Commissioner is authorized to charge 
Deposit Account No. 50-0292 any required fee. A duplicate of this request is attached. 

__ Such error(s) arose through the fault of applicant(s). A credit card charge form for the fee is 
enclosed. Each such error is of clerical error or minor nature and occurred in good faith and therefore 
issuance of the certificate of Correction is respectfully requested. 

Certificate or Mailing under 37 CFR 1.8 
I hereby certify that this response is being deposited with the United States Postal Service as first class mail in an 
envelope addressed to the Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1 50 on. 

Date: Q Gt .11 11 c):) L Signed: -~~4----===---1---~---
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· Our Ref./Docket Na: APPT-001-1-1 Page2 

Such error(s) specifically: 

In column 9, line 60, kindly change "layer model" to --layered model--. 

In column 33, line 60, kindly insert between "and a" and "denoted as" the phrase 
-- next-state that the state processor should proceed to for more complex recognition jobs,--. 

In column 35, line 51 (the 1st line of claim 7), kindly change "clalm" to --claim--. 

In column 37, line 14 (the 1st line of claim 23), kindly change "ciaim" to --claim--. 

The undersigned requests being contacted at (510) 547-3378 if there are any questions or clarifications, 
or if there are any problems with issuance of the Certificate of Correction. 

Date 

Address for correspondence: 
Dov Rosenfeld 
5507 College A venue, Suite 2, 
Oakland, CA 94618 
Tel. (510) 547-3378; Fax: (510) 291-2985 

Respectfully Submitted, 

Dov~38687 
Agent of Record. 

OCT 21 zoas· 
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PTO/SB/44 (10-96) 
Approved for use through 6/30/99. 0MB 0651-0033 

Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE 
Under lhe PapeMOlk Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid 0MB control 

mmber. 
(Also Form PTO-10501 

UNITED STATES PATENT AND TRADEMARK OFFICE 
CERTIFICATE OF CORRECTION 

PATENT NO: 6,954,789 

DA TED : October 11, 2005 

INVENTOR(S) : Dietz, et al. 

It is certified that an error appears in the above-identified patent and that said Letters Patent 
are hereby corrected as shown below: 

In column 9, line 60, kindly change "layer model" to --layered model--. 

In column 33, line 60, kindly insert between "and a" and "denoted as" the phrase 
-- next-state that the state processor should proceed to for more complex recognition jobs,--. 

In column 35, line 51 (the 1st line of claim 7), kindly change "clalm" to --claim--. 

In column 37, line 14 (the 1st line of claim 23), kindly change "ciaim" to --claim--. 

MAILING ADDRESS OF SENDER (Atty/Agent of Record): 
Dov Rosenfeld, Reg. No. 38687 
5507 College Avenue, Suite 2 

Oakland, CA 94618 

PATENT NO: 6,954.789 
No. of additional copies 
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UNITED STATES PATENT AND TRADEMARK OFFICE 

CERTIFICATE OF CORRECTION 

PATENT NO. : 6,954,789 B2 Page 1 of 1 
DA TED : October 11, 2005 
INVENTOR($) : Dietz et al. 

It is certified that error appears in the above-identified patent and that said Letters Patent is 
hereby corrected as shown below: 

Column 9, 
Line 60, change "layer model" to -- layered model ... 

Column 33, 
Line 60, insert between "and a" and "denoted as" the phrase -- next-state that the state 
processor should proceed to for more complex recognition jobs, --. 

Column 35, 
Lline 51, change "claim" to -- claim--. 

Column 37, 
Line 14, change "ciaim" to -- claim--. 

Signed and Sealed this 

Seventh Day of March, 2006 

JONW.DUDAS 
DirecUJr of the United States Patent and Trademark Office 
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Case 2:13-cv-00206-JRG-RSP Document 5 Filed 03/13/13 Page 1 of 2 PagelD #: 363 

AO 120 (Rev 08/10\ 

REPORT ON THE 
TO: 

Mail Stop 8 
Director of the U.S. Patent and Trademark Office 

P.O. Box 1450 
FILING OR DETERMINATION OF AN 
ACTION REGARDING A PATENT OR 

TRADEMARK Alexandria, VA 22313-1450 

In Compliance with 35 U.S.C. § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been 

filed in the U.S. District Court Eastern District of Texas, Marshall Division on the following 
-·--~---- - ---------

□ Trademarks or GZ Patents. ( D the patent action involves 35 U.S.C. § 292.): 

DOCKET NO. DATE FILED U.S. DISTRICT COURT 
2:13-cv-206 3/12/2013 Eastern District of Texas, Marshall Division 

PLAINTIFF DEFENDANT 

Packet Intelligence, LLC Huawei Device USA Inc., et al. 

PATENTOR DATE OF PATENT 
HOLDER OF PAWNT OR TR A.DEMARK 'T"T'I A T""T"'• • • ~1'-' ,. .. .,.... \ ... h\. i tV\LltlVJA.i<.J\. 1 h:J1.UL1\'ir\ru"\. 1\IV. 

I 6,651,099 11/18/2003 See Attachment A 

2 6,954,789 10/11/2005 See Attachment A 

3 6,665,725 12/16/2003 See Attachment A 

4 6,839,751 1/4/2005 See Attachment A 

5 6,771,646 8/3/2004 See Attachment A 

In the above-entitled case, the following patent(s)/ trademark(s) have been included: 

DATE INCLUDED INCLUDED BY 
D Amendment D Answer D Cross Bill D Other Pleading 

PATENTOR DATE OF PATENT 
HOLDER OF PATENT OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

I 6,789,116 9/7/2004 See Attachment A 

2 7,229,282 11/20/2007 See Attachment A 

3 

4 
---------

5 

In the above-entitled case, the following decision has been rendered or judgement issued: 

DECISION/JUDGEMENT 

I (BY) DEPUTY CLERK 

Copy 1-Upon initiation of action, mail this copy to Director Cop~· 3-Upon termination of action, mail this copy to Director 
Copy 2-Upon filing document adding patent(s), mail this copy to Director Copy 4-Case file copy 
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Electronic Acknowledgement Receipt 

EFSID: 15493777 

Application Number: 10684776 

International Application Number: 

Confirmation Number: 3352 

Title of Invention: METHOD AND APPARATUS FOR MONITORING TRAFFIC IN A NETWORK 

First Named Inventor/Applicant Name: Russell S. Dietz 

Customer Number: 21921 

Filer: Lawrence Aaronson/Karen Montgomery 

Filer Authorized By: Lawrence Aaronson 

Attorney Docket Number: APPT-001-1-1 

Receipt Date: 11-APR-2013 

Filing Date: 14-OCT-2003 

Time Stamp: 15:05:26 

Application Type: Utility under 35 USC 111 (a) 

Payment information: 

Submitted with Payment I no 

File Listing: 

Document 
Document Description File Name 

File Size(Bytes)/ Multi Pages 
Number Message Digest Part /.zip (if appl.) 

1 Power of Attorney 
10354_001 GEN_POA_Packet_l 

ntelligence_.pdf 

2335876 

no 5 
1 f3a0173fa51 a833481 db928627bb 153c4a 

228a8 

Warnings: 

Information: 
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Total Files Size (in bytes) 2335876 

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents, 
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a 
Post Card, as described in MPEP 503. 

New Applications Under 35 U.S.C. 111 
If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR 
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this 
Acknowledgement Receipt will establish the filing date of the application. 

National Stage of an International Application under 35 U.S.C. 371 
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35 
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a 
national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course. 

New International Application Filed with the USPTO as a Receiving Office 
If a new international application is being filed and the international application includes the necessary components for 
an international filing date (see PCT Article 11 and MPEP 181 O), a Notification of the International Application Number 
and of the International Filing Date (Form PCT/RO/1 OS) will be issued in due course, subject to prescriptions concerning 
national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of 
the application. 
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UNITED STATES PATENT AND TRADEMARK OFFICE 

APPLICATION NUMBER FILING OR 3 71 (C) DATE 

10/684,776 

96039 
Meunier Carlin & Curfman LLC 
817 W. Peachtree Street, Suite 500 
Atlanta, GA 30308 

10/14/2003 

Ul\TfED STATES DEPA RTME'IT OF COMMERCE 
United States Patent and Trademark Office 
Adiliess. COMMISSIO'JER FOR PATENTS 

PO Box 1450 
Alexandria, Virgmia 22313-1450 
\VVi\V.USpto.gov 

FIRST NAMED APPLICANT ATTY. DOCKET NO./TITLE 

Russell S. Dietz 
CONFIRMATION NO. 3352 

POA ACCEPTANCE LETTER 

11111111111111111 lllll ll]~!l]!~l!~l!~H!l,l!l~Hll lllll 111111111111111111 

Date Mailed: 04/15/2013 

NOTICE OF ACCEPTANCE OF POWER OF ATTORNEY 

This is in response to the Power of Attorney filed 04/11/2013. 

The Power of Attorney in this application is accepted. Correspondence in this application will be mailed to the 
above address as provided by 37 CFR 1.33. 

/rmturner myles/ 

Office of Data Management, Application Assistance Unit (571) 272-4000, or (571) 272-4200, or 1-888-786-0101 

page 1 of 1 
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UNITED STATES PATENT AND TRADEMARK OFFICE 

APPLICATION NUMBER 

10/684,776 

21921 
DOV ROSENFELD 
5507 COLLEGE AVE 
SUITE 2 
OAKLAND, CA 94618 

FILING OR 3 71 (C) DATE 

10/14/2003 

Ul\TfED STATES DEPA RTME'IT OF COMMERCE 
United States Patent and Trademark Office 
Adiliess. COMMISSIO'JER FOR PATENTS 

PO Box 1450 
Alexandria, Virgmia 22313-1450 
\VVi\V.USpto.gov 

FIRST NAMED APPLICANT ATTY. DOCKET NO./TITLE 

Russell S. Dietz APPT-001-1-1 
CONFIRMATION NO. 3352 

POWER OF ATTORNEY NOTICE 

11111111111111111 lllll ll]~!l]!~l!~l!~H!l,l!l~!,ll 11111111111111111111111 

Date Mailed: 04/15/2013 

NOTICE REGARDING CHANGE OF POWER OF ATTORNEY 

This is in response to the Power of Attorney filed 04/11/2013. 

• The Power of Attorney to you in this application has been revoked by the assignee who has intervened as 
provided by 37 CFR 3.71. Future correspondence will be mailed to the new address of record(37 CFR 1.33). 

/rmturner myles/ 

Office of Data Management, Application Assistance Unit (571) 272-4000, or (571) 272-4200, or 1-888-786-0101 

page 1 of 1 
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PTO/SB/47 (03-09) 
Approved for use through 03/31/2012. 0MB 0651-0016 

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE 
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid 0MB control number. 

"FEE ADDRESS" INDICATION FORM 

Address to: Fax to: 
Mail Stop M Correspondence 571-273-6500 
Commissioner for Patents -OR-
P.O. Box 1450 
Alexandria, VA 22313-1450 

INSTRUCTIONS: The issue fee must have been paid for application(s) listed on this form. In addition, 
only an address represented by a Customer Number can be established as the fee address for maintenance 
fee purposes (hereafter, fee address). A fee address should be established when correspondence related to 
maintenance fees should be mailed to a different address than the correspondence address for the application. 
When to check the first box below: If you have a Customer Number to represent the fee address. When 
to check the second box below: If you have no Customer Number representing the desired fee address, 
in which case a completed Request for Customer Number (PTO/SB/125) must be attached to this form. For 
more information on Customer Numbers, see the Manual of Patent Examining Procedure (MPEP) § 403. 

For the following listed application(s), please recognize as the "Fee Address" under the provisions of 37 CFR 
1.363 the address associated with: 

0 Customer Number: 196039 I 
OR 

□ The attached Request for Customer Number (PTO/SB/125) form. 

PATENT NUMBER APPLICATION NUMBER 
(if known) 

6,954,789 10/684,776 

Completed by (check one): 

D Applicant/Inventor /Lawrence A. Aaronson/ 

Signature 

0 Attorney or Agent of record 38,369 Lawrence A. Aaronson 

(Reg. No.) Typed or printed name 

D Assignee of record of the entire interest. See 37 CFR 3.71. 404.645.7700 
Statement under 37 CFR 3.73(b) is enclosed. Requester's telephone number 
(Form PTO/SB/96) 

D Assignee recorded at Reel Frame July 17, 2013 

Date 

NOTE: Signatures of all the inventors or assignees of record of the entire interest or their representative(s) are required. Submit multiple forms if more that one 
signature is required, see below*. 

0 * Total of 1 forms are submitted. 

This collection of information Is required by 37 CFR 1.363. The information Is required to obtain or retain a benefit by the public which Is to file (and by the USPTO 
to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1. 11 and 1.14. This collection is estima led to take 5 minutes to complete, 
including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any comments on 
the amount of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and 
Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313- 1450. DO NOT SEND COMPLETED FORMS TO THIS A DDRESS. 
SEND TO: Mail Stop M Correspondence, Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450. 

If you need assistance in completing the form, ca/11-800-PTO-9199 and select option 2. 

] 
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Privacy Act Statement 

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection 
with your submission of the attached form related to a patent application or patent. Accordingly, 
pursuant to the requirements of the Act, please be advised that: (1) the general authority for the 
collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; 
and (3) the principal purpose for which the information is used by the U.S. Patent and Trademark 
Office is to process and/or examine your submission related to a patent application or patent. If you do 
not furnish the requested information, the U.S. Patent and Trademark Office may not be able to 
process and/or examine your submission, which may result in termination of proceedings or 
abandonment of the application or expiration of the patent. 

The information provided by you in this form will be subject to the following routine uses: 

1. The information on this form will be treated confidentially to the extent allowed under the 
Freedom of Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from 
this system of records may be disclosed to the Department of Justice to determine whether 
disclosure of these records is required by the Freedom of Information Act. 

2. A record from this system of records may be disclosed, as a routine use, in the course of 
presenting evidence to a court, magistrate, or administrative tribunal, including disclosures to 
opposing counsel in the course of settlement negotiations. 

3. A record in this system of records may be disclosed, as a routine use, to a Member of 
Congress submitting a request involving an individual, to whom the record pertains, when the 
individual has requested assistance from the Member with respect to the subject matter of the 
record. 

4. A record in this system of records may be disclosed, as a routine use, to a contractor of the 
Agency having need for the information in order to perform a contract. Recipients of 
information shall be required to comply with the requirements of the Privacy Act of 1974, as 
amended, pursuant to 5 U.S.C. 552a(m). 

5. A record related to an International Application filed under the Patent Cooperation Treaty in 
this system of records may be disclosed, as a routine use, to the International Bureau of the 
World Intellectual Property Organization, pursuant to the Patent Cooperation Treaty. 

6. A record in this system of records may be disclosed, as a routine use, to another federal 
agency for purposes of National Security review (35 U.S.C. 181) and for review pursuant to 
the Atomic Energy Act (42 U.S.C. 218(c)). 

7. A record from this system of records may be disclosed, as a routine use, to the Administrator, 
General Services, or his/her designee, during an inspection of records conducted by GSA as 
part of that agency's responsibility to recommend improvements in records management 
practices and programs, under authority of 44 U.S.C. 2904 and 2906. Such disclosure shall 
be made in accordance with the GSA regulations governing inspection of records for this 
purpose, and any other relevant (i.e., GSA or Commerce) directive. Such disclosure shall not 
be used to make determinations about individuals. 

8. A record from this system of records may be disclosed, as a routine use, to the public after 
either publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent 
pursuant to 35 U .S.C. 151. Further, a record may be disclosed, subject to the limitations of 37 
CFR 1.14, as a routine use, to the public if the record was filed in an application which 
became abandoned or in which the proceedings were terminated and which application is 
referenced by either a published application, an application open to public inspection or an 
issued patent. 

9. A record from this system of records may be disclosed, as a routine use, to a Federal, State, 
or local law enforcement agency, if the USPTO becomes aware of a violation or potential 
violation of law or regulation. 
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Electronic Acknowledgement Receipt 

EFSID: 

Application Number: 

International Application Number: 

Confirmation Number: 

Title of Invention: 

First Named Inventor/Applicant Name: 

Customer Number: 

Filer: 

Filer Authorized By: 

Attorney Docket Number: 

Receipt Date: 

Filing Date: 

Time Stamp: 

Application Type: 

Payment information: 

Submitted with Payment 

File Listing: 

Document 
Number 

Warnings: 

Information: 

Document Description 

Change of Address 

16340031 

10684776 

3352 

METHOD AND APPARATUS FOR MONITORING TRAFFIC IN A NETWORK 

Russell S. Dietz 

96039 

Lawrence Aaronson/Sharon Etelman 

Lawrence Aaronson 

17-JUL-2013 

14-OCT-2003 

13:45:59 

Utility under 35 USC 111 (a) 

I no 

File Name 

10354_002US2_2013_07_17_F 

File Size(Bytes)/ 
Message Digest 

312888 

ee_Address_lndication_Form. 1-----------1 

pdf 9d678ea5f686ce6b0b05df279cb888c53e2 
2eaa 

Multi Pages 
Part /.zip (if appl.) 

no 2 
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Total Files Size (in bytes) 312888 

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents, 
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a 
Post Card, as described in MPEP 503. 

New Applications Under 35 U.S.C. 111 
If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR 
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this 
Acknowledgement Receipt will establish the filing date of the application. 

National Stage of an International Application under 35 U.S.C. 371 
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35 
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a 
national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course. 

New International Application Filed with the USPTO as a Receiving Office 
If a new international application is being filed and the international application includes the necessary components for 
an international filing date (see PCT Article 11 and MPEP 181 O), a Notification of the International Application Number 
and of the International Filing Date (Form PCT/RO/1 OS) will be issued in due course, subject to prescriptions concerning 
national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of 
the application. 
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PTO/SB/44 (09-07) 
Approved for use through 08/31/2013. 0MB 0651-0033 

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE 
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid 0MB control number. 

(Also Form PTO-1050) 

PATENT NO. 

UNITED STATES PATENT AND TRADEMARK OFFICE 
CERTIFICATE OF CORRECTION 

6,954,789 

APPLICATION NO.: 10/684,776 

ISSUE DATE October 11 , 2005 

Page _1_ of _2_ 

INVENTOR(S) Russell S. Dietz, Joseph R. Maixner, Andrew A. Koppenhaver, William H. Bares, Haig A. 
Sarkissian, James F. Torgerson 

It is certified that an error appears or errors appear in the above-identified patent and that said Letters Patent 
is hereby corrected as shown below: 

IN THE CLAIMS: 

Column 35, line 47, claim 6, change "packers" to --packets--. 

Column 36, line 18, claim 15, change "entiy" to --entry--. 

Column 37, line 32, claim 26, change "method" to --monitor--. 

Column 37, line 40, claim 27, change "method" to --monitor--. 

Column 37, lines 55 and 56, claim 29, change "for the initial state of the new flow in the case that the packet 
is from an existing flow" to --for the initial state of the new flow in the case that the packet is not from an existing 
flow--. 

MAILING ADDRESS OF SENDER (Please do not use customer number below): 

Meunier Carlin & Curfman, LLC 
817 W. Peachtree St., NW, Suite 500 
Atlanta, GA 30308 

This collection of information is required by 37 CFR 1.322, 1.323, and 1.324. The information is required to obtain or retain a benefit by the public which is to file 
(and by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 1.0 hour to 
complete, including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any 
comments on the amount of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, 
U.S. Patent and Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED 
FORMS TO THIS ADDRESS. SEND TO: Attention Certificate of Corrections Branch, Commissioner for Patents, P.O. Box 1450, Alexandria, 
VA 22313-1450. 

If you need assistance in completing the form, ca/11-800-PTO-9199 and select option 2. 
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Privacy Act Statement 

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection 
with your submission of the attached form related to a patent application or patent. Accordingly, 
pursuant to the requirements of the Act, please be advised that: (1) the general authority for the 
collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; 
and (3) the principal purpose for which the information is used by the U.S. Patent and Trademark 
Office is to process and/or examine your submission related to a patent application or patent. If you do 
not furnish the requested information, the U.S. Patent and Trademark Office may not be able to 
process and/or examine your submission, which may result in termination of proceedings or 
abandonment of the application or expiration of the patent. 

The information provided by you in this form will be subject to the following routine uses: 

1. The information on this form will be treated confidentially to the extent allowed under the 
Freedom of Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from 
this system of records may be disclosed to the Department of Justice to determine whether 
disclosure of these records is required by the Freedom of Information Act. 

2. A record from this system of records may be disclosed, as a routine use, in the course of 
presenting evidence to a court, magistrate, or administrative tribunal, including disclosures to 
opposing counsel in the course of settlement negotiations. 

3. A record in this system of records may be disclosed, as a routine use, to a Member of 
Congress submitting a request involving an individual, to whom the record pertains, when the 
individual has requested assistance from the Member with respect to the subject matter of the 
record. 

4. A record in this system of records may be disclosed, as a routine use, to a contractor of the 
Agency having need for the information in order to perform a contract. Recipients of 
information shall be required to comply with the requirements of the Privacy Act of 1974, as 
amended, pursuant to 5 U.S.C. 552a(m). 

5. A record related to an International Application filed under the Patent Cooperation Treaty in 
this system of records may be disclosed, as a routine use, to the International Bureau of the 
World Intellectual Property Organization, pursuant to the Patent Cooperation Treaty. 

6. A record in this system of records may be disclosed, as a routine use, to another federal 
agency for purposes of National Security review (35 U.S.C. 181) and for review pursuant to 
the Atomic Energy Act (42 U.S.C. 218(c)). 

7. A record from this system of records may be disclosed, as a routine use, to the Administrator, 
General Services, or his/her designee, during an inspection of records conducted by GSA as 
part of that agency's responsibility to recommend improvements in records management 
practices and programs, under authority of 44 U.S.C. 2904 and 2906. Such disclosure shall 
be made in accordance with the GSA regulations governing inspection of records for this 
purpose, and any other relevant (i.e., GSA or Commerce) directive. Such disclosure shall not 
be used to make determinations about individuals. 

8. A record from this system of records may be disclosed, as a routine use, to the public after 
either publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent 
pursuant to 35 U .S.C. 151. Further, a record may be disclosed, subject to the limitations of 37 
CFR 1.14, as a routine use, to the public if the record was filed in an application which 
became abandoned or in which the proceedings were terminated and which application is 
referenced by either a published application, an application open to public inspection or an 
issued patent. 

9. A record from this system of records may be disclosed, as a routine use, to a Federal, State, 
or local law enforcement agency, if the US PTO becomes aware of a violation or potential 
violation of law or regulation. 
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Electronic Patent Application Fee Transmittal 

Application Number: 10684776 

Filing Date: 14-0ct-2003 

Title of Invention: METHOD AND APPARATUS FOR MONITORING TRAFFIC IN A NETWORK 

First Named Inventor/Applicant Name: Russell S. Dietz 

Filer: Lawrence Aaronson/Karen Carroll 

Attorney Docket Number: 

Filed as Large Entity 

Utility under 35 USC 111 (a) Filing Fees 

Description Fee Code Quantity Amount 
Sub-Total in 

USO($) 

Basic Filing: 

Pages: 

Claims: 

Miscellaneous-Filing: 

Petition: 

Patent-Appeals-and-Interference: 

Post-Allowance-and-Post-Issuance: 

Certificate of Correction 1811 1 100 100 

Extension-of-Time: 
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Description Fee Code Quantity Amount 
Sub-Total in 

USO($) 

Miscellaneous: 

Total in USD ($) 100 
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Electronic Acknowledgement Receipt 

EFSID: 16761787 

Application Number: 10684776 

International Application Number: 

Confirmation Number: 3352 

Title of Invention: METHOD AND APPARATUS FOR MONITORING TRAFFIC IN A NETWORK 

First Named Inventor/Applicant Name: Russell S. Dietz 

Customer Number: 96039 

Filer: Lawrence Aaronson/Karen Carroll 

Filer Authorized By: Lawrence Aaronson 

Attorney Docket Number: 

Receipt Date: 04-SEP-2013 

Filing Date: 14-OCT-2003 

Time Stamp: 15:46:01 

Application Type: Utility under 35 USC 111 (a) 

Payment information: 

Submitted with Payment yes 

Payment Type Electronic Funds Transfer 

Payment was successfully received in RAM $100 

RAM confirmation Number 2768 

Deposit Account 

Authorized User 

File Listing: 

Document I Document Description 
I 

File Name 
I 

File Size(Bytes)/ I Multi I Pages 
Number Message Digest Part /.zip (if appl.) 
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77792 

1 Transmittal Letter 
6954789_Request_for_Certifica 

no 1 
te_of_Correction_ Tns.pdf 

9d7a35b7721197ea6c255e81 ca221171 df7 
e216e 

Warnings: 

Information: 

2 Request for Certificate of Correction 
6954789_PTO_SB_ 44_Certificat 

e_of_Correction.pdf 

165213 

no 2 
1776d68f1 b82a3f239f86f564c76ea3e615a 

b00a 

Warnings: 

Information: 

29891 

3 Fee Worksheet (5B06) fee-info.pdf no 2 
1 59a2 98d 6 79d 2d 5 cafS 7 dS d ee0ca40d a006 

c85fd 

Warnings: 

Information: 

Total Files Size (in bytes) 272896 

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents, 
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a 
Post Card, as described in MPEP 503. 

New A~~lications Under 35 U.S.C. 111 
If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR 
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this 
Acknowledgement Receipt will establish the filing date of the application. 

National Stage of an International A~~lication under 35 U.S.C. 371 
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35 
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a 
national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course. 

New International A~~lication Filed with the USPTO as a Receiving Office 
If a new international application is being filed and the international application includes the necessary components for 
an international filing date (see PCT Article 11 and MPEP 181 O), a Notification of the International Application Number 
and of the International Filing Date (Form PCT/RO/1 OS) will be issued in due course, subject to prescriptions concerning 
national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of 
the application. 
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DOCKET NO.: 10354-00lGEN PATENT 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

In Re Application of: 

Russell S. Dietz, Joseph R. Maixner, 

Andrew A. Koppenhaver, William H. Bares, 

Haig A. Sarkissian, James F. Torgerson 

Application No.: 10/684,776 

Patent No.: 6,954,789 

Filing Date: October 14, 2003 

Confirmation No.: 3352 

Group Art Unit: 2157 

Issue Date: October 11, 2005 

Examiner: Moustafa M. Meky 

For: METHOD AND APPARATUS FOR MONITORING TRAFFIC IN A 

NETWORK 

Commissioner for Patents 
Office of Patent Publications 
ATTN: Certificate of Correction Branch 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Dear Sir: 

REQUEST FOR CERTIFICATE OF CORRECTION 
PURSUANT TO 37 CFR § 1.322 & 37 CFR § 1.323 

It is respectfully requested that a Certificate of Correction be issued for the above-identified 
patent. The patent has five (5) errors that are the fault of the applicant. Applicant's errors 
occurred in good faith and are of a clerical or typographical nature, or minor character, and 
are not believed to constitute new matter or require examination. 

Enclosed herewith please find a completed Certificate of Correction form. 

The fee in the amount of $100.00 is attached. 

Date: September 4, 2013 

Meunier Carlin & Curfman, LLC 
817 W. Peachtree St., NW 
Suite 500 
Atlanta, GA 30308 
phone: ( 404) 645- 7713 
fax: ( 404) 645- 7707 

Respectfully submitted, 

/Lawrence A. Aaronson/ 
Lawrence Aaronson 
Reg. No. 38,369 
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PATENT NO. 
APPLICATION NO. 
DATED 
INVENTOR(S) 

UNITED STATES PATENT AND TRADEMARK OFFICE 

CERTIFICATE OF CORRECTION 

: 6,954,789 B2 
: 10/684776 
: October 11, 2005 
: Russell S. Dietz et al. 

Page 1 of 1 

It is certified that error appears in the above-identified patent and that said Letters Patent is hereby corrected as shown below: 

IN THE CLAIMS: 

Column 35, line 47, claim 6, change "packers" to --packets--. 

Column 36, line 18, claim 15, change "entiy" to --entry--. 

Column 37, line 32, claim 26, change "method" to --monitor--. 

Column 37, line 40, claim 27, change "method" to --monitor--. 

Column 37, lines 55 and 56, claim 29, change "for the initial state of the new flow in the case that 

the packet is from an existing flow" to --for the initial state of the new flow in the case that the packet 

is not from an existing flow--. 

Signed and Sealed this 
First Day of October, 2013 

Teresa Stanek Rea 

Deputy Director of the United States Patent and Trademark Office 
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Case 2:14-cv-00252 Document 5 Filed 03/25/14 Page 1 of 1 PagelD #: 1146 

AO 120 (Rev 08/IOJ 

TO: Mail Stop 8 
Director of the U.S. Patent and Trademark Office 

P.O. Box 1450 

REPORT ON THE 
FILING OR DETERMINATION OF AN 
ACTION REGARDING A PATENT OR 

TRADEMARK Alexandria, VA 22313-1450 

In Compliance with 35 U.S.C. § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been 

filed in the U.S. District Court Eastern District of Texas _____ on the following 

D Trademarks or Ga' Patents. ( D the patent action involves 35 U.S.C. § 292.): 

DOCKET NO. DATE FILED U.S. DISTRICT COURT 
2:14-cv-00252 3/24/2014 Eastern District of Texas 

PLAINTIFF DEFENDANT 

PACKET INTELLIGENCE LLC CISCO SYSTEMS, INC. 

PATENTOR DATE OF PATENT 
HOLDER OF PA TENT OR TRADEMARK TRADEMARK NO. OR TRADEMARK 

I 6,651,099 11/18/2003 Packet Intelligence LLC 

2 6,665,725 12/16/2003 Packet Intelligence LLC 

3 6,771,646 8/3/2004 Packet Intelligence LLC 

4 6,839,751 1/4/2005 Packet Intelligence LLC 

5 6,954,789 10/11/2005 Packet Intelligence LLC 

In the above-entitled case, the following patent(s)/ trademark(s) have been included: 

DA TE INCLUDED INCLUDED BY 
D Amendment D Answer D Cross Bill 0 Other Pleading 

PATENTOR DA TE OF PATENT 
HOLDER OF PATENT OR TRADEMARK TRADEMARK NO. OR TRADEMARK 

I • *Patent listed above. 

2 

3 

4 

5 

In the above-entitled case, the following decision has been rendered or judgement issued: 

DECISION/JUDGEMENT 

I (BY) DEPUTY CLERK 

Copy I-Upon Initiation of action, mail this copy to Director Copy 3-Upon termination of action, mail this copy to Director 
Copy 2-Upon filing document adding patent(s), mail this copy to Director Copy 4--Case file copy 
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AO 120 (Rev. 08/10) 

Mail Stop 8 REPORT ON THE 
TO: 

Director of the U.S. Patent and Trademark Office 
P.O. Box 1450 

FILING OR DETERMINATION OF AN 
ACTION REGARDING A PATENT OR 

TRADEMARK Alexandria, VA 22313-1450 

In Compliance with 35 U.S.C. § 290 and 1or 15 U.S.C. § 1116 you are hereby advised that a court action has been 

filed in the U.S. District Court Eastern District of Texas on the following 

D Trademarks or ~ Patents. ( D the patent action involves 35 U.S.C. § 292.): 

DOCKET NO. DATE FILED U.S. DISTRICT COURT 
2: 16-cv-00147 2/17/2016 Eastern District of Texas 

PLAINTIFF DEFENDANT 

Packet Intelligence LLC Sandvine Corporation 
Sandvine Incorporated ULC 

PATENT OR DATE OF PATENT 
HOLDER OF PATENT OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

1 6,651,099 11/18/2003 Packet Intelligence LLC 

2 6,665,725 12/16/2003 Packet Intelligence LLC 

3 6,771,646 8/3/2004 Packet Intelligence LLC 

4 6,839,751 1/4/2005 Pack~t Intelligence LLC 

5 6,954,789 10/11/2005 Packet Intelligence LLC 

In the above--entitled case. the following patent(s)/ trademark(s) have been included: 

DA TE INCLUDED INCLUDED BY 

D Amendment D Answer D Cross Bill D Other Pleading 

PATENTOR DATE OF PATENT 
HOLDER OF PATENT OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

I 

2 

3 

4 

5 

In the above--entitled case. the following decision has been rendered or judgement issued: 

DECISION/JUDGEMENT 

I (BY) DEPUTY CLERK 

Copy 1-l lpon initiation of action, mail this copy to Director Copy 3-llpon termination of action, mail this copy to Director 
Copy 2-llpon filing document adding patent(s), mail this copy to Director Copy 4-Case file copy 
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Case 2:16-cv-00230-JRG Document 6 Filed 03/15/16 Page 1 of 1 PagelD #: 410 

AO 120 (Rev. 08/10) 

TO: 
Mail Stop 8 

Director of the U.S. Patent and Trademark Office 
P.O. Box 1450 

REPORT ON THE 
FILING OR DETERJ\HNA TION OF AN 
ACTION REGARDING A PATENT OR 

TRADEMARK Alexandria, VA 22313-1450 

[n Compliance with 35 l.LS.C § 290 and/or 15 U.S.C. § 1116 you are hereby advised tha1 a court action has been 

filed in the U.S. District Court Eastern District of Texas on the following 

D Trademarks or ~ Patents. ( D the patent ac1ion involves 35 U.S.C. § 292.): 

DOCKET NO. DATE FILED U.S. DISTRICT COURT 
2:16-cv-230 3/15/2016 Eastern District of Texas 

PLAL.'\fTIFF DEFENDANT 

Packet Intelligence LLC NetScout Systems, Inc. 
Tektronix Communications 
Tektronix Texas, LLC 

PATENTOR DATE OF PATENT 
HOLDER OF PATENT OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

l 6,651,099 11/18/2003 Packet lnteiligence LLC 

., 6,665,725 '12/16/2003 Packet lnteiligence LLC 

3 6,771,646 8/3/2004 Packet lnteiligence LLC 

4 6,839,751 1/4/2005 Packet lnteiligence LLC 

5 6,954,789 10/11/2005 Packet lnteiligence LLC 

In the above-entitled case, the follmving patent(s)/ trademark(s) have been included: 

DATE INCLUDED INCLUDED BY 

n Amendment □ Answer □ Cross Bill □ Other Pleading 

PATENT OR DATE OF PATENT 
HOLDER OF PATENT OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

l 

2 

3 

4 

5 

[n the above ---entitled case. the following decision has been rendered or judgement issued: 

DECISION/JUDGEMENT 

I am DEPUTY CLERK 

Copy 1-----llpon initiation or action, mail this copy to Director Copy 3-----l.J13on termirnltion oi' ad.ion, m:iii this copy to Director 
Copy 2-----Upon filing document adding patent(s), mail this copy to Director Copy 4-----Case file copy 
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AO 120 /Rev. 08/10) 

Mail Stop 8 REPORT ON THE 
TO: 

Director of the U.S. Patent and Trademark Office 
P.O. Box 1450 

FILING OR DETERMINATION OF AN 
ACTION REGARDING A PATENT OR 

TRADEMARK Alexandria, VA 22313-1450 

In Compliance with 35 U .S.C. § 290 and/or 15 U .S.C. § 1116 you are hereby advised that a court action has been 

filed in the U.S. District Court Eastern District of Texas on the following 

D Trademarks or ~ Patents. ( D the patent action involves 35 U.S.C. § 292.): 

DOCKET NO. DATE FILED U.S. DISTRICT COURT 
2: 16-cv-230 3/15/2016 Eastern District of Texas 

PLAINTIFF DEFENDANT 

Packet Intelligence LLC NetScout Systems, Inc. 
Tektronix Communications 
Tektronix Texas, LLC 

PATENT OR DATE OF PATENT 
HOLDER OF PATENT OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

I 6,651,099 11/18/2003 Packet Intelligence LLC 

2 6,665,725 12/16/2003 Packet Intelligence LLC 

3 6,771,646 8/3/2004 Packet Intelligence LLC 

4 6,839,751 1/4/2005 Packet Intelligence LLC 

5 6,954,789 10/11/2005 Packet Intelligence LLC 

In the above------entitled case, the following patent(s)/ trademark(s) have been included: 

DATE INCLUDED INCLUDED BY 

D Amendment D Answer D Cross Bill D Other Pleading 

PATENT OR DATE OF PATENT 
HOLDER OF PATENT OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

I 

2 

3 

4 

5 

In the above------entitled case, the following decision has been rendered or judgement issued: 

DECISION/JUDGEMENT 

!"JERK I (BY) DEPUTY CLERK 

Copy 1-llpon initiation of action, mail this copy to Director Copy 3-llpon termination of action, mail this copy to Director 
Copy 2-llpon filing document adding patent(s), mail this copy to Director Copy 4-Case file copy 
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Mail Stop Petition 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Re: Deficiency Payment under 37 CFR l.28(c) for U.S. Patent No. 6,954,789; 
U.S. Patent Application No. 10/684,776; Conf. No.: 3352 

Dear Sir or Madam: 

I am outside counsel for Packet Intelligence LLC, the owner of the above-identified patent. 

It has come to our attention that Packet Intelligence LLC made a single deficient maintenance 
fee payment for the above-identified patent's 11.5 year maintenance fee when it paid the small 
entity fee, i.e. $3,700.00, rather than the large entity fee, i.e., $7400.00. This error in the fee 
payment was made in good faith. 

This deficient $3 700.00 payment for the 11.5 year maintenance fee was submitted March 30, 
2017. 

Please find enclosed an additional payment of $3700.00 from the patent owner, which constitutes 
both the deficiency amount owed for the 11.5 year maintenance fee and the total deficiency 
amount owed for the above-identified patent. 

This correspondence also serves as notice that Packet Intelligence LLC is no longer entitled to 
small entity status. Please contact the undersigned at the above address with any questions 
regarding this payment. 

Respectfully submitted, 

Lawrence A. Aaronson 
Registration No. 38,369 
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United States Patent and Trademark Office 

CURRENT MAINTENANCE FEE ADDRESS 

- MEUNIER CARLIN & CURFMAN LLC 
·999 PEACHTREE STREET NE 
SUITE 1300 
~TLANTA, US 30309 

Invention 

CUSTOMER II 

96039 

Office of the Commissioner for Patents 

ENTITY STATUS 

SMALL 
STATEMENT GENERATED 

07/03/2017 17:34:59 

METHOD AND APPARATUS FOR MONITORING TRAFFIC IN A NETWORK 

PATENT# 

6954789 
APPLICATION # 

10684776 
FILING DATE 

10/14/2003 

Payment Details 

PAYMENT DATE 

03/30/2017 

ree Code, 

2553 

DATE POSTED 

03/30/2017 

Description 

TRANSACTION ID ATTORNEY DOCKET II 
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Denying Institution of Inter Partes Review 
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Sandvine Corporation and Sandvine Incorporated ULC ( collectively, 

"Petitioner") filed a Petition (Paper 2, "Pet.") requesting inter partes review 

of claims 19-43 of U.S. Patent No. 6,954,789 B2 (Ex. 1004, "the 

'789 patent") pursuant to 35 U.S.C. § 31 l(a). Patent Owner Packet 

Intelligence, LLC filed a Preliminary Response (Paper 6, "Prelim. Resp.") 

pursuant to 35 U.S.C. § 313. Pursuant to 35 U.S.C. § 314(a), the Director 

may not authorize an inter partes review unless the information in the 

petition and preliminary response "shows that there is a reas(mable 

likelihood that the petitioner would prevail with respect to at least 1 of the 

claims challenged in the petition." For the reasons that follow, we have 

decided not to institute an inter partes review. 

I. BACKGROUND 

A. The '789 Patent' 

The '789 patent discloses "[a] monitor for and a method of examining 

packets passing through a connection point on a computer network." Ex. 

1002, Abstract. The '789 patent explains that there was a need in the art for 

"a real-time network monitor that can provide alarms notifying selected 

users of problems that may occur with the network or site." Id. at col. 2, 

ll. 3-5. The disclosed monitor receives packets passing in either direction 

through its connection point on the network and "elucidate[s] what 

application programs are associated with each packet" by extracting 

information from the packet, using selected parts of the extracted 

1 Petitioner challenges different claims of the '789 patent in Case IPR2017-
00630. Petitioner also challenges patents related to the '789 patent in Cases 
IPR2017-00450, IPR2017-0045 l, IPR2017-00769, IPR2017-00862, and 
IPR2017-00863. 
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information to identify this packet as part of a flow, "build[ing] a unique 

flow signature (also called a 'key') for this flow," and "matching this flow in 

a database of known flows 324." Id. at col. 9, 11. 6-9, col 13, 11. 21-28, col. 

13, 11. 60-65. 

Figure 3 of the '789 patent is reproduced below. 
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Figure 3 depicts various components of network packet monitor 300, 

including parser subsystem 301, analyzer subsystem 303, and database of 

known flows 324. Id. at col. 11, I. 50-col. 13, 1. 65. Parser subsystem 300 

"parses the packet and determines the protocol types and associated headers 

for each protocol layer that exists in the packet 302," "extracts characteristic 

portions (signature information) from the packet 302," and builds the 

"unique flow signature (also called a 'key') for this flow." Id. at col. 12, 

l. 19-col. 13, I. 28, col. 33, 1. 30-col. 34, 1. 33 (describing an example of 

how the disclosed monitor builds signatures and flow states in the context of 

a Sun Remote Procedure Call (RPC), where, after all of the required 
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processing, "KEY-2 may ... be used to recognize packets that are in any 

way associated with the application 'a 2
'"), Fig. 2. 

Analyzer system 303 then determines whether the packet has a 

matching flow-entry in database of flows 324, and processes the packet 

accordingly, including, for example, determining whether the packet belongs 

to an existing conversational flow or a new (i.e., not previously encountered) 

flow and, in the case of the latter, performing state processing to determine 

whether the conversational flow has been "fully characterized" and should 

be finalized. Id. at col. 13, I. 60-col. 16, 1. 52. The '789 patent discloses 

that 

[f]uture packets that are part of the same conversational flow 
have their state analysis continued from a previously achieved 
state. When enough packets related to an application of interest 
have been processed, a final recognition state is ultimately 
reached, i.e., a set of states has been traversed by state analysis 
to completely characterize the conversational flow. The 
signature for that final state enables each new incoming packet 
of the same conversational flow to be individually recognized 
in real time. 

In this manner, one of the great advantages of the present 
invention is realized. Once a particular set of state transitions 
has been traversed for the first time and ends in a final state, a 
short-cut recognition pattern-a signature-[ c ]an be generated 
that will key on every new incoming packet that relates to the 
conversational flow. Checking a signature involves a simple 
operation, allowing high packet rates to be successfully 
monitored on the network. 

Id. at col. 16, 11. 17-34. 
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B. Illustrative Claim 

Claim 19 ofthe '789 patent 2 recites: 

1. A packet monitor for examining packets passing 
through a connection point on a computer network, each 
packets conforming to one or more protocols, the monitor 
comprising: 

(a) a packet acquisition device coupled to the connection 
point and configured to receive packets passing through the 
connection point~ 

(b) an input buffer memory coupled to and configured to 
accept a packet from the packet acquisition device; 

( c) a parser subsystem coupled to the input buffer 
memory and including a slicer, the parsing subsystem 
configured to extract selected portions of the accepted packet 
and to output a parser record containing the selected portions; 

( d) a memory for storing a database comprising none or 
more flow-entries for previously encountered conversational 
flows, each flow-entry identified by identifying information 
stored in the flow-entry; 

( e) a lookup engine coupled to the output of the parser 
subsystem and to the flow-entry memory and configured to 
lookup whether the particular packet whose parser record is 
output by the parser subsystem has a matching flow-entry, the 
looking up using at least some of the selected packet portions 
and determining if the packet is of an existing flow; and 

(f) a flow insertion engine coupled to the flow-entry 
memory and to the lookup engine and configured to create a 
flow-entry in the flow-entry database, the flow-entry including 
identifying information for future packets to be identified with 
the new flow-entry, the lookup engine configured such that if 
the packet is of an existing flow, the monitor classifies the 
packet as belonging to the found existing flow; and if the packet 
is of a new flow, the flow insertion engine stores a new flow-

2 Claims 6, 7, 15, 23, 26, 27, and 29 of the '789 patent were corrected in 
Certificates of Correction dated March 7, 2006, and October 1, 2013. 
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entry for the new flow in the flow-entry database, including 
identifying information for future packets to be identified with 
the new flow-entry, 

wherein the operation of the parser subsystem depends 
on one or more of the protocols to which the packet conforms. 

C. The Prior Art · 

Petitioner relies on the following prior art: 

U.S. Patent No. 5,530,834, issued June 25, 1996 
(Ex. 1011, "Colloff'); 

U.S. Patent No. 5,793,954 issued August 11, 1998 
(Ex. 1012, "Baker"); 

U.S. Patent No. 6,115,393, filed July 21, 1995, issued 
Sept. 5, 2000 (Ex. 1007, "Engel"); 3 and 

U.S. Patent No. 6,182,146 Bl, filed June 27, 1997, issued 
Jan. 30, 2001 (Ex. 1010, "Graham-Cumming"). 

D. The Asserted Grounds 

Petitioner challenges claims 19-43 of the '789 patent on the following 

grounds: 

Reference( s) Basis Claims Challenged 

Engel 35 U.S.C. § 102(e)4 19-22,25,26,29-
31, 36-40, and 42 

3 Engel references Appendices I-VI filed with the originally filed 
application. See, e.g., Ex. 1007, col. 1, IL 10-15, col. 5, 1. 52-col. 6, I. 3; · 
Ex. 1008 (Appendices I-V); Ex. 1009 (Appendix VI). 

4 The Leahy-Smith America Invents Act, Pub. L. No. 112-29, 125 Stat. 284 
(2011) ("AIA"), amended 35 U.S.C. §§ 102 and 103. Because the 
challenged claims of the '789 patent have an effective filing date before the 
effective date of the applicable AIA amendments, we refer to the pre-AIA 
versions of 35 U.S.C. §§ 102 and 103. 
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Reference(s) 

Engel and Baker 

Engel and 
Graham-Cumming 

Engel and Colloff 

Basis Claims Challenged 

35 U.S.C. § 103(a) 23 and 24 

35 U.S.C. § 103(a) 27,28,32,41,and 
43 

35 U.S.C. § 103(a) 33-35 

E. Claim Interpretation 

In an inter partes review, claim terms in an unexpired patent are given 

their "broadest reasonable construction in light of the specification of the 

patent in which they appear." 37 C.F.R. § 42.l00(b). Under the broadest 

reasonable construction standard, claim terms are given their ordinary and 

customary meaning, as would be understood by one of ordinary skill in the 

art in the context of the entire disclosure. In re Translogic Tech., Inc., 504 

F.3d 1249, 1257 (Fed. Cir. 2007). Only terms in controversy need to be 

construed, and only to the extent necessary to resolve the controversy. Vivid 

Techs., Inc. v. Am. Sci. & Eng'g, Inc., 200 F.3d 795, 803 (Fed. Cir. 1999). 

Petitioner provides proposed constructions of the claim terms 

"conversational flow," "state of the flow," "state operations," and "parser 

record." Pet. 2-7. Patent Owner provides proposed constructions of the first 

three terms. Prelim. Resp. 23-30. Other than the term "conversational 

flow," discussed below, we determine that no claim term requires express 

construction to resolve the issues before us. 

Claim 19 recites (emphasis added): 

( d) a memory for storing a database comprising none or 
more flow-entries for previously encountered conversational 
flows, each flow-entry identified by identifying information 
stored in the flow-entry; 

7 
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Petitioner argues that "conversational flow" should be interpreted to 

mean "'the sequence of packets that are exchanged in any direction as a 

result of an activity,' where a 'conversational flow' is distinguished from a 

'connection flow' in that some of the conversational flows 'involve more 

than one connection' or 'involve more than one·exchange of packets 

between a client and server."' Pet. 3. Petitioner acknowledges that the 

claims "require more than identifying and classifying 'only connection 

flows,"' citing statements in the '789 patent: 

Some prior art packet monitors classify packets into connection 
flows. The term "connection flow" is commonly used to 
describe all the packets involved with a single connection. A 
conversational flow, on the other hand, is the sequence of 
packets that are exchanged in any direction as a result of an 
activity-for instance, the running of an application on a server 
as requested by a client. It is desirable to be able to identify and 
classify conversational flows rather than only connection flows. 
The reason for this is that some conversational flows involve 
more than one connection, and some even involve more than 
one exchange of packets between a client and server. 

Id. at 3-4 (quoting Ex. 1004, col. 2, 11. 42-53) (emphases omitted). 

Relying on the same disclosure from the patent, Patent Owner argues 

that the term "conversational flow" is expressly defined as 

the sequence of packets that are exchanged in any direction as a 
result of an activity-for instance, the running of an application 
on a server as requested by a client-and where some 
conversational flows involve more than one connection, and 
some even involve more than one exchange of packets between 
a client and server. 

Prelim. Resp. 24. Patent Owner further notes that Petitioner agreed to the 

above interpretation in the related district court case, and the district court 

adopted it. Id. at 24-25 (citing Ex. 2005, 6). 

8 
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The parties' proposed interpretations are nearly identical. We agree 

with Patent Owner that the term "conversational flow" is expressly defined 

in the excerpt of the patent quoted above. Accordingly, for purposes of this 

Decision, we interpret "conversational flow" to mean the sequence of 

packets that are exchanged in any direction as a result of an activity (for 

instance, the running of an application on a server as requested by a client), 

where some conversational flows involve more than one connection, and 

some even involve more than one exchange of packets between a client and 

server. 

II. DISCUSSION 

A. Anticipation Ground Based on Engel 

Petitioner contends that claims 19-22, 25, 26, 29-31, 36-40, and 42 

are anticipated by Engel under 35 U.S.C. § 102(e), citing the testimony of 

Bill Lin, Ph.D., as support. Pet. 10-56 (citing Ex. 1006). We are not 

persuaded that Petitioner has established a reasonable likelihood of 

prevailing on its asserted ground for the reasons explained below. 

1. Engel 

Engel is directed to monitoring communications "in a network of 

nodes, each communication being effected by a transmission of one or more 

packets among two or more communicating nodes, and each communication 

complying with a predefined communication protocol." Ex. 1007, Abstract. 

"The contents of packets are detected passively and in real time, [and] 

communication information associated with multiple protocols is derived 

from the packet contents." Id. Such communication information "is 
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associated with multiple layers of at least one of the protocols." Id. at col. 2, 

11. 27-30. A network monitor "collects packets on the network and performs 

some degree of analysis to search for actual or potential problems and to 

maintain statistical information for use in later analysis." Id. at col. 6, 

11. 52-65, Fig. 1. A Real Time Parser (RTP) performs layer-by-layer 

protocol parsing with appropriate routines. Id. at col. 11, 11. 25-30, col. 19, 

11. 53-67, col. 21, 11. 15-30. "As each layer is parsed, the RTP invokes the 

appropriate functions in the statistics module (STATS) to update those 

statistical objects which must be changed." Id. at col. 11, 11. 35-37. 

Figure 4 of Engel is reproduced below. 

NOOE A NODES 

LAYER n 4 PACKETS .., LAYER n 

• • • • • • 
LAVER 1 ◄ PACKETS • LAYER 1 

FIG 4 
Figure 4 "illustrates the different layers of a communication between two 

nodes." Id. at col. 4, 11. 45-46. In Figure 4, ''Nodes A and B are exchanging 

packets and are engaged in multiple dialogs." Id. at col. 9, 11. 31-33. 

"[A] dialog is a communication [ at any layer] between a sender and a 

receiver, which is composed of one or more packets being transmitted 

between the two" and often "involve[s] exchanges in both directions." Id. at 

col. 9, 11. 19-24. As shown in Figure 4, "Layer n of Node A is having a 

dialog with Layer n of node B. For the sake of the example, one could state 

that this is an application layer dialog which deals with virtual terminal 

10 
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connections and response rates." Id. at col. 9, 11. 37-41. Engel discloses 

keeping a dialog record that contains, inter alia, "the addresses of both ends 

of the dialog concatenated together to form a single address." Id. at col. 18, 

l. 63-col. 19, 1. 4. 

2. Analysis 

Petitioner argues that Engel discloses all of the limitations of claim 

19. Pet. 12-38. We focus on one limitation in particular, which is 

dispositive of Petitioner's asserted ground. Claim 19 recites: 

( d) a memory for storing a database comprising none or 
more flow-entries for previously encountered conversational 
flows, each flow-entry identified by identifying information 
stored in the flow-entry; 5 

For this limitation, Petitioner argues that Engel's STATS database is a 

database that stores "statistics relating to stations and dialogs encountered by 

the network monitor." Id. at 15. Petitioner contends that, through its packet 

processing and use of the ST A TS database, Engel monitors "conversational 

flows" in two different ways: via "Application Level Dialogs" and 

"Application-Specific Server Statistics." Id. at 11-12, 15-28. 

At the outset, we note that Petitioner's arguments are premised on its 

position that related U.S. Patent No. 6,839,751 Bl (Ex. 1002, "the '751 

patent") "provides conversational flow examples where flows are 

determined and metrics reported 'for a given application and either a 

5 We note that although claim 19 recites "a database comprising none or 
more flow-entries for previously encountered conversational flows" 
( emphasis added), the claim requires "conversational flows" at least due to 
the language of limitation (f). Limitation (f) covers the situation where there 
is an "existing" conversational flow and the situation of storing a new 
flow-entry in the database for a "new" conversational flow. 
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specific Client-Server Pair or a specific Server and all of its clients. "' 6 Id. at 

15 (quoting Ex. 1002, col. 34, ll. 58-60). As Patent Owner points out, 

however, the cited portion of the '751 patent relates to tracking various 

statistics and does not mention conversational flows. See Prelim. Resp. 

47-48; see Ex. 1002, col. 31, 1. 52-col. 49, 1. 65 (describing "how the 

monitor of the invention can be used to monitor the Quality of Service 

(QOS) by providing QOS Metrics"). The specific language quoted by 

Petitioner pertains to one such metric, "CSTraffic," which "contains 

information about the volume of traffic measured for a given application and 

either a specific Client-Server Pair or a specific Server and all of its clients." 

Ex. 1002, col. 34, 11. 55-60. However, we do not see how this language 

supports Petitioner's position. Monitoring statistics is not the same as 

monitoring a conversational flow, which necessarily identifies a "sequence 

of packets," under our interpretation. See supra Section I.E. In other words, 

tracking statistics for a given application between a particular client and 

server, or between a particular server and all of its clients, is not sufficient in 

and of itself; a conversational flow identifies a sequence of packets 

exchanged between two nodes as a result of specific activity ( e.g., a 

"sequence of packets that are exchanged in any direction as a result of an 

activity"). 

We now tum to Petitioner's two arguments as to how Engel allegedly 

discloses conversational flows. First, Petitioner contends that Engel teaches 

6 The '789 patent states that the '751 patent is incorporated by reference. 
Ex. 1004, col. 1, 11. 28-33. Also, both patents claim the benefit of U.S. 
Provisional Patent Application No. 60/141,903 and have some of the same 
disclosure in their written descriptions. 
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"Application Level Dialogs." Pet. 15-22. Petitioner argues that Engel 

"considers the nature of the communication ( e.g., the application program 

being invoked) in addition to the Client-Server Pair involved in the 

communication in identifying an application level dialog, rendering such 

dialog a conversational flow within the meaning of the '789 Patent." Id. at 

15-16 (citing Ex. 1007, col. 9, 1. 27-col. 10, 1. 3). Petitioner relies on 

Engel's definition of "dialog" as "the exchange of messages and the 

associated meaning and state that is inherent in any particular exchange at 

any layer." Id. at 16 (quoting Ex. 1007, col. 9, 11. 24-27). According to 

Petitioner, Engel discloses "creating and maintaining dialogs" and collecting 

associated statistics at different layers. Id. at 16-17. In particular, Petitioner 

asserts that the dialog at the application level "is an exchange of one or more 

packets in any direction between two nodes as a result of an activity (e.g., 

[a Network File System (NFS)] mount request)." Id. at 17 (citing Ex. 1007, 

col. 9, l. 58-col. 10, 1. 3). Petitioner concludes that tracking an application

level dialog constitutes tracking a conversational flow. Id. at 17-21 ( citing 

Ex. 1007, Fig. 7C, showing dialog records that point to dialog statistics data 

structures in the STATS database, and corresponding portions of the source 

code in Ex. 1009). 

Petitioner further relies on Dr. Lin's testimony to assert that, to the 
' 

extent that conversational flows require the tracking of multiple connections, 

"Engel's application level lookup_ dialog routines search for existing dialogs 

based on application and the client-server IP address pair of the 

communication." Id. at 20-21 ( citing Ex. 1006 1 86). Petitioner also 

contends, based on Dr. Lin's testimony, that "Engel's deallocation routines 

deallocate dialog records when the period of inactivity for a dialog address 
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pair (measured from the last time an application-specific packet ( e.g., NFS) 

between the IP address pair of the dialog was seen) has exceeded a defined 

application-specific threshold." Id. at 21 (citing Ex. 1007, col. 17, 

11. 2-16; Ex. 1006 ~~ 106-107). 

Patent Owner responds that Engel's dialogs are different from 

conversational flows because they are merely "collections of statistics for 

each [Open Systems Interconnection (OSI)] layer across packets (regardless 

of application origin)" and do not relate packets that are the result of an 

application activity. Prelim. Resp. 46-4 7 ( citing Ex. 1007, col. 4, 11. 23-32; 

Ex. 2001 ~~ 78-79). For example, noting Petitioner's statement that "[e]ach 

application level dialog tracks all application activity between the 

client-server pair occurring on any connections until the dialog data 

structures are deallocated for reuse," Patent Owner contends that relating all 

application activity between a client and server is insufficient because a 

conversational flow requires relating flows for specific application activities. 

Id. at 50-51 (quoting Pet. 21~ citing Ex. 2001 ~~ 80-81). We agree with 

Patent Owner. 

Engel explains that a "dialog" is 

a concept which provides a useful way of conceptualizing, 
organizing and displaying information about the performance of 
a network-for any protocol and for any layer of the multi-level 
protocol stack. 

As noted above, the basic unit of information in 
communication is a packet. A packet conveys meaning 
between the sender and the receiver and is pai1 of a larger 
framework of packet exchanges. The larger exchange is called 
a dialog within the context of this document. That is, a dialog 
is a communication between a sender and a receiver, which is 
composed of one or more packets being transmitted between 
the two. There can be multiple senders and receivers which can 
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change roles. In fact, most dialogs involve exchanges in both 
directions. 

Stated another way, a dialog is the exchange of messages 
and the associated meaning and state that is inherent in any 
particular exchange at any layer. It refers to the exchange 
between the peer entities (hardware or software) in any 
communication. In those situations where there is a layering of 
protocols, any particular message exchange could be viewed as 
belonging to multiple dialogs. For example, in FIG. 4 Nodes A 
and B are exchanging packets and are engaged in multiple 
dialogs. Layer 1 in Node A has a dialog with Layer 1 in Node 
B. For this example, one could state that this is the data link 
layer and the nature of the dialog deals with the message length, 
number of messages, errors and perhaps the guarantee of the 
delivery. Simultaneously, Layer n of Node A is having a dialog 
with Layer n of node B. For the sake of the example, one could 
state that this is an application layer dialog which deals with 
virtual terminal connections and response rates. One can also 
assume that all of the other layers (2 through n-1) are also 
having simultaneous dialogs. 

Ex. 1007, col. 9, 11. 9-43 (emphases added). 

As shown in Figure 4 (reproduced above in Section II.A. I), Nodes A 

and B engage in a dialog at each layer ( e.g., the application layer). Thus, 

Engel monitors communications exchanged between the nodes at a 

particular layer, and tracks statistics for all communications at that layer (to 

assist in diagnosing network problems and improving network performance). 

See, e.g., id. at col. 4, 11. 24-32 (Engel ''organizes and presents network 

performance statistics in terms of dialogs which are occurring at any desired 

level of the communication"). Petitioner, however, does not point to any 

disclosure in Engel indicating that its disclosed system relates information 

from one packet to another as pertaining to a specific application activity. 

In other words, in Engel there is exchange of packets in the application layer 
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constituting a dialog (see, e.g., id. at col. 9, 11. 37--43) and collection of 

respective statistics for that dialog (see, e.g., id. at col. 4, 11. 24-32). 

However, even if application activity causes the dialog to be created, 

Petitioner does not direct us to teachings or disclosure of identifying a 

sequence of packets as being part of a specific application activity. 

Moreover, Patent Owner notes that in Engel "[k]eeping statistics for protocol 

layers may be temporarily suspended when parsing and statistics gathering is 

not rapid enough to match the rate of packets to be parsed," which further 

suggests Engel does not relate sequences of packets to applications because 

some packets may be lost. Prelim. Resp. 37 (quoting Ex. 1007, col. 3, 11. 

12-14; Ex. 2001 ~ 74). 

Patent Owner provides the following illustration on page 42 of its 

Preliminary Response: 
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The figure above depicts four packets exchanged between Nodes A and B, 

with each row representing a layer of the OSI model. Engel treats each layer 

separately. For example, packets 1 and 2 may both result from the same 

application ( e.g., video and audio traffic using Skype), but Engel would not 

link them as being part of a single conversational flow. See id. at 42-43, 

50-51 ("Engel is not concerned with which application a specific packet 

originated from or which packets relate to one another based on the 

application that generated them."). Patent Owner's explanation is consistent 

with the disclosure of Engel and is supported by the testimony of its 

declarant, Kevin C. Almeroth, Ph.D. See, e.g., Ex. 1007, col. 9, ll. 9-43 

("a dialog is a communication between a sender and a receiver, which is 

composed of one or more packets being transmitted between the two," 

where, for example, "Layer n of Node A is having a dialog with Layer n of 

node B"); col. 9, I. 67-col. 10, l. 3 ("If in fact there exists more than one 

communication thread between Nodes A and B, then these would represent 

separate, different dialogs."); Ex. 2001 1165-85. 

Petitioner's position appears to be that conversational flows exist in 

Engel simply because communications exist at the application layer and 

because those communications result from some application activity. See 

Pet. 15-22. As explained in connection with Patent Owner's illustration 

above, however, we do not see-and Petitioner does not point to-anything 

in Engel indicating that it links communications by application ( as opposed 

to by layer and client-server pair) as our interpretation of "conversational 

flow" above requires. See supra Section LE; Ex. 1003, col. 3, 11. 56-59 

("What distinguishes this invention from prior art network monitors is that it 

has the ability to recognize disjointed flows as belonging to the same 
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conversational flow."). Petitioner argues that "Engel's application level 

lookup_ dialog routines search for existing dialogs based on application and 

the client-server IP address pair of the communication;'' citing Dr. Lin's 

testimony as support, but Dr. Lin only explains in the cited paragraph how 

Engel searches for existing dialogs based on the client-server IP address 

pair, not based on application. 7 See Pet. 21 (emphasis added); Ex. 1006 

,r 86. Indeed, Petitioner acknowledges that Engel's application level dialogs 

track "all application activity between the client-server pair," without 

pointing to any specific disclosure in Engel of tracking activity by 

application. See Pet. 21. Nor are we persuaded by Petitioner's argument 

regarding deallocation. See id. at 21-22. Engel deallocates dialog records 

after a period of inactivity "for a dialog address pair," which does not 

support Petitioner's contention that Engel links communications by 

application (as opposed to simply by layer and client-server pair). See id. 

(citing Ex. 1007, col. 17, ll. 2-16); Prelim. Resp. 51. 

Second, Petitioner argues that Engel teaches "Application-Specific 

Server Statistics." Pet. 22-28. According to Petitioner, "Engel recognizes 

disjointed flows as belonging to the sai:ne conversational flow by tracking 

7 We also note that Dr. Lin explains in his declaration how Engel's disclosed 
system works, but does not opine that the reference discloses 
"conversational flows" or explain how any of the limitations of the claims 
are taught by Engel. See Ex. 1006 ,r,r 51-108 (Dr. Lin stating that he "was 
asked to review Engel and the source code found in Engel's Appendix VI 
and to provide an overview of the operation of the Engel packet monitor as 
disclosed in the Engel patent and the Appendix VI source code"); Prelim. 
Resp. 46. Thus, we determine that Dr. Almeroth's testimony that Engel 
does not disclose "conversational flows" does not create a genuine issue of 
material fact (which would be viewed in the light most favorable to 
Petitioner pursuant to 37 C.F.R. § 42.108(c)). 
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statistics for a given application and a specific Server and all of its clients." 

Id. at 22-23. Petitioner argues that 

Engel discloses tracking application-specific server statistics 
(i.e., metrics for a given application and a specific Server and 
all of its clients). . .. Each application-specific server record 
includes a dialog link queue with a linked list of all application 
dialogs in which the server has participated (i.e., dialogs for a 
given application and a specific Server and all of its clients), 
and therefore recognizes and links disjointed exchanges 
associated with a particular application, even if the clients were 
not the same. 

Id. at 23-25 (citing Ex. 1007, Fig. 7B (item 160), col. 18, ll. 41-62, col. 17, 

1. 32-col. 18, l. 40; Ex. 1009, 179, 245-248; Ex. 1006 ~~ 62-69). 

As explained above, however, Petitioner has only shown that Engel 

links packets (and tracks corresponding statistics) by layer and client-server 

pair, not by application. Thus, we are not persuaded that Engel links 

communications "associated with a particular application" as Petitioner 

contends. See id. We agree with Patent Owner and Dr. Almeroth that 

[b ]ecause Engel considers dialogs unique and does not relate 
subsequent packets with previously seen packets, Engel is 
user-agnostic-no effort is made to relate packets to specific 
application activities. Rather, all packet dialogs at a given OSI 
level are treated uniformly and are indistinct from one another; 
any context of who sent the packets or for what purpose is lost 
under Engel. In essence, each dialog is placed into a single 
bucket and Engel does not recognize or establish relationships 
among the dialogs. 

Prelim. Resp. 52 (citations omitted); see Ex. 2001 ~ 83. 

Engel discloses that in a connection-oriented protocol, once a 

connection is established, Nodes A and B may have simultaneous unique 

dialogs. Ex. 1007, col. 9, ll. 51-57, Fig. 4. Engel further discloses that in a 

connectionless protocol, once the communication has begun, it is possible to 
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determine the action requested. Id. at col. 9, 11. 58-67. However, if there are 

multiple communication threads between Nodes A and B, they would be 

separate and different dialogs. Id. at col. 9, 1. 67-col. 10, 1. 3. We see no 

disclosure in Engel of linking these disjointed dialogs into a "conversational 

flow." Petitioner's cited portions of Engel shed no light on such 

connections. See Pet. 25 (citing Ex. 1007, col. 18, 11. 41-62, col. 17, 1. 32-

col. 18, l. 40). Keeping statistics relating to separate dialogs does not extend 

to linking unique dialogs, let alone linking them based on a specific 

application. 

For the reasons set forth above, we are not persuaded by Petitioner's 

arguments as to how Engel allegedly monitors "conversational flows" using 

the STATS database and, therefore, are not persuaded that Engel discloses 

( d) a memory for storing a database comprising none or 
more flow-entries for previously encountered conversational 
flows, each flow-entry identified by identifying information 
stored in the flow-entry; 

Thus, Petitioner has not shown a reasonable likelihood of prevailing on its 

assertion that independent claim 19, as well as claims 20-22, 25, 26, 29-31, 

36-40, and 42, which depend from claim 19, are anticipated by Engel. 

B. Obviousness Grounds Based on Engel and Baker, 
Engel and Graham-Cumming, and Engel and Col/off 

Petitioner contends that claims 23 and 24 are unpatentable over Engel 

and Baker, claims 27, 28, 32, 41, and 43 are unpatentable over Engel and 

Graham-Cumming, and claims 33-35 are unpatentable over Engel and 

Colloff, under 35 U.S.C. § 103(a). Pet. 57-73. Petitioner does not contend 

that any of Baker, Graham-Cumming, or Colloff teaches the "conversational 

flow" limitations of claim 19, from which these claims depend. See id. 
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Thus, we are not persuaded that Petitioner has established a reasonable 

likelihood of prevailing on its asserted grounds for the reasons explained 

above with respect to parent claim 19. See supra Section II.A.2. 

C. Conclusion 

We conclude that Petitioner has not demonstrated a reasonable 

likelihood of prevailing with respect to at least one claim of the '789 patent 

challenged in the Petition. Therefore, we do not institute an inter partes 

review on any of the asserted grounds as to any of the challenged claims. 

III. ORDER 

In consideration of the foregoing, it is hereby: 

ORDERED that the Petition is denied as to all challenged claims of 

the '789 patent. 
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Sandvine Corporation and Sandvine Incorporated ULC (collectively, 

"Petitioner") filed a Petition (Paper 2, "Pet.") requesting inter partes review 

of claims 1-8, 11-18, and 44-49 of U.S. Patent No. 6,954,789 B2 (Ex. 1004, 

"the '789 patent") pursuant to 35 U.S.C. § 31 l(a). Patent Owner Packet 

Intelligence, LLC filed a Preliminary Response (Paper 6, "Prelim. Resp.") 

pursuant to 35 U.S.C. § 313. Pursuant to 35 U.S.C. § 314(a), the Director 

may not authorize an inter partes review unless the information in the 

petition and preliminary response "shows that there is a reasonable 

likelihood that the petitioner would prevail with respect to at least 1 of the 

claims challenged in the petition." For the reasons that follow, we have 

decided not to institute an inter partes review. 

I. BACKGROUND 

A. The '789 Patent' 

The '789 patent discloses "[a] monitor for and a method of examining 

packets passing through a connection point on a computer network." Ex. 

1002, Abstract. The '789 patent explains that there was a need in the art for 

"a real-time network monitor that can provide alarms notifying selected 

users of problems that may occur with the network or site." Id. at col. 2, 

ll. 3-5. The disclosed monitor receives packets passing in either direction 

through its connection point on the network and "elucidate[s] what 

application programs are associated with each packet" by extracting 

information from the packet, using selected parts of the extracted 

1 Petitioner challenges different claims of the '789 patent in Case IPR2017-
00629. Petitioner also challenges patents related to the '789 patent in Cases 
IPR2017-00450, IPR2017-00451, IPR2017-00769, IPR2017-00862, and 
IPR2017-00863. 
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information to identify this packet as part of a flow, "build[ing] a unique 

flow signature (also called a 'key') for this flow," and "matching this flow in 

a database of known flows 324." Id. at col. 9, ll. 6-9, col 13, 11. 21-28, col. 

13, ll. 60-65. 

Figure 3 of the '789 patent is reproduced below. 

-------------------,~ PAltSl;fl i!!!:l r - - - - _______ -

I 
Git. 

r' 
I "---"-."'----' ._......,_;__, 

I 
I 
I 
I 

I 

I 

l:ios 
I 
I ------

FIG. 3 

1 
I 
I 
I '--....--' .ll<,l,\.Vill,Fi 

I ve W 

'----------------------------
Figure 3 depicts various components of network packet monitor 300, 

including parser subsystem 301, analyzer subsystem 303, and database of 

known flows 324. Id. at col. 11, 1. 50-col. 13, 1. 65. Parser subsystem 300 

"parses the packet and determines the protocol types and associated headers 

for each protocol layer that exists in the packet 302," "extracts characteristic 

portions (signature information) from the packet 302," and builds the 

"unique flow signature (also called a 'key') for this flow." Id. at col. 12, 

l. 19-col. 13, l. 28, col. 33, l. 30-col. 34, l. 33 (describing an example of 

how the disclosed monitor builds signatures and flow states in the context of 

a Sun R..emote Procedure Call (RPC), where, after all of the required 
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processing, "KEY-2 may ... be used to recognize packets that are in any 

way associated with the application 'a 2"'), Fig. 2. 

Analyzer system 303 then determines whether the packet has a 

matching flow-entry in database of flows 324, and processes the packet 

accordingly, including, for example, determining whether the packet belongs 

to an existing conversational flow or a new (i.e., not previously encountered) 

flow and, in the case of the latter, performing state processing to determine 

whether the conversational flow has been "fully characterized" and should 

be finalized. Id. at col. 13, 1. 60-col. 16, l. 52. The '789 patent discloses 

that 

[ f]uture packets that are part of the same conversational flow 
have their state analysis continued from a previously achieved 
state. When enough packets related to an application of interest 
have been processed, a final recognition state is ultimately 
reached, i.e., a set of states has been traversed by state analysis 
to completely characterize the conversational flow. The 
signature for that final state enables each new incoming packet 
of the same conversational flow to be individually recognized 
in real time. 

In this manner, one of the great advantages of the present 
invention is realized. Once a particular set of state transitions 
has been traversed for the first time and ends in a final state, a 
short-cut recognition pattern-a signature-[ c ]an be generated 
that will key on every new incoming packet that relates to the 
conversational flow. Checking a signature involves a simple 
operation, allowing high packet rates to be successfully 
monitored on the network. 

Id. at col. 16, ll. 17-34. 
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B. Illustrative Claim 

Claims 1 and 44 of the '789 patcnt2 recite: 

1. A method of examining packets passing through a 
connection point on a computer network, each packets 
conforming to one or more protocols, the method comprising: 

(a) receiving a packet from a packet acquisition device; 

(b) performing one or more parsing/extraction operations 
on the packet to create a parser record comprising a function of 
selected portio11s of the packet; 

( c) looking up a flow-entry database comprising none or 
more flow-entries for previously encountered conversational 
flows, the looking up using at least some of the selected packet 
portions and determining if the packet is of an existing flow; 

(d) if the packet is of an existing flow, classifying the 
packet as belonging to the found existing flow; and 

(e) if the packet is of a new flow, storing a new flow
entry for the new flow in the flow-entry database, including 
identifying information for future packets to be identified with 
the new flow-entry, 

wherein the parsing/extraction operations depend on one 
or more of the protocols to which the packet conforms. 

44. A method of examining packets passing through a 
connection point on a computer network, the method 
comprising: 

(a) receiving a packet from a packet acquisition device; 

(b) performing one or more parsing/extraction operations 
on the packet according to a database of parsing/extraction 
operations to create a parser record comprising a function of 
selected portions of the packet, the database of 
parsing/extraction operations including information on how to 
determine a set of one or more protocol dependent extraction 

2 Claims 6, 7, 15, 23, 26, 27, and 29 of the '789 patent were corrected in 
Certificates of Correction dated March 7, 2006, and October 1, 2013. 
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operations from data in the packet that indicate a protocol is 
used in the packet; 

( c) looking up a flow-entry database comprising none or 
more flow-entries for previously encountered conversational 
flows, the looking up using at least some of the selected packet 
portions, and determining if the packet is of an existing flow; 

(d) if the packet is of an existing flow, obtaining the last 
· encountered state of the flow and performing any state 
operations specified for the state of the flow starting from the 
last encountered state of the flow; and 

(e) if the packet is of a new flow, performing any 
analysis required for the initial state of the new flow and storing 
a new flow-entry for the new flow in the flow-entry database, 
including identifying information for future packets to be 
identified with the new flow-entry. 

C. The Prior Art 

Petitioner relies on the following prior art: 

U.S. Patent No. 5,793,954 issued August 11, 1998 
(Ex. 1012, "Baker"); 

U.S. Patent No. 6,115,393, filed July 21, 1995, issued 
Sept. 5, 2000 (Ex. 1007, "Engel"); 3 and 

U.S. Patent No. 6,182,146 Bl, filed June 27, 1997, issued 
Jan. 30, 2001 (Ex. 1010, "Graham-Cumming"). 

D. The Asserted Grounds 

Petitioner challenges claims 1-8, 11-18, and 44-49 of the '789 patent 

on the following grounds: 

3 Engel references Appendices I-VI filed with the originally filed 
application. See, e.g., Ex. 1007, col. 1, 11. 10-15, col. 5, 1. 52-col. 6, 1. 3; 
Ex. 1008 (Appendices 1-V); Ex. 1009 (Appendix VI). 
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Reference(s) 

Engel 

Engel and Baker 

Engel and 
Graham-Cumming 

Engel, Baker, and 
Graham-Cumming 

Basis Claims Challenged 

35 U.S.C. § 102(e) 4 1-8, 11, 13, and 15 

35 U.S.C. § 103(a) 12,44,45,47,and 
48 

35 U.S.C. § 103(a) 14 and 16-18 

35 U.S.C. § 103(a) 46 and 49 

E. Claim Interpretation 

In an inter partes review, claim terms in an unexpired patent are given 

their "broadest reasonable construction in light of the specification of the 

patent in which they appear." 37 C.F.R. § 42. lO0(b ). Under the broadest 

reasonable construction standard, claim terms are given their ordinary and 

customary meaning, as would be understood by one of ordinary ski II in the 

art in the context of the entire disclosure. In re Translogic Tech., Inc., 504 

F.3d 1249, 1257 (Fed. Cir. 2007). Only terms in controversy need to be 

construed, and only to the extent necessary to resolve the controversy. Vivid 

Techs., Inc. v. Am. Sci. & Eng'g, Inc., 200 F.3d 795,803 (Fed. Cir. 1999). 

Petitioner provides proposed constructions of the claim terms 

"conversational flow," "state of the flow," "state operations," and "parser 

record." Pet. 2-8. Patent Owner provides proposed constructions of the first 

three terms. Prelim. Resp. 23-30. Other than the term "conversational 

4 The Leahy-Smith America Invents Act, Pub. L. No. 112-29, 125 Stat. 284 
(2011) ("AIA"), amended 35 U.S.C. §§ 102 and 103. Because the 
challenged claims of the '789 patent have an effective filing date before the 
effective date of the applicable AIA amendments, we refer to the pre-AIA 
versions of 35 U.S.C. §§ 102 and 103. 
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flow," discussed below, we determine that no claim term requires express 

construction to resolve the issues before us. 

~laims 1 and 44 both recite ( emphasis added): 

( c) looking up a flow-entry database comprising none or 
more flow-entries for previously encountered conversational 
flows, the looking up using at least some of the selected packet 
portions and determining if the packet is of an existing flow; 

Petitioner argues that "conversational flow" should be interpreted to 

mean '"the sequence of packets that are exchanged in any direction as a 

result of an activity,' where a 'conversational flow' is distinguished from a 

'connection flow' in that some of the conversational flows 'involve more 

than one connection' or 'involve more than one exchange of packets 

between a client and server."' Pet. 3. Petitioner acknowledges that the 
\.. 

claims "require more than identifying and classifying 'only connection 

flows,"' citing statements in the '789 patent: 

Some prior art packet monitors classify packets into connection 
flows. The term "connection flow" is commonly used to 
describe all the packets involved with a single connection. A 
conversational flow, on the other hand, is the sequence of 
packets that are exchanged in any direction as a result of an 
activity-for instance, the running of an application on a server 
as requested by a client. It is desirable to be able to identify and 
classify conversational flows rather than only connection flows. 
The reason for this is that some conversational flows involve 
more than one connection, and some even involve more than 
one exchange of packets between a client and server. 

Id. at 3--4 (quoting Ex. 1004, col. 2, 11. 42-53) (emphases omitted). 

Relying on the same disclosure from the patent, Patent Owner argues 

that the term "conversational flow" is expressly defined as 

the sequence of packets that are exchanged in any direction as a 
result of an activity-for instance, the running of an application 
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on a server as requested by a client-and where some 
conversational flows involve more than one connection, and 
some even involve more than one exchange of packets between 
a client and server. 

' 
Prelim. Resp. 24. Patent Owner further notes that Petitioner agreed to the 

above interpretation in the related district court case, and the district court 

adopted it. Id. at 24-25 (citing Ex. 2005, 6). 

The parties' proposed interpretations are nearly identical. We agree 

with Patent Owner that the term "conversational flow" is expressly defined 

in the excerpt of the patent quoted above. Accordingly, for purposes of this 

Decision, we interpret "conversational flow" to mean the sequence of 

packets that are exchanged in any direction as a result of an activity (for 

instance, the running of an application on a server as requested by a client), 

where some conversational flows involve more than one connection, and 

some even involve more than one exchange of packets between a client and 

server. 

II. DISCUSSION 

A. Anticipation Ground Based on Engel 

Petitioner contends that claims 1-8, 11, 13, and 15 are anticipated by 

Engel under 35 U.S.C. § 102(e), citing the testimony of Bill Lin, Ph.D., as 

support. Pet. 11-48 (citing Ex. 1006). We are not persuaded that Petitioner 

has established a reasonable likelihood of prevailing on its asserted ground 

for the reasons explained below. 
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1. Engel 

Engel is directed to monitoring communications "in a network of 

nodes, each communication being effected by a transmission of one or more 

packets among two or more communicating nodes, and each communication 

complying with a predefined communication protocol." Ex. 1007, Abstract. 

"The contents of packets are detected passively and in real time, [and] 

communication information associated with multiple protocols is derived 

from the packet contents." Id. Such communication information "is 

associated with multiple layers of at least one of the protocols." Id. at col. 2, 

11. 27-30. A network monitor "collects packets on the network and performs 

some degree of analysis to search for actual or potential problems and to 

maintain statistical information for use in later analysis." Id. at col. 6, 

11. 52-65, Fig. 1. A Real Time Parser (RTP) performs layer-by-layer 

protocol parsing with appropriate routines. Id. at col. 11, 11. 25-30, col. 19, 

11. 53-67, col. 21, 11. 15-30. "As each layer is parsed, the RTP invokes the 

appropriate functions in the statistics module (STATS) to update those 

statisticaI·objects which must be changed." Id. at col. 11, 11. 35-37. 

Figure 4 of Engel is reproduced below. 

NODE A NODES 

LAYER n ,.. PACKETS ., LAYER n 

• • • • • • LAYER 1 111 PACKETS ., LAYER 1 

FIG 4 
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Figure 4 "illustrates the different layers of a communication between two 

nodes." Id. at col. 4, 11. 45-46. In Figure 4, "Nodes A and Bare exchanging 

packets and are engaged in multiple dialogs." Id. at col. 9, 11. 31-33. 

"[A] dialog is a communication [at any layer] between a sender and a 

receiver, which is composed of one or more packets being transmitted 

between the two" and often "involve[s] exchanges in both directions." Id. at 

col. 9, 11. 19-24. As shown in Figure 4, "Layer n ofNode A is having a 

dialog with Layer n of node B. For the sake ofthe example, one could state 

that this is an application layer dialog which deals with virtual terminal 

connections and response rates." Id. at col. 9, 11. 37-41. Engel discloses 

keeping a dialog record that contains, inter alia, "the addresses of both ends 

of the dialog concatenated together to form a single address." Id. at col. 18, 

1. 63-col. 19, I. 4. 

2. Analysis 

Petitioner argues that Engel discloses all of the limitations of claim 1. 

Pet. 11-37. We focus on one limitation in particular, which is dispositive of 

Petitioner's asserted ground. Claim 1 recites: 

( c) looking up a flow-entry database comprising none or 
more flow-entries for previously encountered conversational 
flows, the looking up using at least some of the selected packet 
portions and determining if the packet is of an existing flow; 5 

5 We note that although claims 1 and 44 recite "a flow-entry database 
comprising none or more flow-entries for previously encountered 
conversational flows" ( emphasis added), the claims require "conversational 
flows" at least due to the language of limitations ( d) and ( e ). Limitation ( d) 
covers the situation where there is an "existing" conversational flow and 
limitation (e) covers the situation of storing a new flow-entry in the flow
entry database for a "new" conversational flow. 
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For this limitation, Petitioner argues that Engel's STATS database is a 

flow-entry database that stores "statistics relating to stations and dialogs 

encountered by the network monitor." Id. at 14. Petitioner contends that, 

through its packet processing and use of the STATS database, Engel 

monitors "conversational flows" in two different ways: via "Application 

Level Dialogs" and "Application-Specific Server Statistics." Id. at 11-12, 

14-29. 

At the outset, we note that Petitioner's arguments are premised on its 

position that related U.S. Patent No. 6,839,751 B 1 (Ex. 1002, "the '751 

patent") "provides conversational flow examples where flows are 

determined and metrics reported 'for a given application and either a 

specific Client-Server Pair or a specific Server and all of its clients. "' 6 Id. at 

14-15 (quoting Ex. 1002, col. 34, ll. 58-60). As Patent Owner points out, 

however, the cited portion of the '7 51 patent relates to tracking various 

statistics and does not mention conversational flows. See Prelim. Resp. 

4 7-48; see Ex. 1002, col. 31, l. 52-col. 49, 1. 65 (describing "how the 

monitor of the invention can be used to monitor the Quality of Service 

(QOS) by providing QOS Metrics"). The specific language quoted by 

Petitioner pertains to one such metric, "CSTraffic," which "contains 

information about the volume of traffic measured for a given application and 

either a specific Client-Server Pair or a specific Server and all of its clients." 

Ex. 1002, col. 34, 11. 55-60. However, we do not see how this language 

6 The '789 patent states that the '751 patent is incorporated by reference. 
Ex. 1004, col. 1, 11. 28-33. Also, both patents claim the benefit of U.S. 
Provisional Patent Application No. 60/141,903 and have some of the same 
disclosure in their written descriptions. 

12 

EX 1022 Page 543



IPR2017-00630 
Patent 6,954,789 B2 

supports Petitioner's position. Monitoring statistics is not the same as 

monitoring a conversational flow, which necessarily identifies a "sequence 

of packets,'' under our interpretation. See supra Section I.E. In other words, 

tracking statistics for a given application between a particular client and 

server, or between a particular server and all of its clients, is not sufficient in 

and of itself; a conversational flow identifies a sequence of packets 

exchanged between two nodes as a result of specific activity ( e.g., a 

"sequence of packets that are exchanged in any direction as a result of an 

activity"). 

We now tum to Petitioner's two arguments as to how Engel allegedly 

discloses conversational flows. First, Petitioner contends that Engel teaches 

"Application Level Dialogs." Pet. 15-22. Petitioner argues that Engel 

"considers the nature of the communication ( e.g., the application program 

being invoked) in addition to the Client-Server Pair involved in the 

communication in identifying an application level dialog, rendering such 

dialog a conversational flow within the meaning of the '789 Patent." Id. at 

15-16 (quoting Ex. 1007, col. 9, I. 27-col. 10, l. 3). Petitioner relies on 

Engel's definition of "dialog" as "the exchange of messages and the 

associated meaning and state that is inherent in any particular ex~hange at 

any layer." Id. at 16 (citing Ex. 1007, col. 9, 11. 24-27). According to 

Petitioner, Engel discloses "creating and maintaining dialogs" and collecting 

associated statistics at different layers. Id. In particular, Petitioner asserts 

that the dialog at the application level "is an exchange of one or more 

packets in any direction between two nodes as a result of an activity ( e.g., 

[a Network File System (NFS)] mount request)." Id. (citing Ex. 1007, col. 9, 

1. 58-col. 10, I. 3). Petitioner concludes that tracking an application-level 

13 

EX 1022 Page 544



IPR2017-00630 
Patent 6,954,789 B2 

dialog constitutes tracking a conversational flow. Id. at 16-21 ( citing 

Ex. 1007, Fig. 7C, showing dialog records that point to dialog statistics data 

structures in the STA TS database, and corresponding portions of the source 

code in Ex. 1009). 

Petitioner further relies on Dr. Lin's testimony to assert that, to the 

extent that conversational flows require the tracking of multiple connections, 

"Engel's application level lookup_ dialog routines search for existing dialogs 

based on application and the client-server IP address pair of the 

communication." Id. at 21 ( citing Ex. 1006 ~ 86). Petitioner also contends, 

based on Dr. Lin's testimony, that "Engel's deallocation routines deallocate 

dialog records when the period of inactivity for a dialog address pair 

(measured from the last time an application-specific packet ( e.g., NFS) 

between the IP address pair of the dialog was seen) has exceeded a defined 

application-specific threshold." Id. ( citing Ex. 1007, col. 17, 11. 2- 16; 

Ex. 1006 ~~ 106-107). 

Patent Owner responds that Engel's dialogs are different from 

conversational flows because they are merely "collections of statistics for 

each [Open Systems Interconnection (OSI)] layer across packets (regardless 

of application origin)" and do not relate packets that are the result of an 

application activity. Prelim. Resp. 46-47 (citing Ex. 1007, col. 4, 11. 23-32; 

Ex. 2001 ~~ 78-79). For example, noting Petitioner's statement that "[e]ach 

application level dialog tracks all application activity between the 

client-server pair occurring on any connections until the dialog data 

structures are deallocated for reuse," Patent Owner contends that relating all 

application activity between a client and server is insufficient because a 

conversational flow requires relating flows for specific application activities. 
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Id. at 50-51 (quoting Pet. 21; citing Ex. 20011,I 80-81). We agree with 

Patent Owner. 

Engel explains that a "dialog" is 

a concept which provides a useful way of conceptualizing, 
organizing and displaying information about the performance of 
a network-for any protocol and for any layer of the multi-level 
protocol stack. 

As noted above, the basic unit of information in 
communication is a packet. A packet conveys meaning 
between the sender and the receiver and is part of a larger 
framework of packet exchanges. The larger exchange is called 
a dialog within the context of this document. That is, a dialog 
is a communication between a sender and a receiver, which is 
composed of one or more packets being transmitted between 
the two. There can be multiple senders and receivers which can 
change roles. In fact, most dialogs involve exchanges in both 
directions. 

Stated another way, a dialog is the exchange of messages 
and the associated meaning and state that is inherent in any 
particular exchange at any layer. It refers to the exchange 
between the peer entities (hardware or software) in any 
communication. In those situations where there is a layering of 
protocols, any particular message exchange could be viewed as 
belonging to multiple dialogs. For example, in FIG. 4 Nodes A 
and B are exchanging packets and are engaged in multiple 
dialogs. Layer 1 in Node A has a dialog with Layer 1 in Node 
B. For this example, one could state that this is the data link 
layer and the nature of the dialog deals with the message length, 
number of messages, errors and perhaps the guarantee of the 
delivery. Simultaneously, Layer n ofNode A is having a dialog 
with Layer n of node B. For the sake of the example, one could 
state that this is an application layer dialog which deals with 
virtual terminal connections and response rates. One can also 
assume that all of the other layers (2 through n-1) are also 
having simultaneous dialogs. 

Ex. 1007, col. 9, 11. 9-43 (emphases added). 
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As shown in Figure 4 (reproduced above in Section II.A. I), Nodes A 

and B engage in a dialog at each layer ( e.g., the application layer). Thus, 

Engel monitors communications exchanged between the nodes at a 

particular layer, and tracks statistics for all communications at that layer (to 

assist in diagnosing network problems and improving network performance). 

See, e.g., id. at col. 4, 11. 24-32 (Engel "organizes and presents network 

performance statistics in terms of dialogs which are occurring at any desired 

level of the communication"). Petitioner, however, does not point to any 

disclosure in Engel indicating that its disclosed system relates information 

from one packet to another as pertaining to a specific application activity. 

In other words, in Engel there is exchange of packets in the application layer 

constituting a dialog (see, e.g., id. at col. 9, 11. 37-43) and collection of 

respective statistics for that dialog (see, e.g., id. at col. 4, 11. 24-32). 

However, even if application activity causes the dialog to be created, 

Petitioner does not direct us to teachings or disclosure of identifying a 

sequence of packets as being part of a specific application activity. 

Moreover, Patent Owner notes that in Engel "[k]eeping statistics for protocol 

layers may be temporarily suspended when parsing and statistics gathering is 

not rapid enough to match the rate of packets to be parsed," which further 

suggests Engel does not relate sequences of packets to applications because 

some packets may be lost. Prelim. Resp. 37 (quoting Ex. 1007, col. 3, 11. 

12-14; Ex. 2001174). 

Patent Owner provides the following illustration on page 42 of its 

Preliminary Response: 
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Node A 

Skype 

Video 
i 

Paek.ct 1 . 

Audio 

~ 

Pae'ket 2 

1.1 ... ~.. ......... l1 

u....... ...... 1.2 

L4 ··-·· ···-··· ...... L4 ... 

L? ···-· ............ L7 .. . 

Conversation al 
Flow 

L4 

Web 
Browser 

~ 
Pack.e't II 

Dlalll8/(0rt•~tlcli, ... _ ..... -L,--...................... .. 

Dialcc/tot'!Vertallon ........ .,, .... L5, ..... • ................ .. 

Node B 

The figure above depicts four packets exchanged between Nodes A and B, 

with each row representing a layer of the OSI model. Engel treats each layer 

separately. For example, packets 1 and 2 may both result from the same 

application (e.g., video and audio traffic using Skype), but Engel would not 

link them as being part of a single conversational flow. See id. at 42-43, 51 

("Engel is not concerned with which application a specific packet originated 

from or which packets relate to one another based on the application that 

generated them."). Patent Owner's explanation is consistent with the 

disclosure of Engel and is supported by the testimony of its declarant, Kevin 

C. Almeroth, Ph.D. See, e.g., Ex. 1007, col. 9, ll. 9-43 ("a dialog is a 

communication between a sender and a receiver, which is composed of one 

or more packets being transmitted between the two," where, for example, 

"Layer n of Node A is having a dialog with Layer n of node Bn); col. 9, 
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l. 67-col. 10, I. 3 ("If in fact there exists more than one communication 

thread between Nodes A and B, then these would represent separate, 

different dialogs."); Ex. 2001 ii~ 65-85. 

Petitioner's position appears to be that conversational flows exist in 

Engel simply because communications exist at the application layer and 

because those communications result from some application activity. See 

Pet. 15-22. As explained in connection with Patent Owner's illustration 

above, however, we do not see-and Petitioner does not point to-anything 

in Engel indicating that it links communications by application ( as opposed 

to by layer and client-server pair) as our interpretation of "conversational 

flow" above requires. See supra Section LE; Ex. 1003, col. 3, ll. 56-59 

("What distinguishes this invention from prior art network monitors is that it 

has the ability to recognize disjointed flows as belonging to the same 

conversational flow."). Petitioner argues that "Engel's application level 

lookup_ dialog routines search for existing dialogs based on application and 

the client-server IP address pair of the communication," citing Dr. Lin's 

testimony as support, but Dr. Lin only explains in the cited paragraph how 

Engel searches for existing dialogs based on the client-server IP address 

pair, not based on application. 7 See Pet. 21 ( emphasis added); Ex. 1006 

7 We also note that Dr. Lin explains in his declaration how Engel's disclosed 
system works, but does not opine that the reference discloses 
"conversational flows" or explain how any of the limitations of the claims 
are taught by Engel. See Ex. 1006 ~~ 51-108 (Dr. Lin stating that he "was 
asked to review Engel and the source code found in Engel's Appendix VI 
and to provide an overview of the operation of the Engel packet monitor as 
disclosed in the Engel patent and the Appendix VI source code"); Prelim. 
Resp. 46. Thus, we determine that Dr. Almeroth's testimony that Engel 
does not disclose "conversational flows" does not create a genuine issue of 
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,r 86. Indeed, Petitioner acknowledges that Engel's application level dialogs 

track "all application activity between the client-server pair," without 

pointing to any specific disclosure in Engel of tracking activity by 

application. See Pet. 21. Nor are we persuaded by Petitioner's argument 

regarding deallocation. See id. Engel deallocates dialog records after a 

period of inactivity "for a dialog address pair," which does not support 

Petitioner's contention that Engel links communications by application (as 

opposed to simply by layer and client-server pair). See id. (citing Ex. 1007, 

col. 17, 11. 2-16); Prelim. Resp. 51. 

Second, Petitioner argues that Engel teaches "Application-Specific 

Server Statistics." Pet. 22-30. According to Petitioner, "Engel recognizes 

disjointed flows as belonging to the same conversational flow by tracking 

statistics for a given application and a specific Server and all of its clients." 

Id. at 23. Petitioner argues that 

Engel discloses tracking application-specific server statistics 
(i.e., metrics for a given application and a specific Server and 
all of its clients) .... Each application-specific server record 
includes a dialog link queue with a linked list of all application 
dialogs in which the server has participated (i.e., dialogs for a 
given application and a specific Server and all of its clients); 
and therefore recognizes and links disjointed exchanges 
associated with a particular application, even if the clients were 
not the same. 

Id. at 24-26 (citing Ex. 1007, Fig. 7B (item 160), col. 18, 11. 41-62, col. 17, 

I. 32-col. 18, 1. 40; Ex. 1009, 179, 245-248; Ex. 1006 ,r,r 62-69). 

As explained above, however, Petitioner has only shown that Engel 

links packets ( and tracks corresponding statistics) by layer and client-server 

material fact (which would be viewed in the light most favorable to 
Petitioner pursuant to 37 C.F.R. § 42.108(c)). 
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pair, not by application. Thus, we are not persuaded that Engel links 

communications "associated with a particular application" as Petitioner 

contends. See id. We agree with Patent Owner and Dr. Almeroth that 

[b ]ecause Engel considers dialogs unique and does not relate 
subsequent packets with previously seen packets, Engel is 
user-agnostic-no effort is made to relate packets to specific 
application activities. Rather, all packet dialogs at a given OSI 
level are treated uniformly and are indistinct from one another; 
any context of who sent the packets or for what purpose is lost 
under Engel. In essence, each dialog is placed into a single 
bucket and Engel does not recognize or establish relationships 
among the dialogs. 

Prelim. Resp. 52 (citations omitted); see Ex. 2001183. 

Engel discloses that in a connection-oriented protocol, once a 

connection is established, Nodes A and B may have simultaneous unique 

dialogs. Ex. 1007, col. 9, 11. 51-57, Fig. 4. Engel further discloses that in a 

connectionless protocol, once the communication has begun, it is possible to 

determine the action requested. Id. at col. 9, 11. 58-67. However, if there are 

multiple communication threads between Nodes A and B, they would be 

separate and different dialogs. Id. at col. 9, I. 67-col. 10, 1. 3. We see no 

disclosure in Engel of linking these disjointed dialogs into a "conversational 

flow." Petitioner's cited portions of Engel shed no light on such 

connections. See Pet. 24-26 (citing Ex. 1007, col. 18, 11. 41-62, col. 17, 1. 

32-col. 18, I. 40). Keeping statistics relating to separate dialogs does not 

extend to linking unique dialogs, let alone linking them based on a specific 

application. 

For the reasons set forth above, we are not persuaded by Petitioner's 

arguments as to how Engel allegedly monitors "conversational flows" using 

the STATS database and, therefore, are not persuaded that Engel discloses 
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( c) looking up a flow-entry database comprising none or 
more flow-entries for previously encountered conversational 
flows, the looking up using at least some of the selected packet 
portions and determining if the packet is of an existing flow; 

Thus, Petitioner has not shown a reasonable likelihood of prevailing on its 

assertion that independent claim l, as well as claims 2-8, 11, 13, and 15, 

which depend from claim 1, are anticipated by Engel. 

B. Obviousness Ground Based on Engel and Baker 

Petitioner contends that independent claim 44 and dependent claims 

12, 45, 47, and 48 are unpatentable over Engel and Baker, under 35 U.S.C. 

§ 103(a). Pet. 57-73. Claim 12 depends from claim 1. Claim 44 recites an 

identical "conversational flow" limitation to that discussed above with 

respect to claim 1: 

( c) looking up a flow-entry database comprising none or 
more flow-entries for previously encountered conversational 
flows, the looking up using at least some of the selected packet 
portions and determining if the packet is of an existing flow. 

Petitioner relies on the same analysis for "Element 44( c )" as discussed above 

in Section II.A.2. Pet. 52 ("See Element l(c)."). Accordingly, for the 

reasons set forth above, we are not persuaded that Petitioner has established 

a reasonable likelihood of prevailing on its asserted ground for the reasons 

explained above with respect to claim 44, as well as claims 12, 45, 47, and 

48, which depend from claims 1 or 44. See supra Section II.A.2. 

C. Obviousness Grounds Based on Engel and Graham-Cumming, 

and Engel, Baker, and Graham-Cumming 

Petitioner contends that claims 14 and 16-18 are unpatentable over 

Engel and Graham-Cumming, and claims 46 and 49 are unpatentable over 
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Engel, Baker, and Graham-Cumming, under 35 U.S.C. § 103(a). Pet. 53--62. 

Petitioner does not contend that either of Baker or Graham-Cumming 

teaches the "conversational flow" limitations of claims 1 and 44. See id. 

Thus, we are not persuaded that Petitioner has established a reasonable 

likelihood of prevailing on its asserted grounds for the reasons explained 

above with respect to parent claims 1 and 44. See supra Section 11.A.2. 

D. Conclusion 

We conclude that Petitioner has not demonstrated a reasonable 

likelihood of prevailing with respect to at least one claim of the '789 patent 

challenged in the Petition. Therefore, we do not institute an inter partes 

review on any of the asserted grounds as to any of the challenged claims. 

III. ORDER 

In consideration of the foregoing, it is hereby: 

ORDERED that the Petition is denied as to all challenged claims of 

the '789 patent. 
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