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of two words in length and aligned. Internal fragmentation
may result when the space needed by an object must be
rounded up to the next power of two words. However, this
does not result in much wasted physical memory, since
physical space is allocate on a page-by-page basis, indepen-
dent of segmentation. External fragmentation of the virtual
address space may occur when recycled segments cannot be
coalesced into contiguous sections of usable sizes. A buddy
memory allocation scheme, which combines adjacent free
segments into larger segments, can be used to reduce this
fragmentation problem.

Software Implementations

‘While guarded pointers enable efficient implementation
of many desirable operating system features, some short-
comings inherent in single-address-space and capability-
based architectures can be addressed by the software system
designer using guarded pointers.

The efficiency of guarded pointers is largely due to
climinating indirection through protected segment tables.
With guarded pointers there is no need to store these tables
or to access them on each memory reference. Without
protected indirection, modifying a capability requires scan-
ning the entire virtnal address space to update all copices of
the capability. This is needed, for cxample, when relocating
a segment or revoking access rights to 2 segment. In some
cases this expensive operation can be avoided by exploiting
the paging translation, uscr-level indirection or protected
subsystems.

All guarded pointers to a segment can be simultancously
invalidated by unmapping the segment’s address space in
the page table. All subsequent accesses using pointers to this
segment will raise exceptions. This directly revokes all
capabilitics to a segment. Scgments can be relocated by
updating the pointer causing the exception on each reference
to the relocated segment. One limitation of this approach is
that it operates on a page granularity while segments may be
any size, down 1o a single byte in length. Thus relocating or
revoking access to a segment may affect the performance of
references to several unrelated bystander segments.

Indirection can be performed explicitly in software where
it is required. If a scgment’s location is unknown or is
cxpected to move frequently, a program can make alt
segment references to offsets from a single scgment basc
pointer. Only this single pointer needs to be updated when
the segment is moved. With explicit indirection, overhead is
incurred only when indirection is needed, and then it is
exposed to the compiler for optimization. Since no bardware
prevents user code from copying the segment base pointer,
relocation or revocation through explicit indirection requires
adherence to software conventions.

It is impossible in any capability-based system to directly
revoke a single process’ rights to access a segment without
potentially affectiog other processes. Since possession of a
capability confers access rights, the only way to remove
access rights from a single process is to remove all capa-
bilities containing those access rights from the memory
addressable by the process. This can be accomplished by
sweeping the memory that the process can address, and
overwriting the correct capabilitics, so long as none of the
memory containing those capabilities is shared. If the point-
ers that need to be overwritten are contained within a shared
segment, all processes which rely on the pointer will lose
access privileges. This is due to the lack of a protected table
that stores permission information on a per-process basis.

Protected indirection can be implemented by requiring
that all accesses to an object be made through a protected
subsystem. In addition to restricting the access methods for
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the object, the subsystem can relocate the object at will and
can implement arbitrary protection mechanisms. For
example, the subsystem could implement a per-process
access control list. Revoking a single process’ access rights
can be performed by updating the access control list. Access-
ing an object through a protected subsystem is advisable if
the object must be relocated or have its access rights
changed frequently and if the object is referenced infre-
quently or only via the subsystem access methods.

Without indirection, address space is allocated “for all
time,” requiring the system software to periodically garbage
collcct the virtual address space, so that addresses no longer
in service can be reused. This is simplified with guarded
pointers, as pointers are self identifying via the tag bit. Thus,
the live segments can be found by recursively scanning the
reachable segments from all live processes and persistent
objects.

The M-Machine

The M-Machine memory system provides an example of
how guarded pointers may be used. The M-Machine is a
multicomputer with a 3-dimensional mesh interconnect and
multithreaded processing nodes (Dally, W. J., Keckler, S. W,
Carter, N., Chang, A., Fillo, M., and Lee, W. S. “M-Machine
architecture v1.0,” Concurrent VLSI Architecture Memo 58,
Massachusetts Institute of Technology, Artificial Intelli-
gence Laboratory, January 1994 and Keckler, 8. W, and
Dally, W. J., “Processor coupling: Integrating compile time
and nuntime schcdulmg for parallelism”, Proceedings of the
1%th Internati jum on Comp Architecture
(Quecnsland, An.straha, May 1992), ACM, pp 202-213, and
U.S. application Scr. No. 08/062,388). Oge of the major
rescarch goals of the M-Machine is to explore the best use
of the increasing number of trapsistors that can be placed on
a single chip.

The processing nodes of the M-Machine (known as
multi-alu processors, or MAPs) operate on 64-bit integer
and floating-point data types and use 64-bit gnarded pointers
(plus a tag bit) to access a 54-bit, bytc-addressable, global
address space, which is shared by all processes and nodes of
the machinc. FIG. 8 shows a block diagram of 2 MAP chip.
Each MAP chip contains twelve execution units: four integer
units, four floating-point, and four memory units. These
exccution units are grouped into four clusters 69, cach
containing one cxecution unit of cach type.

To increase the utilization of these hardware resources
when executing programs that have insufficient instruction-
Jevel parallelism, the M-Machine implements multithread-
ing. Four user threads share the processing resources of cach
cluster, for a total of sixicen user threads in execution at any
time. Each cycle, the hardware on each cluster cxamines the
threads in execution on it and selects one thread to execute
on the hardware resources. The three execution units in a
cluster are allocated and statically scheduled as a loog
instruction word processor.

Bach M-Machine node contains an on-chip 4-bank cache
70 and 1MWord (8MBytes) of off-chip memory 71. The
cache is virtually add d, and add are interleaved
across the baoks. This allows the memory system to accept
up to four memory requests during each cycle, matching the
peak rate at which the processor clusters cap generate
requests. Requests that miss in the cache arbitrate for the
external memory interface 72, which can only handle one
request at a time. The interface 72 also holds the LTLB.
Request to memory arc made by cluster 69 through an
M-switch 73, and responses are passed back through a
C-switch 75. Traosfers between clusters are also made
through the C-switch.

EX 1019 Page 258

e Y a1




ety

REF g L oL

ta

*

ey

pomcaant ta g o

U

o m——

N P AT -

6,003,123

13

Messages are routed through the network by an output
interface 77 using the GTLB 79. Incoming messages are
quened in an input interface 81.

The M-Machine presents two challenges to a protection
system. The first is cycle-by-cycle interleaving of instruc-
tions and memory references from different protection
domains, while still allowing cfficient sharing among them.
Because guarded pointers provide memory protection with-
out requiring ¢ach thread to have its own virtual to physical
translations, memory references from different threads may
be in flight simultaneously without comprising sccurity. This
cnables zero cost context switching as no work must be
performed to switch between protection domains.

‘The other challenge for both the protection and translation
systems is the interleaved cache of the M~Mad1mc which
may service up to four rcf ly. The single
address space implemented thh guarded pmmcxs allows the
cache to be virtually addressed and tagged so that transla-
tions need only to be performed on cache misses. In
addition, encoding all protection information in & guarded
pointer eliminates any need for table lookup prior or during
cache access. These two features climinate the need to
replicate or quad-port the TLB or other protection tables.
Guarded Pointer Conclusions

We have introduced guarded pointers as a hardware
mechanism to implement capability-based protection and
allow fast multithreading among threads from different
protection domains, including concurrent exccution of user
programs and the operating system. We have described the
M-Machine as an example of an architecture which imple-
ments guarded pointers.

A guarded pointer is an unforgeable handle to a segment
of memory. Each pointer is comprised of segment
permission, length, base, and offset ficlds. The advent of
64-bit machines allows this information to be cncoded
directly in a single word, withont unduly limiting the
memory address space. An additional tag bit is provided to
prevent a user from illicitly creating a guarded pointer.
Guarded pointers are an efficient implementation of capa-
bilities without capability tables and mandatory indirection
Ol MEMmOry accoss.

Guarded pointers can be used to implement a varicty of
software systems. Threads in different protection domains
can share data merely by owning copies of a pointer into that
scgment, A thread can grant another thread access to private
dala by passing a guarded pointer to it. Protected entry
points and cross-domain calls can be efficiently imple-
mented using an entry type guarded pointer.

The costs of implementing guarded pointers are minimal.
Aa additional tag bit is required to identify pointers, and the
virtual address space is reduced by the number of bits
required to encode segment permissions and lengths. In 2 64
bit machine, 54 virtual address bits are left, which is ample
space for the foreseeable future. A small amount of hardware
is also required to perform permission checking on memory
operations.

Like all single global virtual address space systems,
guarded pointers permit processes from different protection
domains to share the cache and paging systems without
comprising security. Also like these systems, guarded point-
ers climinate multiple translations and permit processes to
access an interleaved virtual cache without requiring mul-
tiple TLBs. Guarded pointers do share some of the deficien-
cies of single address space memory systems (garbage
collecting virtual address space), and capability systems
(relocating and revoking access to scgments).

By encoding a segment descriptor in the pointer itsclf and
checking acoess permissions in the exccution unit, guarded
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pointers obviate the nced to check protection data in the
cache bank. This permits in-cache sharing, which is not
possible with methods that append the PID to the cache tag,
without the expense of providing protection tables in hard-
ware.

Consequently, guarded pointers concentrate process state
in general purpose registers instead of auxiliary or special
memory. Threads become more agile as less processor
resident state is needed. This will enable better resource
utilization in parallel systems as threads may begin
execution, migrate and commmunicate with other threads with
lower latency.

Block Status Bits

The addition of block status bits to 2 memory system
allows relocation of data objects that are smaller than
individual pages, without requiring a lookup table entry for
each object. Bach page of memory (4 KB) is divided into
64-byte (8 word) blocks. Two block status bits are assigned
to each of the 64 blocks in 2 page. The status bits are used
to encode the following states:

INVALID: Any attemupt to reference the block raises an

exception.

READ ONLY: The block may be read, but an exception
occurs if a write is attempted.

READ/WRITE: Reads and writes to the block are per-
mitted.

DIRTY: Reads and writes to the block are permitted. The
live has been writien at least once since the page table
entry was created.

One method in which block status bits may be used to
control the relocation of data is to assign each block in the
memory a home node, which is responsible for ging the
reiocation of the blocks assigned to it. A mechanism such as
the GTLB may be used to provide fast location of the home
node of a block, but this is not necessary.

The home node maintains a software record of which
other nodes have copies of a block, and the status of those
copies. Only one node is allowed to have a copy of a block
that is in the read-write state, but many nodes may have
read-only copics of a block if no node has a read-write copy.
This prevents different nodes from baving different versions
of the data in a block.

‘When a node requests a read-only copy of a block, the
home node examines its records of which nodes have copies
of the block. If no node has a read-write copy of the block,
the home node issues a read-only copy of the block to the
requesting node, and adds the requesting node to the list of
nodes that have a copy of the block. If another node has a
read-write copy of the block, the home node sends an
invalidate message to the node, telling it to give up its copy
of the block, and to inform the home node of the new
contents of the block if the block has changed. When the
home node receives notification that the read-write copy of
the block has been invalidated, it issucs the read-only copy
of the block to the requesting node and records that the
requesting node has a copy of the block.

Requests for read-wrile copies of a block are handled in
the same manner, except that any node that has a copy of the
block must invalidate its copy before the read-write copy
can be given out, to prevent data inconsi y problems.

‘When a node receives a message telling it to invalidate its
copy of a block, it examincs the block status bits of that
block. If the block is in a read-only or read-write state, then
the node has not changed the contents of the block, and the
block can be discarded and the home node informed that this
has been done. If the block is in the dirty state, then its
contents have been chaoged since the node received its copy
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of the block, and the node must send the changed copy of the
block back to the home node before its discards the block.

When a data word is accessed in the memory, the block
status bits corresponding to that word are retrieved as well
as the word being accessed. The block status bits are
compared to the operation being attempted; and an excep-
tion is raiscd if any operation is attempted on a word whose
block status bits are in the invalid state, or if an operation
that modifies memory is attempted on a word whose block
status bits are in the read-only state. If an operation is not
allowed, the operation is cancelled before it modifies the
state of the memory. If the operation modifies the location
being referenced, the block status bits corresponding to that
Iocation arc set to “dirty” if the operation is allowed. This
allows the hardware to quickly determine if a block has been
modified, as any modifications to a block will cause its status
bits to enter the dirty state.

The block status bits for each mapped page on a node are
contained in the local page table of that node. When the
translation for a page is brought into the local translation
lookaside buffer (LTLB), the status bits for the blocks
contained in that page are copied into the LTLB as well.
‘Whean a block of data is brought into the cache from the main
memory, the block status bits for that block are cxamined in
the LTLB. The cache status of the block is sct to read-only
if the block status in the LTLB entry is read-only. If the
LTLB block status is read/write or dirty, then the cache
status is set to read/write. Attempts to bring a block in the
invalid state into the cache causes an exception. The dirty bit
of a block’s status in the cache is always set to zero when the
block is brought into the cache to reflect the fact that the
block has not been modified since it was brought into the
cache. This does not change the status of the block in the
LTLB. When a block is evicted from the cache, its dirty bit
is examined, and the status of the block in the LTLB changed
to dirty if the cache dirty bit is sct to onc. When an LTLB
entry is evicted, its block status bits are simply copied out to
the local page table, as the LTLB cntry contains the most
recent copy of the status bits.

FIG. 9 shows the format of an LTLB entry, while FIG. 10
shows the transfers of status bits between storage locations,
FIG. 11 shows the hardware that extracts the status bits for
a block from the LTLB, and FIG. 12 is a flow chart of a
memory request using the block status bits.

As shown in FIG. 9, an cntry for cach virtual page in the
local page table and local table lookup buffer comprises
three words. The first word includes the translation from
virtual page to physical page. The virtual page is identificd
by the first 42 bits of the 54-bit virtual address. Since the
translation to physical address is only for the physical space
on a particular node, 20 bits arc sufficient to identify the
physical page location. The second and third words each
include a single bit for each of 64 blocks of the virtual page.

As shown in FIG. 11, the first 42 bits of the virtual address
are used to locate the page table entry n the LTLB 71 and
three words for that entry are output as shown. To select the
appropriate block status bits, the next 6 bits of the virtual
address, which are the first 6 bits of the page offsct, are
applicd to the select inputs of multiplexers 73 and 75, cach
sclecting one of the two block space bits for that virtual
address.

Caching the block status bits in the LTLB and in the cache
allows the memory system to examine a word’s block status
bits when that word is referenced without requiring a page
table access on cach memory reference. FIG. 12 shows the
sequence of events involved in performing a memory access
in a system that implements block status bits. First (oot
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shown on the flow chart) any permission checks that are
necessary to determine whether or not the user is allowed to
access the address in question are performed. This includes
all of the procedures of FIG. 2A if the system incorporaltes
Guarded Pointers.

Once that has been done, the request is submitted at 74 to
the cache memory 77 (FIG. 10). If the address is found in the
cache at 76, the block status bits corresponding to the
address are examined and compared to the operation being
performed at 78 and 80. If the operation is allowed, the
cache memory completes the operation at 82 and is ready for
the next request. If the operation is not allowed, an exception
is raised at 84.

If the address is not in the cache 76, the local translation
lookaside buffer (LTLB) 79 is probed at 86 to determine if
it contains a translation for the address. If the LTLB does not
contain a translation, an exception occurs at 88 to check the
local page table 81, and software is invoked at 90 to load a
translation into the LTLB from the local page table. As
shown in FIG. 10, the LTLB entry which is evicted carries
with it status bits for updating those bits in the local page
table. Similarly, the new entry carries the status bits from the
local page table. When the data is read into the cache
memory 77, the status bits for the cache line are copied from
the associated entry of the LTLB, with the exception that a
dirty entry is entered in the cache as a read/write. The dirty
designation is retained in the LTLB for purposes of provid-
ing the dirty flag to a home node when requested. However,
the operating program which loads from the cache need only
determine whether it is authorized to read or write. Within
the cache, the status bit will be converted to dirty with a
write to cache in order to-facilitate npdating the status bits
in the LTLB and the data in memory with later eviction of
the cache line.

Once a translation has been found, cither in the page table
or the LTLB, the block status bits corresponding to the
address are compared at 92 and 94 to the operation being
performed. If the block status bits allow the operation being
attempted, the operation is completed from the main
memory at 96. If the block status bits do not allow the
operation, an exception is raised at 98.

If po translation for the address can be found in cither the
LTLB or the focal page table, the software atteropts at 100
to locate the data on another node, possibly using a GTLB
as described below.

The operating system must have the ability to change the
status bits of 2 memory block. This can be provided cither
through privileged operations that probe the cache to change
the status bits in the cache as well as in the LTLB entry, or
by requiring the system to remove the appropriate block
from the cache before altering its status bits, and to ensure
that the block is not returned to the cache before the status
bits have been updated.

These states allow a varicty of relocation and replication
(cache coberence) schemes to be implemented efficiently, by
handling the common casc (the user attempting an access
which is allowed) in bardware while giving the software the
ability to determine bow illegal accesses arc handled. For
example, block status bits allow the efficient implementation
of a system in which small data objects are relocated from
node to node. When a data object is brought onto a node, a
page table entry is created for the page containing that object
if one does not already cxist. The status bits for the memory
blocks containing the object being relocated are set to one of
the three valid states, while the status bits for each memory
block that does not contain valid data on the local node are
sct to INVALID. Users can then access the object in any way
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that is consistent with the status bits associated with it. If a
user attempts to reference a block that has not been brought
on to the local node, its status bits will be in the INVALID
state, and any attempt to reference it will cause an exception,
invoking an exception handler to resolve the situation.
Moving an object off of a node can be accomplished by
copying it to another node, and changing the status bits
associated with it to INVALID, prohibiting access to the
object. This allows small data objects to be relocated
throughout a multicomputer efficiently without requiring
overly large tables to contain information about which
objects are located on a given node. The system will have to
maintain a table in software which contains information on
where cach object is in the system, but the space constraints
on software tables are not nearly as great as on hardware
tables.

Block status bits can also be used to implement cache
coherence schemes. Many cache-coherence schemes assign
states to data which are very similar to the block status
states: INVALID, READ-ONLY, READ-WRITE, and
DIRTY. The differences between these schemes lie in their
bandling of cases where data is referenced in a manner
which is inconsistent with its state. Block status bits allow
the hardware to handle the (common) casc where data is
accessed in an allowed manner, with software being invoked
to handle tbe uncommon case where an illegal access is
attempted. Since system software can manipulate the status
bits of a block, operations such as system-wide invalidation
of a block so that one node can gain an exclusive copy of the
block, can be efficiently implemented.

Global Translation Lookaside Buffer

A Global Translation Lookaside Buffer (GTLBY) is used to
cache translations between virtual addresses and the nodes
containing those addresses. Translation of virtual addresses
to physical addresses is handled by a Local Traoslation
Lookaside Buffer (LTLB) which may essentially be the same
as a conventional translation lookaside buffer. The intended
usc of the GTLB is to allow hardware and software to
quickly determine which node of a multicomputer contains
a given datum. A message can then be sent to that node to
access the datum. On the node that contains the datum, the
LTLB can be used to translate the virtual address into a
physical address in order to reference the datum.

In order to allow large blocks of virtual address space to
be mapped by a small number of GTLB entries without
increasing the size of the smallest block of data that can be
mapped, cach GTLB entry maps a variable-sized page-
group of virtual address space across a number of nodes. In
order to simplify the interaction between the local and global
trapslation mechanisms, and to reduce the number of bits
required to encode the length of a page-group, cach page
group must be a power of two local pages in length.

The address space contained in a page-group may be
mapped across a 3-D sub-cube of nodes, with the following
restrictions: cach side of the sub-cube must be a power of
two nodes long, and the amount of address space allocated
to cach node must be a power of two local pages. While
these restrictions constrain the mapping of address space to
nodes somewhat, they greatly reduce the size of the GTLB
eotry and the complexity of the hardware needed to perform
the translation.

FIG. 13 shows the format of a GTLB entry. 42 bits encode
the virtual page identifier, which is obtained by truncating
the low 12 bits off a 54-bit virtual address, since these bits
represent the offset within a local page. Sixtcen bits encode
the start node of the sub-cube of nodes that the page-group
maps across. This node ID is divided into a six-bit
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Z-Coordinate, and 5-bit X- and Y-coordinates to give the
position of the start node within the machine. Six bits encode
the base-2 logarithm of the length of the page-group in local
pages. Six bits encode the base-2 logarithm of the number of
local pages of address space to be placed on cach node.
Three bits encode the base-2 logarithm of the length of the
prism of nodes that the page-group maps across in cach of
the X-, Y-, and Z-dimensions.

FIGS. 14A, 14B, 15A and 15B show the manner in which
the GTLB translates a virtual address. The virtual address is
submitted to the GTLB at 102. If a hit is not located at 104,
a miss is signalled at 106 to call an exception which reads
the global page table. FIG. 15A illustrates an example GTLB
entry located with a hit.

Since the GTLB is fully associative, the page identifier
portion of each virtual address, that is, the first 42 bits of
each virtual address, must be compared to the virtual page
identifier of each entry in the GTLB. Further, since the
grouping of pages allows for a single GTLB entry for cach
page group, the least significant bits of the page identificr
corresponding to the number of pages in the group need not
be considered in the comparison. Thus, as illustrated in FIG.
14B, the six bits of cach GTLB entry which indicate the
number of pages per group can be decoded to create a mask
in bit mask generator 124. Using the bit mask generator 124,
only the more significant bits of the page identifiers required
to identify a group are compared in the mask comparator
126. On the other hand, the full 42 bits of both the virtual
address and the GTLB entry are applied to the comparator
since groups can be of different lengths and thus require
masking of different sets of bits. Applying the full 42 bit
identificrs to the comparator allows for a group of only one
page.

From the entry illustrated in FIG. 154, it is determined
that the start node of the sub-cube is node [3,2,0] and that 2*
pages of address space are mapped to cach node within the
sub-cube. The page-group is mapped across a sub-cuhe of
nodes that extends 22 nodes in the Z-direction, 22 nodes in
the Y-direction, and 2 nodes in the X-direction. The start
node [3,2,0] and the full cubic group of nodes is illustrated
in FIG. 15B.

To determine the node containing the address being
translated, the GTLB masks off at 108 the page offsct bits of
the address which contain the offset from the start of the
local page to the address being translated. The next four bits
of address 0101 arc discarded, as they all map to the same
node, as shown by the value 4 in the “log pages per node”
filed. The next bit of the address contains the X-offset from
the start node to the node containing the address, as shown
by the value of 1 in the X subfield of the “log sub-cube
dimensions” field, and that bit is extracted at 110. Similarly,
two bits contain the Y-offset and two bits contain the Z-offset
from the start node to the node containing the address being
translated, and those are extracted at 112 and 114. Examin-
ing the selected bit ficlds reveals that the node containing the
address lies at offset X=1, Y=2, Z=3 from the start node.
Adding these values to the coordinates of the start node at
116 in the address 118 gives the coordinates of the node
containing the address X=1, Y=4, Z=6, shown in FIG. 15B.

FIG. 16 shows a block diagram of the GTLB hardware.
The GTLB compriscs a content addressable memory CAM

120 which contains the GTLB entries, a bit-field extractor
122 to extract the X-, Y-, and Z-Offset fields from the source
address, and three adders 118 to add the offsets to the
appropriate portions of the start node. The SRAM array must
be fully-associative, as the variable size of page-groups
makes it impossible to use a fixed number of bits to select
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a set within the array to be searched. When an address is
submitted to the GTLB for translation, it is passed to the
CAM array. If the address is found in the array, the Hit
output is asserted, and the start node, the page-group length,
the pages-per-node information, and the X-, Y-, and
Z-lengths of the sub-cube of nodes containing the address
being translated are outputted. The bit-field extractor takes
the dimension of the prism, and the page-length and pages-
per-node information, and extracts from the virtual
addressces the bit ficlds containing the X-, Y-, and Z-offscts
from the start node of the page-group to the pode containing
the address being translated. The offsets arc then added to
the appropriate field within the address of the start node to
get the address of the node containing the address.
Integration of all Three Systems

FIG. 17 shows a flow chart of the execution of a memory
reference from 128 in a sysiem that combines Guarded
Pointers, Block Status Bits, and a Global Translation Looka-
side Buffer. The first step in performing a memory operation
is to perform at 130 the pointer permission checks described
in the section on Guarded Pointers. If those checks pass, the
memory request is sent to the memory system. Otherwise, an
exception is raiscd at 132.

If the data is located in the cache at 134, its block status
bits are examined at 136, and an exception is raiscd at 138
if they do not allow the operation being attempted.
Otherwise, the operation is completed in the cache at 140. If
the data is not located in the cache, the LTLB is probed at
142 for a translation for the address. If a translation is found,
the block status bit of the address arc examined at 144, and
the operation completed from the main memory at 146 if the
status bits allow it, or an exception raised at 148 if they do
not.

If a translation for the address is not found in the LTLB
at 142, software searches the local page for a translation at
150. If a translation is found, the LTLB is updated at 152 to
contain the translation, and the reference proceeds at 144 as
if an LTLB hit occurred.

If no translation is found in the local page table at 150, the
software probes the GTLB at 154 to sce if the node con-
taining the address can he determined. If a GTLB miss
occurs, the global page table is scarched at 156 for an entry
corresponding to the address. If the node containing the
address can be located cither through the GTLB or the global
Ppage table, the software can send a message to that node to
complete the request at 158. Otherwise, an error is signalled
at 160, as the reference can not be completed.

‘While each of these mechanisms is uscful separately, they
complement each other to form the basis for the memory
system of a multicomputer. Guarded Pointers provide a
protection mechanism that allows a pumber of independent
Pprocesses to share the resources of the multicomputer with-
out compromising the security of those processes. The
Global Translation Lookaside Buffer provides an cffective
mechanism for distributing data objects across the multi-
computer by mapping virtual addresses to nodes within the
multicomputer. The block Status Bits make the process of
moving or copying data from node to node more efficient by
reducing the size of the smallest datum that can be relocated,
without increasing the number of translation table entrics
required if no remote data is accessed.

Acrclated paper has been submitted for presentation at the
6th International Conference on Architectural Support for
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Programming Languages and Operating Systems (ASPLOS
VI), Oct. 5-6, 1994.
EQUIVALENTS
While this invention has been particularly shown and
described with references to preferred embodiments thercof,
it will be understood by those skilled in the art that various
changes in form and details may be made therein without
departing from the spirit and scope of the invention as
defined by the appended claims. Those skilled in the art will
recognize or be able to ascertain using no more than routine
cxperimentation, many equivalents to the specific embodi-
ments of the invention described specifically herein. Such
cquivalents are intended to be encompassed in the scope of
the claims.
‘What is claimed is:
1. In a parallel processing system, a method of addressing
data across plural processor nodes comprising:
applying a virtual address to a global translation buffer to
identify a mapping of a page group of plural pages
across a sct of plural but less than all processor nodes
in the system, the page group containing the physical
page to which the virtual address corresponds; and
from the virtual address and mapping, determiming a
destination node as a node within the sct of processor
nodes which contains the physical page to which the

virtual address corresponds.
2. A method as claimed in claim 1 further comprising
forwarding a ge to the destination node.

3. Amecthod as claimed in claim 2 further comprising, at
the destination node, translating the virtual address to a
physical address.

4. A method as claimed in claim 1 wherein each page
group is specified by a group size.

5. Amecthod as claimed in claim 4 wherein the group size
is logarithmically encoded.

6. Amethod as claimed in claim 1 wherein the translation
buffer specifies a start node and the range of the set of nodes.

7. A method as claimed in claim 6 wherein the range is
specified in plural dimensions.

8. A method as claimed in claim 7 wherein the range is
logarithmically encoded in each of the plural dimepsions.

9. Amethod as claimed in claim 8 wherein the translation
buffer specifies the number of pages of the page group per
node of the set of nodes.

10. A method as claimed in claim 6 wherein the transla-
tion buffer specifies the number of pages of the page group
per node of the sct of nodes.

11. Amethod as claimed in claim 1 wherein the translation
buffer specifics the number of pages of the page group per
node of the set of nodes.

12. A data processing system comprising a plurality of
processor nodes, each processor node comprising:

a global translation buffer for identifying relative to a
virtual address a mapping of a page group of plural
pages to a sct of plural processor node s in the system,
the page group containing the physical page to which
the virtual address corresponds;

clectronics which determines, from the virtnal address
and the identified mapping, a destination node as a node
within the sct of processor nodes having the physical
address corresponding to the virtual address.
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[57 ABSTRACT

A cache memery contains a number of RAMs. The RAMs
are addressed by independent hashing functions, so as to
access a set of locations, one in each RAM, If the required
data item is resident in the addressed set, it is accessed.
Otherwise, the least-recently used location in the set is
selected for overwriting with data from main memory. The
contents of the RAM location that is about to be overwritten
are saved, and then used to access the memory again in order

3951425, 421.06, 463, 443, 486, 487 to address a further sct of locations. If any of this farther set
E . of locations is less recently used than the saved contents, the
56l References Cited saved contents are loaded back into that location.
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SET-ASSOCIATIVE CACHE MEMORY
HAVING AN ENHANCED LRU
REPLACEMENT STRATEGY

BACKGROUND OF THE INVENTION

This invention relates to sct-associative memories.

Oge conventional form of set-associative memory com-
prises a plurality of random access memories (RAMs), each
RAM location holding a data item and a tag value identi-
fying the data. An input address is hashed (i.e. transformed
by a many-to-one mapping function) to produce a hash
address, which is applied in parallel to all the RAMs, so as
to select one Jocation in each RAM. The tag values in the
addressed locations are then examined to see if the desired
data is resident in one of them and, if so, the data is accessed.

If there are n RAMEs, so that n locations at a time are
examined, the memory is referred to as an n-way set-
associative memory and is said 10 have an associativity of n.
The usual choice for the value of n is 2 or 4.

Such a set-associative memory may be used, for example,
as a cache memory for a computer system. The aim of a
cache is to keep the most useful data of a large amount of
data in a small, fast memory in order to avoid having to
retrieve the data from the larger, slower main memory. If the
required data is in the cache, it is said that a “hit” has
occurred; otherwise a “miss” has occurred. The percentage
of misses is called the “miss rate”. A common engineering
problem in designing a cache is to minimize the miss rate
while keeping the cache size, the access speed, the power
consumption and the amount of implementation logic fixed.

In general, the miss rate of such a cache decreases as its
set associativity increases. On the other hand, the cost of
implementation increases as set associativity increases.
Thus, in general, known caches that deliver minimum miss
rates demand large amounts of logic and space to imple-
ment, while known caches that are the cheapest to imple-
ment deliver higher miss rates.

Another use of set-associative memory is to form a
content addressable memory (CAM). The aim of a CAM is
to store and reference data according to its contents. For
instance, performing a join of two relations within a rela-
tional database query can be implemented by first storing the
contents of one relation in the CAM, indexed by the join
attribute, and then secondly by comparing the rows of the
second relation to the CAM using the join attribute again.
Content addressable memories can be implemented by fully
associative memories but their size is limited by the space
demanded by fully associative logic.

One object of the present invention is to provide an
improved set-associative memory which is capable of per-
forming as well as conventional set-associative memories of
higher set associativity, or better than conventional set-
associative memories of the same set associativity. For
example, when the set-associative memory is used as a
cache, this means that it is able to deliver the same miss rate
as conventional caches of larger size and cost, or lower miss
rates than conventional caches of the same size and cost.

A second object of the present invention is to provide a
CAM using a modified set-associative memory. This allows
both much larger CAM:s to be constructed and an improved
read performance over present CAMs.

SUMMARY OF THE INVENTION

According to onc aspect of the invention, there is pro-
vided an n-way set-associative memory (where n is an
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integer greater than 1), comprising a plurality of n RAMs,
each RAM location holding a data item and a tag value
identifying the data, addressing means for addressing the
RAMs to access a set of locations, one in each RAM, and
means for examining said set of locations to detect whether
a required data item is resident in any of those locations,
wherein the addressing means comprises means for perform-
ing n independent hashing functions to hash an input
memory address into n separate addresses for respectively
addressing said RAMSs, characterised by means for saving
the contents of a RAM location that is about to be over-
written, means for using the saved contents to access the
memory again to address a further set of locations, and a
means for loading the saved contents into one of said further
set of locations.

As will be shown, this “shunting” operation can improve
the performance of the set-associative memory, by effec-
tively increasing its set associativity.

According to a second aspect of the invention there is
provided a contents addressable memory comprising a plu-
rality of n RAMs (where n is an integer greater than 1), each
RAM location holding a data item and a tag value identi-
fying the data, means for performing n independent hashing
functions to hash an input memory address into n separate
addresses, means for addressing the RAMs with said n
separate addresses to access a set of locations, one in each

RAM, a means for exarmining said sct of locations to detect
whether any of said addressed set of locations is empty and, °

if 50, loading an input data jtem into that location and a
means operative if none of said addressed set of locations is
empty, for sclecting one of said addressed set of locations for
replacement, saving the tag value and data item of the
selected Iocation, loading the input data item into the
selected location, using the saved contents to access the
memory again to address a further set of locations and, if any
of the addressed set of locations is empty, loading the saved
data item into that location.

As will be shown, a set-associative memory with repeated
shunting can deliver a content addressable memory without
the need for full associativity thus reducing the logic needed
and greatly increasing the size of CAM possible. Further, the
read performance of such a “repeated shunting CAM” will
be faster than an equivalent fully-associative CAM.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a data processing system
including a cache comprising a set-associative memory in
accordance with the invention.

FIG. 2 shows a set-associative memory with the enhance-
ment of “shunting”.

FIG. 3 is a flow chart showing the operation of the cache.

FIG. 4 is a flow chart showing the way that shunting is
used in operation of the cache.

FIG. 5 is a flow chart showing the operation of a contents

addressable memory using the set-associative memory of
FIG. 2.

DESCRIPTION OF EMBODIMENTS OF THE
INVENTION

A data processing system embodying the invention will
now be described by way of example with reference to the
accompanying drawings.
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Referring to FIG. 1, the data processing system comprises
adata processing unit 10, a main memory 11, and a virtually

addiressed chehe ontrallér 12 Coninectéd betweed tie pro- -

cessing unit and main memory. The cache within the cache
controller is smaller and faster than the main memory, and
holds copies of the most recently used data items, allowing
these items to be accessed by the processing unit withont
having to retrieve them from the slower main memory.
The cache controller 12 comprises a 4-way set-associative
cache 13, a translation look-aside buffer (TLB) 14, a con-
tents addressable memory (CAM) 15, and a Jeast-recently-
used replacement mechanism (LRU) 16. The set-associative
cache holds the cache data, indexed by the virtual address of
the data. The TLB contains a virtual address to real address
mapping, indexed by the virtual address, for allowing virtual
addresses to be translated into real addresses. The CAM
contains a real.address to cache location number mapping,
indexed by the real address, the purpose of which will be
described later. The LRU contains recency-of-usage infor-
mation for the data items held in the set-associative memory.

SET-ASSOCIATIVE MEMORY WITH
SHUNTING

FIG. 2 shows the 4-way set-associative memory in more
detail, The memory comprises four RAMs 40-43, each of
which contains a plurality of addressable locations. Each
RAM location holds a data item and a virtual address tag,
identifying the data item.

An input virtual memory address is received in an address
register 44, This input address is hashed in four different
ways by four different efficient hashing functions 45-48 to
produce four separate hash addresses. The hashing is done
concurrently. A good implementation of the hashing func-
tions can be achieved by using the random matrix hashing
algorithm as described in British patent specification GB
2240413, This algorithm generates an arbitrary number of
independent hashing functions which can be implemented
casily and which allow hashing to be completed within a few
simple gate delays.

The four hash addresses are used to address the four
RAMS, so as to address four locations, one in cach RAM.
Because the hashing functions are independent, these four
hash addresses will, in general, be different. The virtual
address tags in the four addressed locations are compared
with the input virtual address by means of comparators
49--52, to see whether any of these locations contains the
desired data.

The set-associative memory also includes a register 53,
referred to herein as the shunt register, the purpose of which
will be described.

OPERATION
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The operation of the cache i3 as follows. When, the data .

processor requires to"aceass 4 datA ltem, 1t sends a request to
the cache, specifying the virtal address of the required data.
The virtual address is loaded into the address register 44, so
as to address four locations in the RAMs. If any of the
addressed locations contains the required data, 2 hit has
occurred, and the required data can be accessed immediately
from that location. The LRU is updated to reflect the usage
of this data.

If on the other hand none of the addressed locations
contains the required data, a miss has occurred. The opera-
tion of the cache in the event of a miss is shown in FIG. 3.

5,530,834
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The LRU is accessed to decide which of the four
addressed RAM locations i3 least recently used, and this
location is selected for replacement with the desired data.

“The TLB is then consulted to calculate the real address of the

required data. The entry in the CAM for the data to be
replaced is deleted.

The CAM is then consulied, using the real address, to
determine whether the required data is already resident in
the virtual eache, in another cache location under a different
virtual address. If the data is present in a different cache
location, under a different virtual alias, it is moved to the
required cache location, and the entry for that data in the
CAM is updated to the new cache location number. If on the
other hand the data is not present in the virtual cache under
a different virtoal alias, it is requested from the main
memory using the real address obtained from the TLB.

‘When the required data has been feiched from the main
memory it is stored in the replacement location of the
set-associative memory, and a new entry is added to the
CAM for the new data,

In the case of a cache miss, after the required data has
been requested from the main memory, a shunting procedure
is performed, as will be described with reference to FIG. 4.
This shunting is performed while the required data is being
retrieved from main memory.

Referring to FIG. 4, the first step of the shunting proce-
dure is to load the existing contents of the least-recently used
one of the four addressed locations (i.e. the location that will
be overwritien by the requested data) into the shunt register
53.

The virtual address tag in the shunt register is then used
to address the set-associative memory, in place of the input
virtual memory address. Four RAM locations will therefore
be accessed, one in each of the four RAMs. One of these
locations is where the date was shunted from. However, in
general, the other three locations will be different from those
accessed by the input virtual memory address, because of the
different hashing functions used to access the four RAMs.

The recency of usage of the data in these other three
addressed RAM locations is then compared with that of the
data in the shunt register. If the data i the shunt register is
more recently used than any of those three RAM locations,
the RAM location with the oldest access time is replaced
with the contents of the shunt register. The existing contents
of the RAM location are loaded into the shunt register.

The shunting procedure is repeated, using the new con-
teats of the shuat register, up to & fixed number of times or
until it is found that the shunted data is less recently used
than the data in any of the addressed RAM locations.

It can be seen that, after shunting is completed, the cache
location lost is the least recently used cache location of all
those examined. This implies that with a 4-way set-associa-
tive cache, shunting once on each miss provides the equiva-
lent of a 7-way sct-associative cache. Repeating the shunt
cach time adds 3 to the cffective set associativity.

CONTENTS ADDRESSABLE MEMORY

The set-associative memory shown in FIG. 2 may also be
used as a contents-addressable memory (CAM) such as, for
example, the CAM 15 of FIG, 1.

Since 2 CAM is only used to store a finite amount of data,
we assume that the number of locations in the RAMs is
coough to hold all needed data. This means that we never
discard any data in the CAM. However, for the set-associa-
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tive memory to be used efficiently as a CAM between 20 and
30% of the total locations in the CAM should be surplus to
requirement. This means that the expected number of shunts
is not greater than 1 and optimum efficiency is ensured.

Referring to FIG. §, this shows the operation of the CAM
when it is required to load a new data entry into the CAM.

The address of the data is hashed by the four hashing
functions to access four RAM locations, one in each RAM.
The four addressed locations are then examined to see if any

location, and the process is complete.

If, on the other hand, none of the four addressed RAM
locations is empty, one of these four locations is selected at
random, and its contents are loaded into the shunt register
53. The address tag in the shunt register is then used to
address the set-associative memory, in place of the original
input address. A further three RAM locations will therefore
be accessed together with the location from which the data
was shunted. This shunting process is repeated uatil, even-
tually, an empty RAM location is found, and the new data
entry is loaded into that location.

‘When the CAM is searched for data, the data will always
be found in one of the four cache locations initially searched.
When adding data to the CAM it may take one or more
shunts in order to find an empty cache location, but an empty
location will elways be found eventually. Deletion of data
can be achieved without the need of shunting. A special
command is provided for clearing the CAM for reuse.

The CAM described above has a number of advantages
over CAMs implemented using a fully associative memory:
less logic, less power consumption and faster access times.
This will allow much larger CAMs to be constructed than
normally possible. The CAM described above has two
advantages over CAMs implemented using standard hashing
techniques that must resort to inefficient means for resolving
hashing collisions: better space utilisation and faster access
times.

We claim:

1. A memory system including a main memory and a
faster, smaller cache memory, wherein said cache memory
comprises:

a) a plurality of n RAMs (where n is an intcger greater
than 1), each RAM comprising a plurality of address-
able locations;

b) hashing means for performing n independent hashing
functions, to hash an input address into n separate

_ addresses for addressing said RAMs;

¢) LRU means for storing recency-of-use information for
each location in said RAMs;

d) means for applying a memory address as an input to
said hashing means, to access a first set of locations in
said RAMs, one location in each RAM;

¢) means for using said LRU means to select a least
recently used one of said first set of locations;

f) means for applying data from said least recently used
one of said first set of locations as a further input to said
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hashing means, to access a further sct of locations in
said RAMs, one location in each RAM; and

g) means for using said LRU means to select one of said
further set of locations that is less recently used than
said least recently used one of said first set of locations
and for loading said data from said least recently nsed
one of said first set of locations into said one of said
further set of locations.

2. A data processing system including a data processing

of them is empty. If so, the new data entry is loaded into that 10 Unil, @ main memory, and a faster, smaller cache memory,

wherein said cache memory comprises:

a) a plurality of n RAMs (where n is an integer greater
than 1), each RAM comprising a plurality of address-
able locations;

b) hashing means for performing n independent hashing
functions, to hash an input address into n separate
addresses for addressing said RAMs;

¢) LRU means for storing recency-of-use information for
each location in said RAMs;

d) means for applying a2 memory address as an input to
said hashing means, to access a first set of locations in
said RAMSs, one location in each RAM;

e) means for using said LRU means to select a least
recently used one of said first set of locations;

f) means for applying data from said least recently used
one of said first set of locations as a further input to said
hashing means, to access a further set of locations in
said RAMs, one location in each RAM; and

g) means for using said LRU means to select one of said
further set of locations that is less recently used than
said least recently used one of said first set of locations
and for loading said data from said least recently used
one of said first set of locations into said one of said
further set of locations.

3. A method of operating a memory system including a
main memory and a faster, smaller cache memory, the cache
memory comprising a plurality of n RAMs (where n is an
integer greater than 1), and hashing means for performing n
independent hashing functions to hash an input memory
address into n separate addresses for addressing said RAMs,
said method comprising the steps:,

a) applying a memory address as an input to said hashing
means, to access a first set of locations in said RAMs,
one location in each RAM;

b) selecting a least recently used one of said first set of
locations;

c) applying data from said least recently used one of said
first set of locations as a further input to said hashing
means, to access a further set of locations in said
RAMs, one location in each RAM; and

d) sclecting one of said further set of locations that is less
recently used than said least recently used one of said
first set of locations and loading said data from said
least recently used one of said first set of locations into
said one of said further set of locations.

x x X X *
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METHOD AND AFPARATUS FOR
MAINTAINING N-WAY ASSOCIATIVE
DIRECTORIES UTILIZING A CONTENT
ADDRESSABLE MEMORY

FIELD OF THE INVENTION

The present invention relates to a Neway associative
directory, and more particalarly to an improved method and
apparatus for maintaining a N-way associative directory
utilizing a content addressable memory (CAM).

DESCRIPTION OF THE PRIOR ART

A content addressable memory (CAM) is kmown for many
diverse uses. For example, known system have used a
content addressable memory (CAM) for address transiation,
for example, as described in U.S. Pat. Nos. 4,972,232 and
5457,788.

U.S. Pat. No. 5,249,282 discloses a cache memory for
interfacing between a ceniral processing unit and 2 main
system memory. The cache memory includes a primary
cache comprised of SRAMS and a secondary cache com-
piscd of DRAM. A respective tag dircctory is associated
with each of a plurality of secondary data cache memoxies.
A respective content addressable memory (CAM) is asso-
ciated with each of a plurality of primary data cache memo-
ies. Bach of the CAMs stores data consisting of a tag and
a value,

n cases where an N-way associative directory is used and
opcrations on multiple lines (including when those lines
belong to the same set) need to be performed in parallel, then
when updating the directory a read modify write must be
performed. For syncheonous SRAMSs, the performance deg-
radation for changing from a write to a rcad, or from a read
to a write can be significant. A need exists for a directory
arrangement that provides improved efficient pexformance.

. SUMMARY OF THE INVENTION

Important objects of the present invention are to provide
an improved method and apparatus for maintaining a N-way
associative directory utilizing a content addressable memory
(CAM), to provide such apparatns and method substantially
without negative cffocts and that overcome many disadvan-
tages of prior art arrangements.

In brief, 2 method and apparatus are provided for main-
taining a N-way associative directory utilizing a content
addressable memory (CAM). A congruence class from the
N-way associative dircctory including a directory entry
identified for a data operation is read into the CAM for the
data operation. The dircctory entry for the data operation in
the CAM is locked while the data operation is pending.
QOther entrics in the congr class arc available. When the
data operation is completed, checking for a state change is
pecformed. Responsive to an identified statc change, the
directory entry for the data operation in the CAM is updated
or marked as changed or dirty.

In accordance with features of the invention, the changed
directory entries in the CAM are accummlated and schedaled
to be written back to the N-way assodiative directory. The
changed dircctory entries in the CAM can be used again
before being written back to the N-way associative directory.
A congmence class including the changed directory entry in
the CAM is written back to the N-way associative directory
when the N-way associative dircctory is idle, After the
directory entrics in the CAM are written back to the Noway
associative dircctory, these CAM cntrics are marked not
busy and not dirty and can be reused.

33

2
BRIEF DESCRIPTION OF THE DRAWINGS

The present invention together with the above and other
objects and advantages may best be understood from the
following detailed description of the preferred embodiments
of the invention illustrated in the drawings, whersin:

FIG. 1A is a functional data flow block diagram of a
directory system including a global or N-way associative
directory with a content addressable memory (CAM) in
accordance with the present iavention;

FIG. 1B is a block diagram illustrating a conventional
memory address format;

FIG. 1C is a block diagram illustrating a global dircctory
of the present invention; and

FIGS. 2-6 are flow charts illustrating directory mainte-
wance methods in accordance with the present invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

The present invention provides an improved dircctary
arrangement and method for maintaining a global or N-way
associative directory utilizing a content addressable memory
{CAM) that can be used in supporting many processar
caches, each with many outstanding operations; large num-
bers of line fill buffers in a processar (not shown); and in
caches with many outstanding transactions, such as, shared-
caches and lock-up free caches. ’

Having reference now to FIGS. 1A and 1C, in FIG. 1A
there is shown a directory amangement in accordasce with
the invention generally designated 100 including an N-way
associative or global, coh directary g liy desig-
nated GDIR 102 with 2 content addressable memory (CAM)
generally designated GDIR CAM 104. GDIR CAM 104 is
used in accordance with the invention to improve the
perfarmance of the N-way associative directary GDIR 102
In accardance with features of the invention, a full congru-
ence class orrow 112, the entry from cach associativity class
or colamn 114, as illusteated in FIG. 1C including the entries

40 TAG 0108, STATE 0 110, TAG 1, STATE 1 110, is the unit

50

&

6!

o

of data moved between the coherence directory GDIR 102
and the GDIR CAM 104. In FIGS. 1A and 1C, a two-way
associtive directory GDIR 102 and GDIR CAM 104 arc
shown; however, it should be undersivod that the present
invention can be used generally with an N-way associative
directory. In FIG. 1B, a prior art memory address format
including an index, tag, and byte is shown In the prefersed
embodiment, the lower order address bits or byte of the prior
art memory address format is not used.

In the GDIR CAM 104, cach GDIR CAM row 117
includes a single index 118, muitiple keys or tags 120 and
associated statcs 122 together with BDIR CAM row state
information ¥23 including respective BUSY 0, BUSY 1, and
DIRTY bits. Each key 120 and associated state 122, such as
TAG 9, STATE 8, and TAG 1, STATE 1, corresponds to a
respective associtiviy class 114, CLASS 0, CLASS 1 of the
N-way associtive directory GDIR 102, Moving the full
congruence class 112 avoids having to do read modify write
when data is moved between GDIR CAM 1604 and coher-
ence directory GDIR 102. The GDIR CAM 104 contains
GDIR entries that are in transition fram one state to another
state, The associnted state 110, 122 with a respective direc-
tory tag 108, 120 inclnde exclusive, shared, and iovalid An
exclusive state indicates that onc and only one cache in the
system of the GDIR 102 has this block of data, where a
shared state indicates that the block of data is shared. An
invalid state indicates that the block of data is not cached.
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GDIR CAM 104 serves as a CAM for directory eniries.
When an entry in the GDIR CAM 104 is updated and the
operation using that entry is completed, that GDIR CAM
row 117 is marked as dirty. Dirty GDIR CAM 104 catries are
accumulated and scheduied for writing back to the global s
coherence directory GDIR 102, The accumulation of write-
packs is more efficient because there is a number of cycles
penalty for switching from read to write and vise-versa, The
scheduling of these accumulated writebacks are more effi-
cient because the writes are done when the global coherence 15
directory GDIR 102 is idle. After the write-backs to the
global coherence directory GDIR 102 are completed the
entries of the GDIR CAM 104 are marked as not dirty and
can be reused.

GDIR CAM 104 is a small CAM that duplicates some ;5
number of the directory rows 112 of GDIR 102, Global
coherence directory GDIR 102 can be implemented with
external SRAM off-chip because a large on-chip aray may
got be feasible to implement the total size needed for the
giobal coherence directory GDIR 102. An arbitration (ARB) 4
functional block 106 arbitrates access to GDIR 102 and
GDIR CAM 104. ARB functional block 106 is implemented
with logic amanged for dircctory access contral of the
invention as illustrated and described with respect to FIGS.
2-6. Whea an address is presested to the GDIR CAM 104, 55
the address associated with the tag that matches this address
is accessed. A Hit/Miss indication is provided by compares
116 and possibly, the location within the GDIR CAM 104
that address matched.

When a data linc is accessed, the directory sct or congra- 30
ence class 112 of GDIR 102 that contains the line is read into
the GDIR CAM 104. While an operation is pending the
GDIR CAM row 117 including the particolar congruence
class entry 120, 122, TAG 0, STATE 0, or TAG 1, STATB 1
that contains the line is locked in place and released when 35
the operation is finished. For an N-way associative directory
GDIR 102, cach of the N entrics in a directory row may be
locked by a different operation. When an operation modifies
an entry in a GDIR CAM row 117 held in the GDIR CAM
104, that GDIR CAM row 117 is marked dirty fo be written 40
back to the dircctory when il entries are non-busy. The
ouraber of GDIR CAM rows 117 that the GDIR CAM 104
can hold advantageously can be provided to be greater than
a maximum pumber of outstanding possible operations. The
writing back dirty GDIR CAM rows 117 in the GDIR CAM 45
104 can be delayed until a number of GDIR CAM rows 117
are ready to be written back. Thus providing improved
performance, for example, in synchronous SRAMSs, group-
ing writes into adjacent cycles rednees the bandwidth taken
up by writes to the SRAM. Also, a dirty GDIR CAM row so
117 can be used by another data operation before being
written back to the global coherence directory GDIR 102.

FIGS. 2-6 are flow charts illustrating directory mainte-
nance methods in accordance with the present invention.
Referring now to FIG. 2, arbitration (ARB) for access to 55§
GDIR 102 and GDIR CAM 184 start at a block 200.
Checking whether alil GDIR CAM rows 117 or all indexes
in the GDIR CAM 104 arc busy or dirty and more than one
GDIR CAM row 117 is dirty and not busy; or more than a
sclected number of, for example, three GDIR CAM rows 60
117 in the GDIR CAM 104 are dirty and not busy is
performed as indicated at a decision block 202, When
determined at decision block 202 that all GDIR CAM rows
117 or all indexes in the GDIR CAM 104 are busy or dirty
and maore than one GDIR CAM row 117 or index is dirty and 65
not busy; or more than the selected number of GDIR CAM
rows 117 or indexes are dirty and not busy, then a high

4
priority writeback is performed with the scquential opera~
tions continuing following entry point W in FIG. 6.

Otherwise when determined that it is not true at decision
block 202 that all indexes in the GDIR CAM 104 are busy
or dirty and mare than one index is dirty and not busy; or
more than the sclected number of indexes are dirty and not
busy, then checking for a snoop data operation to process is
performed as indicated at a decision block 204, When a
snoop data operation to process is identified at decision
block 204, then the sequential operations continue following
entry point $ in FIG. 3. Otherwise when a snoop data
operation to process is not identified at decision block 204
s0 that the global coherence directory GDIR 102 is idle, then
checking whether the GDIR CAM 104 has more than one
GDIR CAM row or index that are dirty and not busy is
performed as indicated at a decision block 206. When
determined at block 206 that the GDIR CAM 104 has more
than one GDIR CAM row or index dirty and not busy, then
a low priority writeback is performed with the sequential
operations continuing following entry point W in FIG. 6.
When determined at block 206 that the GDIR CAM 104
does not have more than onc GDIR CAM row or index dirty
and not busy, then the sequential steps retum to start biock
208 with no operation as indicated at a block 208.

Referring to FIG. 3, when a snoop data operation to
process is identified at decision block 204, then the sequen-
tial operations continue following cntry point S. Checking
for a GDIR CAM row or index (M) and tag (N) hit is
provided as indicated at a decision block 300, When a GDIR
CAM row (M) and tag (N) hit is not identified at block 300,
then checking for a GDIR CAM row or index (M) hit is
performed as indicated at a decision block 302. When a
GDIR CAM row or index (M) hit is identified at block 362,
then checking whether all tags are busy at GDIR CAM row
M) in the GDIR CAM is performed as indicated at a
decision block 304. When a GDIR CAM row (M) hit is not
identified at block 302, then checking for a global directory
tag (N} hit is provided as indicated at a decision block 306.
When a global directory tag (N) hit is not identified at
decision block 306, then the sequential steps continue fol-
lowing entry point 1 in FIG. 4.

Referring to FIG. 4, following entry point 1 checking for
a GDIR CAM row with all tags not busy and not dirty is
provided as indicated at a decision block 400. When 2 GDIR
CAM row with all tags not busy and not disty is found at
decision block 400, then the congruence class is copied to
the identified GDIR CAM row as indicated at a block 402.
Then the sequential operations return following entry point
2 in FIG. 3. Otherwise when a GDIR CAM row with all tags
not busy and not dirty is not found at decision block 400,
then the snooped data operation is retried as indicated at a
biock 404, Then the sequential steps retarn to start block 200
in FIG. 2 as indicated at a block 406.

Referring again to FIG. 3, when determined at block 304
that all tags are bosy at index (M) in the GDIR CAM, then
the snooped data operation retried as indicated at a block
308. Then the sequential steps return to start block 200 in
FIG. 2 as indicated at a block 310, When determined at block
304 that all tage are not busy at index (M) in the GDIR CAM
and following an entry point 2 in FIG. 4, then checking for
a pot busy tag (N) with an invalid state is performed as
indicated at 2 decision block 312 When a not busy (N) with
tag (N) having an invalid state is not found at decision bloek.
312, then tag (N) that is not busy and not invalid state is
castout as indicated at a block 314, Then the snooped data
operations’ tag is written to the GDIR CAM (M) and tag ()
as indicated at a block 316. After the snooped data opera-
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tions’ tag is written at block 316 and when a GDIR CAM accumalating a predefined number of said congruence
index (M) and tag (N) hit is identified at block 306, the busy classes including said updated directory entry in CAM;
(N) is set as indicated at a block 318. Then the scquential and
operations continue following entry point 3 in FIG. 5. writing one of said congruence classes including said

updated directory entry in CAM back to the N-way
associative directory responsive to said accumulated
predefined number of said congruence classes includ-

When a global directory tag (N} hit is identified at 3
decision block 306, then checking for a GDIR CAM row not
busy and not dirty is provided as indicated at & decision
block 320. When a GDIR. CAM row not busy and not dirty ing said updated dircctory eatry.
is found at decision block 320, then the congruence class is 3. A method for maintaining a N-way associative direc-
copied to the identified GDIR CAM row as indicated at a 10 tory utilizing a content addressable memory (CAM) as
block 322. Then the steps continue at block 318 where the  recited in claim 2 further includes the step of responsive to
tag busy (N} is set. When a GDIR CAM row with all tagsnot ~ writing said congruence class including said updated direc-
busy and not dirty is not found at decision block 320, then  tory enfry in CAM back to the N-way associative directory,
the snooped data operation is retried as indicated ata block ~ marking said congruence class directary entries in CAM as
324. Then the scquential steps return to start block 200 in 15 not busy and not dirty, whereby said CAM entry can be

FIG. 2 as indicated at a block 326. reused.
4. A method for maintaining a N-way associative direc-

Refenving now to FIG. §, following entry point 3, the "
snooped data operation completes as indicated at a block ~ 10FY wilizing a content addressable memory (CAM) as
509, Then it is determined whether a state change is needed _ rocitcd in claim 2 wherein said step of writing said updated
as indicated at a decision block 502. When determined that 2° congruence class directory entry in CAM back to the N-way
a statc change is nceded at block 502, then the GDIR CAM  3ssociative dircctory includes the steps of:
is updated with the new state as indicated at a block 504, selecting an index in CAM to write back; said selected
Next the index (M) is set dirty as indicated at a block 506. index being an index set dirty and not busy;

‘When determined that a state change is not reeded at block writing said congruence class in CAM back to the N-way
502 and after the index is set dirty at block 506, then the tag 2 associative directory addressed by said solected index;
and

(N} busy is reset as indicated at a block 508. Thean the
sequential steps return to start block 209 in FIG. 2 as resetting said dirty indication for said selected index in
indicated at a block 510, CAM.

FIG. 6 illustrates writeback control flow for writing dirty 5. A method for maintaining a N-way associative direc-
cntries of GDIR CAM 104 back to GDIR 102. The write- ~ fory utllizing a content addressable memory (CAM) as
back steps begin following cntry point W in FIG. 6 with  recitedin claim 1 wherein said step of locking said directory
sclecting a dirty and not busy index to wrifc back, index ()~ eBry for said data operation in CAM while said data
as indicated at a block 608. The congruence class addressed ~ operation is pending includes the step of sctting a busy
by index (A) is written to the GDIR 102 as indicated at a  indication for a tag associated with said data operation and
block 602, Then the GDIR CAM 104 is set to not dirty for  resctting said busy indication for said tag associated with
Index (A) as indicated at 2 block 606. Then the scquential  52id data operation when said data operation is completed.
steps retum to start block 200 in FIG. 2 as indicated at a 6. A method for maintaining a N-way associative direc-
block 666, tory utilizing a content addressable memory (CAM) as

While the present invention has been described with 4o Fociicd in claim 2 further includes the step of:
reference to mgr;cmﬂs of the embodiments of the invention ‘e identifying an idle state for the N-way associative direc-
shown in, the drawing, these details are not intended to limit tory;

identifying a sccond predefined number of said congru-

the scope of the invention as claimed in the appended
claims. ence classes including said updated directory entry in
‘What is claimed is: p CAM; and
1. A method for maintaining a N-way associative dircc- writing a selected-one of said congruence classes includ-
tory utilizing a content addressable memory (CAM) com- ing said updated directory entry in CAM back to the
N-way associative dircctory responsive to said identi-

prising the steps of:

identifying a data operation to process; fied second predefined number of said congruence
identifying a congruence class from the N-way associa- 30 7 cme;mdl e g said upda m‘;‘ y entry in CAM.
tive directory including a directory entry far said data - A met ox Alning 2 N-way ass ve i
e tory utilizing a content addressable memory (CAM) as

operation; sald congruence class directory entry includ- ited in claim 6 wherein said £ identifyi id idl
ing multiple (N) directory entries for each associativity ~ Looii-a b claim 6 wherein sald step of id tifying said idle
state for the N-way associative directory includes the step of

class; 4 e y
’ 55 identifying no data operations to process.
reading sald congruence class f;‘;glﬂm}"‘”a)' associative 8. Apparatus for maintaining a N-way associative direc-
{l;rcamy and writing said congruence class into  yory wtilizing a content addressable memory (CAM) com-
. . R
CAM; prising:
locking said directary entry for said data Upetaﬂvﬂ in means for identifying a data operation to process;
CAM while said data operation is pending; 60  mmeans for identifying a congruence class from the N-way
checking for a state change when said data operation is associative dircctary including a directory entry for
completed; and said data operation; said congruence class directory
updating said directory entry for said data operation in entry including multiple (N) directory entries for each
associativity class;

CAM responsive to said identified state change.
2. A method for maintaining a N-way associative diree- 65 means for reading said congruence class from. the N-way
tory utilizing a content addressable memory (CAM) as associative directory and for writing said read congr-
recited in claim 1 further includes the steps of: cnce class into the CAM;
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7
means for locking said directory entry for said data
operation in CAM while said data operation is pending;
means for identifying a state change when said data
operation is completed; and
means for updating said directory entry for said data
operation in CAM responsive to said state change
identifying means.

9. Apparatus for maintaining a N-way associative direc-
tory utilizing a content addressable memory (CAM) as
recited in claim 8 wherein said congrucnce class in CAM
includes a single index.

10. Apparatus for maintaining a N-way associative direc-
tory utilizing a content addressable memory (CAM) as
recited in claim 9 wherein cach said multiple (N) directory
entries for each associativity class includes a tag and an
associated state,

1L Apparatus for maintaining a N-way associative direc-
tory utilizing a content addrcssable memory (CAM) as
recited in claim 10 wherein said means for updating said
directory entry for said data operation in CAM responsive to
said state change identifying means includes means for
updating an associated statc with a tag of one of said
multiple (N) directory entries for said identified data opera-
tion.

12. Apparatus for maintaining a N-way associative direc-
tary utilizing a content addressable memory (CAM) as
recited in claim 11 further includes means responsive to said
state change identifying means for sctting a chaoged indi-
cation for said index for said congruence class in CAM.

13. Apparatos for maintaining a N-way associative dirce-
tory utilizing & content addressable memory (CAM) as
recited in claim 11 further includes means for accumulating
a predefined number of said congruence classes including
said updated directary entry in CAM; and means for writing
back at least one of sald congruence classes including said
updated directory entry in CAM to the N-way associative

8
directory responsive to said accumulated predefined number
of said congruence classes including said updated directory
entry in CAM.

14. Apparatos for maintaining a N-way associative dirce-
tory utilizing a content addressable memory (CAM) as
recited in claim 13 further includes means responsive to said
congruence class writing back means for wmarking said
multiple directory entries (N) in said at least one congraence
class in CAM as not busy and said at least one congruence
class as not dirty, whereby said CAM index can be reused.

15. Apparatus for maintaining a N-way associative direc-
tory utilizing a content addressable memary (CAM) as
recited in claim 12 wherein said means for writing back at
Jeast onc of said congruence classes including said updated
directory entry in CAM to the N-way associative directory
include means for selecting an index in CAM to write back;
said selected index being an index set changed and said
multiple directory entries (N) in said congruence class in
CAM set as not busy; means for writing said congruence
class directory entry in CAM back to the N-way associative

% directory addressed by said selected index; and means for

resetting said changed indication for said sclected index in
CAM.

16. Apparatus for maintaining a N-way associative direc-
tory utilizing a content addressable memory (CAM) as
recited in claim 15 further include means far identifying an
idle state of the N-way associative directory; means for,
identifying a second predefined number of said congruence
classes including said updated directory entry in CAM; said
second predefined number being less than said first pre-
defined number; and means for writing a selected one of said
congruence classes including said updated directary entry in
CAM back to the N-way associative directory responsive to
said identified second predefined number of said congruence
classes including said updated directory entry in CAM.
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1

MEMORY ACCESS TECHNIQUE

CROSS REFERENCE TO RELATED
APPLICATIONS

Filed simultancously with this application is a patent
applmonmgnedmthemneanigneeamuappl
cation and is identified as Ser. No. 436,022 filed Jan.
23, 1974 for Automatic Data Priority Technique and,
entitled Automatic Data Priority Technique by Joseph
Thomas West,

1. Field of the Invention

The field of art to which the present invention per-
tains is to memory systems in general and, in particular,
to the improvement of memory systems utilizing high
speedbuﬁ‘en for establishing a storage hicrarchy.

2. Description of the Prior Art

Access to memories of high speeds is of utmost con-
cemn in order to provide for the rapid processing of data
and to take advantage of the high speed CPU systems
available today. One manner of achieving increased
memory speed is providing for a-memory hietarchy
scheme where a large slow memory and & small fast
memory are comnected to 2 central processing unit
(CPU). The fast memory, commonly known as & cache,
serves as a window for the CPU to look at slow mem-
ory. Data from slow memory is loaded in the cache in
quantities of usually several words (or bytes) at once in
anticipation that subscquent memory request will be
for that data, If so, then memory speed is increased by
serving the CPU from the cache.

A memory system of this type requires management
which has to determine: first, whether 2 CPU
for memory is in cache and if so, where; second, if not
in cache, at what location in cache is the data from the
slow memory to be loaded; third, how does the CPU
modify fast and slow memory, and; fourth, how is the
system to be initialized on power-up.

Inherent in the cache scheme is an associative mem-
ory which contains the address of data in the cache as
relsted to the slow memory. This asociative memory is
effectively im as a content addressable mem-
ory {(CAM) which provides for a simultaneous search
of all its locations to determine if the data desired by
the CPU is in the cache, and if so0, where.

Among the several items governing the performance
of a memory system of the type being discussed, i the
ratio of speed between the slow memory and the cache.
This also may be determined by the relative size of the
cache and slow memory. Once a cache sizo and speed
is sclected that provides the desirable performance, the
problem arises as to how 1o derive an cfficient method
of replacement of old words in cache with new ones.

If the system is to operate efficiently, replacement of
data in the cache must be carefully accomplished. Al-
though a complete knowledge of program behavior
would produce the ideal replacement, this may be im-
practical because of the economics imvolved. A good
approximation is 0 replace ‘the least recently used
entry. This will require maintaining a priority which is
updated at each memory acCess. Efficiency can be
further improved if invalidated addresses can be placed
at the bottom of the schedule so they can be replaced
first without destroying the valid entries.

SUMMARY OF THE INVENTION

Accordingly, an object of the present invention is to
provide an improved high speed memory system by

10

25

3

40

45

implementation of a least recently used technique hav-
ing a bit configuration representing an algorithm, with
an associative memory to keep track not only of the
least recently used word, but in addition, to establish an
order of word state priority for manipulating cache
stored data, allowing a data priority locating scheme to
be dynamically updated as new usage information be-
comes available.

Another object of this invention is to provide a pro-
gnmmed word state priority order based on usage that
is normally not affected by effecting storage operations
in main memory.

A further object of the present invention is to provide
a programmed word state priority based on usage,
which when containing an address location in an asso-
ciative memory that is subsequently written into in
main memory, invalidates the associative memory.

DESCRIPTION OF THE DRAWINGS

FIG. 1 is an overall block diagram of the preferred
embodiment of the invention.

FIG. 2 is a circuit diagram of the CAM 34, program
logic array 35 and priority register 36, and portiona of
memory control logic 37, shown in FIG. 1.

FIG. 3 is a flow diagram depicting the sequence of
events in the present invention in a read cycle.

FIG. 4 iz a flow diagram depicting the sequence of
events in the present invention in & write cycle.

FIG. 8 is a series of time based waveforms illustrat-
ing, with certain signals, the manner of operation of the
invention during a read cycle.

FIG. 6 is a series of time based waveforms illustrat-
ing, with certain signals, the manner of operation of the
invention during a write cycle.

DESCRIPTION OF THE PREFERRED
EMBODIMENT

With reference to the drawings, a block diagram
generally describing the present invention is ilustrated
at FIG. 1, wherein there is shown a main semi-conduc-
hrmemotyslhavmgnqrdehmc for example, of 600

ns and a smaller fast semi-conductor memory 32, gen-
erally referred to as a cache, having a cycle time, for
example, of 100 ns to 200 ns. Main memory 31 is con-
nected from the memory data bus and, in addition,
from a memory address register 33, the latter in turn
connected from the memory bus.

Connected from the memory address ou register 33 is
an associative memory in the form of a content ad-

50 dressable ‘memory (CAM) 34, which is designed to

53

compare data on its inputs with data already stored in
its memory and indicates a match when these data are
identical. This equality search is performed on all bits
in parallel. The atored data is four 12-bit words and the
signal input i one cleven-bit word from the memory
address register 33 and a validity bit 33. The outputs of
CAM M include a match signal to a cache memory 32
and the main memory 31 and, in addition, an address
denoted as RA and RB, designating a fast memory

60 focation in cache 32,

65

The main memory 31 is alo connected for loading
the cache 32 with four words or one block of memory
data when instructed to do so. The WA and WB signals
which are supplicd to the cache 32 will always denote
the cache address where the data from main memory is
to be written, which is to be described in greater detail.
This signal might also be called the LRU, as it identifies
the location of the least recently used data in the cache
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wmmu‘numcac_hcaddresmbﬂmded,lhogld
. o situation call for loading of the cache. The LRU sig-
+ halis also supplied to an input of the CAM 1o update
* 1he least recently used data location of the CAM with
" thcm,mmcmryaddmuofthcnewdant}miﬂmded
§ cache.
m'g::LRUiaderivedfmmam logic array 35
i which might comprise of a selected combination of
| Wymmarcadmlymm(ROM).m
A megicamydeﬁ:mmml]algoriﬂunforthe
- four word associative memory or CAM 34. The LRU
: dwnmhunhmatnotonlywiuﬁwhnmnﬂy

used word be known, but also the next 1o least recently
used word and so forth. This allows the LRU algorithm
.t be dynamically updated in terms of a time and usage
" pasis a3 ncwly used information becomes available. In
the present embodiment, since four words of data are
to be used with the CAM 34 and cache 32, these might
be defined as the MRU (most recently used), NMRU
(next most recently used), NLRU (next least recently
£ used) and LRU (least recently used). It is evident, that

" for these four words there are 24 possible states of the
. algorithm defining 24 distinct combinations of four
word arrangements, depending upon the orderofpriqr-

In order to dynamically update the algorithm, it is
necessary to know the state or order of prierity of the
immediately previous combination of four words, as
well as the address in CAM 34 of the new information
loaded from the memory address register 33, The WA
and WB signals on the LRU lead denote the address
location in the CAM 34 of the ncwly entered main
memory address and the comresponding location in
cache 52 of that address data for the newly entered
information. The RASY and RBSV signals are delayed
versions of the RA and RB signals, as will be discussed
hereinafter, to identify the locations in the CAM, if
any, which the new information matches. The informa-
tion as to the absence of a match or if a match was
matched, all contribute to re-establish the new order of

e T I
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4
formation, enabling it to be re-circulated during the
next cycle back into the program logic array 38.
The memory control logic 37 is connected to each,
cache 32, main memory 31, CAM 34, program logic
5 array 35, and priority register 36, to ensure that the
proper sequence of information handling is maintained,
as will become evident hercinafter.
A more detailed description of CAM 34, priority
register 36, and program logic array 35, may be seen
10 with reference to FIG. 2, wherein there i shown a four
word, four-bit array and 12 bit CAM 34 comprising
units 41, 42 and 43. Four input LRU lcads to each of
these units contain LRU information and four other
leads to these respective units comprise three sets of
15 four bit inputs mutually denoted as M,, M, and M,. The
outputs of the memory address register 33 comprise | 1
bits, representing the signal received from the memory
address bus, identifying the location in main memory
31 at which data is to be read in or written out. The
20 twelfth bit ix a validity bit to denote a validity condition
of the signal written in and therefore if written invalid,
the other 11 bits will be ignored. Each of the three units
41, 42 and 43 are also fed with a LOAD CACHE ADR
signal which, when enabled, allows the LRU identified
25 address in CAM 34 to receive the newly entered main
memory address from memory address register to up-
date the units 41, 42 and 43.
The program logic armay 35 is shown in the form of
two read only memories, ROM 44 and ROM 485, each
30 having common inputs including: L, through L, from
the priority register; L, + [, RASV and RBSV, and;
REMSY. The 5 REMSYV to be discussed hereinaf-
ter will indicate whether a CAM stored main memory
address is to be invalidated or not. One possible pro-
35 gram logic amray table for the ROM's is shown on the
following page, where given each of the 24 different
word state orders of priority is a binary output on leads
L, through L,. An octal output is provided for the cight
binary output valucs on the leads of the combined
40 ROM's 44 and 45.

PROGRAM LOGIC ARRAY WORD STATE TABLE

Actusi Word Output Outpst
States Ly Ly Ly L, &L Ly Ly Ly OcslCode
1230 o o o 1t o 1 1t 027
1320 e o t e o it t 047
2130 6 o0 1 & o v 1 067
2310 o 3 © o0 o &t 1 107
3120 o 1 6 1 0 1 1 1 127
3210 o 1 t 0 o 1 1 1 147
0231 1 0 o6 t 1 0o 1 1 m
0321 1 0t 0 1 o 1t 233
2031 1 6 1 1 1 0 & 1 m
2301 1 1 6 & I o ot 1 s
3021 1 T 6 1L 1 0 1 1 333
3201 t 1t © 1t 0 3 1 353
0132 ¢ o o t 1 1 o 1 036
0312 o ° & @ 1 & ©o 1 055
1032 6o o 1 [ T B T o1
1302 ¢ 1 o 0 1 1 ¢ 1 ns
3012 o 1 ® t t 1 o 1 135
3102 o 1 t 6 1 1 0 1 155
0213 Tt 0o o0 1t 1 31 o 238
0213 T 0 1 e t &t 1 @ 256
1023 1 6 1 [ T i1 o 716
1203 1 1 o o 1 Pt 316
2013 1 1 e 1 1 o 338
2103 t 11 o 1 1 10 156

priority for determining the new LRU data. As may be
seen, the priority register is utilized for temporarily
storing the immediately previous order of priority in-

3 b

" 5
o

In addition, there is a portion of one possible ROM
truth table on the following page showing previous
priority state possibilities and the variations of the in-
puts RASV, RBSV AND REMSV along with the octal
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output code for each output state depending on the
variation of the input signals. The octal input on the
following page is based upon the following input signals

in a left to right order: LR1; LR2; LR3; LR4; LRS +
L.R6; RB; RA; REM. For example, in word order 0132, §
the Octat Input for Octal Output 047 would read left ta
right 000 10 000.

ROM TRUTH TABLE
Word Octal Octal Word Octal Octad 10
Order Input Output. Order foput  Quiput
0132 020 047 1032 060 047
o 03s 3] 0335
022 253 062 353
023 075 063 078
024 035 064 07 IS
023 336 065 ass
026 236 066 276
027 125 067 153
1230 030 027 2130 070 067
031 236 ot 256
032 i 072 n3
033 07 a73 20
034 115 o7 115
035 067 75 067
036 6 (1773 356
037 127 or 147
0312 040 127 1302 100 047
041 0ss 101 038
042 213 02 133 2§
043 ors 103 ns
044 033 104 1t5
045 273 105 067
046 236 106 276
047 135 107 155
1320 030 047 2310 Ho 107
as1 033 18 233
052 153 112 313
083 047 113 0x7
054 115 it4 155
Dss 057 113 107
056 36 tié 356
0s7 127 7 147

When REMSYV is true, it indicates a write instruction
had occurred and address was matched at the zero
location in the CAM 34 30 that the zero location had to

be invalidated and made the LRU as new information is 40

to be written into that main address.

With reference to the above table, it will be seen that
given an order of priotity of 0132 for locations in the
CAM M and cache 32, a different order or priority

output (octal code) will result for different RASY, 45

RBSV and REMSV signals. If RASY and RBSV are

both zeros and REMSYV is true, the new order of prior-

ity is changed to 1320 represented by octal code 047.
If this were not done, it can be readily observed that |

33

presence of a change in the order of priority, as when
the address of information to be written in main mem-
ory matches a CAM address that CAM address is to be
invalidated and made the LRU, The DATA TO BUS
signal is used to clear the REMSV on the next cache
access.

It is also noted, signal BUMP LR triggers the priority
register to enter into the ROM’s the old priority order
and then receive the new priority order for the next
cycle in a manner 1o be hereinafter discussed.

The output of the CAM 34, including units 41, 42
and 43 provide, via an invcrhrco%h:ln%}(])!{g:m 50
and inverter 49, a MATCH AND indication
respectively denoting whether or not the 11-bit address
received from the memory address register is common
to any one of the four word, 12 bit arrays stored in the
CAM. Signals RA, RB denote the CAM location of the
address of the data as to which a match has been de-
tected. The signals RA and RB which are respectively
derived from NAND gates 49 and 51 are mutually
routed to registers 52 and 53, so that the signals RA
and RB can be stored and supplied as RASV and RBSV
during a successive cycle depending on whether the
conditions entered into C input of the registers 52 and
53 are met.

As will be seen, memory control logic 37, upon the
presence of a read suwi match false signal, will enable
an AND gate 59 connected to one input of a NOR gate
51, the second input of NOR gate 61 supplied from an
AND gate 62 having write and match inputs. These two
inputs to NOR gate 61 generate a LOAD CACHE ADR
signal. The output of AND gate 62 also provides a
signal which may be denoted as BUMP LR. The write
signal supplied to an input of an AND gate 63 is a write
signal and MATCH signal to generste an output RE-
mmmﬁmﬂmmmmezutmt%
the memory cantrol logic include a
signal denoting that data has been put on the memory
data bus. A reset signal for a resetting condition is also
gencrated and 2 MEM SEL signal is generated denoting
the loading of an address from the memory address bus
into the memory address register 33, A RESET SV
signal is also delayed for a subsequent cycle.

The BUMP LR signal from AND gate 62 occurs
when the CAM has indicated a match in a WRITE
condition. BUMP LR will also occur from the memory
address register 33 in the form of a delayed load RA,
whereby load RA denotes a previous READ operation
with data loaded into the address register from

confusion might occur during the reading of subsc- 50 the memory address bus. Thus, BUMP LR always en-

quent information, When REMSYV is false, information
is not to be invalidated. However, since the zero loca-
tion iz the one that is matched and active, the same
order of priority 0132 ia maintained as is represented

ables the priority register to load the ROM's cach time
an operation has been effected in CAM 34 in 2 READ
condition and a match occurs in a WRITE condition.
No BUMP LR signal occurs when in a WRITE opera-

by the octal output 035 which can be verified by look- 33 tion and match is false.

ing at the illustrated program logic array word state
table above.

The four outputs from ROM 44 and the two outputs
kandl,fmmROM“.zreconnechackmmﬁn
priority register 26 L, to
and 45, for allowing this information to be used during
a subsequent cycle to establish a new sct order priority
should the signals RASV, RBSV and REMSYV require
such.

The various signals fed into the NOR gates 55 1o 58
which are_connected to AND gate 54, establish the
condition LO. which is generated immediately
following the MEM SEL signal that occurs with a

L, to the inputs of ROM’s 44 60 RBADmWRﬂ'E&maIatmcloadmgofmemmory

address register.
OPERATION
The operation of the present invention will now be

As will be noted, the signals L, and L, in being re- 65 discussed in connection with the flow diagrams for

turned to ROM’s 44 and 45 are returned via a NOR
gate 46. Furthermore, the REMSV signal from a regis-
ter 47 is entered into ROM’s 44 and 45 only upon the

READ and WRITE conditions respectively depicted in
FIGS. 3 and 4 and the waveform diagrams for the
READ and WRITE conditions respectively depicted in
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.S and 6.

ﬁ,_(is S assumption will be made that a READ con-
b. . i exists where the computer is reading the address

O

H
i
A

ta word that is stored in the cache. The memory

,{hwﬂ‘CAM“Oﬂkvcl line M1, M2 and M3. The
. whudrwybemupdatedatﬂwleadhgedgeof
aM)M;;RA\n/ithtlu:|;m=\riou.sl.!?.U address information

address and the four memory addresses stored

in the CAM to ascertain whether or not a match exists.
Assuming a match is detected, this indicates that the
memory address is already in the CAM and thercfore
the corresponding memory h :
cache. Upon occurrence of 2 match, a match signal is
rated at the output of Inverter 48 and signals RA

- and RB are also generated to identify at which one of

.. " four locations in the CAM a match occurred. The

match location in terms of RA and RB is set into regis-

"> \ers §2 and 53 to be saved for updating the priority

ister afer this read cycle. At the same time, signals
RA and RB identify the location of the data in the
cache 32 which js 1o be read out onto the memory data

k73 . bus. The BUMP LR signal, as may be scen from FIG. §,

2" which is LOAD RA delayed, enables the priority regis-

" ter 36 to store the order of priority generated during

the present cycle. At the beginning of the next cycle,
. the RA and RB CAM location match saved from the
* previous cycle is generated and together with the sig-

7' nahs L, through Ly from priority register 36 are fed

5

b
tdi
<

along with REMSY to ROM’s 44 and 45. The informa-
tion at the output LRU lcads of ROM 45 is represented

34 allowing the CAM 34 location of the LRU informa-
tion to be identified for loading in 2 memory address of
new information upon the presence of a LOAD
" CACHE ADR signal. The LRU information repre-

memory 31, in a manner hercinafter to be discussed.
Next, assuming that the computer reads a word

output, a MATCH output is gencrated at the output of
CAM 34. This output enables main memory to load the
data at the address specified at the memory address
register into the cache 32. The cache Jocation in which

Tepresent the location of the LRU information from the
last cycle. This data is then read out of the cache onto
the memory data bus. The MATCH signal also in tum
generates the signal LOAD CACHE ADR to load the

LRU/CAM location. This, of course, occurs before the
BUMP LR signal causes the priority register to store
the new order of priority.

If REMSYV is false, no invalidity of the address occurs

the previous least recently used location in the CAM is
Provided with the new memory address and made the
most recently used location and the previous next to
recently used location is now denoted as the LRU

tion.

Memory address information is not matched in the
CAM 34, the data is written into the main memory

RIS}

Wo{ﬂndztzkreadintodnmcmoxyaldrm 5
B % et 33 from the memory address bus and then fed

from ROM 45. In the CAM, an equality search is made 10

data is stored within the !

by WA and WB and is available for input to the CAM 45

Next, ;ssuming that 2 WRITE condition exists, if the

3,949,369
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address from the memory address register, but the
priority register is not changed at all.

This, however, will not be the case when a MATCH
occurs in the CAM during a WRITE operation. Again,
a loading of the main memory 31 at the memory ad-
dress from the memory ‘address register. As may be
seen with reference to FIGS. 4 and 6 at the MEM SEL
signal, the memory address register is loaded. If a
match occurs, the signals RASV and RBSV denoting
the CAM location of the maich cause that location to
be made the LRU location upon the of a
REMSY signal. At the same time, the REMOVE signal
at the twelfth bit of the memory address register causes
the address loaded into the CAM at that location where
a match occurred to be invalidated, as the same mem-
ory address has now been used for a write entry.

An interesting aspect of the machinc. may be seen
with reference to when the computer would say “write
something in a location” and then *“read from that

20 same location.” What happens to the priority table in

this case is that it ncver changes. For example, if one
would consider the case where the computer reads that
location, it puts the address read in the CAM and
makes it the most recently used in terms of priority.

25 The immediately next period when it goes to write in

that same memory address location, it determines that
the memory address location is in the CAM and invali-
dates that location to make it the least recently used in
the priority truth table. The next occasion it goes to

30 read that same location, it will now read from the same

main memory address and load that CAM location
(which is now the least recently used) and make it the
most recently used location. As is evident here, the
sequence goes back and forth, but what is important is
that the other entries in the other three addresses in the
CAM are undisturbed so that once a program stream is
finished with this sort of re-cycling operation, it can

fected for the reason that when power-up condition
occurs, because of the fact that the cache and CAM

Which is not in cache, instead of having 2 MATCH 45 y15ed are semi-conductor memories and thercfore will

power up in a random state. It should be evident from
the occurrence of power-up, that although the CAM i
completely invalidated, it is forced to a rori

s0 that one can never have the same two words in cache

the data is loaded is indicated by WA and WB which 50 simultancously.

This occurs as a consequence of the use of the:
determinations MATCH and , whereby in a
CAM match, the order of priority of the addresses
alresdy within the priority register is properly updated

CAM with the new memory address information in the 55 by the ROM’s 44 and 45 which consider the new loca-

tion of the newly entered memory address which
caused the MATCH signal to occur.

As may be observed from the above, the two bits
RASY and RBSV comprise information for causing the

and then the priority of the signals is changed s0 that 60 ROM's 44 and 45 to the arangement of the order of

word state priority stored in the priosity register,
whercas the last bit or REMSV is used to invalidate, if
necessary, information stored in a specific location of
the CAM.

65 What is claimed is:

1. In a digital computer system having a4 main mem-
ory means operable at a first speed, a high speed buffer

_ means operating at a second and higher speed for tem-
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porarily storing selected portions of the main memory
means, and associative memory means for temporarily
storing selected main memory addresses and compar-
ing the stored addresses with a newly received address
in a read/write operation to generate comparison data,
the improvement comprising
read only memory means having a bit configuration
representing an algorithm and connected to said
associative memory means and responsive in a read
operation to both said comparison data and data
representative of a previous order of priority for
said stored address, to provide an cutput represent-
ing @ new order of priority for the memory ad-
dresses stored in the associative memory means,
and;
storage means connected from said read only mem-
3 ory means for storing said output and connected
E for subsequent feed back 1o said read only memory
3 means as the previous order of priority.
2. In a digital computer system according to claim 1
including
logical circuit means responsive to a write operation
in main memory and a comparison output indica-
tive of an associative memory matched address
comparison for generating an output, and;
said read only memory means responsive to said
logical circuit means output, for defining the
matched address location in the associative mem-
ory means as the least recently used location during
a successive read operation.
3. In a digital computer system according to claim 2
including

5

25

30

35

40

45

55

65

10
invalidating means for invalidating the address stored
in the associative memory means and identificd as
the least recently used in response to an output
generated by said logical circuit means output.

4. In a digital computer system according to claim 1
wherein said means for generating comparison data
includes logic means for identifying for a matched ad-
dress, both its presence and the associative memory
means location.

5. In a digital computer system according to claim 4
where the logic means includes

register means connected to said read only memory

means for storing the location identified in the
associative memory means of a matched address
from a first read/write cycle for a subsequent read/-
write cycle,

6. In a digital computer system according to claim 1
wherein the output representing the new order of prior-
ity provided by said read only memory means is defined

a first set of signals on a first set of leads connected to
said storage means, denoting an order of priority of
the memory addresses in the associative memory
means, and;

a second set of signals on a second set of leads con-
nected to said storage means and associative mem-
ory means, denoting the least recently used loca-
tion of the associative memory means.

7. In a digital computer system according to claim 6
wherein said first set of leads is connected to said stor-
ape means and said second set of leads s connected to
said associative memory means.

LI B I
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determines which bits of the pattern are significant for
the match. Each register in the content-addressable
memory module has a bidirectiona! match line associ-
ated with it. A, register’s bidirectional match line carries
a match sigral only if that register contains data match- - -
ing the pattern bits specified by the mask and the bidi-
rectional match line is receiving a match signal from an
external source. Clearing logic associated with each
register clears the register when a clear signal appears

on the clear line while the register's bidirectional match .
line is carrying a match signal. In content-addressable
memories constructed of such content-addressable
memory modules, memory match lines connect match
lines ascociaied with a number of registers. The memory
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carry match signals only if each of the registers associ-
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1

CONTENT-ADDRESSABLE MEMORY MODULE

WITH ASSOCIATIVE CLEAR

BACKGROUND OF THE INVENTION

1. Field of the Invention

‘The present invention relates to memory circuits for
use in digital computer systems and more specifically to
content-addressable memory circuits.

2. Description of Prior Art

In the prior art, content-addressable memory mod-~
ules (CAMMs) have been developed which perform
match operations in addition to the read and write oper-
ations performed by standard memory circuits. In read
and write operations, memory modules respond to ad-
dresses. In the read operation, an addreas is presented to
the memory module and the memory module returns
the data stored at that address; in the write operation, an
address and data are presented to the memory module
and the data is stored at the address.

In the match operation, on the other hand, an item of
data is input to a CAMM, and if 2 matching item of data
is contained in the CAMM, the CAMM indicates its
location by activating a match line cosresponding to the
register containing the matching item of data. The de-
gree of match required to activate the match iine may

. be controlled by presenting a CAMM with mask bits as

well as with the input data. Each mask bit corresponds
to an input data bit; if the mask bit is set, the correspond-
ing input data bit is ignored when data in the registers is
compared with the item of data presented to the
CAMM. Examples of such prior art CAMMs are the
Intel(R) 3104, the Signetics 10155, and the Fairchild
F100142. Such CAMMs are generally designed so that
they may be easily combined together to form content-
addressable memories (CAMs). A CAM has the same
properties as 8 CAMM, except that 2 single CAM regis-
ter is made up of 4 corresponding register from each of
the CAMMSs making up the CAM.

CAMs as described above may be used in digital
computer systems to construct caches allowing fast
access to frequently-used values by means of keys repre-
senting the values. For example, an operand in an in-
struction stream may contain information from which a
memory address may be calculated. Once the memory
address has been calculated, the memory address may

be loaded into a cache and the operand may be used as

a key to access the memory address in the cache. Such
a cache may be constructed by combining a CAM with
a fast-access memory. In the combination, each register
of the fast-access memory may correspond to a register
of a CAM, and a match line from the CAM register may
serve to address the corresponding register of the fast-
access memory. The CAM registers contain operands,
and the corresponding registers of the fast-access mem-
ory contain the memory addresses corresponding to the
operands. When an operand appears in the instruction
stream, it is presented to the CAM. If the CAM contains
the operand, the match line for the CAM register con-
taining the operand becomes active and thereby ad-
dresses the corresponding register of the fast-access

memory. The fast-access memory then respouds by
providing the memory address contained in the corre-

sponding register. If the CAM does not contain the 65

operand, a fault occurs to which the digital computer
systemn responds by calculating the memory address
represented by the operand and loading the operand

5

40

45
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into a2 CAM register and the memory address into the
corresponding register of the fast-access memory.
The usc of prior-art CAMs in applications such as

that just described has been hindered by the amount of -

time required to clear the registers of prior-art CAMs.
Such clearing is often necessary when a call or return
operation is performed or when one process is removed.
from a processor and another loaded onto a processor,

Such operations occur frequently in modern digital ata -
processing systems, and the athount of time required to -

perform them has an important impact on overall sys-

tem performance. In CAMs of the prior art, a register A

may be cleared only by performing a write operation to
the register to be cleared. Thus, clearing an entire CAM
requires separate write operations to each register in the
CAM eand clearing a CAM entry for a given operand
réquires presenting the operand to the CAM to obtain
the address of the register containing the CAM and then.
performing » write operation to the register specified by
the address.

The foregoing problem of the prior art and other
problems as well are solved by the the invention de-

scribed below. s

SUMMARY OF THE INVENTION |

The present invention provides 2 CAMM in which all
registers which contain dats matching a pattern input as

modified by a mask input are simultanecusly cleared - .

when a clear signal is received in the CAMM. The mask
input modifies the pattern input by specifying that cer-

tain bits of the pattern input be ignored when testing for ..

a match between the pattern input and data stored.inthe’
registers. If the mask input specifics that all bits of the

pattern input are to be ignored, all data contained in the -

registers matches the pattern fnput and all vegisters of

dleCAMMmmnﬂuneouslycluredonmcapmfﬂ:e RN

clear signal.
The CAMM includes input lines for receiving data to

be stored in the registers and the pattern input, mask

imput lines for receiving a mask, a clear line for receiv-

ing a clear signal, registers for storing data, and bidirec- .
tional match lines associsted with each register for pro- -
viding and receiving a match signal. The bidirectionsl -

match lines carry a match signal only when the regisier

associsted with the match line containg stored data | -

matching the pattern input and the match line is simulta-
neously receiving a match signal from an external
source. :
The registers have three principal components: logic
forming flip-flops for storing individual bits of data,

match detection logic responsive to the data stored in

the register, the data input lines, and the mask input

lines for detecting a matching data item and providinga

match signal to the bidirectional match line associated

with the register, and clearing logic responsive to the .

clear line and the bidirectional match line for clearing
the register in respouse to the simultaneous occurrence
ofamatchsxgmlonthcblducctomlmxtchlmeandn
clurngnalonthcclenxhnc,

CAMMs of the present invention may be combined
to form CAMs with the properties of the CAMM. In
such CAMS, clear lines from the CAMMSs making up
the CAM are connected to a memory clear line and
match lines from registers in the CAMMs are connected
to memory match lines. A memory match line carries a

match signal only if all match lines connected to the .
memory match Jine are providing match signals. Conse- )

quently, the match lines connected to a memory match
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line provide a match signal to the clearing logic only if
the match detection logic of each register in the CAM
register detects a match. CAMM registers whose match
lines are connected to 2 common memory match line
are therefore cleared only if each of the registers con-
nected to the memory match line contain data hi
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4
memories are first described in general. Next functional
descriptions of a content-addressable memory module
of the present invention and of content-addressable
memories formed from content-addressable memory
modules of the present invention are presented. Finally,

the pattern input to the CAMM containing that register-

It is thus an object of the present invention to provide
an improved digital computer system.

It is a further object of the present invention to pro-
vide an improved CAMM for use in digital computer
systems.

It is another object of the present invention to pro-
vide a CAMM having an associative clear operation.

It is a still further object of the present invention to
provide 8 CAMM wherein all'CAMM registers may be
simultaneously cleared.

It is yet another object of the present invention to
provide 2 CAMM wherein a set of CAMM registers
may be simultancously cleared. )

It is a yet further object of the present invention to
provide 2 CAMM having encoded addressing.

It is still another object of the present invention to
provide an improved CAM. .

It is a yet further object of the present invention to
provide 2 CAM having an associative clear operation.

It is a final object of the present invention to provide
a CAM wherein sets of registers or the entire CAM may

-be simuitaneously cleared.
Other objects, advantages, and features of the present
- -invention will be understood by those of ordinary skill
-~ in the art after referring to the following detailed de-
~scription of the preferred embodiment and drawings,
wherein:

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram showing an illustrative
~embodiment of a content-addressable memory module
- having the propesties of the present-invention;
~ FIG. 2 is a block diagram showing an illustrative

‘embodiment of a o« dd. ble memory modul
'‘employing content-addressable memory modules hav-
ing the properties of the present inveation;

FIG. 3 is a representation of the contents of a content:
addressable memory ecmploying content-addressable
memory modules having the properties of the present
invention before and after a clear operation;

FIG. 4 is a block diagram showing a second illustra-
tive embodiment of a content-addressable memory em-
ploying content-addressable memory modules having
the properties of the present invention;

FIG. 5 and SA are a simplified logic diagram of a
single register of a preferred embodiment of the con-
tent-addressable memory module of the present inven-
tion;

FIGS. 6 and 6A through 6F together make up a com-
plete logic diagram of a TTL gate array implementation
of a preferred embodiment of a content-addressable
memory module of the present invention; and

FIG. 7 is a truth table showing the decoding of the
encoded addresses used in the TTL gate array imple-
mentation of FIG. 6.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

1 Introduction

In the following description of the preferred embodi-
ments of the present invention, content-addressable

10

15

20

25

30

35

40

45

50

55

60

65

a detail p ation of a dc
memory module of the present invention is disclosed.

1.1 General Description of Content Addressable
Memories

A content-addressable memory (CAM) is a memory
which not only stores data, but also performs a match
operation. In this operation, the CAM is given an item
of data as input and if the CAM contains a matching
item of data, i.e, one in which the values of certain bits
are the same as that of corresponding bits of the item of
data provided as inpat, the CAM indicates which regis-
ter of the CAM contains the matching data. In many
CAMs, a mask input selects the bits of the input data
which are compared with the corresponding bits of the
data contained in the CAM register. A data item stored
in a CAM register matches the input data if the bits in
the data item in the CAM register corresponding to the
bits of the input data item selected by the mask input
match the selected bits of the data input item. Other bits
in the data item stored in the CAM do not affect the
match. .

1.2 CAMs of the Present Invention

Besides performing match operations with or without
masking, CAMs of the present invention perform an
associative clear operation. In a clear operation, all bits
in a register of a CAM are set to 0; in an associative
clear operation, all bits in a given register of a CAM are
set to O if there is a match between the data input to a
CAM as masked by the mask input and the contents of
a given CAM register. Finally, CAMs of the present
invention perform read and write operations like those
of standard memories. .

2 Content-Addressable Memory Modules of the Present
Invention—FIG. 1

A CAM of the present invention may include one or
more CAM modules (CAMMSs). Referring to FIG. 1,
there is disclosed a block diagram of a single CAMM
101 of the present invention. CAMM 101 contains a
plurality of registers 105 for storing data. CAMM 101
further receives inputs of data to be stored in registers
105 from data input lines 117, masking inputs from mask
lines 127, addresses of registers 105 from external ad-
dress lines 113, and control signals from control lines
129. Control lines 129 include output enable (OE) line
131 for enabling output of data fom CAMM 101, write
enable (WE) line 133 for enabling the storage of data on
data input lines 117 in CAMM 101, and clear (CLR) line
135 for enabling the associative clearing of registers 105.
CAMM 101 provides outpats of data stored in registers
105 on data output lines 119. Finally, CAMM 101 both
receives inputs and provides outputs on bidirectional
external match lines 125. Each external match line 125
corresponds to a register 105 in CAMM 101 and 2 exter-
nal match line 125.may be connected to external match
lines 125 of other CAMMSs 101. The input received on
& external match line 125 for a given register 105 indi-
cates whether the contents of registers 105 of other
CAMMs 101 whose external match lines 125 are con-
nected to the external match line 125 of a given CAMM
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5
register 105 match the data inputs to those CAMMS 101
as masked by the mask inputs. The output of an external
match line 125 for a given register 105 indicates
whether the contents of that register matches the data
and mask inpats received by its CAMM 101. s

3 Internal Structure of CAMM 101

!ntema]ly,CAMMllesmadcupof register set 103
consisting of registers 105, address decoder 109 for
decoding addresses of registers 105 received on external 10
address lines 113, internal address lines 115 for transmit-
ﬁngdwodedlddrmm&omaddmsdecodcrlwto
tcg!stc:rs 108, clear logic 111 for performing the associa-
tive clear operation, internal match lines 121 for trans-
mitting match signals between registers 108, clear logic !5
111, and external match lines 125, and internal clear
lines 123 for transmitting clear signals between clear
logic 111 and registers 105,

Each register 105 consists of a plurality of cells 107
for storing a single bit of data. Each cell 107 in a given
register 105 corresponds to a single data input line 117,
a single data output line 119, and a single mask line 127.
Thus, if each register 105 has 0. . . m cells 107, there are
0...m data input lines 117, data output lines 119, and
mask Jines 125. In FIG. 1, the plurality of data input
lines 117 is indicated by d(0) . . . d(m), the plurality of
mask lines by e(0) . . . e(m), and the plurality of data
output lines by y(0) . . . y(m). Data input linc d{0) carries
data to cell 167 (0) of a register 105 specified by an
address on external address lines 113, data output line
y(0) carries data from cell 107 (0) of a register 108 speci-
fied by am address, and mask line ¢(0) masks data input
line d(0).

Each register 105 corresponds to a singie internal
address line 115, a single internal match line 121, and a
single internal clear line 123. In FIG. 1, the plurality of
registers 105 is indicated by r(0) . . . r(1), the plurality of
internal address lines 115 by a(0) . . . a(1), the plurality
of internal match lines 121 by m(0) . . . m(1), the plural- 4,
ity of internal ciear lines 123 by c(0) . . . ¢(1), and the
plurality of external match lines 125byMA(o)...
MAQ). Ifiisin 0. . . 1, then internal address line 115
a(i), internal match line 121 m(j), internal clear line 123
c(i), and external match line 125 MA() all correspond 45
to register r(i) 105. Further, a given cell 107 in registers
105 is indicated by q(i,j), where i specifies register 105 to
which cell 107 q belongs and j specifies a single cell of
107 of cells 107 0. . . m in register i. Thus, cell 107 (0)
of register 105 r(1) is specified by q(1,0). 50

Internal maich line 121 m(i) and external match line
125 MA() are related as follows: if cither is inactive, the
other is also inactive. Internal match line 121 m(j) is
inactive if its corresponding register 105 (i) does not
match the data on data mput lines 117 as masked by the 55
inputs on mask lines 125. The electrical propertics of
external match lines 125 are such that corresponding
external match lines from a plurality of CAMMSs 101
may be cormected together; since each such connected
external match line 125 MA() is inactive if its corre- 60
sponding internal match line 121 m() is inactive, all
such connected external match lines 125 MA() are
inactive if any of the corresponding internal match lines
121 m(j) is inactive, and if an external match lines 125
MAG) is inactive, all internal match lines 125 m(i) con- 65
nected thereto are also inactive. In logical terms, there-
fore, the state of an external match line 125 MAG) is the
logical product of the states of all imternal maich lines

25

ko

6 -

121 m(i) in the CAMMs 101 whose exu:mal match lms e
125 are connected. L

Clear logic 111 determines the state of an individual
clear line 123 cfj) in response to external match line 125 -
MA() and CLR line 125. If external match line 12§
MA() and CLR 135 are simultaneously active, clear
logic 111 actives clear line 123 (i), thereby setting cells.
107 q(i,0 . . . m) of register 105 (i) to a value mdjcatmg
a binary 0. As mentioned above, external match -line
MAC() is active only if its corresponding internal match
line m(i) is active. Where external mamhlmum B
MAG) of a plurality of CAMMs 101 are connected -~ -
together, therefore, no rchsw 105 (i) in any of the”
plurality of CAMMs 101 is cleared: unless internal .
match lines m(j) 121 in all of the plurality'of CAMMs "~
101 are active, that is, unless the contents of cach regis- -
ter 105 1(i) in the plurality of CAMMSs 101 maiches the "~
mpurs on data input lines 117 as masked by mask hnes
125 in that CAMM 101. -

themnladdrcmlmﬂslneonsastofapiunhtyof
address lines A(D) . . . A(k) which transmit a buury
encoded address spec:fymg a register 105 to address *
decoder 109. Address decoder 109 decodes the address
and activates internal address line 1158 comspnnding to.

a(0) ..

and activates internal address line 115 for register 105
specified by the integer represented byextemal address
lines 113. .

4 Operations Performed by CAMM 101

As mentioned above, CAMM 101 performs four op-. ' |
erations: a read operation, a write operation, a match
operation, and a clear operation. In a read operation,
OE 131 is active, external address lines 113 specify a
register 105 r(i), and data output lines 119 y(0) . . . y(m)
are set to the values of cells 105 9(,0) . . . q@m).In 2’
write operation, WE 133 is active; external address lines
113 specify a register 105 r(3), and cells 105 g0} . . .
q(x,m)nesettothcvaluuondaumpntlmulﬂd(ﬂ)

. d(m). .

ln:matchopmmn,WEmanda.RBSmboth’ o
inactive. The inputs are data on data lines 117°d(0) . .. -
d(n) and mask enable signals on mask lines 127 e(0) .. '
. e(m). If 2 mask line 127 e(j) is active, then the value of
data line 117 d(j) is di when testing for a .
match. If the contents of cells 107 q(,0) . . . qG,m) fora’ .
given register 105 r(i) match all values on data lines 117 <.
d(D) . . . d(m) which are not masked by active mask lines .
127, thcnmtemalmatchhnelﬂm{')bwommve.ln
logical termus, this may be defined as follows:

iy = % (o)) + 0]

where P is the logical product. o
In the associative clear operation, finally, WE 133 is
inactive and CLR 135 is active. As previously men-
tioned, if CLR 135 c(i), internal match line 121 m(), and
external match line 125 MA) are all active, match and
clear logic 111 clears register r(j). Since external match -
line 125 MAG) is active only if intemal match Iines 121
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“m(i) fos all CAMMs 101 whose external match lines 125
MA(i) are connected together are active, a clear takes
place only if there are matches for all CAMMs 101
whose external match lines 125 MA() are connected.

3 CAMs Composed of CAMMS 101—-FIG. 2

In most applications, an individual CAMM 101 like
the one just described is combined with other CAMMs
101 to make a CAM. FIG. 2 is a block diagram repre-
senting a CAM 201 made up of a plurality of CAMMs
101. Inputs to CAM 201 include data on CAM data
input lines 213, masks on CAM mask lines 215, control
signals on CAM control lines 211, and encoded ad-
dresses on CAM address lines 211. Outputs include data
on CAM data output lines 214 and CAM match signals
on CAM match lines 217.

4.3.1 Behavior of CAM 201
The behavior of CAM 201 is determined by the man-

9,618
8

fied by D(0) . . . D(p), those comprising CAM data
output lines 214 by Y(0) . . . Y(p), and those comprisin9
CAM mask lines 215 by E(0) . . . E(p), where p=sn—1

as before. -
5
4.3.2 Operations Performed by CAM 201
Asa e of the in which CAMMs 101

are connected to forrn CAM 201, all of the reading,
writing, matching, and clearing functions performed by
0 a CAMM 101 can be performed by CAM 201.

In a read operation, CAM OE line 221 is active and
CAM address lines 211 specify an address. Conse-
quently, control line OE 131 of each CAMM 101 is
active, external address lines 113 of each CAMM 101

153 specify a corresponding register 105 r(i), and data out- -
put lines 119 are set to the values of the cells 105 making
up register 105 r(i). Since all the registers 105 r(i) to-
gether make up logical register 219 R(i), and all of the
data output lines together make up CAM data output

—

ner in which CAMMs 101 making up CAM 201 are 20 lines 214, the result is to set CAM data output lines 214

connected by CAM address lines 211, CAM control
lines 212, and CAM match lines 217. CAM address lines
211 CA(0) . . . CA(k) are connected to external address
lines 113 A(0) . . . A(K) of all CAMMs 101 in CAM 201,

Y(0) . . . Y(p) to the values of cells 105 q(,0) . . . q(i,p)
in logical register 219 R(i). Similarly, in the write opera-
tion, CAM WE line 223 is active, CAM address lines
211 specify an address, and cells 105 gq(3,0) . . . q(i,p) in

and consequently, an address i on CAM address lines 25 Togical register 219 R(i) indicated by the address are set

211 specifies register 105 r@) in all CAMMSs 101 making
up CAM 201. CAM control lines 212 consist of CAM
OE: line 221, connected to OE line 131 of all CAMMSs
101 making up CAM 201, CAM WE line 223, con-

to the values of CAM data input lines 213 D(0) . . . D(p).

In a match operation, CAM data input lines 213 D(0)
. . . D(p) specify the data to be matched with the con-
tents of logical registers 219 and CAM mask lines. 215

7: nected to WE line 133 of all CAMMs 101 in CAM 201, 30 E(0) . . . E(p) specify which bits of the data are to be -

s and CAM CLR line 225, connected to CLR line 135 of
- all CAMMs 101 in CAM 201. As a consequence of these
- connections, when a CAM control line in CAM control
lines 212 becomes active, its corresponding control line
in control lines 129 in all CAMMs 101 making up CAM
- 201 becomes active. CAM match lines 217 CMA(D) .. .
<. CMA(1), finally, are connnected to external match lines
2125 MA(D) . . . MA(1) in-all CAMMS 101 making up
4 CAM 201. As previously explained, when external
=rmatch lines 125 corresponding to a register 105 r(i) in a
x_plorality of CAMMSs 101 are connected together, a
- failure of the contents of a register 105 r(i) to match the
values of register 205 r(i)’s data inputs 117 as masked by
its mask inputs 125 deactivates its external match line
125 MA(), and this in tum deactivates all external
match lines 125 MA(i) connected to it. Consequently,
CAM match line 217 CMAG) is active only if for each
register 105 r(i) in the group of CAMMSs 101 forming
CAM 201, the value of data inputs 117 as masked by
mask inputs 127 of each register 105 (i) matches the
contents of that register 105 r(j).
As a result of these connections between CAMMs
101 making uvp CAM 201, corresponding registers 105
(i) in CAMMs 101 making up CAM 201 behave as a
single logical register 219 R(), indicated by dashed lines
in FIG. 2. if CAM 201 contains s CAMM:s 101 and each
register r(i) contains n cells 107, then logical register 219
R(j) contains sn cells 107. In FIG. 2 these cells are speci-
fied as cells 107 qG,0) - - - q(G,p), where p=sn— 1. Just as
all registers 105 r{i) in CAMMs 101 making up CAM
201 form a'logical register R(i) 219, so do all data input
lines 117 in these CAMMs 101 form CAM data input
lines 213, all data output lines 119 form CAM data out-
put lines 214, and all mask lines 127 form CAM mask
lines 215. There are as many CAM data input lines 213,
CAM data output lines 214, and CAM mask lines 215 as
there are cells 107 q in a logical register 219. In FIG. 2,
the lines comprising CAM data input lines 213 are speci-

ignored in determining whether there is 2 match. Since
CAM match line 217 CMA()) corresponding to a logi-
cal register 219 R(i) connects all external match lines
125 MA() for registers 105 r(i) comprising logical regis-
35 ter 219 R(), CAM match line 217 CMA() and all exter-
nal match lines 125 MA (i) are deactivated as previously
described if the cc of any register 105 r(7) fail to
match unmasked bits on CAM data input lines 213 cor-
responding to the cells 105 contained in register 105 r(i).
40 The state of CAM match line 217 CMA() thus indicates
- whether the contents of logical register 219 R(i) match
the data on CAM data input lines 213 D(0) . . . D(p). In
logical terms, this may be expressed as follows:

45
CMA(l) = 5 [(qte ) - A + D)
j=0

where P is the logical product as before. As may be secen
5p from the above equiation, a match operation for a logical
register 219 R(i) in CAM 201 is completely equivalent
to a match operation for a register 105 r(f) in CAMM
101
The bebavior of the clear operation in CAM 201 is
55 determined by the behavior of the match operation and
by the fact that CLR lines 135 of all CAMMs 101 in
CAM 201 are connected to CAM CLR line 225, and
consequently, all CLR lines 135 are active when CAM
CLR line 225 is active. As explained in the description
60 of CAMMs 101, a register 105 r(j) is cleared only if )
CLR line 135 and external match line 125 MA(i) are -
both active. External match line 125 MAG) for a regis-
ter 105 (i) in a logical register 219 R() is active only if
internal match lines 121 m(i) for all registers 105 (i)
65 making up logical register 219 R(j) are active. There-
fore, registers 105 r(i) making up logical register 219
R(i), and thus, logical register 219 R(j) itself, are cleared
only if the contents of logical register 219 R(i) match
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the data on CAM data input lines 213 as masked by the
input on CAM mask lines 215. As with the other opera-
tions, the clear operation on a logical register 219 R(i) is
thus completely equivalent to the clear operation on a
register 105 r(i). 5

4.3.3 Example Match and Clear Operations—FIG. 3

A concrete example of a match operation and a clear
operations in 8 CAM 201 is provided by FIG. 3. FIG. 3
shows the state of cells 107, CAM data input lines 213,
CAM mask lines 215, internal match lines 121, internal
clear lines 123, and CAM match lines 217 for 2 CAM
201 comprised of two CAMMSs 101. Each CAMM 101
contains 8 4-bit registers 105, and consequently, CAM
201 of FIG. 3 contzins 8 eight-bit logical registers 219. 1
FIG. 3 represents CAM 201 as follows: Table 301 repre-
sents the inputs to CAM 201 at the time of the match
and clear openations; row D corresponds to CAM data
input lines 213, and row E corresponds to CAM mask
lines 215; the columns specify individual CAM data
input lines 213 and CAM mask Jines 215. The value at
the intersection of a row and a column specifies the
value on the line specified by the column in the set of
lines specified by the row.

‘Tables 305 and 307 show the state of CAM 201 before
and after an associative clear operation. In these tables,
part 302 represents the state of CAMM 101 0 and part
303 the state of CAMM 101 1 making up CAM 201 In
tables 305 and 307, each row corresponds to a logical
register 219 and the numbered columns correspond to
cells 107. The value at the intersection of a row and a
numbered column is thus the value of that cell 107 spec-
ified by the column number in logical register 219 speci-
fied by the row number." Table 305 further contains
lettered columns; the letters heading these columns

ify lines in CAMMSs 101 corresponding to registers
105 making up logical registers 219 in CAM 201 and
lines in CAM 201 itself. The letter M 121 specifies inter-
nal match lines 121, the letter C 123 specifies internal
clear lines 123, the letters MA specify external match 40 ma;
line 125, and the letters CMA specify CAM match lines
215. As previously explained, the state of a CAM match
Iine 215 is the same as the state of the external match
lines 125 connected to it. Again, the value at the inter-
section of a row and a lettered column is the state of the 45
line specified by the letter corresponding to the register
specified by the row.

Turning now to the operation illustrated in FIG. 3,
the values of CAM mask lines 215 determine which
values on CAM data input lines 213 are relevant to the 50
match. In FIG. 3, CAM mask lines E(2) . . . E(7) all
have the value 1; consequently, any value in cells 107
q(i,2) . . . q(i,7) produces a match when compared with
the value on the corresponding line of CAM data input
lines 213 D(2) . . . D7) and only the values in cells 107
q(i,0) . . . q(i,1) may fail to match when compared with
the value of the corresponding data input line of data
input lines 213 D(0) . . . D(1). The effect of the masking
can be seen in column m for CAMM 1 303. Since all
CAM mask lines 215 corresponding to cells 107 con-
tained in CAMM 1 303 are active, the contents of these
cells are indifferent and ail internal match lines 121 in
CAMM 1 303 are active. In CAMM 0 302, on the other
band, only CAM mask lines 215 corresponding to cells
107 q(i,2) . . . (3,3) are active, and thus, the contents of 65
cells 107 q(i,0) and q(j,1) are relevant to the match. As
FIG. 3 shows, only in registers 105 (1), (4), and (5) do
the contents of these cells match the values on the cor-

10

w

20

25

55

60

responding CAM data lines D(0) . . . D(1), and only
internal match lines 121 corresponding to these registers
105 are active. i
Further, since all internal match lines 121 m@) -in
registers 105 r(i) making up a logical register 219 R(i) -
must be active in order for the CAM match line 217
corresponding to a logical register 219 R(i) to be active, .
only CAM match lines 217 for logical registers 219 (1), -
(4), ang (5) are active. Finally, an internal clear line 123 -
c(i) in CAMM 0 302 or CAMM 1 303 is active only if .’
CAM CLR 225 is active and external match line MA (i) --
125 is active. Since the state of external match line _,
MA (i) 125 is identical with the state of CAM match line ", -
217 to which it is connected and only CAM match lines ..
219 for logical registers (1), (4), and (5) are active, only _ °
those internal clear lines 123 in CAMM 0 302-and | .
CAMM 1 303 are active which correspond to registers . -
105 making np logical registers 219 1, 4, and 5. As =~ '
shown in Table 307 of FIG. 3, showing the state of the
cells lmmCAMzolaﬁﬂtheclwopmnon,aﬂ cells
107 making up these logical registers 219 have been set. .
to 0. B
The associative clear operation illustrated in FIG. 3. b
may be used to simultaneously clear all data havinga .- ~
certain type code from a CAM 201 while leaving data.

3 might be such a type code. In the example of FIG.-
CAM mask lines 215 mask all bits. but those containing * :
the type code, and the unmasked CAM data input lines
213 have the value 10, specifying a type code. As appar-
ent in FIG. 3, when CAM CLR line-225 is active, all
CAM 201 logical registers 219 conmmngdan\mthth
type code 10 are cleared. i

4.3.4 CAMs with Different Pmpcrtls Formed from
CAMMS 101—FIG. 4 - .

ByvarymgthemannamwhthAMlthlm -
connected together, CAMs with differing properties .-

may be formed. FIG. ¢ presents an example of such a
CAM, a CAM with status registers. CAM 401 has two
main parts: status registers 415 and data registers 417.
Datzn:gmmﬂ?oommn data; each register in status .
registers 415 is associated with a data register 417 and. .-
contains status information about that data register 417: .-
Status information might include a bit indicating :that' -
the cc of the associated data register 417 are valid .
or one indicating that the associated data register 417 is
being loaded. The association of registers in status regis- -
ters 415 with registers in data registers 417 is accom-
plished by connecting all CAMMs 101 in CAM 401 to ™~
common CAM address lines 404, whereby a single ad-
dress refers either to a register in status registers 415 or
the register in data registers 417 associated with it. The -
division of CAM 401 into two sets of registers is accom- .
plished by connecting CAMMSs 101 making up data
registers 417 to one sct 403 of CAM input, output, mask- .
ing, control, and match lines and CAMM 101 making *~ .
up status registers 415 to another set 405, thus making it .-
possible to perform read, write, match, and clear opera- -
tions independently on status registers 415 and data
registers 417.

4.4 Implementation of a CAMM 101

The discussion now turns to an exemplary implemen-
tation of a CAMM 101 The exemplary implementation -
is presented merely for purposes of illustration; other -
implementations are possible which are capable of per-

s
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* forming the same operations as the exemplary imple-
mentation and are thus equivalent to it. The exemplary
implementation discussed herein uses TTL gate array
technology. In this technology, all logic functions must
be expressed by means of NAND gates and inverters.
Because of the complexities introduced into the imple-
mentation by this constraint, it is advantageous to first
discuss FIGS. 5 and 5A, which together present a sim-
plified logic diagram for a single register of a CAMM
101. Thereupon, the discussion will turn to the exem-
plary implementation of CAMM 101 itself.

4.4.1 Simplified Logic Diagram for a Single Register of
a CAMM 101--FIG. 5

The logic diagram of FIGS. 5 and 5A employs AND
gates, OR gates, and RS flip-flops, that is, flip-flops
having an S input whose activation scts the flip-flop to
1, an R input whose activation scts the flip-flop to 0,a y
output which has the value to which the flip-flop was
Iast set, and a ¥ output whose value is the complement

" of that of the y output. FIGS. 5 and SA represent 2
single register 567 (i), outlined in dotted lines, and addi-
tional elements showing register 567 (i)’s relationship to
the remainder of CAMM 101 to which it belongs. Reg-
ister 567 (i) is functionally equivalent to register 105 r(i)
of FIG. 1. Register 567 (i) is capable of storing four bits
and consequently is made up of four cells 565 (i,0) . . .

- (i,3), equivalent to cells 107 q(1,0) . . . q(i,m) of FIG. 1.

&~ 4.4.1.1 Inputs and Outputs of Register 567 (i)

", Inputs to register 567 (i) consist of: mask lines e(0) 501
“-. through ¢(3) 507, corresponding to mask lines 127 ¢(0) .
*" .. e(m) of FIG. 1; data input lines d(0) 509 and d(1) 571

through d(3) 575, corresponding to lines d(0) . . . d(m) of
input data lines 117, data complement lines d(0) 511 and

- (@) 577 through d(3) 581, carrying values which are
= the logical compl of the values on corresponding
-+, data input lines d(0) 509 and d(1) 571 through d(3) 575;
3:0E line 508, corresponding to OE line 131, WE line

_+~510, corresponding to WE line 133, internal clear line-

(1) 523 corresponding to clear line c(i) of internal clear

lines 123, and internal address line a(i) 513 correspond-
ing to line a(i) of internal address lines 115.

Register 567 (i)’s outputs include register data ountput
lines y(i,0) 539 through y(i,3) 551 and an external match
line corresponding to line MA () of external match lines
MA 125 in FIG. 1. As previously mentioned, external
match lines MA 125 are bi-directional and may be con-
nected to other external match lines MA 125. When so
connected, an external match line MA 125 is active only
if all other external match lines MA 125 connected to it
are active. In FIG. 5, the bidirectional nature of the
external match line and its relationship to correspond-
ing match lines of other CAMMSs 101 is expressed by
representing the external match line for register 567(i)
as two lines, MA(i)out 556 and MA(i)in 559. MA(i)out
556 is a continuation of internal match line m() 555;
MA(@)in 559 is connected to CAM match line CMAQ)
564, corresponding to a line in CAM match lines 217 of
FIG. 2. The relationship between lines MA(@out 556,
MA()in 559, and their equivalents in other CAMMs
101 is shown by means of wire AND gate 563 (in dotted
lines). Inputs to gate 563 arc lines MA()out for
CAMMs 101 whose external match lines MA 125 are
connected, its output is CAM match line CAM() 564,
and MA(f)in 559's value is determined by the value of
CAM match line CMAG) 564.

W
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4.4.1.2 Detailed Discussion of Cell 565 (i,0)
Since all cells 565 in register 567 (i) are identical, only
cell 565 (i,0) is discussed in detail. Cell 565 (i,0)’s inputs
are mask line e(0) 507, data input line d(0) 509, data
complement line d(0) 511, internal address line a(i) 513,
OE line 508, WE line 510, and internal clear line cl(i)
523. Cell 565 (i,0)’s outputs are cell match line m(i) 541

and cell output data ling y(i,0) 539. The logical compo- -

nents of cell 565 (3,0) are: AND gate 515, receiving
inputs from WE line 510, data line d(0) 509, and internal
address line a(i) 513; AND gate 517, receiving inputs
from WE line 510, data complement line d(0) 511, and
internal address line a(i) 513; OR gate 525, receiving
inputs from internal clear line c(i) 523 and AND gate
517; RS flip-flop RS(i,0) 529, receiving its S input from
AND gate 515 and its R input from OR gate 525; AND
gate 533, receiving inputs from data line d(0) 509 and
the y output of RS flip-flop RS(j,0) 529; AND gate 534,
receiving inputs from data complement line d(0) 511
and the y output of RS flip-flop RS(j,0); OR gate 540,
receiving inputs from AND gates 533 and 534 and mask
line e(0) 507; and AND gate 535, receiving inputs from
internal address line a(i) 513 and the y output of RS
flip-flop RS(},0) 529.
4.4.1.3 Operations on Register 567 (i)

“When read, write, match and associative clear opera-
tions are performed on the contents of register 567 (),
the components of cell 565 (j,0) interact as follows: In a
write operation to register 567 (i) to which cell 565 (i,0)
belongs, WE linc 510 and internal address line a(i) 513
are both active. Consequently, the states of lines 519 and
521, carrying the outputs of AND gates 515 and 517
respectively, depend on whether data mput line d(0) 509
is active. If it is, then data complement line d(0) 511 is
inactive, line 519 is active, and line 521 is inactive. If
data input line d(0) 509 is inactive, the reverse is true.
Line 519 is connected to the S input of flip-flop RS(i,0)
529, and consequently, if line 519 is active, flip-flop
RS({,0) 529 is set to 1. Line 521 is connected to OR gate
523, which m turn is connected to the R input of flip-
flop RS(1,0) 529. Therefore, if line 521 is active, flip-flop
RS(,0) 529 is reset to 0. Thus, after a write operation,
the value at the y output of flip-flop RS(,0) 529 is iden-
tical to the value represented on data input line d(0) 509
at the time of the write operation. .

As FIG. 5 shows, internal address line a(i) 513 and .
WE line 510 are connected to other cells 565 in register
567 (i) in the same fashion as they are connected to cell
565 (3,0), and each of the other cells receives inputs from
its equivalents to data input line d(0) 509 and data com-
plement line d(0) 511 in the same fashion as cell 565 (i,0).
Thus, at the end of a write operation, RS flip flops 529
(,0 . . . 3) in register 567 (i) contain the values on data
input lines d(0) 509 through d(3) 575.

In 2 read operation, internal address line a(i) 513 and .
OE line 508 are active. Internal address line a(i) 513 and
line 531 from the y output of flip-flop RS(,0) 529 serve
as inputs to AND gaite 535, whose output is cell data
Tine 539 y(,0). Thus, when internal address line a(i) 513
is active, the value of the y output of flip-flop RS(,0)
529 dctermines the value of cell output data line 539.
Cell output data line 539 is an input to OR gate 569,
along with the equivalent lines from other registers 567.
Thus, if cell output data line 539 is active, line 570, the
output of OR gate 569, is active. Line 570 is one input to
AND gate 571; the other input is OE line 508; conse-

EX 1019 Page 311




FreL S AT S e
Th gl B LT, {

*‘

e

. w Jpegd

i

4,559,618

13

quently, when address line a(j) 513 and OE line 508 are
active, cell data output line y(0) 573°s value is deter-
mined by the value of the y output of flip-flop RS(i,0)
529. Since internal address line a(j) 513 and OE line 508
are connected in the same fashion in all cells 565 making
up register (i) 567, the values at the y outputs of these
registers’ RS flip-flops (,0.. . . 3) determine the values
on data output lines y(0) 573 through y(3) 579. When a
register is not being addressed, the outputs of the AND
gates corresponding to AND gate 535 are inactive.
Consequently, only the values in cells 565 (i,0. .. 3) of
the addressed register 567 (i) determine the values of
data output lines y(0) 573 through y(3) 579.

In a match operation, the value at the y output of
flip-flop RS(i,0) 529 is compared with the value on data
input line d(0) 509 unless mask line ¢(0) 517 is active.
‘When the operation is performed, the value at the y
output of flip-flop RSG,0) 529, carried on line 531, and
the value on data input line d(0) 509 are both input to
AND gnate 533. At the same time the value of the ¥
output of flip-flop RS(,0) 529, carried on line 832, and
the value on data complement line d(0) 511 are both
input to AND pate 534. Consequently, if the value on
data input line d(0) 509 matches the value at the y out-
put, either line 537, the output of AND gate 533, or line
536, the output of AND gate 534, is active. Line 537 is
active if data input line d(0) 509 and line 531, carrying
. the value of the y output, are both active, that is, if the
data on datd input line d(0) 509 and the data in flip-flop
RS(,0) both have the value 1, and line 536 is be active
xfdaucmnplemmthnc_@ﬂlandlmeﬁZ.mrymg
the value of the ¥ output are both active, that is, if the
data on data input Iine d(0) 509 and the data in flip-flop
RS(,0) 529 both have the value 0. Lines 536 and 537 are
inputs to OR gate 540, and consequently, OR gate 540's
output, line 541, is active if either line 536 or line 537 is
active. If, on the other hand, the data on data input line
d(0) 509 does not match the data in flip-flop RSG,0) 529,
neither AND gate §33 nor AND gate 534 has two ac-

tive inputs, and output lines 537 and 536 are both inac- 40 WE 6068, OF 6197, and

tive.

‘The third input to OR gate 540 is mask line e(D) 507.
' When data line d(0) 509 is being masked, mask line o{0)

507 is active and OR gate 540°s output line 541 is active
regardless of the values of lines 536 and 537, that is,
regardless of whether data line d(0) 509 has the same
value as flip-flop RSG,0) 529. Line 541 and its equiva-
lents from the other cells 565 in register 567 sexrve as
inputs to AND gate 553, whose output is internal match
Ene m(i) 555, corresponding to one of internal match
lines 121, Consequently, internal match line m(i) 555 for
a register (i) 567 is active only if all cell match lines for
register (i) 56T's cells are active.

The associative clear operation takes place when
CLR line 512 is activated. If external match line MA(-
in 559 is active when CLR line 512 is activated, cell
(1,0) 565 is cleared. CLR line 512 and external matich
line MA(i)in 559 are inputs to AND gate 514, which has
internal clear line c(i) 523 2s its output. Internal clear
line c(i) 523 provides an input to OR gate 525, whose
outpat is connected via line 527 to the R input of flip-
flop RS(,0) 529. Thus, when CLR line 512 and external
match line MA()in 559 are active, internal clear line c(i)
523 is active, line 527 is active, and flip-flop RS(,0) is set
to 0. Since internal clear line c(i) 523 is connected as
described above to all other cells 565 in regisier (i) 567,
all cells 565 in register (f) 567 are cleared simuitaneously
with cell (1,0) 565. As previously meationed, an external

14

match line MA(i) 125 is active only if all other external -~

match lines MA(@) 125 from other CAMMs 101 con-

nected to it are active, and thus, if an associative clear ' -
operation may be performed on reg15ter (i) 567, it may -.

5 be performed on corresponding registers 567 whose .
external match lines are connected to reg:sl:r (i) 567.

4.5 A TTL Gate Array Implementation of CAMM ~
101—FIGS. 6 and 6A through 6F

10 FIGS. 6 and 6A through 6F together contain a log'xc "
dugram for an exemplary TTL gate array implcmenta- .

tion of an aght-rchsm- by four-bit CAMM 101. Thé, . -

form of the logic in this implementation is dictated by

logical and electrical characteristics of the TTL gate - -

15 array. The only logical devices which may be formed

from the gatc array are NAND gates and inverters. . -
Further, each NAND gate must have three inputs anda ,
given NAND gate or inverter can drive 2 maximum of .

four other NAND gates or inverters. In FIG. 6, only .
20 the cells of a singie register are shown in detail; cells of *
mammgnmmrepmmdasbommth ]a— .
belled ‘inputs and outputs; the cells and registers so’,
reprmteda:e,however,ldmnmlmtheeeﬂsand g
register shown in detail. L

4.5.1 Inputs and Outputs of the TTL.Gate Amy -
[mplemmmtmn .

CAMM 101 reprumtedeIGS.GmdﬁAlhmugh
6F, has the following inputs: on FIG. 6, data input Enes
30 DO 6167, D1 6171, D2 6178, and D3 6179, correspond-.
ing to data input lines 117 of FIG. 1; mask lines E0 6169,
E1 6173, E2 6177, deaﬁlsl,comspondmgtomask
lmumandsctwngtomaskthc
mpmhncwhcnthcymncuvc;onHG.ﬁA,cxtemal.
35 address lines AO 6026, A1 6028, and A2 6030, corre-
wmdmgwmﬂaddmhmu&mﬂﬁ.m.ﬁﬁ
line 6197, corresponding to OE 131; and on FIG: 6A, -
wnuenablethEMcormpondinwaEm
and CIR line 6081, to-CLR 135, Lines .

b3

-aweandmmacnvnmdwspcafyawnﬁc,md.m
clear operation respectively. Outputs from CAMM 101
repreomwdelG.Garcdnm output lines Y0 6147,'Y1
6153, Y2 6157, and Y3 6161, onFIGS.GDandGFm
45 sponding to data output fines 119 and bidirectional ex-
ternal match lines MO 6182 through-M7-6196 on FIG.
6C corresponding to external match lines 125 in FIG. 1. .
As specified on FIG. 6C, external match lines MO 6182 -
through M7 6196 are connected to open collector oiit-
50 puts. When one such external match line M0 6182
through M7 6196 is conmected to external match lines

from other CAMMs 101 of the type disclosed in FIG. 6, -

the result is a wire AND: none of the connected exter-
nal match lines will be active nnless all of them are.

4.5.2 Functional Subdivisions of the TTL
Implementation

CAMM 101 of FIG. 6A has the fol functional.
subdlvmons,outlmcdmduhedhn:s:onFIG 6, data-
60 and mask input 6183, for receiving inputs from data -
input lines DO 6167 through D3 6179 and mask lines E0 .~
6169 through E3 6181; on FIG. 6A, address decoder
6067, corresponding to address decoder 109, for receiv- -
hgextmaladdrssﬁnesAﬂmzsthmughMMand
65 decoding addresses received on these lines; on FIGS. -
6D and 6E, data outputs 6142 for outputting data re-
ceived from registers 6176; on FIG. 6B, clear logic
6090, corresponding to ckm‘ logic 111, for clearing

35

6081mal]nomally
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*individual registers 6176; and on FIG. 6B, match logic
6189, for detecting matches. In addition, one register,
register (0) 6187, on FIG. 6B, is outlined with dashed
lines, and one cell of register (0) 6187, cell (0,0) 6185, is
so outlined. Registers 6187 correspond to registers 105
of FIG. 1, and cells 6185 correspond to cells 107. The
discussion deals first with each of these functional divi-
sions and then with their interaction in the read, write,
match, and associative clear operations.

4.5.2.1 Data and Mask Inputs 6183

Data and mask inputs 6183 on FIG. 6 include data
input lines DO 6167 through D3 6179, mask lines EO
6169 through E3 6181 paired with the data lines, and

associated Jogic. Since each data input line-mask line
pair has the same Jogic, .only that for data input line DO
6167 and mask line E0 6169 is discussed in detail. Begin-
ning with D0 6167, the logic includes inverter 6001,
with D0 6167 .as its input and line 6003 as its output;
inverter 6005, with line 6003 as its input and line 6011 as
its output; inverter 6007, with mask line EO 6169 as its
input and line 6009 as-its output; NAND gate 6013, with
inputs from lines 6003 and 6009 and an output to line

10

6017; inverters 6023, having line 6017 as their input and .

lines to cells 6185 as their outputs; NAND gate 6015,
with inputs from lines 6009 and 6011 and an output to

25

line 6019, and inverters 6020, with inputs from line 6019 -

and lines to cells 6185 as their outputs. In the following,

-+ anly TDOA line 6025, the output of iaverter 6021, snd
= IDOA line 6024, the output of inverter 6022, are dis-

” cussed in detail.

" Inthe portion of data and mask inputs 6183 associsted
: with dats input line DO 6167 and mask line E0-6169, the
inputs DO 6167 and E0 6169 and the outputs IDOA 6024
and IDOA 6025 bave the following relationships: if data
input line DO 6167 is not being masked, that is, if mask

- line 0 6169 is inactive, TDOA line 6024 is set to the

-+ value of data input line DO 6167 and IDOA line-6025 is
= -set to the complement of that value; if data input line DO

#: 6167 is being masked, that is, if B0 6169 is active, IDOA.
#yline 6024 and TDDA line 6025 are both inactive These
“rclanonships are achieved as follows: beginning with

the case in which no king is taking place, when
mask line E0 6169 is inactive, line 6009 is active and the
values of the outputs of NAND gates 6013 and 6015
depend on the values of lines 6003 and 6011 respec-
tively. The values of lines 6003 and 6011 in turn depend
on the value of data input line D0 6167. If data input line
D9 6167 is active, line 6003 is inactive and line 6011 is
active. Consequmtly, line 6019, the output of NAND
gate 6015, is inactive, and its inversion, IDOA line 6024,
is active, while line 6017, the output of NAND gate
6013, is active, and its inversion, IDOA line 6025, is
inactive. If data input line DO 6167 is inactive, the re-
verse of the above is true. Thus, when mask line B0
6169 is inactive, IDDA line 6024's value is always identi-
cal with that of data input line D0 6167 and line
6025’s value is always the complement of the value of
data input line DO 6167. When data input line D0 6167
is being masked on the other hand, mask line EO 6169 is
active, line 6009 is inactive, and consequently, NAND
gates 6013 and 6015 have active outputs 6017 and 6019
and IDOA line 6024 and TDD0A line 6025 are inactive
regardless of the value of data input line D0 6167.

4.5.2.2 Address Decoder 6067—FIGS. 6A and 7

Turning now to address decoder 6067, on FIG. 6A,
address decoder 6067's inputs are external address lines

16

A0 6026, Al 6028, and A2 6030 and its outputs are
internal address lines 6065, corresponding to internal
address lines 115. Each line in internal address lines
6065 is associated with a register 6187. Lines in internal
address lines 6065 are active unless register 6187 associ-
ated with a line is being addressed; in that case, the line
associated with register 6187 being addressed is inac-
tive. Thus, address decoder 6066 operates by activating
all internal address lines 6065 but the one for the register
specified by external address lines AD 6026 through A2
6030.

Address decoder 6066 consists of inverters 6027
through 6043 and NAND gates 6051 through 6054.
Each address line A0 6026 through A2 6030 is input to
an inverter and the output from that inverter is input to
another inverter. Thus, for each address line A0 6026
through A2 6030, there is available from the first in-
verter a signal which is the complement of the signal on
the corresponding external address line and from the
second inverter a signal which is identical with that on
the corresponding external address line. The signals
obtained from the inverter outputs are then input to
NAND gates 6051 through 6054. Each of these gates
takes three inputs, one derived from address lme AQ
6026, onc from address line A1 6028, and one from
address line A2 6030. An input derived from a given
address line is obiained from the output of either the

. first or second inverter following the address line. The

30

0

45

input's value is therefore either identical with the valoe
of the address line or the complement of that value. For
example, NAND gate 6063 takes as its inputs line 6033,
line 6035, and line 6049. Line 6033's value is the comple~
ment of the value of external address line A0 6026, line
6035's value is the complement of the value of external
address line A1l 6028, and line 6049°s value is identical
with that of external address line A2 6030. The inputs to
NAND gates 6051 through 6064 are distributed among
~the gates-in such fashion that-a givenrcombination of
signals on external address lines A0 6026 through A2
6030 canses one of NAND gates 6051 through 6064 to
have an insctive output and the remainder-to have ac-
tive outputs. For instance, NAND gate 6064 takes as its
inputs line 6037, whose value is the complement of the
value on cxternal address line A2 6030, line 6035, whose
value is the complement of the value on external ad-
dress line Al 6028, and line 6033, whose value is the
complement of the value on external address line 6026,
NAND gate 6064’s output 6067 is active unless line

. 6037, line 6035, and linc 6028 are all simultaneously

50

55

60

65

active, and the Iatter is trae only if external address lines
AD 6026 through A2 6030 are simultaneously inactive,
that is, only if the values on external address lines AD
6026 through A2 6030 represcnt a binary 0. With alf
other NAND pgates 6051 through 60663, when external
address lines A0 6026 through A2 6030 are simulta-
neously inactive, at least one input line to each of
NAND gates 6051 through 6063 is inactive, and conse-
qul:ntly. all NAND gates 6051 through 6063 have ac-
tive outputs.

The complete relationship between combinations of
signals on external address lines AQ 6026 through A2
6030 and outputs on internal address lines 6065 is illus-
trated in the truth table tn FIG., 7. In that table, the table
rows indicate the eight possible combinations of values
on address lines A0 6026 through A2 6030 and the table
columns indicate individual NAND gates 6051 through
6054 and their mput lines. The table entries themselves
show the output of the NAND gate specified by the
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entry’s column for the values on address lines A0 6026
through A2 6030 specified by the entry’s row.

4.5.2.3 Cell 6185 (0,0)

Turning now to cell 6185 (0,0), on FIG. 6B, cell 6185 5
(0,0) has the following inputs: data line IDOA 6024 and
data complement line IDOA 6025 from data and mask
inputs 6183, internal address line XAO 6067, from
NAND gate 6064 of address decoder 6066, internal
write enable line WEO 6078, whose value is derived 10
from external write enable line WE 6068 by way of
inverters 6069, 6071, and 6073 on FIG. 6A, and is there-
fore the complement of the value of external write en-
able line 6068, and internal clear line CLRO 6089,
which corresponds to internal clear lines 123 except 13
that internal clear line CLRO 6089 is inactive when an
associative clear operation is taking place. Outputs from
cell 6185 (0,0) are cell data line TYO 6113, whose value
is the complement of the value stored in cell 6185 (0,0),
and cell match lines 6117 and 6121, which are both
active when either data input line D0 6167 is masked or
the value contained in cell 6185 (0,0) matches the value
on data input line DO 6167.

Cell 6185 (0,0) consists of: inverter 6091, receiving its
input from internal address line XAD 6067; NAND gate
6095, receiving its inputs from inverter 6091, WES line

6078, and data line IDOA 6024; NAND gate 6097, re-
" ceiving its inputs from inverter 6091, WEO linc 6078,

and data complement line IDOA 6025; NAND gite
6103, receiving its mputs from NAND gate 6095 and
NAND gate 6107; NAND gate 6107, receiving its in-
puts from NAND gate 6103, NAND gate 6097, and
internal clear line CLRO 6089; NAND gate 6111, re-
ceiving its inputs from NAND gate 6105 and inverter 35
6091; NAND gate 6115, receiving its inputs from data
line IDOA 6024 and NAND gate 6107, and NAND gate
6119, receiving its inputs from NAND gate 6103 and
data complement line IDOA 6025. Finally, connection

.. point 6122, connecting the outputs of NAND gates 4

6115 and 6119, is 2 wire AND; consequently, if either or

>, - both of lines 6117 and 6119 is inactive, line 6123 is inac-

tive.

The components of cell 6185 (0,0) perform the same
logical functions as the components of cell 565 (i,0) in 45
FIG. 5. NAND gates 6095 and 6097 take inputs which
are equivalent to those for AND gates 515 and 517 in
FIG. 5 and provide outputs which arc the complements
of those of AND gates 515 and 517. Line 6099, the

output of NAND gate 6095, is active unless line 6093, 5o
line IDOA 6024, and line WED 6078 are all active. Line
6093 is the complement of internal address line X0A
6067, and consequently, is active only when register
6187 is being addressed, while line WEQ 6078 is active
only when a write operation is taking place. Therefore, 55
line 6099 is inactive only when a write operation to
register 6187 (0) is taking place and line ID0A 6024 is
active. During a write operation to register 6187 (0),
line 6099’s value is thus the complement of the value of
line IDOA 6024. NAND gate 6097’s inputs are line 6093, 60
line WED 6078, and line IDOA 6025, and like NAND
gate 6097, its output 6101 is inactive only when a write
operation to register 6187 (0) is taking place and line
IDOA 6025 is active. During a write operation, there-
fore, Line 6101’s value is the complement of the value 65
of line IDOA 6025 and also the complement of the value
of line 6099. At other times, both line 6101 and line 6099

" are active.

18
NAND gates 6103 and 6107 function as an RS flip-, .
flop with R and S inputs which change the flip-flop’s .~
statc when they become inactive. NAND gates 6103 -
and 6107 and NAND gates 6095 and 6097 together thus.
are logically equivalent to AND gates 515 and 517 and '~
RS flip-flop 5§29 in FIG. S. In the RS flip-flop formed by- = :
NAND gates 6103 and 6107, line 6105, the output of. . .
NAND gate 6103, is the Y output and linc 6109, the o
output of NAND gate 6107 is the Y output. The set _ _
operation works as follows: line 6099 is the S input. As ™ ("
the output of NAND gate 6095, it is inactive only-'when . .
input data line IDOA 6024, write enable line WEO 6078, . .
and line 6093, the complement of internal address line ",
XAO 6067, are active. When line 6099 is inactive, line -
6105 becomes active, i.e., the Y output is set to 1; At.the .
same time, line 6109 becomes inactive, i.e., the Y output, " .
is set to 0. This action takes place as follows: line 6105, - -
line 6101 and CLRO line 6089 are inputs to NAND gate -~ -
6107. On a write opmtlon, CLRO line 6089 is active. If ~ .
line IDOA 6024 is active, lines 6105 and 6101 are also . .
active; consequently, line 6109, the ¥ output, isinactive.- - -
1If, on the other hand, line ID0A 6024 is imcﬁve;linq T
6099 is active, lines 6105 and 6101 are inactive; and line .
6109 is active. Thus, in this case, the Y omput has thc
value 0 and the Y output the value'L. -
mhncGBSDactsastheRmpmmtheﬂxp-ﬂop
formed by NAND gates 6103-and 6107 only when:no
write operation is taking place Under these circums
stances, write enable line WEO 6078 is inactive, .and”: -
consequently, lines 6099 and 6101 are active. When'the .- .-
flip-flop formed by NAND gates 6103 and 6107-con-
tains the value 0, line 6105 is inactive and line' 6109is -
achveregnd]&ofthevﬂucofmhnew When:;
the flip-flop formed by NAND gates 6103 and ‘6107
contains the value 1, line 6105 is active along with lme
6101 and the value of CLR line 6089 determines-the
value of lines 6109 and 6105. If CLK linc;6089 remains

o

becomes active and line 6105-becomes inactive, giving
the flip-flop’s Y output the value O and its Y. output the -;
value 1. Since either line 6101 or 6089 can-reset the
flip-flop formed by NAND gates 6103 and' 6107, the'
connection of these lines to NAND gate 6107 .is func-
tionally equivalent to OR gate 525 in. FIG. 5. - . -, =
NAND gate 6111 in FIG. 6A inactivates cell data lme
IY0 6113 when both line 6093 and line 6105 are active.
Line 6093 is the complement of internal address line
XAO 6067, and is therefore active when register 6187 .- .
(0,0) is being addressed. Line 6105 is the Y output of the. - - . *
flip-flop formed by NAND gates 6103 and 6107, and .~
conscquently, when register 6187 (0,0) is being ad- .’
dressed, cell data line line TYO 6113’s value is the com- .
plement of the value on line 6105. As shown on FIGS..: -’
6E and 6F, cell data line T¥0 6113 receives outputs from. ~ ~
equivalent cells of all registers in the CAMM 101 de-.. .
scribed in FIG. 6 and then serves as an input to tri-state, -
NAND gate 6145 on FIG. 6F. It thus effectively ORs
these outputs and is equivalent to OR gate 569 in FIG; "
S. Tri-state NAND gate 6145’s output is data output line. . -
YO 6147. This line bas three states, tes, active, inactive, and:" .
off. It is in the latter state when OE line 6197 is inactive . -
and its complement, line 6149, is active; otherwise, input- .-
line 6143 is at VCC and is always active, and conse-
quently, data output line YO0 6147’s value is the comple- ..
ment of the value of cell data line IY0 6113, or the value
of the Y output of the flip-flop formed by NAND gates - -
6103 and 6107. Together, NAND gates 6145 and 6111
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output the value of the Y output of cell 6185 (0,0) when
- register 6187 (0) is addressed and output has been cn-
abled; NAND gates 6145 and 6111 are thus logically
. equivalent to AND gates 535 and 571 of FIG. 5.

Turning again to FIG. 6B, NAND gates 6115, 6119, 5

and the wire AND formed by connection 63122 between.
the outputs of NAND gates 6115, 6119, and internal
match line 6123, finally, perform the match function for
cell 6185 (0,0) and are thus equivalent to AND gates 533

and 534 and OR gate 540 in FIG. 5. NAND gate 6115 10

takes as its inputs Jine IDOA 6024 and line 6109 from the

¥ output of the flip-flop formed by NAND gates 6103 -

and 6107. NAND gate 6119 takes as its inputs line IDUA.
6025 and line 6105 from the Y output of the flip-flop. If

mask line EQ 6169 is inactive, then, as described in the 15

discussion of data and mask inputs 6183 above, the val-
1 6025 are comple-
mentary. As also explained above, the values on lines
6105 and 6109 are always complementary. Conse-

quently, when the value on line IDOA 6024 is the same 20

15 the value on line 6105, NAND gates 6115 and 6119
have complementary inputs and their outputs, lines
6117 and 6121, are both active. When the value on line
TDOA is different from that on line 6105, one of NAND .

gates 6115 and 6119 has botlr inputs high, and lines 6117 25

and 6121 have have complementary values. When lines -
6117 and 6121 are both active, the output from the

AND formed by connection 6122 is active, indicatinga *

. match. When lines 6117 and 6121 have complementary

» values, the output from the AND formed by connection' 30
+6122 is inactive, indicating no match. Thus, when mask *

.- line EO 6169 is inactive, the output from the AND

~ formed by connection 6122 is equivalent to the outpat -

- of OR gate-540 when mask line «(0) 507 is inactive.:

As mentioned in the discussion of data and mask 35

inputs 6183, when mask line ED 6169 is active, both line
:+ IDOA 6024 and line IDOA 6025 are insctive. Since line
+-AD0A. 6024 serves as an input to NAND gate 6115, and
 line IDOA as an input to NAND gate 6119, the outputs

w=of the NAND gates, Jines 6117 and 6121 respectively, 40

2.are both active regardless of the values on lines 6185
—<and 6109 and the output from the AND formed by
connection 6122 is active, indicating a match. Thus,
data and mask inputs 6183, NAND gates 6115 and 6119

and the AND formed by comnnection 6122 produce the 45

same results when mask line EQ 6169 is active as OR
gate 540 in FIG. 5.

4.5.2.4 Register 6187 (0)

Cell 6185(0,0) and three equivalent cells 6185 form 50

register 6187(0). All cells 6185 in register 6187 (0) take
internal address line XAO 6067, and internal clear line
CLRO 6089 as inputs and output to internal match line
6123. Because the cells in register 6187 share internal

address line XADO 6067, internal clear line CLRO 6089, 55

and internal match line 6123, they act as a single unit in
read, write, match, and associative clear operations.

4.5.2.5 Data Outputs 6142

Data outputs 6142, on FIGS. 6D and 6F, outputs data 60

contained in CAMM 101 registers 6187 to data output
lines YO 6147 through Y3 6161 Data to be output is
teceived from lines IY0 6113, IVT 6125, IY¥Z 6131, and
1Y3 6137. As previously explained, when a read opera-

tion is being performed, the values on these lines are the 65

complements of the values in cells 6185 (j,0) through
(1.3) of register 6187 (i) currently being addressed. Each
of these lines is one input to one of NAND gates 6145

20

through- 6159. NAND gates 6145 through 6159 are
tri-state, that is, their outputs have three states, active,
inactive, and off. The off state is controlled by OE line
6197. When OE line 6197 is active, line 6149 is inactive,
and NAND gates 6145 through 6159 have no output;
otherwise, their outputs are the NAND of their inputs.
The other input to each of NAND gates 6155 through
615% is line 6143, which is always active. Consequently,
when OE line 6197 is inactive, the outputs of NAND
gates 6145 throngh 6159 arc the complements of the
values on lines 6113, 6125, 6131, and 6137, that is, identi-
cal with the values contained in cells 6185 (1,0) through
(1,3) in register 6187 (i). ’

. 4.5.2.6 Match Logic 6189

Match logic 6189 for register 6187 (0), on FIG. 6C,
consists of internal match line 6123, inverter 6125,
NAND gate 6129, and external match line MO 6182,
The match logic for the other registers 6187 is identical,
and consequently, only that for register 6187(0) is ex-
plained in detail.

Internal match line 6123 connects the output of wire

--AND 6122 with the outputs of equivalent wire ANDs

in the other cells 6185 of register 6187 (0) and thereby
forms another wire AND taking the output of wire
AND 6122 and the outputs of its equivalents as inputs.
Thus, internal match line 6123 is active only if the out-
puis of wire AND 6122 and its equivalents are all ac-
tive, that is, 'only if each cell 6185 in register 6187 (0)
indicates a match. Internal match lime 6123 thus per-
forms the function of AND gate 553 of FIG. 5.

Internal match linc:6123 then serves as an input to -

inverter 6125, whose output, line 6126, is an input to

NAND gate 6129. The other input to NAND gate 6129,

line ‘6143, is at Vec.xnd therefore always active. In
consequence, NAND gate 6129°s output is inactive
unless line 6126 is inactive, that is, unless internal match
fine 6123 is active. As mdicated on FIG. 6A, external
match line M0 6182 is an open collector cutput; hence,
it acts as the output of a wire AND connecting the
outputs of the equivalents of NAND gate 6129 in all
CAMM registers 6187 whose equivalents to external
match line M0 6182 are connected to external match
line MO 6182, and if any of these external match lines are
inactive, external match line M0 6182 is inactive.

4.5.2.7 Clear Logic 6090

Clear logic 6090 on FIGS. 6A and 6B activates inter-
nal clear line CLRO 6089 and its equivalents in other
registers 6187. Inputs to clear logic 6090 are CLR line
6081, which is active except when an associative clear
operation is being performed, and external match lines
MO 6182 through M7 6196. Clear logic 6090 includes
inverter 60383 and inverters 6084. Inverters in inverters
6084 are all identical to inverter 6088, and consequently,
only that inverter is described in detail. Inverter 6088
bas a control input, entering at the side of inverter 6088,
as well as an input for the signal being inverted. As long
as the control input is inactive, inverter 6088's output is
active; when the control input is active, inverter 6088's
output is the complement of the value of the signal
being inverted. Inverter 6088 thus behaves like a
NAND gate in that inverter 6088's output is inactive
only if the control input and the input signal are both
active. The control input for inverter 6088 is line 6095,
which is the output of inverier 6083 and the signal input
is extepnal match line M0 6182, Line 6095's value is thus
the complement of the value of CLR line 6081, and
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internal clear line CLRO 6089 is inactive, clearing regis-
ter 6187(0), only if CLR line 6081 is inactive when ex-
ternal match line MO ‘6182 is active. Taken together,
therefore, inverter 6083 and inverter 6088 are equiva-
lent to AND gate 514 of FIG. 5. H

4.5.3 Operations in the TTL Gate Array
Implementation

Operations in the TTL gate array implementation are
malogoustolhosed:scmedmrcfcrencetol’l& 5.0n 10
a write operation to register 6187 (0), on FiG. 6B, WE
line 6068 is inactive and address lines AQ 6026 thmugh
A3 6030 specify register 6187(0). Consequently, in each
cell 6185 of the register, WED line 6078 is active, intes-
nal address line XAQ 6097 is inactive, the line corre- 15
sponding to line IDOA 6024 in cell 6185 (0,0) has the
value of the line corresponding to data input line DO
6167, and the line corresponding to line IDOA 6025 has
that value’s complement. As explained in the discussion
of cell 6185 (0,0), when WED line 6078 is active and 20
internal address line XAOQ 6097 is inactive, the RS flip-
flop contained in each cell 6185 is set to the value on the
data input line of data input lines D@ 6167 through D3
6179 corresponding to that cell 6185.-

In a read operation on register 6187 (0), output cnable 25
line OF 6197 is inactivated and external address lines
register 6187 (0), deactivai-

6067. As explained in the
discussion of cell-6185 (0,0), when internal address line

XAD 6067 is inactive, line IYO 6113 and its equivalents 30 i

in the other cells 6185 making up register 6187(0) bave
valuss which are the complement of the value at the Y
output of cell 6185’s flip-flop. The discussion of data
outputs 6142 farther showed that wher output enable
line OF 6197 is inactivated, the complements of the 35
values of line 6113 and its equivalents in the other cells
6185 making up register 6187 (0) are output at data
outputs YO 6147 through Y(3) 6161. Since the values
output at data outputs Y(0) 6147 through Y(3) 6161 are
the complements of the values on line 6113 and its 40
equivalents, they are identical with the values at the Y

- outputs of cells 6185 making up register 6187(0)-

Turning now 10 a match operation, as previously
explained with regard to cell 6185 (0,0), whenever a
value on a data line D0 6167 through D3 6179 matches 45
the value of its corresponding cell 6185 or whenever
mask line EQ 6169 through E3 6181 is active, the output
of the connectiou in cell 6185 corresponding to connec~
tion 6122 in cell 6185 (0,0) is active. All of the connec-
tions corresponding to connection 6122 in cells 6185 50
belonging to a register 6187 (i) are connected by the line
in register 6187 (i) corresponding to internal match line
6123 of register 6187 (0). As explained in the discussion
of match logic 6189, internal match line 6123 and its
equivalents fonction as wire ANDs taking the outputs 55
from connection 6122 and its equivalents as inputs. The
equivalent of internal match line 6123 for a register 6187
(i) is therefore active only if all outputs from connec-
tions equivalent to connection 6122 are active. If the
equivalent of internal match line 6123 for a register 6187 60
(i) is active, then, as explained in the discussion of match
logic 6189, external match line M0 6182 through M7
6196 corresponding to register 6187 (i) is active unless
external match line MO 6182 through 6196 correspond-
ing to register 6187 (i) is connected to external match 65
Tines M0 6182 through 6196 belonging to other CAMMSs
101 and one of thesc external match lines MO 6182
through 6196 is inactive.

22 -

An associative clear operation, fi inally, is executed ror
a register 6187 (i) when external match line MO 6182 -
thmu@ M7 6196 corresponding to register 6187 (i).is
active and CLR line 6081 is inactivated. As explained in
the discussion of clear logic 6090, under these circum
stances, the equivalent of line CLRO 6089 is inactive,
and as explained in the discussion .of cell 6185 (0, 9),
when this is the case, all cells 6185 bclongmg to rcguu:r
6181()ms:multa.neouslyscuaﬂ i

Embodiments of the present invention may. have
specific forms other than those presented in FIGS. 1 -
through 7. The functions of the present invention may - _
be performed by arrangements of logical devices other ' -
than those presented herein and different wchmques e
may be used to 1mplemcnt the present invention. For.[*< -
example, the present invention may be implemented, -
using discrete devices, on a chip containing a single .’
CAMM 101, or on a chip containing a plurality. of
CAMM;s 201, and the devices on the chips may be ;
formed uvsing various technologies. Similerly, the num- |
buofhfsmaregxs:crandthennmberofregmmma o
CAMM 101 may vary from implementation to unple- o
mentation. -

The invention may be embodied in yet ¢ other spec:ﬁc

intended to be embraced therein.

What is claimed is:

L A contemt-addressable memory modulc compm-
ing:
(l)aplmnktyofmglstu'muns,achregmammof

said plunhtyofmgktcrmmsmnhmmgmcmmd

item of data;
@)mfwmvmgnmm«:fd;m, ~ .
(S)aplm-akty of means for_daecungwdrcgumr mums

register means, being responsive to said stored-itemof .’
data contained in said one said register means snd to -,
said pattern item of data, and providing a match sig- -
nal when said one said register means associated with -
said one match detection meams contains said stored
item of data matching said pattern item of data; and |
(4) a plurality of bidirectional match signalling- means .
for providing said match signal from said content- . -
addressable memory module and receiving -said -
match signal from an external source, each one of said .. -
bidirectional match signalling means being associated : -+
with one of said register means and responsive to said
match signal from said match detection means associ- -
ated with said associated register means and to said
matchsngmlfromsndcxtemalsomc,mdmngto
provide said match signal only when simultancously
receiving said match signal from said associated.
match detection means and from said external source.- .
2. In the content-addressable memory module of
claim 1, and wherein .
said bidirectional match signalling means is a match line .
o ted to said associated h detection
for providing and receiving 2 match state and & no-.
match state;
said match signal is said match state; and

£ v o
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said match line is connected to an open-collector driver
circuit in said associated match detection means and
said open-collector driver circuit places said con-
nected match line in said no match state unless said
stored item of data in said register means associated
with said match detection means matches said pattern
item of data.
3. In the content-addressable memory module of

claim 2, and wherein:

said match state is a high voltage and

said no match swte is a low volage.
4. In the content-addressable memory module of

claim 3, and wherein:

2 pattern sequence of bits in said pattern item of data

_ corresponds to a certain sequence of bits in each one
of said stored items of dats, said match detection
means is responsive to said pattern sequence of bits
and to said certain sequence of bits, and said stored
item of data matches said pattern item of data when

5

15

24 .
(a) a plurality of means for detecting said register
means containing said stored items of data match-
_ ing said pattern item of data, each one of said plu-
rality of match detection means being associated
with one said register means and being responsive
to said stored item of data contained in said one
said register means and to said pattern item of data,
and each one of said plurality of match detection
means acting to provide a match signal when said
one ?il:l i iated with said one

data matching said pattern item of data; .

(b) means for providing a register clearing signal speci-
fying any one of said register means in response to
said clear signal and to said match signal; and -~

(¢) a plurality of means for clearing said register means,
each one of said register clearing means being sssoci-
ated with one of said register means and being respon-
sive to said register clearing signal.

said bits in said certain sequence match said bits in 20 g y. e content-addressable memory module of

said pattern sequence.

claim 7, and wherein:

5. In the content-addressable memory module of 4 content-addressable memory module further in-

claim 4, and wherein:

said content-addressable memory module further in-
cludes means for receiving a masking item of data for
specifying said pattern sequence of bits and .

said match detection means is further connected to said

masking item receiving means and is responsive to

6. In the content-addressable memory module of
claim 5, and wherein:

:saidmasldngimofdaufurﬂxerspeciﬁaanompam

sequence of bits in said pattern jtem of data;

said stored items of data further contain a second cer-
tain sequence of bits corresponding to said non-pat-
tern sequence of bits; and

- one said stored item of data matches said pattern item of
s- data when-said first certain sequence of bits matches
%~ said pattern sequence of bits, regardless of the values
a5 -of bits in said d certain seq of bits.

= 7. A content-addressable memory module compris-

ang: A
(1) a plurality of register means, each register means of ~ ¢laim 8, and

said plorality of register means containing one stored
item of data;

{2) means for receiving a pattern item of data;

{3) means for receiving a clear signal specifying that
certain ones of said plurality of register means are to
be cleared, said certain ones being said register means
containing said stored items of data matching said
pattemn item of data; and

(4) means for simultaneously clearing said certain ones
of said register means, said simultancous clearing
means being connected to said plurality of register
means, to said pattern receiving means, and to said
clear signal receiving means and responding to said
stored item of data, said pattern item of data, and said
clear signal by simultaneously clearing said certain
ones of said register means on receipt of said clear
signal in said clear signal receiving means;

wherein:

a pattern sequence of bits in said pattern item of data
corresponds to a certain sequence of bits in each
one of said stored items of data and said stored item

of data matches said pattern item of data when said 65

bits in said certain sequence match said bits in said
pattern sequence;

and wherein said simultaneous clearing means includes:

25

30

35

40

45

50

55

6 (1)

cludes a plurality of bidirectional match signalling
means for providing said match signal from said con~
tent-addressable memory module, receiving said

match signat from an external source, and providing-

saidmgtchsigna!msaidrcgi::tcrdmrmgsignnlpm

viding means, each bidirectional match signalling

means of said plurality of bidirectional match signal-
ling means being associated with one register means
of said plurality of register means and being con-
nected to said match detection means associated with
said associated register means and to said- register
clearing signal providing means, and each said bidi-
rectional match signalling means providing said
match signal to said register clearing signal providing
means only when said bidirectional match signalling
means is simultancously receiving said match signal
from said connected match detection means and from
said external source.
9. In the content-addressable memory module of

wherein: : .

said bidirectional match sipnalling means is a match line
connected to said match detection means and to said
register clearing signal providing means;

said match line provides and receives a maich state and
a no-match state;

said match signal is said match state; and

each said match line is connected to an open-collector
driver circuit in said associated match detection
means and said open-collector driver circuit places
said connected match line in said no match state un-
less said stored item of data in said register means
associated with said match detection means matches
said pattern item of data.
10. A content-addressable memory module compris-

ing;
said plorality of register means containing one stored
item of data;

fon ins said stored item of

;ph!.ra!ityofrcgistermeaus, each register means of

(2) means for receiving a pattern itemn of data;

(3) means for feceiving a clear signal specifying that
certain ones of said plurality of register means are to [
be cleared, said certain ones being said register means
containing said stored items of datz matching said :
pattern item of data; and ;
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(4) means for simultanecusly clearing said certain ones 12. In the content-addressable memory module oi -
of said register. means, said simultaneous clearing  claim 11, and wherein: Loe
ot means being connected to said plurality of register  said content-addressable memory module further in- s
A4 means, to said pattern receiving means, and to said cludes a plurality of bidirectional match sigoalling .~

clear signal receiving means and responding to said 5  means for providing said match signal from said con-
stored item of data, said pattern item of data, and said tent-addressable memory module, receiving - sai
clear signal by simultanecusly clenring said certain match signal from an external source, and provzdmg
o ones of said register means on receipt of said clear said match signal to said register clearing signal pro- .
o signal in said clear signal receiving means; viding means, each bidirectional match stgnallmg
- wherein: 10 means of said plurality of bidirectional match signal-’ *
e a pattern sequence of bits in said pattern item of data ling means being associated with one register means -
corresponds to a certain sequence of bits in each of said plurality of register means and being con- . °
one of said stored items of data and said stored item nected to said match detection means associated with .
of data matches said pattern item of data when said said associated register means and to said register - -
bits in said certain sequence match said bits in said 15 clearing signal providing means, and each said bidi-
pattern sequence. rectional match signalling means providing said .,
and wherein: match signal to said register clearing signal providing ~: - *
said content-addressable memory further includes means only when said bidirectional match signalling -
) means for receiving a masking item of data for means is simultancously receiving said match signal -,
- specifying said pattern sequence of bits and said 20 from said connected match detection means and from
’ stmultaneous clearing means is further connected said external source.
" to said masking jtem receiving means and is respon- ﬂ.hmeconmn(-add:essablcmcmoryofch:m'l 10, - .
: sive to said masking item of data; or 1, and wherein said cc bl mcmory E
and wherein: module further comprises: .
said masking item of data further specifies & non-pat- 25 address receiving means connected to said plunmy of
tcrnsequcneeofmmmmtdpanundmuem, mgrstcrmcansformvmganencodedaddmspec
said stored items of data further contain a second
certain sequence of bits corresponding to said non-
pattern sequence of bits; and
one said said stored item of data matches said pattern 30
data item when said first certain sequence of bits
.. matches said pattern sequence of bits, regardiess of
Sy T the values of bits in said second certain sequence of plurality of register means being m:ponswe to said
bits; address signal.
and wherein: 35 14. In the content-addressable memory modulc of
said masking item of data specifies all said bitsin sxid  claim 13 and wherein:

~vies o
e

[

b

RIS pmemimnofdauass:idnon-pnuunseqmof said address receiving means includes - i
Lo bits, whereby all said stored items of date match (a)mwdedaddxusreonwngmﬂnsfmmvmgm
Feen said pattern item of data, all said register means in encodedxddrmspeufymgsmdadd:wedxcgtm
. said plurality of register means are said certain ones 40 means from said externsl source; . . .
. j*"i‘; . of said plurality of register means, and saki simuita- {b) decoding means connected to said enoodadadu P
5 . neous clearing means simnltaneonsly clears all said dress receiving means and responsive to said en- .~
: SR register means in said plorality of register means coded address for decoding said encoded address...
4 upon receipt of said clear signal in said clear signal and generating said address:signal:for said ad-
1. receiving means. 45 dressed register means; and -
} 11 In the content-addressable memory module of {c) means connectedtosnddwodmgmeansandsud
] claim 10, and wherein: plurality of register means for providing said ad-- . .
H said simultaneons clearing means further includes dress signal to said addressed register means. -

(2) a plurality of means for detecting said register 15. In the content-addressable memory module of -
mamconwnmgsaldscorediwmsofdanmatch 50 claim 7, 10, or 1, and wherein sxid content-addressable
ing said pattern item of data, each one of said plu-  memory module further comprises:
rality of match detection means being associated dmmputmeamforreedvmgmmpmmmofdan
with one said register means, being -responsive to from an external source;
said stored item of data contained in said one said meamformawnganaddrmspec:fymganaddr&ed

1 register means, to said pattern item of data, and to 55  register means of said plurality of register means from ~
said mask item of data, and providing a maich an external source and providing an address signal for
signal when said one said register means associated said addressed register means; N
with said one match detection means contains said  data output means for outputting one said stored item of - -
stored item of data matching said pattern item of data from ssid content-addressable memory module;
data, 60 means for receiving an output enable signal from an- .

(b) means for providing a register clearing signal to external source;
any one of said register means in response to said means for receiving a write enable signal from an exter-
clear signal and to said match signal, nal source;

: {c) a plurality of means for clearing said register  data writing means connected to said plurality of regis-

E means, each one of said register clearing means 65 mmmns,sudaddre&srwcmngmans,saddam
being associated with one of said register means input means, and said write cnsble signal receiving

i and being responsive to said register clearing sig- means for setting said stored item of data in said ad- _

: nal. dressed register means to the value of said input data
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. item-in response to said- input item of data, said ad-

da!l read o ted to said plurality of regis-

. ter, means, said :address: receiving .means, said data

. output.means, and saic output enable signal recsiving ! xi

.. means for prov:dmg said stored item of data in:said -
.. .addressed register means to said data output means in

response to said address signal and-said output gnable; .

signal.

(1) a plurality of content-addressable memory modules; |
each content-addressable memory module of said

. iplurality) ;of - content-addressable; ymemory, modules . :
including
(a) a plurality of register means, each register means 15

+,of said plumhty of register means containing: one.

_ stored item of datn.
.. () m&us for. rewvmg a pancrn item of data, :
(c) means, for receiving'a; «clear signal speufymg't.]m; :

" 'to;be cleared; saitl certain; ombcmgsaxdrcglster
. means.containing said: storediitems: of dau ma:ch

ing said pattem item of data; and ’

EFRY: (d) imeans | for. simultancously. clearmg said :certam :

ing means being connected to said plurality of reg:
.- ister- means; -t saicd pattern item ireceiving: means, ;.
andtosudclu:mgm!rwavmgmnsmdr& i
e spondmgtosmdstonedncmofdnm, said patterd -
item- of!dau. and : said clear sxgnnl by isimulta::30
neously clearing said certaiiones Of said register’ !l
i means onrecmptofsud clwsngnalmsaidclear
:signal receiving means; and -+ -1
(2) memory cClear signal- pmv:dmg ‘means ¢onnected m
-it, said ¢lear signal recciving means i cach onc of said . 35
plurality of memory modules for simultancously pro- - -
;. viding said clear slgnal 10 all said contexit-addressable : ©
2! | thempiry modules in:s3id plurality of content-address- -
w- able memory modules;
« wherein: 40
,msald simultaneous clearing means includes
u‘(i)nplumhtyofmmsfordetechngsudreg:ster
means containing said stored items of data match-
ing said pattern item of data, each one of said plu-
rality of match detection means being associated 45
with one said register means and being responsive
to said stored item of data contained in said one
said register means and to said pattern item of data,
and cach one of said plurality of match detection
means acting to provide a match signal when said 50
one said register means associated with said one
match detection means contains said stored item of
data matching said pattern item of data;

(ii) means for providing a register clearing signal to
any one of said register means in response to said 55
clear signal and to said match signal; and

(iii) a plurality of means for clearing said register
means, each one of said register clearing means
being associated with one of said register means
and being responsive to said register clearing sig- 60

¢

AT d S 2 S ¥

nal;

said content-addressable memory module further in-
cludes a plurality of bidirectional match signalling
means for providing said match signal from said con-
tent-addressable memory module, receiving said 65
match signal from an external source, and providing
said match signal to said register clearing signal pro-

P viding means, each bidirectional match signalling

dr&sngml 'and, said iwrite epable. signal; . .: 110 i

116, A ebntznt-addtasable memory comprising: - . .: 10

- said, content-ddmsabic memory furthcr includes ‘4

ceﬂm,n ones of said pluﬂhtyofrchstcr means are 20.

ones of said fégister meéans, shid simultdneous clear: 25' '

4,559,618

28
means of said plurality of bidirectional match signak-i:. .- [::: =11
-ling means being associated :with one register means '
+1of said: plurality -of registef means: and: being icon-. :::i:. .- il
nected to said match detection meansiassociated withi: . fvii Tl
- said :associated. register - means. and- to said registcr '
:clea.nng signal providing' means, and each:said bidi-.- 11! . . e
rectional match sigpalling ‘means' providing said'* -''ic o0 i
miatch signal to ‘said register clearing signal providing: .
’meansonlywhmsmdbidlrectmndmmchmgrwllmg AR EEEE TRRES
means in simultancously receiving said match signal SRR
. 'frdm said‘éonnectéd match detection means and from. . :
said external source; and

; lurallty of; memory match isignalling: means for. re-:
ceiving said match signal from said’ bidirectional '

' ;match signallihg means and: serving as said external

- -source for providingisaid matck signal to said bidirec: - o
tional match signalling means, édch one of said mem-

ry: tatch. signalling mheans cotresponding to one. of N
dbndnrécnonﬂmnchsxgnalimg‘muns,bemgcohr,..;.:m.,; .

neotedtumdcorrwpondmgsmdmatchﬂgnalhng -

"+i imeansiin:each of mld 'comem-addrssahlc memory

wmected bidirectionat mntch sxgnallmg means only
.; when-all of s2id connected bidirectional match sgnal
lmgmmsmpmwdmgmdmlchstgml o e
whueby said gontent:addressable memory responds to .
«aid Clear signal iprovidsd by. said memony clear sig-:
nglprovxdmgmemsbyclumgsndregmermﬂns 1
‘only. whemsnd register ‘means. contain said .stored . - -
items of data matching ssid pattern item of data and: :: ! Lt
sudr:g:stermansnrezssocuwdmthsmdbxduec—A iy

- tional match ;signalling means which. are receiving:
said match signal from: sndmemozymntx:h s;snallmg

; IDeans.

.17. In the emnent—addmbln mcmoty -of .claim. 16.
and -wherein- said cont:nt-addrmablc memory fu.rthcr
comprises:-
an additional plunhty of md contcnt—addrssable mem-

ory modules; and
an additional said memory clear signal pmvu:lmgme-ns

connected to said clear signal receiving means in cach
one of said additional plurality of memory modules,

‘and wherein each one of said plurality. of memory

match signalling means is further connected to said

corresponding bidirectional match signalling means

in each content-addressable memory module of said
additional plurality of content-sddressable memory
modules.
18. In the content-addressable memory of claim 16,
and wherein said content-addressable memory further
comprises:
an additional plurality of said content-addressable mem-
ory modules; and
an additional plurality of memory match signalling
means, each one of said additional plurality of mem-
ory match signalling means bang connected to said !
corresponding said match signalling means in each of
said content-addressable memory modules of said
additional plurality of content-addressable memory
modules; and

wherein said memory clear signal providing means is
further connected to said clear signal receiving means
in each content-addressable memory module of said
additional plurality of memory modules.

19. In the content-addressable memory of claim 16,
and wherein:
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a pattern sequence of bits in said pattern item of data
corrspundstoaceﬂmscquenceofbﬂsm&ch one
of said stored items of data and said stored item of
data matches said pattern item of data when said bits

in said certain sequence match said bits in said pattern 5

sequence.

20, In the content-addressable memory of claim 19,

and wherein:
said simultaneous clearing means includes

() 2 plurajity of means for detecting said register 10
means containing said stored items of data match-
ing said pattern item of data, each one of said plu-
rality of match detection means being associated
with one said register means and being responsive
to said stored item of data contained in said one 15
said register means and to said pattern sequence of
bits, and each one of said plurality of match detec-
tion means acting to provide a match signal when
said one said register means associated with said
one match detection means contains said stored 20
item of data matching said pattern item of data,

(ii) means for providing a register clearing signal to
any one of said register means in response to said
clear signal and to said match signal, and

(iif) a plurality of means for clearing said register 25
means, each one of said register clearing means
being associated with one of said register means
and being responsive to said register clearing sig-

said content-addressable memory module forther in- 30
cludes a2 plurality of bidirectional match signalling
means for providing said maich signal from said con-
tent-addressable memory module, receiving said
match signal from an external source, and providing
said match signal to said register clearing signal pro- 35
viding means, each bidirectional match signalling
means of said plurality of bidirectional match signal-
ling means being associated with one register means
of said plurality of register means and being con-
nected to said match detection means associated with 40
said associated register means and to said register
clearing signal providing means, and each said bidi-
rectional match signalling means providing said
match signal to said register clearing signal providing
means only when said bidirectional match signalling 45
means is simultaneously receiving said match signal
from said connected match detection means and from
said external source; and

said content-addressable memory further includes a
plurality of memory match signafling means for re- 50
ceiving said match signal from said bidirectional
match signalling means and serving as said external
source for providing said match signal to said bidirec-
tional match signalling means, each one of said mem-
ory match signalling means corresponding to one of 55
said bidirectional match signalling means, being con-
nected to said corresponding said match signalling
means in each of said content-addressable memory
modules, and providing said match signal to said
connected bidirectional match signalling means only 60
when ail of said connected bidirectional match signal-
ling means are providing said match signal,

whereby said content-addressable memory responds to
said clear signal provided by said memory clear sig-
nal providing means by clearing said register means 65
only when said register means contain said stored
items of data matching said pattern item of data and

said register means are associated with said bidirec-

30

tional match signalling means which are receiving’

said match signal from said memory match signalling"

means.
21. In the content-addressable memory of claim 19
and wherein:

said content-addressable memory module further in- ) .
cludes means for receiving a masking item of data for -

specifying said pattern sequence of bits and

said simultaneous clcanng means is further connected to ', .y
said masking item receiving means and is msponswe ..

to said masking item of data.
22. In the content-addressable manory of clmm 21"
and wherein:
said masking item of data fusther spemﬁa a non—panem
sequence of bits in said pattern data item; - . .
said stored items of data further contain a.second cer-.
tain sequence of bits corresponding to said non~pat-
tern sequence of bits; and
one said stored item of data matches said pattern item-of
data when said first certain sequence of bits matches

said pattern sequence of bits, regardless of the values |

of bits in said second certain sequence of bits.
23 hmecmmtaddressabiemcmoryofclmmn
and wherein:
smdmaskmgncmofdataspccxﬁuaﬂsaxdlmsmwd

pattern item of data as said non-pattem sequence’ “of" !

bits,
whereby all said stored items of data match sud pattem
item of data, all said register means in said plurality of

register means are said certain ones of said plurality. |

of register means, and said simultanecus nlea.rmg
means simultaneously clears all said register means in
said plurality of register means upon rwaxpt‘of snd
clear signal in said clear signal receiving means. | .

said simultaneous clearing means ﬁnthcr mc!uda .
() 2 plurality of means for detecting said register,
means containing said stored items of data match-

ing said pattern item of dats, each one of said plu-- , -

rality of match detection means being associated
with one said register means, being responsive to

said stored item of data contained in said one said:

register means, to said pattern item of data, and-to .

said mask item of data, and providing a. match
signal when said one said register means associated -
with said one match detection means contains said-
noredmofdlmmmbmgsaidpamuanof‘
data,

{ii) means for providing a register clearing s:gmltq
any one of said register means in response to said -
clear signal and to said match signal,.and .

(iii) a plurality of means for clearing said register-
m&ns,eachoneofsmdregvsterdunngmuus
bungassomawdthhaneofwdxegmctmmns
;i;gbemg responsive to said register clearing sig-

said content-addressable memory module further in-
cludes a plurality of bidirectional match signalling’ .

means for providing said match signal from said con- -

tent-addressable memory module, receiving said

match signal from an external source, and providing

said match signal to said register clearing signal pro-

viding means, cach bidirectional match signalling
means of said plurality of bidirectional match signal-
hngmeansbangassomatedthhmregnscermm
of said plurality of register means and being con- .

nectedtosudmamhdcwcnonmenmmtzdmth .
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k) |

said’ associated register means and to said register

clearing signal providing means, and each said bidi-

rectional match signalling mcans providing said
match signal to said register clearing signal providing
means only when said bidirectional match signalling
means is simultaneously receiving said match signal
from said connected match detection means and from
said external source; and

said content-sddressable memory further includes a

plurality of memory match signalling means for e
ceiving said mawch signal from said bidk

. 32

(b) means for receiving a pattérn item of data;

(c) a plurality of means for detecting said register
means containing said stored items of data match-
ing said pattern item of data, cach one of said plu-
rality of match detection means being associated
with one said register means, being responsive to
said stored item of data contained in said one said
register means and to said pattern item of data, and
providing a match signal when said one said regis-

ter means amcmted with said one match detection
= said stored item of data matching

match signalling means snd serving as sxid external
source for providing said match signal to said bidirec~
tional match signalling means, each one of said mem-
ory match signalling means corresponding.to one of
said bidirectional match signalling means, being con-
nected to said corresponding said match signalling
means in each of said content-addressable memory
modules, and providing said match signal to said
connected bidirectional match signalling means only
when all of said connected bidirectionial match signal-
ling means are providing said match signal,

whereby said content-addressable memory responds to

said clear signal provided by stid memory clear sig-
nal providing means by clearing said register mesns

15

20

23

said pattern item of data; and

" (d) a plurality of bidirectional match signalling means
for providing said match signal from said content-
addressable memory module and receiving said
match signal from an external source, each one of
said bidirectional match sigoalling means being
sssociated with one of said register means and re-
sponsive to said maich signal from said match de-
tection means associated with said associated regis-
ter means and to said match signal from said exter-
nal source, and acting to provide said match signal
only when simaltaneously receiving said match.
signal from said associated match detection means
and from said external source; and

only when said register means contain said stored _ (2) a plurahty of memory match signalling means for

ntzmsofdaumalchmgamdpmmnmofdaumd
said register means are associsted with said bidirec-
tional match signalling means which are receiving
said match signal from said memory match signalling
means.

25. In the content-addressable memory of claim 24,

-~and wherein said content-sddressable memory further

comprises:
an additional plurality of said content-addressable mem- 35

ory modules; and

~ an additional seid memory clear signal pmvrdmg means

connected to said clear signal receiving means in each -
one of said additional plursality of memory modules,

30

receiving said- match signal from said bidirectional
match signalling means and serving as said external
source for providing s2id match signal to said bidirec-
tional match signailing means, cach one of said mem-
ory match signalling means corresponding to one of
said bidirectional match signalling means, being con-
nected to said corresponding said match signalling
means in each of said content-addressable memory
modules, and providing said match signal to said
connected bidirectional match signalling means only
when all of said connected bidirectional match signai-
fing means are providing said match signal.

28, In the content-addressable memory of claim 27,

; + and wherein each one of said plorality of memory 40 and wherein said content-addressable memory further

-

match signailing means is further connected to said
co:mpondin bidirectional match signalling means
in each content-addressable memory module of said
additional plurality of content-addressable memory
modules.

26. In the content-addressable memory of claim 24,

45

comprises:
an additional plurality of said conmt»addmble mem-

ory modules; and

an additional plurality of said memory match signalling

means, each one of said additional plorality of mem-
ory match signalling means being connected to said

and wherein said content addressable memory further corresponding said match signalling means in each of
comprises: said content-addressable memory modules of said
an additional plurality of said content-addressable mem- additional plurality of .content-addressable memory -~ - -
ory modules; and 50 moduales:
an additional plurality of memory match signalling 29. In the content-addressable memory of claim 27,
means, each one of said additional plurality of mem- and wherein:
ory match signalling means being connected to said  said bidirectional match signailing means is a match line
corresponding said match signalling means in cach of connected to said match detection means and clearing
said content-addressable memory modules of said 55  signal providing means;
additional plurality of content-addressable memory said memory match signalling means is 2 memory match”
modules; and line connected to a corresponding said match line in
wherein said memory clear signal providing means is each one of said content-addressable memory mod-
further connected to said clear signal receiving means ules;
in each one of said additional plurality of memory 60 said match line and said memory match line provide and B R
" modules. receive a match state and a no-match state;
27. A content-addressable memory comprising: said match signal is said match state; and
(1) 2 plurality of content-addressable memory modules, each said match line is connected to to an open-collec-
each one of said plurality of content-addressable tor driver circuit in said associated match detection
memory modules including 65 means and said open-collector driver circuit places
(a) a plurality of register means, each register-means said connected match line and said connected mem-
of said plurality of register means containing one ory match line in said no match state unless said
stored item of data; stored item of data in said register means associated

i el k. Nmmnt
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, with said match detection means matches said pattern
item of data,

30. In the content-addressable memory of claim 29,
and wherein:
said match state is a high voitage and said no match 5

state is a low voltage.

31. In the content-addressable memory of claim 30,
and wherein:
apmernscqnenceofbxtsmsaxdpmem item of data

maw’wnsequameofbxtsmmhone

of said stored items of data, said match detection 10
meauns is responsive to said pattern sequence of bits
and to said certain sequence of bits, and said stored
item of data matches said pattern item of data when
said bits in said certain sequence match said bits in
said pattern sequence.

32. In the content-addressable memory module of
claim 31, and wherein:
said content-addressable memory module further in-

cludes means for receiving a masking item of data for

specifying said pattern sequence of bits and

said match detection means 18 farther connected tasa:d
mashngncmrecmvmgmunsandumponsivem -
said masking item of data.

33. In the content-addressable memory module of
claim 32, and wherein:
saidmashngxtanofdamﬁmhaspeaﬁuanon-pumm

sequence of bits in said pattern data ftem;
said stored items of data further contain a second cer-

tain sequence of bits corresponding to said non-pat-
tern sequence of bits; and

15

one said stored item ofdanmatchusmdpattc.mntanof 30

data when said first certain seq
sa:dpattemsequznneofbns.mgardlusofthcwlm
of bits in said second certain sequence of bits.

34, In the content-eddressable module of claim 33,
and wherein: 35
said masking item of data all said bits in said

pamxmafdataassudnon-pannmseqnmceof

whcrcbywdmorymmhhneummdwhsutc
when first certain memory modules of said plurality .,
of munoxy modules receive said masking items of 40
data specifying all said bits in ssid pattern items of
dm:eceivedhymdﬁrsteu-tammmnm-ymodnluas
said non-pattern bits, second certsin memory mod-
ules of said plurality of memory modules receive said
masking jtems not specifying all said bits in said pat- 45
tern item of data as said bits, and said stored items of
data in said register means associated with said mem-
owmtchlmesmmdswondcﬁummemorymod-
nlesmatchsndpamnmnsmcwcdbywdsecond
certain memory items. 50
35, In the content-addressable memory of claim 34,
and whersin said content-addressable memory further

comptises:
an additional plurality of said content-addressable mem-
ory moduales; and
en additional plurality of said memory match signalling
means, each one of said additional plurality of mem-
ory match signalling means being connected to said
corresponding said match signalling means in each of
said content-addressable memory modules of said
additional plurality of content-addressable memory
modules.
36. In the content-addressable memory of claim 16,
19, 21, or 27, and wherein:
said content-addressable memory module further in-
cludes
address receiving means connected to said plurality
of register means for receiving an encoded address
specifying an addressed register means of said plo-

35

60

65

34 -
rality of register means from an external source, | .
decoding said encoded address to generate an ad- .
dress signal for said addressed register means speci-
fied by said encoded address, and providing said - ,
addrm signal to said add d register LT
each register means of said plurality of mgmcr
means being mponsxvewsmd address signal; md L9
(2) memory register address providing means con- -
nected to each said address receiving means in said "
plurality of memory modules for simultaneously ’.
providing ‘said encoded address to said address -
receiving means in each one of said plurality. of .
memory modules,
whereby said encoded address provided by smd mem- -,
ory register address providing means specxﬁa amem- .
ory register made up of said addressed register means
in each one of said plurality of memory modules. ..
37. In the content-addressable memory of claim 17, <~ .
18, 25, 286, 28, or 35, and wherein: et
uch content-addressable memory module of said plu- -
rality of content-addressable memory modules and of .
said additional plurality of content-addressable mem-
ory modules further includes address receiving means,
connected to said plurahty of register means for- re- -
ceiving an encoded adi an addressed n
register means of said plumhtyafreg:stumeansﬁm
an external source, decoding said encoded addréss to_ | ~
generate an address signal for said addressed register -,
means specified by said encoded address, and provid-
mgsaxdnddmssstgnaltomdaddrmsedrcgmch
means, each register means of said plurality ofregxs—

ory register address
cachwdaddressrwuvmgmwdplumktyof
memory modules and to said address receiving micans
in said additional plurality of memory modules for
simultaneously providing said encoded address to’
said address receiving means in each one of ssid plu-,
mhnrofmmymodnlamdmmhmofsud‘
additional plurality of memory modules. . -
S&Inthecomt-addxmb]emorynfdam 17
18, 25, 26, 28, or 35, and wherein: - -
each content-addressable memory module .of mdplw
rality of content-addressable memory. modules and of -
said additional plunlity of content-addressable mem-,
ory modules further mcludes address receiving means
connectedtosudplumlityofmgstermmsform—
ceiving an encoded address specifying an addressed -
reguumofwdphmhtyofmgmmsﬁom
an external source, decoding said encoded address to
generate an address signal for said addressed register
means specified by said encoded address, and provid- -
ing said address signal to said addressed register -
means, each register means of said plurality of regis-
ter means being responsive to said address signal; and °
sxid content-addressable memory further includes
memory register address providing means connected ..
to each said address receiving means in said plural-
ity of memory modules for simaltaneously provid- -
ing said encoded address to said address receiving
means in each one of said plurality of memory
modules; and
additional memory register address providing means -
connected to each said address receiving means in
said additional plurality of memory modules for
simultaneously providing an additionzl said en- -
coded address to said address means in
each one of said additional plurality of memory
modules.
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logical addresses. When an input logical address is re-
ceived, a search is conducted to find the same logical
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1
ADDRESS CONVERSION APPARATUS

BACKGROUND OF THE INVENTION

This invention relstes to an address conversion apps- 5
ratus used in & computer system employing & micro-
processor, and more particularly to an address conver-
sion apparatus capable of cfficiently converting from a
logical address into a physical address.

In a compater system, the central processing unit
outputs a logical address when executing a certain pro-
gram or & process. Since this logical address merely
indicates a virtual address on the program, when actu-
ally executing the program, this logical address must be
converted into a physical address, that is, the address 15
storing the instruction or data of the memory which
stores the content of the practical instruction or data. It
is the address conversion apparatus that converts from a
logical address into a physical address.

FIG. 5 shaws a block disgram of a translation Jooka- 20
side buffer (TLB) as an address conversion apparatus
for converting a logical address into a physical address
in the conventional memory management system by

paging.

This TLB is composed of a content addresssble mem- 23
ory (CAM) 12 for storing the logical address 10 deliv-
ered from the CPU, a least recently used circait (LRU)
14 for controlling the content thereof, and a random
access memory (RAM) 18 being accessed by the CAM
12 and delivering a physical address 16. The CAM 12 30
possesses plural logical address storing parts 20 for
storing plural logical addresses. In each logical address
storing part 20, a valid bit 22 is provided, and depending
on whether the valid bit 22is 1 or 0, it is known whether
the logical address stored in the corresponding logical 35
address storing pert 20 is valid (necessary) or invalid
(unncceasary). The LRU 14 is composed of a number of
least recently used counters 24 corresponding to the
plural Jogical address storing parts 20, and these count-
ers 24 and the {ogical address storing parts 20 are mutu- 40
ally linked by means of least recently used replace word
wires 26 and content addresssble memory word wires
28. The CAM 12 and the LRU 14 are joined by way of
content addressable memory hit wires 30. The RAM 18
posscsses physical address storing parts 32 correspond- 43
ing to the logical address storing parts 20 of the CAM
12, and the logical address storing parts 20 and the
physical address storing parts 32 are linked together by
way of random memory access word wires 34,

Usually, when & certain process is executed by a pro- 50
cessor, and its logical addresses are converted into
physical addresses at a high speed ,by way of the TLB,
the operation is effected according to the following
procedure.

A certain logical address 10 is fed from the CPU to 55
the CAM 12, and it compared with the logical address
stored in the content addressable memory 12 Here, if a
logical address coinciding with the input logical address
10 is present, the data corresponding to the physical
address stored in the physical address storing part 32 of 60
the RAM 18 corresponding to that logical address is
delivered. As a result of this output of the data corre-
sponding to the physical address, the dats on that physi-
cal address is read out by the CPU or the processor, and
is processed. 65

At the time of the above described logical address
retrieval, if no coinciding logical address is present and
the content addressable memory 12 is fully filled with

10

2
the logical address data and it is necessary to delete the
logical address data not required for the time being, the
least recently used logical address storing part 20 is
selected by the LRU 14, and the logical address data
storing in that part is erased, and the data of the logical
address to be used newly will be stored.

Thus, while a certain process is being cxecuted, the
input logical address 10 is converted at high speed by
the TLB igto an outputted physical address 16, but in
the CAM 12 of the TLB, there was not field to recog-
nize the process to be executed. Accordingly, when
plural processes, that is, multiprocesses are executed in
the processor, if a content switching occurs due to a
change-over of the process to be executed, it is neces-
sary to invalidate ait dats of the logical address newly in
cach process to updste. This is because, even at the
same logical address, if the process to be execnted is
different, the address content differs.

Furthermore, in the multiprocess environment, each
process is scheduled, and the processor is used in time
sharing, and therefore, in each process, it is necessary to
update all logical addresses of the TLB every time
changed over by the context switch until the process is
completely terminated. Therefore, the system perfor-
mance was lowered.

SUMMARY OF THE INVENTION

It is hence a primacy object of this invention to pres-
ent an address conversion apparatus capable of convert-
ing addresses efficiently even in the environment of
frequent context switching,

It is another object of this invention to present an
address comversion apparatus comprising a content
addressable memory having a field for indicating a pro-
cess identification number, and capable of storing logi-
cal addresses of different processes at the same time.

‘While the noveld features of the invention are set forth
in the appended claims, the invention both as to organi-
zation sud content, will be better understood and appre-
ciated, along with other objects and features thereof,
from the following detailed description taken in con-
jonction with the drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1is a block diagram of an address conversion
apparsius according to one of the embodiments of this
invention;

FIG. 2 is a circuit diagram of a content addressable
memory in the same apparatns;

FIG. 3 is a circuit disgram of a least recently used
circuit of the same apparatus;

FIG. 4A to FIG. 4L are diagrams showing the
changes of data in address conversion by using the same
apparstus; and

FIG. 5 is a block diagram of a conventional address
conversion apparatus.

DETAILED DESCRIPTION OF THE
INVENTION

The address conversion apparatus of this invention is
described below while referring to FIG. 1 which shows
a transdation lookaside buffer (TLB) as one of the em-
bodiments thereof. The TLR shown in this drawing is
similar in basic structure to the conventional TLB
shown FIG. § in and identical parts are given same
numerals and detailed descriptions are omitted.
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3

The CAM 12 comprises, at the beginning of each
logical address storing part 20 for storing the logical
address produced from a certain process being executed
by the processor, & process identification namber part
{process ID part) for storing the identification number
of that process, a valid bit 22 for indicating the validity
of one word stored in one logical address part, and a
priority encoder (PENC) 38 for specifying by sclecting
a specific invalid word disposed physicaily at a higher
position than the word by referring to the valid bit 22.

Furthermore, the CAM 12 also comprises a batch
reset wire 40 for initislizing the valid bits by simulta-
peously resetting all valid bits 22, a process identifica-
tion number beich reset wire (process ID batch reset
wire) 42 for referring to the process ID part 36, and for
resetting the valid bit 22 of the plural words having the
same unnecessary process identification oumber (pro-
cess ID) when the process is unnecessary or when the
processes handled by the processor exceed the preset
process control number, 2 priority encoder word wire

(PENC word wire) 40 for transmitting the specific

word specified by a priority encoder (PENC) 38 to the
LRU 14, and a content addressable memory fall wire
(CAM full wire) 41 for indicating that the CAM 12 is

filled with valid data without any invalid word, to the 25

LRU 14

In the physical address part 32 of the random access
memory 18 is stored the address for storing the physical
address which stores the data or instruction
ing to the process identification number of the process
ID part 36 on each word of the CAM 12 and the logical
address of the logical address storing pert 20.

The LRU 14 compriscs a counter 24, a counter valid
bit 44 to indicate whether the value of this counter 24 is

X

valid, a Icast recently used batch reset wire 46 for batch- 33

resetting this counter valid bit 44, and x lexst recently

used control circuit 48.
RcfernngxwwtoFIG.ZthmughFIG 4, the circuit

structure of the TLB is described more specifically

below, and the operation of the process ID part 36 40

which is one of the featares of this invention during
operation of TLB is also explained in detail.

FIG. 2 is a circuit diagram specifically illustrating the
CAM 12 in FIG. 1. The CAM 12 shown comprises

logical address storing parts 20 composed of plural data 43

bit cells 49, and a process ID part 36 for storing, for
example, four process IDs 0, 1, 2, 3, and in the process
ID part, for example, there are two process identifica-
tion number cells (ID;, ID») 50, 52 for setting the four
process IDs 0 to 3.

For instance, when the least recent used replace word
wire 26 becomes 1 and replacement is effected for stor-
ing new logical data, 3 node 22a is set High, and the
valid bit 22 is set at 1. At the same time, the process
identification number of the address data and the logical
address are entered into process identification number
cells (IDy, [D,) 50, 52 and plural data bit cells 49 which
make up the logical address storing part 20.

‘When the process identification number batch reset

of this invention is effected, a signal *1™ is applied to an 60

arbitrary one of the four process identification batch
teset wires 42 to indicate four processes from 0 to 3, for
example, the reset wire 42a corresponding to the second
process. In the process identification number part 36,
the data correspon

the data, for example, of which process identification
number cell Dy 50 is 1™ and process identification
number cell ID; 52 is "0 outputs a control signal of “1”

50

55

ding to the second process, that is, 65

4
to the reset circuit 51, and the AND of this control
signal and the control signal “1” of said reset wire 424 is
obtained in this reset circuit 51, and as a result of this
product, the node 222 of the valid bit 22 becomes Low,
and that word becomes invalid. This processing is con-
ducted on all words having the same process identifica-
tion number, and cach invalid signal is entered into the
priority encoder 38. In the priority encoder 28, with
respect to the input of these plural invalid signals, they
are indicated to the LRU 14 as being reloadable word
regions of logical addresses, sequentially one by one,
from the higher ones (the words at higher positions in
FIG. 2). Therefore, if the process identification num-
bers are reset in batch and plural reloadable words
should occur in the CAM 12, only the word at the
highest position is noticed to the LRU 14 as a reloadable
word. At the LRU 14, recciving this notice, when the
data of writing logical address is newly entered into the
TLB, this new logical address data is written into the
word at the highest position, and the priority encoder
38 of the CAM 12 delivers the next word in the priority
order as the word at the highest position to the LRU 14.

Furthermore, when the CAM 12 is filled completely
with valid data without any invalid word, the nonactive
state of the priority encoder 38 is detected, and it is
transmitted to the LRU 14 through the CAM full wire
49,

The content addressable memory hit wire 30 is con-
pected to each word, and an indication as to whether
each word is hit or not is forwarded to the LRU 14.
Numeral 54 is 3 dummy word part for adjusting the
timing of retrieval of the CAM 12

FIG. 3 shows the portion of the one word of LUR 14
of the TLB. The LRU is roughly divided into the
counter part 24 and the other LRU control circuit 38.

The counter part 24 is & 5-bit counter, and each bit
(244 to 24¢) has a counter data part 62, a carry propaga-
tion part 64 for the carry of the counter, a
reset part 72 for resetting the counter, and & comparator
part 70 for comparing the counter value with other
word. The LRU control circuit 48 iscs a counter
valid bit 44 to indicate whether the counter of the word
is valid, a carry generating part 76 for genersting a
carry only to the words in which the counter valid bit
44 has been set 50 far if the comparative word wire 68
becomes active or CAM mishit should occur as the
retrieved logical address is oot present, and an LRU
replace word generating part 78 for making the LRU
replace word wire 26 active for the purpose of keeping
uniformity of the LRU 14 and CAM 12, RAM 18 by
referring to the PENC word wire 40 and CAM full wire
41, and CAM hit wire 30 and replace enable signal 86.
Numerals 140, 142, 144 are the clock wires for adjusting
the timing,

The LRU control circuit 48, if there is the same as the
tetrieval logical address in its word and the hit signal
from the CAM 12 is entered into the LRU control cir-
cuit 48 through the content addressable memory hit
word wire 30, transmits the value of the counter of that
word to the counter reference bit wires 66a to 66¢ in
each bit 24a to 24¢ of the counter part 24.

If there is no hit, on the other hand, the value of the
counter of other word being hit is received from the
counter reference bit wires 66a to 66e, and it is com-
pared with the value of the own counter in the compar-
ator 70, and if the value of the own counter is smaller
than the value of this hit counter, the comparative word
wire 68 is made active, and this signal is ransmitted to
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the carry generating part 76, and the generated carry is
transmitted to the counter part 24 through the carry
wire 88, and the value of the counter is incremented by
1.
These actions of the LRU circuit are practically de- s
scribed below. In short, it is intended to prepare for
updating the content of the logical address of the word
to the content of the logical address of the highest possi-
bility of use, by always recognizing in the TLB the most
recently used word, or, in other words, by always rec- 10
ognizing the least recently used word out of N words in
the TLB. For this purpose, datz of logical addresses are
stored in N words in the TLB, and for example, when
the datx of a certain word is used at the k-th time out of

N words, the value of the counter part 24 of the LRU 14 15
is k. Accordingly, by the next command, if the logical
address of this k-th word is nsed, the counter part 24 of
this word is set to 0, and the counters of all words hav-
ing so far the values of 0 to (k-1) are increased by 1, so
that the most recently used word can be always recog- 20
nized a3 the counter value becomes O, or the lesst re-
cently used word can be recognized as the counter
value becomes N.

Meanwhile, the explanation of RAM 18 is omitted
because it is a very common one designed to deliver the 25
content to a certain address.

This has been a brief explanation of an embodiment of
the TLB of this invention by CAM 12, LRU 14, and
RAM 18. Below is described the practical operation of
the TLB capsble of identifying the process by this in- 30
vention, mainly relating to the LRU 14.

The circuit action, is explained in FIG. 2, FIG. 3, and .
data changes of the TLB in action are given in FIG. 4.
Here, the TLD is explained as 8 entries (8 words).

When the TLB capable of ideatifying the process of 35
this invention is operated, two cases are roughly consid-
ered.

(1) Ordinary action (not erased by process ID batch
reset wire 42, and valid bit 22 of CAM 12 and
counter valid bit 44 of LRU 14 are matched). 40

(2) Extraondinary action (erased by process ID batch
reset wire 42, and valid bit 22 of CAM 12 and
counter valid bit 44 of LRU 14 are not matched).

These actions are further described below.

6
seen from one direction, while the counter valid bit
44 of the same word is set, and as a result of this
series of actions, the content of the TLB changes
from FIG. 4A to FIG. 4B.

(ii) Furthermore, when a new ID and a logic address
(D, LOG;) get into the CAM 12, the content
addressable memory hit wire 30 becomes inactive
again, and the CAM 12 indicates a mis-hit. At this
time, the carry generating part 76 of the word in
which the address was stared beforc generates 2
carry, and the counter is increased by I, and, the
word to be set this time ix set in the same process as
in i) above as a result of mis-hit, and the logical
address is newly stored. At this time, the content of
the TLB changes from FIG. 4B to FIG. 4C. When
mis-hit is repeated several times, the same opera-
tions of i) and ii) are repeated, and the content of
TLB becomes as in FIG. 4D.

(tif) Afterwards, suppose the previously stored logi-
cal addresses (ID1, LOG3) get in. At this time, the
CAM 12 makes the CAM hit wire 30 active, and
indicates that the logical address entered into the
LRU 14 has been hit. The LRU 14 receives it, and
the comperator part 70 of the word which has been
hit by the CAM 12 transmits the data of the
counter data part 62 to the counter reference bit
wires 66. In the other words, the individual counter
data parts 62 snd the counter reference bit wires 6§
are compared, and when the value of the own
counter is larger than or equal to the value of the
counter reference bit wires 66 to be referred to, the
comparative word wire 68 is made active by this
comparator part 76, and this signal is transtoitted to
the carry generating part 76. Receiving this signal,
at the carry generating part 76, if the counter valid
bit 44 has been set, & carry is generated, and the
carty is propagated to the carry propagation part
64 through the carry wire 80. As a result, in the
word in which a carry has occurred, the counter is
increased by 1 only, but the counter value is not
changed in the word having a counter value of
larger than the hit word.

As for the counter of the hit word, the reset wire 82

is made active by the logical gate 114, and the value of

43 the counter is clesred. By these actions, when the hit

(1) Ordinary action
For initialization of the TLB, the batch reset wire 40
for initializing the valid bit 22 is made active in the
CAM 12, and the LRU batch reset wire 46 in the LRU,

word is the second one from the top, the content of the
TLB changes from FIG. 4D to FIG. 4E.

When several of such addresses get in and hit and

mis-hit are further repeated, changing from FIG. 4E to

and the value of the counter 26 and the counter bit 44 to 50 FIG. 4F, the TLB is filled up, and the CAM full wire 41

see if the counter is effective or not is resct, and the
TLD is initialized. At this time, the data bolding each
element of the TLB becomes as shown in FIG. 4A. The
solid line in FIG. 4A shows that the data is present, and

0 of the counter valid bit 44, valid bit 22, and counter 55
part 24 indicates “reset™ and the subsequent 1 denotes
“set” (valid).

(@) When a new ID and a logical address (IDop, LOGy)
get into the CAM 12, since there is no word in
which a valid bit 22 is set in the CAM 12, the con- 60
tent addressable memory bit wire 30 becomes inac-
tive, and a mis-hit is transmitted to the LRU circuit
14. At the same time, from the outside the data to
be written into the RAM 18 is transferred, and a
replsce ensble signal wire 86 becomes active. Here, 65
at the LRU 14, the LRU replace word wire 26 is
made active by the LRU replace word generating
part 78 of the word located physically higher as

becomes an active state, which is received by the LRU
14,

(iv) In the filled state of the CAM 12 as shown in
FIG. 4F, when logical sddress process IDs not
referred red to so far (ID;, LOGo) enter, the CAM
12 transmits the mis-hit to the LRU 14 in the same
manner as mentioned above. When a replace signal
86 returns from outside, the LRU 14 generates
carries for all words in the logical gate 102 of the
carry generating part 76 because the CAM 12 is
full As a result of this carry generation, of ail
words of the LRU 14, the highest position carry
wire 84 of only one word (in this example, the
word of which counter of LRU 14 changes from 7
to 8) is made active, and the counter valid bit 44 is
temporarily reset, and it is transmitted to the LRU
replace word generating part 78, and the LRU
replace word wire 26 is made active. At the same
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7
time, the counter valid bit 44 is set again. Later, as
for the words of which the LRU replace word wire
26 is active, data is written into the CAM 12 and
RAM 18. At this time, the content of the TLB
changes from FIG. 4F to FIG. 4G. s
(2) Extraordinary action
(i)Oﬁhedm;toredsofuintheTLB,ifmumcw
sary process should occur, for example, supposing
process 1D is unnecessary, the state changes from 10
FIG.‘G!OFIG 4H by using the circuit for reset-
ting the valid bit of the plural words having the
same process ID and the process ID batch reset
wire 42. At this time, the reset circnit 51 of the
CAM 12 turns on only the transistor connected 15
only to the valid bit 22 having the process ID to be
erased, and the valid bit 22 is reset, At this time, the
PENC 38 of the CAM 12 makes active and scts
only the word located at the highest position as
scen from one direction in the physical configura- 20
tion, out of the words being erased.

Here, suppose the logical address and process ID
(IDo, LOGs) to hit get into the CAM 12. At this time,
the LRU 14 refers to the CAM hit signal wire 30 and
the counter valid bit 44, and since the values of all 25
counters are legal, the operation iv) of the above ordi-
nary action is effected, and the content of the TLB is
changed from FIG. 4H to FIG. 41

(ii) Finally, in this state, suppose the logical address

and process ID (ID LOGhg) to mis-hit the CAM 30

get in.

At this time, the PENC 38 of the CAM 12 makes
active only the word at the highest position as seen from
one direction in the physical configueation, and makes
inactive the CAM full wire 41. At this time, the CAM 35
hit wire 30 is inactive.

In this state, the signal of PENC word wire 70 and
the value of counter valid bit 12 are entered into the
logical gate 118 of the LRU replace word generating
part 78. Here, in the word of which value of the counter 40
walid bit 12 is “1” and PENC word wire 40 is active, the
output of the logical gate 118 becomes active, and this
signal makes active the LRU hit word wire 92. As a
resuit, as mentioned in step iv) of ordinary action, the
TLB sets 0 the valoe of the counter of LRU 14 of the 45
word which has been hit, as if the stored logical address
had been hit, and increases the counter value by 1as for
the words requiring increment.

At the same time, different from step iv) of ordinary
action, when the LRU replace cusble signal 86 retucns, 30
the cutput of the LRU replace word geacrating part 78,
that is, the LRU replace word wire 26 becomes active.
By this active LRU replace word wire 26, the data of
the CAM 12 and RAM 18 are updated. At this time, the
content of the TLB changes as shown in FIG. 4K. Thea 55
by repeating such mis-hit, the logical addresses causing
mis-hit are stored in the place of the word where the
valid bit 22 of CAM 12 is cicared, and the information
of the physical addresses to be converted is stored in the
process ID, RAM 11, and as the LRU 14 goes on reset- 60
ting the counter value of the word, the content of the
TLB changes from FIG. 4K to FIG. 4L, thereby re-
turning to the ordinary TLB content. Hence, even after
occurrence of ersure by the process ID baich reset
wire 40, the uniformity of the TLB may be maintained 65
by the operation described above.

By using this TLB, the following effects are ex-
pected.

8
(1) If context switching should occur, it is not acces-
sary to reset the content of TLB.
(2) The data of only the unnecessary processes can be
erased.

(3) It is possible to store the data of diffecent pro-
cesses having an identical physical address into the
TLB.

Owing to these effects (1) to (3), it is possible to use &
hkigh speed translation lookaside buffer (TLB) very
effectively on multiprocesses, so that the processing
speed of the processor may be dramatically enhanced.

While specific embodiments of the invention have
been illustrated snd described herein, it is realized that
other modifications and changes will occur to those
skilled in the art. It is therefore to be understood that
the appended claims are intended to cover all modifica-
tions and changes as fall within the true spirit and scope
of the invention.

We claim:

1. An apparatus for cunvu'ungalog;cduddmom—
putted by a processor into an equivalent physical ad-
dress, said apparatus comprising:

a content addressable memory;

a random access memory coupled to said content

addressable memory; and,

2 least recently used circuit coupled to said content
addressable memory;

said content addressable memory including 2 means
for providing a hit word indication to the procss-
sor, ssid hit word indication indicating that a corre-
sponding identification number of a process being
processed by the processor and a corresponding
logical address of said process is stored in said
content addressable memory, and further indicat-
mgthntheequxvdentphymal:dﬁrmatmndma

g word location of said random ac-
cess memory is accessible;

said content addressable memory further including a
means for providing a miss-hit word indication to
the processor, said miss-hit word indication indi-
cating the shsence of a corresponding identifica~
tion number and corresponding logical address of
said process, and further indicating that the proces-
s0r is to search a main memory to locate the equiv-
alent physical address of the logical address,
wherein the logical address is stored in said content
addressable memory at & word location indicated
by said least recently used circuit, and wherein the
thus Jocsted physical address is stored in a corre-
sponding word location of said random access
memory;

said content addressable memory further including: a
logical address srea for storing the logical address
of said process in each word location of said con-
tent addressable memory; a process ideatification
number storage area for storing the process identi-
fication number in each word location of said con-
tent addressable memory; a valid bit for providing
an indication of the validity of data stored in both
said logical address ares and said process identifica-
tion number storage area in each word location of
said content addressable memory; & word line for
providing a matching word located during a search
of said content addressable memory; a content
addressable memory bit line for indicating whether
said matching word exists in said content address-
able memory, and a content addressable memory
full line for providing an indication as to whether
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words in said content addressable memory are used
by referring to said valid bit area of each word
location of said content addressable memory;

said random access memory including a physical
sddress area for storing the physical address of the
main memory to be accessed by said processor;

said least recently used circnit including a counter
datz area baving a reset portion for indicating a
sequence of searching and reading of data of each
word stored in said least recently used circuit; a
valid bit for indicating the validity of data stored in
said connter data area, a counter data reference bit
line for providing counter data of a matching word
when searching said content addressable memory
and being commonly connected to the counter data
area of each word; a comparator area disposed in
each word location for comparing the counter data
of the reference bit and the connter data of other
words; a carry area disposed in each word for
receiving a value stored in said counter data area of
each word, and for selectively varying said value
by one, and for resetting said counter data area, and
a replace word generating area for specifying a
word to be input to said content addressable mem-
ory in accordance with a carry signal from said
carTy area;

wherein, when said least recently used circuit deter-
mines that there is an sbsence of a matching word
in said content addressable memory on the basis of
said content addressable memory bit line, and fur-
ther detenmines that said content addressable mem-
ory is fully unoccupied on the basis of said content
addressable memory fall line, the value stored in
said counter data area is increased by one, and the

20
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wherein, when said least recently used circuit deter-

mines that there is an absence of a matching word
in said content addressable memory on the basis of
said content addressable memory bit line, and fur-
ther determines that said content addressable mem-
ory is fully occupied on the basis of said content
addressable memory full line, the value stored in
said counter data area and the carry area of each
word are simultancously increased by one, and the
logical address and the process identification num-
ber received from the processor are set in the cor-
responding content addressable memory of the
replace word gencrated in accordance with said
replace word generating area by using a carry
signal generated in said carry unit, and the physical
address located by the processor in the main mem-
ory is set in the random access memory at a corre-
sponding word location of said random access
memory, and

wherein, when said least recently used circuit deter-

mines that there is a matching word in said content
addressable memory on the basis of said content
addressable memory bit line, said least recently
used circuit receives sxid word line indicating the
matching word from said content addressable
memory, and a value of said counter dats of a cor-
responding word is transmitted to each word
through the counter data reference bit line, and the
value of said counter data of said matching word
snd the value of the counter data of each other
word are compared, and wherein the value of the
counter data of 8 word having a value smaller than
that of the counter data of the matching word is
increased by one, and the counter data of the
matching word is rendered to a value of an initial
setting by said reset onit.

valid bit of said counter dats area of an unused 2. An apparatus as recited in claim 1, farther compris-
word is sct, and the logical address and process  ng 3 priority encoder for selecting one of the words in
identification number received from the processor  which sxid valid bit is absent, and for transmitting the
and the valid bit corresponding to the unused word 49 thus selected word to said least recently used circuit,
are set in said content addressable memory in 8 wherein, when there is an absence of a matching word
corresponding word location, and a physical ad-  in said content addressable memory, said least recently
dress located by the processor in said main memory  used circuit inputs the thus selected word specified by
is set in said random access memory in 2 corre- said priority encoder.

sponding word location, 45 ..

55
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terminal user to automatically surf valuable Web
pages without any specified
setting.

SOLUTION: An access monitor unit 25 of a gateway
system 80 detects the URL
for Webs a user frequently accesses and manages the
URL with a URL management
table 30. A surfing unit 40 of the gateway system
automatically surfs the Webs
having the URL and stores the Web data in a cache
server 50. The gateway
system generate a management table that includes
not only the frequency of the
accesses but also data for the elapsed time from
the most recent accessed time
to the present time and can automatically surf a
Web site being judged as the
high priority site based on the management table.
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AMENDMENT(S) TO THE CLAIMS:

The following listing of claims will replace all prior versions, and listings, of claims on the
application. All claims are set forth below with one of the following annotations.

» (Original): Claim filed with the application.
e (Currently amended): Claim being amended in the current amendment paper.

e (Canceled): Claim cancelled or deleted from the application. No claim text is
shown.

= (Withdrawn): Claim still in the application, but in a non-elected status.
e (Previously presented): Claim being added in the current amendment paper.
e (Previously presented): Claim added or amended in an carlier amendment paper.

e (Not entered): Claim presented in a previous amendment, but not entered or whose
entry status unknown. No claim text is shown.

The following listing of claims assumes the amendment submitted on 10 February 2004
has been entered.

protocols, the monitor comprising:

i 1. (Previously presented) A packet monitor for examining packets passing through a
§ (épﬁ ﬁ connection point on a computer network, each packets cgfiforming to one or more

(a) a packet acquisition device coupled to the gonnection point and configured
to receive packets passing through the connegtion point;

®) a memory for storing a database compriging flow-entries for previously
encountered conversational flows to which a received packet may belong, a
conversational flow being an exchange ¢f one or more packets in any direction
as a result of an activity corresponding fo the flow;

(©) a cache subsystem coupled to the flow-entry database memory providing for
fast access of flow-entries from the flow-entry database;

(d) a lookup engine coupled to the Packet acquisition device and to the cache
subsystem and configured to lookjip whether a received packet belongs to a
flow-entry in the flow-entry datajpase, the looking up being the cache
subsystem; and

(e} a state processor coupled to/the lookup engine and to the flow-entry-
database memory, the state processor being to perform any statc operations
specified for the state of the flow starting from the last encountered state of the
flow in the case that the pagket is from an existing flow, and to perform any
state operations required fér the initial state of the new flow in the case that the
packet is from an existing flow.

2. (Original) A packet monitor/according to claim 1, further comprising:
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a parser subsystem coupled to the packet acquisition device and to the
lookup engine such that the acquisition device is coupl% to the lookup engine
via the parser subsystem, the parser subsystem configyted to extract identifying
information from a received packet,

wherein each flow-entry is identified by identifying informgtion stored in the flow-
entry, and wherein the cache lookup uses a function of the/extracted identifying
information,

(Original) A packet moumitor according to claim 2, wherein the cache subsystem is
an associative cache subsystem including one or more content addressable memory
cells (CAMs).

(Currently amended) A packet monitor according to claim 2, wherein the cache
subsystem includes:

{i) a set of cache memory elements coupled tp the flow-entry database memory,
each cache memory element including an input port to input an-flow a flow-
entry and configured to store a flow-entry of the flow-entry database;

{id) a set of content addressable memory cells (CAMS) connected according to
an order of connections from a top CAM fo a bottom CAM, each CAM
containing an address and a pointer to one of the cache memory elemeants, and
including: ’

a matching circuit having an/input such that the CAM asserts a
match output when the input is/the same as the address in the CAM
cell, an asserted match output indicating a hit,

a CAM input configured tp accept an address and a pointer, and
a CAM address output and a CAM pointer output;
(iiiy a CAM controller coupled to thg CAM set; and

(iv)  a memory controller coupled tg the CAM controller, to the cache memory
set, and to the flow-entry memory,

wherein the matching circuit inputs of the CAM cells are coupled to the lookup engine
such that that an input to the matching/circuit inputs produces a match output in any
CAM cell that contains an address eqyal to the input, and

wherein the CAM controller is configured such that which cache memory element a
particular CAM points to changes oyer time.

(Original) A packet monitor acgording to claim 4, wherein the CAM controller is
configured such that the bottom CAM points to the least recently used cache memory
element.

{Original) A packet monitor gccording to claim 5, wherein the address and pointer
output of each CAM starting frgm the top CAM is coupled to the address and pointer
input of the next CAM, the fm.j;(l next CAM being the bottomm CAM, and wherein the
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CAM controller is configured such than when there is a cac A hit, the address and
pointer contents of the CAM that produced the hit are put int the top CAM of the stack,
the address and pointer contents of the CAMs above the QAM that produced the
asserted match output are shifted down, such that the C are ordered according to
recentness of use, with the least recently used cache merfiory element pointed to by the

bottom CAM and the most recently used cache memory element pointed to by the top
CAM.

7.-20. (Cancelled).

POV LIRS

© e e

} 21.  (Currently amended) A packet monitor for ex ing packets passing through a
connection point on a computer network, each packets conforming to one or more
protocols, the monitor comprising:

a packet acquisition device coupled to

connection point and configured
to receive packets passing through the ¢

ection point;
an input buffer memory coupled to

configured to accept a packet from
the packet acquisition device;

a parser subsystem coupled to the input buffer memory, the parsing
subsystem configured to extract selectgd portions of the accepted packet and to

g output a parser record containing the selected portions;

& /l/{ a memory to storing a database of one or more flow-entries for any

previously encountered conversatiofial flows, each flow-entry identified by
{ identifying information stored in the flow-entry;

3 /4 ’ a lookup engine coupled to the/output of the parser subsystem and to the

flow-entry memory and confi to lookup whether the particular packet
whose parser record is output by/the parser subsystem has a matching flow-
i entry, the looking up using at Jeast some of the selected packet portions and
determining if the packet is of 4n existing Heow flow;

a cache subsystem coupledfto and between the lookup engine and the flow-
entry database memory providing for fast access of a set of likely-to-be~
accessed flow-entries from thie flow-entry database; and

a flow insertion engine cgupled to the flow-entry memory and to the lookup
engine and configured to create a flow-entry in the flow-entry database, the

flow-entry including identifying information for future packets to be identified
with the new flow-entry,

the lookup engine configured sugh that if the packet is of an existing flow, the monitor
: classifies the packet as belonging to the found existing flow; and if the packet is of a

: new flow, the flow insertion engine stores a new flow-entry for the new flow in the
flow-entry database, including identifying information for future packets to be
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2122, {Currently amended) A monitor according to elaj 1aim 21, wherein the
lookup engine updates the flow-entry of an existing flow in the case that the lookup is
successful. .

2323, (Currently amended) A monitor according to glaira-20-claim 21, further

including a mechanism for building a hash from the sek ted pomons, wherein the
hash is included in the input for a particular packet to the lookup engine, and wherein
the hash is used by the lookup engine to search the flpw-entry database.

2324, (Currently amended) A monitor according to elaisn20-claim 21, further
including a memory containing a database of parsigg/extraction operations, the
parsing/extraction database memory: coupled to the parser subsystem, wherein the

| parsing/extraction operations are according to one/or more parsing/extraction

operations looked up from the parsing/extraction database.

2425, (Currently amended) A monitor accordling to elaim-33-claim 24, wherein the
: database of parsing/extraction operations includes information describing how to
determine a set of one or more protocol dependent extraction operations from data in
the packet that indicate a protocol used in the packet.

2526. {Currently amended) A method according to slaiea20-claim 21, further

A including a state processor coupled to the logkup engine and to the flow-entry-
. 2
£ /[j/& / database memory, and configured to perform any state operations specified for the

state of the flow starting from the last encoyntered state of the flow in the case that the
packet is from an existing flow, and to perform any state operations required for the

/?,{ initial state of the new flow in the case that the packet is from an existing flow.

2627. {Currently amended) A method according to elaisa-25-claim 26, wherein the
set of possible state operations that the sfate processor is configured to perform
. includes searching for one or more pattgrns in the packet portions.

2728. (Currently amended) A monitor according to elaim25-claim 26, wherein the
state processor is programmable, the thonitor further including a state
patterns/operations memory coupled {o the state processor, the state operations
memory configured to store a databage of protocol dependent state patterns/operations.

; 2829. (Currently amended) A mpnitor according to eleim-25-claim 26, wherein the
state operations include updating the flow-entry, including identifying information for
future packets to be identified with/the flow-entry.

e g

2930. (Currently amended) A method of examining packets passing through a
connection point on a computer ngtwork, each packets conforming to one or more
protocols, the method comprising:

(a) receiving a packet from a packet acquisition device;

(b) performing one or more parsing/extraction operations on the packet to
create a parser record comprising a function of selected portions of the packet;

(c) looking up a flow-eptry database comprising none or more flow-entries for
previously encounterff conversational flows, the looking up using at least
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some of the selected packet portions and determmZzg if the packet is of an
existing flow, the lookup being via a cache; /

{d if the packet is of an existing flow, classi

the packet as belonging to the
found existing flow; and

{e) if the packet is of a new flow, storing a new flow-entry for the new flow in

the flow-entry database, including identifying{information for future packets to
be identified with the new flow-entry,

wherein the parsing/extraction operations depend oji one or more of the protocols to

which the packet conforms.
3031. {Currently amended) A method according to é&afm%?-claim 30, wherein
& classifying the packet as belonging to the found ¢xisting flow includes updating the
/b flow-entry of the existing flow.

{ 2132. {Currently amended) A method accofding to elaim-29-claim 30, wherein the
/4 function of the selected portions of the packet forms a signature that includes the
selected packet portions and that can identify future packess packets, wherein the
lookup operation uses the signature and wheyein the identifying information stored in
the new or updated flow-entry is a signatureffor identifying future packets.

3233, {Currently amended) A method decording to elaim-29-claim 30, wherein the
looking up of the flow-entry database usey a hash of the selected packet portions.

T e R X
Gt I .

3334, {Currently amended) A method according to elaim-29-claim 30, wherein
step (d) includes if the packet is of an exasting flow, obtaining the last encountered
state of the flow and performing any state operations specified for the state of the flow
starting from the last encountered statefof the flow; and wherein step (¢) includes if the
packet is of a new flow, performing state operations required for the initial state of
the new flow.
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REMARKS

Claims 1-6 and 21-33 (including two claims numbered 21 prior to this amendment) are the
claims of record of the application. A response to an office action was filed 10 February
2004.

The examiner has indicated to the undersi gned that there were two claim 21s in the listing
of claims in the response filed 10 February 2004.

The present amendment corrects several typographical errors found in both the original
application and the previous amendment filed on 10 February 2004. The present
amendment assumes that the previous amendment has been entered.

The undersigned discovered.the previous amendment incorrectly annotated claims 2-6 as
“previously presented” instead of being annotated as "original." The present amendment
correctly annotates the claims.

The present amendment corrects the typographical error in the previous amendment of

: there being two claim 21s. The second instance of claim 21 has been renumbered claim 22,
' and previous claims 22-33 have been renumbered to claims 23~34, respectively. In

: addition, newly numbered claims 22-24, 2629, 31--34 have been amended to depend on

i the appropriate newly numbered claims.

: Claim 24 of the previous amendment was erroneously dependent on claim 33. The present
; amendment corrects this typographical error-newly numbered claim 25 depends on newly
k numbered claim 24,

i Minor typographical errors were found claims 4, 21, and newly-numbered 32. The present
amendment corrects these typographical errors.

No new matter has been added by this amendment.

; The Applicants believe that the remaining claims are allowable. Action to that end is
respectfully requested.

If the Examiner has any questions or comments that would advance the prosecution and
allowance of this application, an email message to the undersigned at dov@inventek.com,
or a telephone call to the undersigned at +1-510-547-3378 is requested.

Respectfully Submitted,

L4 1o 2coy Iz
Date Doy Bésefifeld, Reg. No. 38687

Address for correspondence:
Dov Rosenfeld
5507 College Avenue, Suite 2
Oakland, CA 94618
Tel. +1-510-547-3378; Fax: 41-510-291-2985
Email: dov@inventek.com
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Dov Rosenfeld e L
5507 College Avenue, Suits 2 et

Qakiand, CA 94618, USA
Phone: (510)547-8378; Fax (510) 291-2985

dov@inventek.com B i

Patent Application Ser. No.: 09/608266 Ref./Docket No: APPT-001-4
Applicant(s): Sarkissian, et al. Examiner.: Alan Nguyen
Filing Date: 'June 30, 2000 Art Unit: 2662

FAX COVER PAGE

T0O: Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

United States Patent and Trademark Office
(Exarniner Alan Nguyen, Art Unit 2662)

Fax No.: 703-872-9306

DATE: February 20, 2004
FROM: Dov Rosenfeld, Reg. No, 38687
RE: Response to Office Action @

Number of pages including cover: B

[ ~__ OFFICIAL COMMUNICATION \

e

PLEASE URGENTLY DELIVER A COPY OF
THIS RESPONSE TO 1
EXAMINER ALAN NGUYEN, ART UNIT 2662

Certificate of Facsimile Transmission under 37 CFR 1.8

I bereby certify that this response is being facsimile transmitted to the United States Patent and Trademark Office at
telephone number 703-872-9306 addressed the Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450

3 on. )
H \
i Date: ‘Ef/g’ 20 / 2 OO 17/ . Signed:‘%//
P . Name: osenfeld, Reg. No, 38687
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Express Abandonment Request Terminal Disclaimer ‘

Information Disclosure Statement Small Entity Staternent

Certified Copy of Priority Document(s) Request of Refund

ﬁ ——— —
‘2004 12:24 FAX 15102812885 INVENTEK @002
TR AN SM lTT A L Application Number 09/608266
J {to be used for alt comespondence after initial filing)
Filing Date 30 Jun 2000
3 First Named Inventor Sarkissian, Haig A.
Group Art Unit 2862
. Examiner Name Alan Nguyen
Attorney Docket Number | APPT-001-4
ENCLOSURES (check all that apply)
D Fee Transmittat Form D Assignment Papers D After Allowance Gommunication
(for an Application) ta Group
D Fes Attached D Drawing(s) D Appeal Communication to Board
(credit card form) - of Appeals and Interferences
Amendment {Supplementary) D Licensing-related Papers D Appeal Communication to Group
{Appeal Notica, Brief, Reply Brief)
D D After Final D Petition Routing Slip {(PTO/SB/69) D Proprietary Information
and Accompanying Petition
D D Affidavits/declaration(s) D To Convert a D Status Lelter
Provisional Application
Extansion of Time Request D Power of Attomey, Revocation D Additional Enclosure(s)
Eg::‘agéd Correspondence {please identify below):

py
o
2
2
g

Response to Missing Parts/ Incomplete
Application

OoO0oOoon0 d

D D Response to Missing Parts under 37
CFR 1.52 ar 1.53

SIGNATURE OF APPLICANT, ATTORNEY, OR AGENT/ CORRESPONDENCE ADDRESS !

3 Firm or Dov Rosenfeld, Reg. No. 38687 :
-
k Individual name . / 3
z Signature /V )
i Date Fez%./zooa .
;& ADDRESS FOR CORRESPONDEN
f Firm Dov Rosenfeld

or 5507 College Avenue, Suite 2
i Individual name Qakland, CA 94618, Tel: +1-510-547-3378
) CERTIFICATE OF FACSIMILE TRANSMISSION

4 ! hereby certify that this correspondence is being facsimile ransmitted with the United States Patent and Trademark Office at
| Telephone number 703-872-9306 addressed to: Commissioner W P.O. Box 1450, Alexandria, VA February 20, 2004

22313-1450 on this date:

i Type or printed name Dov Rosenfeld, o 38687
Signature ’ / ! Date [ February 20, 2004

o
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Our Ref /Docket No: _APPT-001-4 Patent
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant(s): Sarkissian, ef al. Group Art Unit: 2662
Application No.: 09/608266
Filed: June 30,2000

Title: ASSOCIATIVE CACHE STRUCTURE
FOR LOQKUPS AND UPDATES OF FLOW
RECORDS IN A NETWORK MONITOR

Examiner: Alan Nguyen

, TRANSMITTAL: SUPPLEMENTARY AMENDMENT

P.O. Box No Fee Amendment
Commissioner for Patents
P.O. Box 1450

Alexandria, VA 22313-1450

i Dear Commissioner:

Transmitted berewith is a supplementary amendment for the above referenced appiicaﬁon.

This application has:
a small entity status. If a claim for such status has not earlier been made, consider
this as a claim for small entity status.

X No additional fee is required.

St b g

e o

Certificate of Facsimile Transmission under 37 CFR 1.8

1 hereby certify that this response is being facsimile transmitted to the United States Patent and Trademark
Office at telephone number 703-872-9306 addressed the Commissioner for Patents, P.O. Box 1450,

Alexandria, VA 22313-1450 on. ) ) N
\ Date: ‘f&& ;O/ A0 é/_'l . Signed: ,//% |

Name: Dov Ros’c;f':ld, Reg. No, 38687
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INVENTEK 004
S/N: 09/608266 Page 2
TOTAL CLAIMS NEW TOTAL NO. OF EXTRA EXTRA CLAIM
PRBVIOUSLY PAID FOR CLAIMS FEE
TOTAL 20 19 0 $ 0.00
CLAIMS
INDEP. . 3 3 0 $ 0.00
CLAIMS
TOTAL CLAIM FEES PAYABLE: 0.00
Applicant(s) believe(s) t’hz'{tlné Extension of Time is required. waever, this
conditional petition is being made to provide for the possibility that applicant has
inadvertently overlooked the need for a petition for an extension of time.
X _ Applicant(s) hereby pétiﬁon(s) for an Extension of Time under 37 CFR 1.136(a) of:
one months ($110) X _ two months ($420)
two months ($930) four months ($1450)
If an additional extension of time is required, please consider this as a petition theref6r.
X _ A credit card payment form for the required fee(s) is attached.
X The Commissioner is hereby authorized to charge payment of the following fees
associated with this communication or credit any overpayment to.Deposit Account
No. 50-0292 (A DUPLICATE OF THIS TRANSMITTAL IS ATTACHED):
X _ Any missing filing fees required under 37 CFR 1.16 for presentation of
additional claims. ’
X__ Any missing extension or petition fees required under 37 CFR 1.17.
Respectfully Submitted, '
=]
b=
_FuB20, 200 ¢ I !
Date Dov R&snféfd, Reg. No. 38687 ‘é
. . F
Address for correspondence: e
Dov Rosenfeld "ii
5507 College Avenue,Suite 2 S
Oakland, CA 94618 -
‘Tel. +1-510-547-3378; Fax: +1-510-291-2985 ) 2
P
2 u
= =
=~ I
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Our Ref./Docket No: _APPT-001-4 Patent
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant(s): Sarkissian, ef al.
Application No.: 09/608266
Filed: June 30, 2000

Group Art Unit: 2662
Examiner: Alan Nguyen

1

Title: ASSOCIATIVE CACHE STRUCTURE

: FOR LOOKUPS AND UPDATES OF FLOW

. RECORDS IN A NETWORK MONITOR

‘ TRANSMITTAL: SUPPLEMENTARY AMENDMENT
“i P.O. Box No Fee Amendment
3, Commissioner for Patents

’ P.O. Box 1450

! Alexandria, VA 22313-1450

Dear Commissioner:

Transmitted herewith is a supplementary amendment for the above referenced applic'ation.

This application has:
a small entity status. If a claim for such status has not earlier been made, consider
this as a claim for small entity status.

X . No additional fee is required.

R+ S—

Certificate of Facsimile Transmission under 37 CFR 1.8

I hereby certify that this response is being facsimile transmitted to the United States Patent and Trademark

Office at telephone number 703-872-9306 addressed the Commissioner for Patents, P.O. Box 1450,
Alexandria, VA 22313-1450 on.

Date: Ef/g' 20 R S 00 QL Sigmd:%/ -
7 7 _ Name: DoseRusénfeld, Reg. No. 38687

i
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TX/RX NO 0111
CONNECTION TEL 170387293086
SUBADDRESS
CONNECTION ID
ST. TIME 02/20 12:23
USAGE T 05°18
; PGS. SENT 13
RESULT 0K
, INVENTEK Fax
Dov Rosenfeld
. 5507 Coliege Avenue, Sulte 2
' Oakland, CA 94818, USA
Phone: (510)547-3378; Fax (610) 291-2085
dov@inventek.com
?* Patent Application Ser. No.: 09/608266 Ref./Docket No: APPT-001-4
Applicant(s): Sarkissian, et al. Examiner.: Alan Nguyen
“{ Filing Date: 'June 30, 2000 ' Art Unit: 2662
: FAX COVER PAGE
4 T0: . Commissioner for Patents
P.O. Box 1450
. Alexandria, VA 22313-1450
4
' United States Patent and Trademark Office
(Examiner Alan Nguyen, Art Unit 2662)
Fax No.: 703-872-9306
DATE: = February 20, 2004
FROM: Dov Rosenfeld, Reg. No. 38687
? RE: Response to Office Action @
Number of pages including cover: g
; { OFFICIAL COMMUNICATION ]
4
b
H [Tt 0™ A A L IrM Pl 1ot v s Pt 13 ST A s s e e —
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INVENTEK - Fax

Dov Rosenteld

5507 College Avenua, Suite 2

Qakland, CA 94618, USA

Phone: (510)547-3378; Fax: (510) 291-2985
dov@inventek.com

; Patent Application Ser. No.: 09/608266 Ref./Docket No: APPT-001-4
Applicant(s): Sarkissian, et al. Examiner.: Alan Nguyen
Filing Date: June 30, 2000 Art Unit: 2662

FAX COVER PAGE

TO: Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

United States Patent and Trademark Office
i (Examiner Alan Nguyen, Art Unit 2662)

Fax No.: 703-872-9306

DATE: February 26, 2004
- FROM: Dov Rosenfeld, Reg. No. 38687
3 RE: Copy of Response to Office Action faxed February 20, 2004.

Number of pages including cover: 15

B OFFICIAL COMMUNICATION

§

4

3 Attached are 1) a response that was faxed with a proper certificate under 37 CFR 1.8 on February 20,
; 2004 and 2) A confirmation from our fax machine that the 13 pages were properly received on
February 20, 2004.

Certificate of Facsimile Transmission under 37 CFR 1.8

1 hereby certify that this is betng facsimile transmitted to the United States Patent and Trademark Office at telephone
number 703-872-9306 addressed the Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450 on.

Date: Signed:
Name: Amy Drury
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INVENTEK ~ | -rax

Dov Rosenfald

5507 Collage Avenue, Suite 2

Oakland, CA 94618, USA

Phone: (510)547-3378; Fax; (510) 291-2985
dov@inventek.com

Patent Application Ser. No.: 09/608266 Ref./Docket No: APPT-001-4
Applicant(s): Sarkissian, et al. Examiner.: Alan Nguyen .
Filing Date: June 30, 2000 Art Unit: 2662

FAX COVER PAGE

TO: “\Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

United States Patent and Trademark Office
(Examiner Alan Nguyen, Art Unit 2662}

Fax No.: 703-872-9306

DATE: February 20, 2004
FROM: Dov Rosenfeld, Reg. No. 38687
RE: Response to Office Action @

Number of pages including cover: g

l OFFICIAL COMMUNICATION |

PLEASE URGENTLY DELIVER A COPY OF
THIS RESPONSE TO
EXAMINER ALAN NGUYEN, ART UNIT 2662

i Certificate of Facsimile Transmission under 37 CFR 1.8

I hereby certify that this response is being facsimile transmitted to the United States Patent and Trademark Office at
telephone number 703-872-9306 addressed the Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450
on.

Date: -Fﬂg’ 20 / C;Z OO /7[ Si@w%/
7 Name: Ssenfeld, Reg. No. 38687
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INVENTEK
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@003

TRANSMITTAL

\__/08266

Application Number
FORM
{to be used for alt comespondence after Initial filing}

Filing Date 30 Jun 2000

First Named Inventor Sarkissian, Haig A.
Group Art Unit 2662

Examiner Name Alan Nguyen
Attorney Docket Number | APPT-001-4

ENCLOSURES (check all that apply)

D Fee Transmittal Form

D Fee Attached
(credit card form)

Amendment (Supplementa
(Supp ry)

OO
OO

Extension of Time Request

- After Final

Affidavits/declaration(s)

Express Abandonment Request
Information Disclosure Statement
Certified Copy of Priority Document(s)

Response to Missing Parts/ Incomplete
Application i

ooooo o

D D Response to Missing Parts under 37
CFR 1.52 or 1.63

Assignment Papers
(for an Application)
Drawing(s)

Licensing-related Papers

Petition Routing Slip (PTO/SB/69)
and Accompanying Petition

To Converta

Provisional Application

Power of Attorney, Revocation

Change of Comespondence
Address

Terminatl Disclaimer

Small Entity Statement

OO0 OoOooooao

D Request of Refund

Atter Allowance Communication
to Group

Appeal Communication to Board
of Appeals and Interferences

Appeal Communication to Group
(Appeal Notice, Brief, Reply Brisf}
Proprietary Information

Status Letter

Additional Enclosure(s)
(please identify below):

ooo oooogo

Remarks

SIGNATURE OF APPLICANT, ATTORNEY, OR AGENT/ CORRESPONDENCE ADDRESS

|_Individual hame

Firm or Dov Roseanfeld, Reg. No. 38687 .
Indlvidual name —

Signature W/-
Date Fez%,/zom

ADDRESS FOR CORRESPONDEN

Firm Dov Rosenfeld

or 5507 College Avenue, Suite 2

Qakland, CA 94618, Tel: +1-510-5647-3378

CERTIFICATE OF FACSIMILE TRANSMISSION

22313-1450 on this date:

| haraby certify that this correspondence is being facsimile transmiited with the United States Patent and Trademark Office at
Telephone number 703-872-9306 addressed to: CommissioneW"P.O. Box 1450, Alexandria, VA

February 20, 2004

| Type or printed name

Signature

Dov Rosenfeld, 738687

j Date

LFebruary 20, 2004

7
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Our Ref./Docket No: _APPT-001-4 Patent
4 IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
i
A Applicant(s): Sarkissian, et al. Group Art Unit: 2662
Application No.: 09/608266 Examiner: Alan Nguyen
Filed: June 30, 2000
. Title: ASSOCIATIVE CACHE STRUCTURE
“ FOR LOOKUPS AND UPDATES OF FLOW
! RECORDS IN A NETWORK MONITOR

TRANSMITTAL: SUPPLEMENTARY AMENDMENT

P.O. Box No Fee Amendment
Commissioner for Patents
P.O. Box 1450

Alexandria, VA 22313-1450

Dear Commissioner:

TS S IITY

Transmitted herewith is a supplementary amendment for the above referenced application.

This application has:

a small entity status. If a claim for such status has not earlier been made, consider
this as a claim for small entity status.

X No additional fee is required.

Certificate of Facsimile Transmission under 37 CFR L8

I hereby certify that this response is being facsimile transmitted to the United States Patent and Trademark
Office at telephone number 703-872-9306 addressed the Cominissioner for Patents, P.O. Box 1450,
Alexandria, VA 22313-1450 on.

Date: M ;’*@/ rop & Signed: flé‘%ﬁ'

ety
Name: Dov Rosenfeld, Reg. No, 38687

Lxela o
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- PAGE 5454

g
S/N: 09/608266 Page 2
TOTAL CLATMS NWEW TOTAL NO. OFEXTRA EXTRA CLAIM
PREVIOUSLY PAID FOR CLAIMS FEE
TOTAL 20 20 0 $ 0.00
CLAIMS

INDEP. 3 3 0 $ 0.00

CLAIMS .
TOTAL CLAIM FEES PAYABLE: 0.00

X _ Applicant(s) believe(s) that no Extension of Time is required. However, this
conditional petition is being made to provide for the possibility that applicant has
inadvertently overlooked the need for a petition for an extension of time.

Applicant(s) hereby petition(s) for an Extension of Time under 37 CFR 1.136(a) of:
one months ($110) two months ($420)
two months ($930) four months ($1450)
If an additional extension of time is required, please consider this as a petition therefor.

A credit card paymént form for the required fee(s) is attached.

X __ The Commissioner is hereby authorized to charge payment of the following fees
associated with this communication or credit any overpayment to Deposit Account
No. 50-0292 (A DUPLICATE OF THIS TRANSMITTAL IS ATTACHED):

X __ Anymissing filing fees required under 37 CFR 1.16 for presentation of
additional claims.
X _ Any missing extension or petition fees required under 37 CFR 1.17.

Respectfully Submitted,

fot. 2.0 2009/ _

Date ~ eld, Reg. No. 38687

Address for correspondence:

Dov Rosenfeld

5507 College Avenue,Suite 2

Oakland, CA 94618

Tel. +1-510-547-3378; Fax: +1-510-291-2985
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S/N: 09/608266 Page 2
TOTAL CLAIMS NEW TOTAL NQ. OF EXTRA EXTRA CLAM
PREVIOUSLY PAID FOR CLAIMS FEE
TOTAL 20 . 20 0 $ 000
CLAIMS
INDEP. 3 3 0 $ 0.00
CLAIMS
TOTAL CLAIM FEES PAYABLE: 0.00

: X _ Applicant(s) believe(s) that no Extension of Time is required. However, this
; conditional petition is being made to provide for the possibility that applicant has
inadvertently overlooked the need for a petition for an extension of time.
Applicant(s) hereby petition(s) for an Extension of Time under 37 CFR 1.136(a) of:
one months ($110) two months ($420)
two months ($930) four months ($1450) .
If an additional extension of time is required, please consider this as a petition therefor.

A credit card payment form for the required fee(s) is attached.

ol

X _ The Commissioner is hereby authorized to charge payment of the following fees
associated with this communication or credit any overpayment to Deposit Account
No. 50-0292 (A DUPLICATE OF THIS TRANSMITTAL IS ATTACHED);

X__ Any missing filing fees required under 37 CFR 1.16 for presentation of

S wEna

additional claims.
2 X __ Any missing extension or petition fees required under 37 CFR 1.17.
#
P Respectfully Submitted,

_ Jrd- 20, 200 4 %/

Dov Résénteld, Reg. No. 38687

Address for correspondence:

4 Dov Rosenfeld

k 5507 College Avenue,Suite 2

Oakland, CA 94618

Tel. +1-510-547-3378; Fax: +1-510-291-2985 : -
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Our Ref.}])ocket No: APPT-001-4
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Ai)plicant(s): Sarkissian, et al. Group Art Unit: 2662
Application No.: 09/608266 '
Filed: June 30, 2000

Title: ASSOCIATIVE CACHE STRUCTURE FOR
LOOKUPS AND UPDATES OF FLOW
RECORDS IN A NETWORK MONITOR

Examiner: Alan Nguyen

SUPPLEMENTARY AMENDMENT

Commissioner for Patents
P.O. Box 1450

| Alexandria, VA 22313-1450
Dear Commissioner:

4 This is a supplementary amendment for the above reference application.

Any amendments to the claims begin on a new page immediately after these introductory
remarks.

i

The Remarks/arguments begin on a new page immediately after such amendments to the
claims, if any.

N

il R, STt

Certificate of Facsimile Transmission under 37 CFR 1.8

I hereby certify that this correspondence is being Facsimile Transmitted to the U.S. Patent and Trademark
Office at telephone number 703-872-9306 addressed to Commissioner for Patents, P.O. Box 1450,
j Alexandria, VA 22313-1450 on.

Date: _&&My Signed: ﬁ*\ ..... .

P
Name: Dov Rosenfeld, Reg. No. 38687
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; | \ AMENDMENT(S) TO THE CLAIMS:
4 ‘«‘ The following listing of claims will replace all prior versions, and listings, of claims on the
3 \ application. All claims are set forth below with one of the following annotations.
; \ e (Original): Claim filed with the application.
: e (Currently amended): Claim being amended in the current amendment paper.
) s {Canceled): Claim cancelled or deleted from the application. No claim text is
< shown.
; e (Withdrawn): Claim still in the application, but in a non-elected status.
: = (Previously presented): Claim being added in the current amendment paper.
;
fk » (Previously presented): Claim added or amended in an earlier amendment paper.
¥
! s (Not entered): Claim presented in a previous amendment, but not entered or whose
entry status unknown. No claim text is shown.
‘f The following listing of claims assumes the amendment submitted on 10 February 2004
; P has been entered. —
— =
C 1. (Previously presented) A packet monitor for examining packety passing through a A(./ )
connection point on a computer network, each packets conforming to one or more -
protocols, the monitor comprising:
(a) a packet acquisition device coupled to the connection point and configured —
to receive packets passing through the connection point;
(by  amemory for storing a database comprising flow-entries for previously
encountered conversational flows to which a received packet may belong, a
conversational flow being an exchange of one or more packets in any direction
as a result of au activity corresponding to the flow;
! ©) a cache subsystem coupled to the flow-entry database memory providing for
/@ fast access of flow-entries from the flow-entry database;

) a lookup engine coupled to the packet acquisition device and to the cache
subsystem and configured to lookup whether a received packet belongs to a

. flow-entry in the flow-entry database, the looking up being the cache
: subsystem; and

(e) a state processor coupled to the lookup engine and to the flow-entry-
database memory, the state processor being to perform any state operations
specified for the state of the flow starting from the last encountered state of the
flow in the case that the packet is from an existing flow, and to perform any
state operations required for the initial state of the new flow in the case that the
packet is from an existing flow.

lae

2. (Original) A packet monitor according to claim 1, further comprising:
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a parser subsystem coupled to the packet acquisition device and to the '
lookup engine such that the acquisition device is coupled to the lookl_lp engine
via the parser subsystem, the parser subsystem configured to extract identifying
information from a received packet,

wherein each flow-entry is identified by identifying information stored in the flow-
entry, and wherein the cache lookup uses a function of the extracted identifying

information.

3. (Original) A packet monitor according to claim 2, wherein the cache subsystem is
an associative cache subsystem including one or more content addressable memory
cells (CAMs). .

4, (Currently amended) A packet monitor according to claim 2, wherein the cache
subsystem includes:

@ a set of cache memory elements coupled to the flow-entry database memory,
each cache memory element including an input port to input an-fHew a flow-
entry and configured to store a flow-entry of the flow-entry database;

(i) a set of content addressable memory cells (CAMs) connected according to
an order of connections from a top CAM to a bottom CAM, each CAM
containing an address and a pointer to one of the cache memory elements, and

ﬂﬁ 9,7‘ including:
a matching circuit having an input such that the CAM asserts a
/ match output when the input is the same as the address in the CAM
ﬁ cell, an asserted match output indicating a hit,

a CAM input configured to accept an address and a pointer, and
a CAM address output and a CAM pointer output;
(iiiy a CAM controller coupled to the CAM set; and

(iv)  amemory controller coupled to the CAM controller, to the cache memory
set, and to the flow-entry memory,

wherein the matching circuit inputs of the CAM cells are coupled to the lookup engine
such that that an input to the matching circuit inputs produces a match output in any
CAM cell that contains an address equal to the input, and

wherein the CAM controller is configured such that which cache memory element a
particular CAM points to changes over time.

5. (Original) A packet monitor according to claim 4, wherein the CAM controller is
configored such that the bottom CAM points to the least recently used cache memory
element.

6. {Original) A packet monitor according to claim 5, wherein the address and pointer

output of each CAM starting from the top CAM is coupled to the address and pointex
input of the next CAM, the final next CAM being the bottom CAM, and wherein the
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/ CAM controller is configured such than when there is a cache hit, the address and
% pointer contents of the CAM that produced the hit are put in the top CAM of the stack, /

the address and pointer contents of the CAMs above the CAM that produced the
asserted match output are shifted down, such that the CAM:s are ordered according to
recentness of use, with the least recently used cache memory element pointed to by the

bottom CAM and the most recently used cache memory element pointed to by the top
CAM.

0. (Cancelled).

(Currently amended) A packet monitor for examining packety passing through a

connection point on a computcr network, ‘each packets confornung 1o one or more
protocols, the monitor comprising: o

A\

b a packet acquisition device coupled to the connection point and configured
4 to receive packets passing through the connection point;

an input buffer memory coupled to and configured to accept a packet from
the packet acquisition device;

a parser subsystem coupled to the input buffer memory, the parsing

subsystem configured to extract selected portions of the accepted packet and to
: K[i % output a parser record containing the selected portions;

a memory to storing a database of one or more flow-entries for any
previously encountered conversational flows, each flow-entry identified by
identifying information stored in the flow-entry;

a lookup engine coupled to the output of the parser subsystem and to the
flow-entry memory and configured to lookup whether the particular packet
whose parser record is output by the parser subsystem has a matching flow-
entry, the looking up using at least some of the selected packet portions and
determining if the packet is of an existing flew flow;

a cache subsystem coupled to and between the lookup engine and the flow-
entry database memory providing for fast access of a set of likely-to-be-
accessed flow-entries from the flow-entry database; and

a flow insertion engine coupled to the flow-entry memory and to the lookup
engine and configured to create a flow-entry in the flow-entry database, the
flow-entry including identifying information for future packets to be identified
with the new flow-entry,

the lookup engine configured such that if the packet is of an existing flow, the monitor
classifies the packet as belonging to the found existing flow; and if the packet is of a
new flow, the flow insertion engine stores a new flow-entry for the new flow in the
flow-entry database, including identifying information for future packets to be
identified with the new flow-entry,

wherein the operation of the parser subsystem depends on one or more of the protocols
to which the packet conforms.

Fae 15 '
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2% . (Currently amended) A monitor according to elaim-20-claim 2;1, wherein the
lookup engine updates the flow-entry of an existing flow in the case that the lookup is

successful. . 4

% 2223, (Currently amended) A monitor according to elaim26-claim ﬂ, further
including a mechanism for building a hash from the selected portions, wherein the
hash is included in the input for a particular packet to the lookup engine, and wherein
t}le hash is used by the lookup engine to search the flow-entry database. 7

@ 2—3;4_( (Currently amended) A monitor according to elaim20-claim 24, further
/" including a memory containing a database of parsing/extraction operations, the
parsing/extraction database memory coupled to the parser subsystem, whereia the
parsing/extraction operations are according to one or more parsing/extraction
operations looked up from the parsing/extraction database. /@

/ [ 2425, (Currently amended) A monitor according to elaim-33-claim %, wherein the
database of parsing/extraction operations includes information describing how to
determine a set of one or more protocol dependent extraction operations from data in

e packet that indicate a protocol used in the packet. . 7

7 including a state processor coupled to the lookup engine and to the flow-entry-
database memory, and configured to perform any state operations specified for the

packet is from an existing flow, and to perform any state operations required for the
injtial state of the new flow in the case that the packet is from an existing flow.

ﬁ [ state of the flow starting from the last encountered state of the flow in thc case that the

/ @ 2627, (Currently amended) A method according to elaim25-claim ﬁ, wherein the /7
set of possible state operations that the state processor is configured to perform
includes searching for one or more patterns in the packet portions. 7%

' / ?[ 728, (Currently amended) A monitor according to elaim25-claim 26, wherein the
state processor is programmable, the monitor further including a state
patterns/operations memory coupled to the state processor, the state opcrations
memory configured to store a database of protocol dependent state patterbns/operations.

/

/)/ Q—S/ﬁ (Curreatly amended) A monitor according to elaim-25-claim 26, wherein the
state operations include updating the flow-entry, including identifying information for
future packets to be identified with the flow-entry.

e -

/ é 29/& (Currently amended) A method of examining packets passing through a
connection point on a computer network, each packets conforming to one or more
protocols, the method comprising:

(a) receiving a packet from a packet acquisition device;

(b) performing one or more parsing/extraction operations on the packet to
create a parser record comprising a function of selected portions of the packet;

(c) looking up a flow-entry database comprising none or more flow-entries for
previously encountered conversational flows, the looking up using at least
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some of the selected packet portions and determining if the packet is of an
existing flow, the lookup being via a cache;

(d)  if the packet is of an existing flow, classifying the packet as belonging to the
found existing flow; and

(e) if the packet is of a new flow, storing a new flow-entry for the new flow in
the flow-entry database, including identifying information for future packets to
be identified with the new flow-entry,

wherein the parsing/extraction operations depend on one or more of the protocols to
which the packet conforms. /é

&4 39 (Currently amended) A method according to elaim-20-claim 30, wherein

£ classxfymg the packet as belonging to the found existing flow includes updating the
%// flow-entry of the existing flow. /é’

15 3}731/ (Crrently amended) A method according to elaim-29-claim 3%, wherein the
function of the selected portions of the packet forms a signature that ircludes the
selected packet portions and that can identify future paekess packets, wherein the
lookup operation uses the signature and wherein the identifying information stored in

: new or updated flow-entry is a signature for identifying future pack?g.
g fj/ p &

(Currently amended) A method according to elaim-29-claim 30, whcrcm the

lopking up of the flow-entry database uses a hash of the selected packet portions.
/
_} , 3334, (Currently amended) A method according to elaim29-claim 3%, wherein

- step (d) includes if the packet is of an existing flow, obtaining the lastencountered
state of the flow and performing any state operations specified for the state of the flow
starting from the last encountered state of the flow; and wherein step (¢) includes if the
packet is of a new flow, performing any state operations required for the initial state of
the new flow.
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REMARKS

Claims 1-6 and 21-33 (including two claims numbered 21 prior to this amendment) are the

claims of record of the application. A response to an office action was filed 10 February
2004.

The examiner has indicated to the undersigned that there were two claim 21s in the listing
of claims in the response filed 10 February 2004.

The present amendment corrects several typographical errors found in both the original
application and the previous amendment filed on 10 February 2004. The present
amendment assumes that the previous amendment has been entered.

9 The undersigned discovered the previous amendment incorrectly annotated claims 2-6 as
"previously presented” instead of being annotated as "original.” The present amendment
correctly annotates the claims.

=

The present amendment corrects the typographical error in the previous amendment of
there being two claim 21s. The second instance of claim 21 has been renumbered claim 22,
and previous claims 22--33 have been renumbered to claims 23-34, respectively. In
addition, newly numbered claims 22-24, 26-29, 31-34 have been amended to depend on
the appropriate newly numbered claims.

. Claim 24 of the previous amendment was erroneously dependent on claim 33. The present
3 amendment corrects this typographical error-newly numbered claim 25 dcpends on newly
numbered claim 24.

Minor typographical errors were found claims 4, 21, and newly-numbered 32. The present
amendment corrects these typographical errors.

No new matter has been added by this amendment.

The Applicants believe that the remaining claims are allowable. Action to that end is
respectfully requested.

If the Examiner has any questions or comments that would advance the prosecution and
allowance of this application, an email message to the undersigned at dov@inventek.com,
or a telephone call to the undersigned at +1-510-547-3378 is requested.

" Respectfully Submitted,
b, 200 Sz
: Date Doy Résefiteld, Reg. No. 38687
Address for correspondence:
Dov Rosenfeld
5507 College Avenue, Suite 2

b Oakland, CA 94618
: Tel. +1-510-547-3378; Fax: +1-510-291-2985
Email: dov@inventek.com
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Our Ref./Docket No: _APPT-001-4 Patent

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant(s): Sarkissian, et al. Group Art IUnit: 2662
Application No.: 09/608266
Filed: June 30, 2000

Title: ASSOCIATIVE CACHE STRUCTURE
FOR LOOKUPS AND UPDATES OF FLOW
RECORDS IN A NETWORK MONITOR

Examiner: Alan Nguyen

TRANSMITTAL: SUPPLEMENTARY AMENDMENT

P.O. Box No Fee Amendment
Commissioner for Patents
P.O. Box 1450

Alexandria, VA 22313-1450

Dear Commissioner:
Transmitted herewith is a supplementary amendment for the above referenced application.

This epplication has:
a small entity status. If a claim for such status has not earlier been made, consider
this as a claim for small entity status.

X _ No additional fee is required.

Certificate of Facsimile Transmission under 37 CFR 1.8

1 hereby certify that this response is being facsimile transmitted to the United States Patent and Tradernark
Office at telephone number 703-872-9306 addressed the Commissioner for Patents, P.O. Box 1450,
Alexandria, VA 22313-1450 on.

Date: }?//g 20 9‘ OO q Signcd;%/
/ / Name: Senfeld, Reg. No. 38687
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TOTAL CLAIMS NEW TOTAL NO. OF EXTRA EXTRA CLAM
PREVIOUSLY PAID FOR CLAIMS FEE
TOTAL 20 20 0 $ 000
CLAIMS
INDEP. 3 3 v} $ 0.00
CLAIDMS
TOTAL CLAIM FEES PAYABLE: 0.00

X __ Applicant(s) believe(s) that no Extension of Time is required, However, this
conditional petition is being made to provide for the possibility that applicant has
inadvertently overlooked the need for a petition for an extension of time.

Applicant(s) hereby petition(s) for an Extension of Time under 37 CFR 1.136(a) of:
one months ($110) two months ($420)
two months ($930) four months ($1450)
If an additional extension of time is required, please consider this as a petition therefor.

A credit card payment form for the required fee(s) is attached.

X__ The Commissioner is hereby authorized to charge payment of the following fees

associated with this communication or credit any overpayment to Deposit Account

; No. 50-0292 (A DUPLICATE OF THIS TRANSMITTAL IS ATTACHED):
E X Any missing filing fees required under 37 CFR 1.16 for presentation of
: additional claims.
X _ Any missing extension or petition fees required under 37 CFR 1.17.
Respectfully Submitted,
Fod- 20, 2009 i
Date ~ Dov Réséifeld, Reg. No. 38687
Address for correspondence:
Dov Rosenfeld
5507 College Avenue,Suite 2
Oakland, CA 94618
Tel. +1-510-547-3378; Fax: +1-510-291-2985
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Our Docket/Ref. No.: APQOOI—4
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
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Applicant(s): Sarkissian et al.

al No.: 09/608266
: June 30, 2000

: ASSOCIATIVE CACHE
STRUCTURE FOR LOOKUPS AND
UPDATES OF FLOW RECORDS IN
A NETWORK MONITOR

F o
Group Art Unit: 2662

Examiner: Alan Nguyen

RECEIVED
MAR 1 2 2004
Technology Center 2600

Dear

Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

TRANSMITTAL: INFORMATION DISCLOSURE STATEMENT

Commissioner:

Transmitted herewith are:

An Information Disclosure Statement for the above referenced patent application,
together with PTO form 1449 and a copy of each reference cited in form 1449.

A payment for petition fees.

Return postcard.

The commissioner is hereby authorized to charge payment of any missing fee associated
with this communication or credit any overpayment to Deposit Account 50-0292.

A DUPLICATE OF THIS TRANSMITTAL IS ATTACHED

- Marih 4,004

Respectfully submitted,

oz —

Dov Kosenfeld
Attorney/Agent for Applicant(s)
Reg. No. 38687

Correspondence Address:

Dov Rosenfeld

5507 College Avenue, Suite 2
Oakland, CA 94618

Telephone No.: +1-510-547-3378

22313-1450.
Date of Deposit:

Marta M, 1004

Certificate of Mailing under 37 CFR L18

1 hereby certify that this correspondence is being deposited with the Umted States Postal Service as first
class mail in an envelope addressed to: Commissioner for Patents, P.O. Box 1450, Alexandria, VA

Signature:

D—
v

Amy Drury (/
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Our Rocket/Ref. No.: APP'["-OOI~4 Patent

; IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
; | pplicant(s): Sarkissian et al.
Serial No.: 09/608266 Group Art Unit: 2662
& Filed: June 30, 2000 Examiner: Alan Nguyen
b Title: ASSOCIATIVE CACHE
STRUCTURE FOR LOOKUPS AND
UPDATES OF FLOW RECORDS IN RECEIVED
i A NETWORK MONITOR
MAR 1 2 2004
. Commissioner for Patents Technology Center 2600
i P.O.Box 1450

Alexandria, VA 22313-1450
INFORMATION DISCLOSURE STATEMENT

Dear Commissioner:
This Information Disclosure Statement is submitted:

_-_under 37 CFR 1.97(b), or
(Within three months of filing national application; or date of entry of international
application; or before mailing date of first office action on the merits; whichever
occurs last)

_)_<__ under 37 CFR 1.97(c) together with either a:
__ Certification under 37 CFR 1.97(e), or
2< a$180.00 fee under 37 CFR 1.17(p) »
(After the CFR 1.97(b) time period, but before final action or notice of
allowance, whichever occurs first)

_under 37 CFR 1.97(d) together with a:
_ Certification under 37 CFR 1.97(e), and
____ apetition under 37 CFR 1.97(d)(2)(ii), and
° __ a$130.00 petition fee set forth in 37 CFR 1.17(1)(1).
(Filed after final action or notice of allowance, whichever occurs first, but before
payment of the issue fee)

X _ Applicant(s) submit herewith Form PTO 1449-Information Disclosure Citation together 2
with copies, of patents, publications or other information of which applicant(s) are aware, which 2
applicant(s) believe(s) may be material to the examination of this application and for which there £ &

. N . =1
may be a duty to disclose in accordance with 37 CFR 1.56. 2
<>
b d
2
g
Certificate of Mailing under 37 CFR 1.18 =3
I hereby certify that this correspondence is being deposited with the United States Postal Service as first é
class mail in an envelope addressed to: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 2
22313-1450. M, =
Date of Deposit: ox l’i; LOI)“[ Signature: / g g
Amy Drury ﬂ v// ‘S E
i b
o
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X__  (Cited in a related case) Each item of information contained in this information disclosure
statement was first cited in a communication from the U.S. Patent and Trademark Office in a
related application. The present application is related to such other applications by claiming
priority of the same U.S. Provisional patent application.

It is expressly requested that the cited information be made of record in the application and
appear among the “references cited” on any patent to issue therefrom.

As provided for by 37 CFR 1.97(g) and (), no inference should be made that the information and
references cited are prior art merely because they are in this statement and no representation is

being made that a search has been conducted or that this Statement encompasses all the possible
relevant information.

Respectfully submitted,
Date: MCM’ th l‘{‘, 2004

Dov Roséateld

Attorney/Agent for Applicant(s)
Reg. No. 38687
Correspondence Address:

Dov Rosenfeld

5507 College Avenue, Suite 2
Oakland, CA 94618

Telephone No.: +1-510-547-3378
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' ATTY. DOCKET NO. SERIAL NO.
APPT~001-4 09/608266
INFOBMATION DISCLOSURE STATEMENT | areucant
0 Ipé\ Sarkissian et al.
\ | RECEIVED
H;M g e several sheets if necessary) FILING DATE GROUP
T g @
2 920{;4 & 30 Jun 2000 2662 MAR 1 2 2[][}4
& &
& & U.S. PATENT DOCUMENTS Techno
'%g;_gwxy logy Center 2600
) FILING DATE
*EXAMINER DOCUMENT DATE NAME CLASS | SUB-CLASS | iF APPROPRIATE
INITIAL NUMBER
an 6,625,657 Bl |Sep. 23, [Bullard 709 {237 Mar. 25,
/ ] 2003 1999
A’* m 6,330,226 Bl |Dec. 11, Chapman et al. 370 232 Jan. 27,
2001 1998
AC 6,651,099 B1 Nov. 18, [Dietz et al. 709 224 Jun. 30,
il 2003 2000
AD 6,424,624 Bl Jul. 23, @aland et al. 370 231 oct. 7,
Ap 2002 1998
6,279,113 B1 ug. 21, Vaidya 713 201 Jun. 4,
AE
/‘*’ 2001 1998
aF 6,363,056 Bl [Mar. 26, Beigi et al. 370 252 Jul. 15,
A~ 2002 1998
AG 6,115,393 Sep. 5, [Engel et al. 370 469 Jul. 21,
AN 2000 1995
AH 4,972,453 Nov. 20, |[Daniel, III et al. 379 10 Feb. 28,
A 1990 1989
Al 5,535,338 Jul. 9, JKrause et al. 395 ]200.20 May 30,
Ar 1996 1995
A 5,802,054 Sep. 1, [Bellenger 370 1401 Aug. 16,
VSl 1998 i 1996
;{/ Ak 5,720,032 Feb. 17, |Picazo, Jr. et al. 395 [200.2 Jarn. 28,
1998 1997
FOREIGN PATENT DOCUMENTS
PUBLI-CATION TRANS-
DOCUMENT DATE COUNTRY CLASS | SUB-CLASS LATION
NUMBER YES | NO
AL
AM
M
OTHER DISCLOSURES (Including Author, Title, Date, Pertinent Pages, Place of Publication, Etc.)
R. Periakaruppam and E. Nemeth. "GTrace-A Graphical Traceroute Tool." 1989
/6,., av [Usenix LISA. Available on www.caida.org, .
[URL: http://www.caida.org/outreach/papers/1999/GTrace/GTrace.pdf
\-‘ 3
W. Stallings. "Packet Filtering in the SNMP Remote Monitor." November 1994.
A‘/ 40 Available on www.ddj.com,
R URL: http://www.ddj.com/documents/s=1013/ddj9411h/%9411h.htm
\‘_
I R = . DATE CONSIDERED
A - a/iy /oy
o ‘_ EXAM‘NER. initial if citation@ﬂéidemd, whether or not citation is in conformance with MPEP 609. Draw line through citation i not in conformance
and not conswered. Include a copy of this form with next communication to Applicant.
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" Our Docket/Ref. No.: AP&Z':})OIA o Patent

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant(s): Sarkissian et al.
Serial No.: 09/608266 Group Art Unit: 2662
Filed: June 30, 2000 Examiner: Alan Nguyen

: ASSOCIATIVE CACHE
STRUCTURE FOR LOOKUPS AND RECEIVED
UPDATES OF FLOW RECORDS IN
A NETWORK MONITOR MAR 1 2 2004

Technology Center 2600

Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

TRANSMITTAL: INFORMATION DISCLOSURE STATEMENT
Dear Commissioner:

Transmitted herewith are:

An Information Disclosure Statement for the above referenced patent application,
together with PTO form 1449 and a copy of each reference cited in form 1449.

<

A payment for petition fees.

X Return postcard.
* X The commissioner is hereby authorized to charge payment of any missing fee associated
with this communication or credit any overpayment to Deposit Account 50-0292.

A DUPLICATE OF THIS TRANSMITTAL IS ATTACHED

Date: W(/{Q "I} 200‘{

Respectfully submitted,

%/’

; Dov Kesénfeld
E Attorney/Agent for Applicant(s)
: Reg. No. 38687

Correspondence Address:
Dov Rosenfeld
5507 College Avenue, Suite 2
Oakland, CA 94618
Telephone No.: +1-510-547-3378

Certificate of Mailing under 37 CFR 1.18

I hereby certify that this correspondence is being deposited with the United States Postal Service as first
class mail in an envelope addressed to: Commissioner for Patents, P.O. Box 1450, Alexandria, VA

22313-1450.
Date of Deposit: MMV( Signature: M &A—/f
Amy Drury (J ( /

-
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r-’" Application No. Applicant(s) 7
i . 09/608,266 SARKISSIAN ET AL.
Notice of Allowability Examiner Art Unit
Alan Nguyen 2662

-- The MAILING DATE of this communication appears on the cover sheet with the correspondence address--
All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308,

1.[X] This communication is responsive to 3/11/04.

2.[X The allowed ciaim(s) is/are 1-6 and 21-34, now renumbered 1-20, respectively.

3.[] The drawings filed on are accepted by the Examiner.

4. [J Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).
a)[d Al b)[J Some* c)[J None of the:
1. [J Certified copies of the priority documents have been received.
2. [ Certified copies of the priority documents have been received in Application No.
3. [0 Copies of the certified copies of the pricrity documents have been received in this national stage application from the
International Bureau (PCT Rule 17.2(a)).
* Certified copies not received: ___

Applicant has THREE MONTHS FROM THE “MAILING DATE" of this communication to file a reply complying with the requirements
noted below. Failure to timely comply will result in ABANDONMENT of this application.
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE.

5.[] A SUBSTITUTE OATH OR DECLARATION must be submitted. Note the attached EXAMINER'S AMENDMENT or NOTICE OF
INFORMAL PATENT APPLICATION (PTO-152) which gives reason(s) why the oath or declaration is deficient.

6. X] CORRECTED DRAWINGS ( as “replacement sheets”) must be submitted.
(a) X including changes required by the Notice of Draftsperson's Patent Drawing Review ( PTO-948) attached
1) hereto or 2)[X] to Paper No./Mail Date 6.
(b) J including changes required by the attached Examiner's Amendment / Comment or in the Office action of
Paper No./Mail Date _____.

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the drawings In the front (not the back) of
each sheet. Replacement sheet(s) should be labeled as such in the header according to 37 CFR 1.121(d).

7.[] DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the
attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

Attachment(s)
1. [ Notice of References Cited (PTO-892) 5. [] Notice of Informal Patent Application (PTO-152)
2 [ Notice of Draftperson’s Patent Drawing Review (PTO-9848) 6. [J Interview Summary (PTO-413),
Paper No./Mail Date .
3.1 Information Disclosure Statements (PTO-1449 or PTO/SB/08), 7. [X1 Examiner's Amendment/Comment
Paper No./Mail Date 9
4.[] Examiner's Comment Regarding Requirement for Deposit 8. [X] Examiner's Statement of Reasons for Allowance
of Biological Material 9. [ other
US Fatent and Trademark Office
TOL-37 (Rev. 1-04) Notice of Allowability Part of Paper No./Mail Date 10
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Application/Control Number: 09/608,266 Page 2
Art Unit: 2662

DETAILED ACTION
EXAMINER’'S AMENDMENT

1. An examiner's amendment to the record appears below. Should the changes
and/or additions be unacceptable to applicant, an amendment may be filed as provided
by 37 CFR 1.312. To ensure consideration of such an amendment, it MUST be
submitted no later than the payment of the issue fee.

Authorization for this examiner's amendment was given in a telephone interview
with Dov Rosenfeld on April 15, 2004.

The application has been amended as follows:

In the specification:

On /pagé /1'/I‘i‘r>1/e 8, -- U.S. patents and -- has been inserted between the words
“following” and “U.8.”

On line 11, “Application Serial No. ___ /" has been replaced with -- No.
6,651,099 --.

on Iiﬁes 12 and 13, “filed June 30, 2000, Attorney/Agent Reference Number
APPT-001-1," has been deleted.

WI 5, “Application Serial No. __ /" has been replaced with -- No.
6,665,725 --.

Oonli e’s/17 and 18, “filed June 30, 2000, Attorney/Agent Reference Number
APPT-001-2," has been deleted.

Online 20,*__/___” has been replaced with - 09/608,126 --
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Application/Control Number: 09/608,266 Page 3

Art Unit: 2662

{Qn‘ﬁnes 22 and 23, “filed June 30, 2000, Attorney/Agent Reference Number
APPT-001-3," has been deleted.
On line24,“___/___”has been replaced with -- 09/608 267 --.
{/OD lines 26 and 27, “fited June 30, 2000, Attomey/Agent Reference Number
APPT-001-5,” has been deleted.

O/rmgge 2 line 21, “application / " has been replaced with -- No.

6,65(,099 -

S/Miﬁé 23, “Attorney/Agent Reference Number APPT-001-1," has been deleted.

On {;e 4 line 12, "Which” has been replaced with -- The --.

-

c@me/ 13, “element a " has been replaced with -- element which a .

In the abstract:
On page 64 !ine.lz’, “comprising” has been reptaced with ~ includes --.
O)m; 5, “including” has been deleted.
O)ﬂine 7, "“Which cache memory element” has been replaced with -- The cache

memory element which --.

In the claims:
In claim 1 line 2, “packets” has been replaced with -- packet --. -
lﬁ/claini/21 line 2, “packets” has been replaced with -- packet --. -

———

Allowable Subject Matter
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' Application/Control Number: 09/608,266 Page 4

A ) Art Unit: 2662

; ' 2. Claims 1-20 are allowed.

%1 3. The following is an examiner’s statement of reasons for allowance:

%;, Claims 1, 7, and 16 are allowable over the prior art of record since the cited

references taken individually or in combination fails to particularly disclose a packet
monitor for examining packets passing through a connection point on a
computer network, each packet conforming to one or more protocols, the monitor

having a packet acquisition device to receive packets, an input buffer to accept

packets, a parser subsystem to extract selected portions of the accepted packet,

a memory for storing the flow-entries, a lookup engine configured to lookup

whether the particular packet whose parser record is output by the parser

subsystem has a matching flow-entry, a cache subsystem for access of a set of

flow-entries, a flow insertion engine to create a flow-entry, the lookup engine

configured such that if the packet is of an existing flow, it is monitored as so, and

if it is a new flow, the insertion engine stores a new flow entry. It is noted that the

i

closest prior art, Chang (US Patent 4,458,310) discloses a cache memory subsystem

that utilizes the use of flow entries, but fails to show that the ability to distinguish

.. o no g <

conversational data flow.

Conclusion i
4. Any inquiry concerning this communication or earlier communications from the i
examiner should be directed to Alan Nguyen whose telephone number is 703-305-0369.

The examiner can normally be reached on Sam-6pm ET

—— S —
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Application/Control Number: 09/608,266 Page 5
Art Unit: 2662

If attempts to reach the examiner by telephone are unsuccessful, the examiner's
supervisor, Ricky Ngo can be reached on 703-305-4798. The fax phone number for the
organization where this application or proceeding is assigned is 703-872-9314.

Information regarding the status of an application may be obtained from the
Patent Application Information Retrieval (PAIR) system. Status information for
published applications may be obtained from either Private PAIR or Public PAIR.

Status information for unpublished applications is available through Private PAIR only.
For more information about the PAIR system, see http://pair-direct.uspto.gov. Should
you have guestions on access to the Private PAIR system, contact the Electronic
Business Center (EBC) at 866-217-9197 (toll-free).

AVN
April 14, 2004

g

RICKY NGO
PRIMARY EXAMINER
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UnIteED STATES PATENT AND TRADEMARK OFFICE

TUNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
COMMISSIONER FOR PATENTS
P O Box 1450
Alexandrix, Virginia 22313-1450
WWW.uSpo.gov

NOTICE OF ALLOWANCE AND FEE(S) DUE

7590 04/20/2004 { EXAMINER |
Dov Rosenfeld NGUYEN, ALAN Vv
5507 College Avenue
Suite 2 { ART UNIT PAPER NUMBER [
Oakland, CA 94618 2662 [EN)

DATE MAILED: 04/20/2004
[ APPLICATION NO, FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. 1 CONFIRMATION NO
09/608,266 06/30/2000 Haig A. Sarkissian APPT-001-4 9867

TITLE OF INVENTION: ASSOCIATIVE CACHE STRUCTURE FOR LOOKUPS AND UPDATES OF FLOW RECORDS IN A NETWORK MONITOR

| APPLN. TYPE | ISSUE FEE | TOTAL FEE(S) DUE |
nonprovisional NO $1330 $0 $1330

SMALL ENTITY ! PUBLICATION FEE | DATE DUE ]

07/20/2004

3 THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT.
3 PROSECUTION ON THE IS CLOSED. THIS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS.
¥ THIS APPLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP 1308.

| THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE
MAILING DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. THIS
STATUTORY PERIOD CANNOT BE EXTENDED. SEE 35 US.C. 151. THE ISSUE FEE DUE INDICATED ABOVE
REFLECTS A CREDIT FOR ANY PREVIOUSLY PAID ISSUE FEE APPLIED IN THIS APPLICATION. THE PTOL-85B (OR
AN EQUIVALENT) MUST BE RETURNED WITHIN THIS PERIOD EVEN IF NO FEE IS DUE OR THE APPLICATION WILL
BE REGARDED AS ABANDONED.

b

s,

HOW TO REPLY TO THIS NOTICE:

e,

I. Review the SMALL ENTITY status shown above.

If the SMALL ENTITY is shown as YES, verify your current
SMALL ENTITY status:

Ai). If the status is the same, pay the TOTAL FEE(S) DUE shown
above.

B. If the status is changed, pay the PUBLICATION FEE (if
required) and twice the amount of the ISSUE FEE shown above
and notify the United States Patent and Trademark Office of the
change in status, or

If the SMALL ENTITY is shown as NO:

A. Pay TOTAL FEE(S) DUE shown above, or

B. If applicant claimed SMALL ENTITY status before, or is now
claiming SMALL ENTITY status, check the box below and enclose
the PUBLICATION FEE and 1/2 the ISSUE FEE shown above.

1 Applicant claims SMALL ENTITY status. i
See 37 CFR 1.27.

Il. PART B - FEE(S) TRANSMITTAL should be completed and returned to the United States Patent and Trademark Office (USPTQ) with ;
your ISSUE FEE and PUBLICATION FEE (if required). Even if the fee(s) have already been paid, Part B - Fee(s) Transmittal should be ;
completed and returned. If you are charging the fee(s) to your deposit account, section "4b" of Part B - Fee(s) Transmittal should be
completed and an extra copy of the form should be submitted.

IIl. All communications regarding this application must give the application number. Please direct all communications prior to 1ssuance to
Mail Stop ISSUE FEE unless advised to the contrary.

IMPORTANT REMINDER: Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of
maintenance fees. It is patentee's responsibility to ensure timely payment of maintenance fees when due.

Page 1 of 3

i
!
i
3

PTOL-8S (Rev. 11/03) Approved for use through 04/30/2004.

.
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PART B - FEE(S) TRANSMITTAL /

Complete and send this form, together with applicable fee(s), to: Mail  Mail Stop ISSUE FEE
‘ Commissioner for Patents
P.0. Box 1450
Alexandria, Virginia 22313-1450

or Fax  (703) 746-4000

INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE and PUBLICATION FEE (if required% Blocks | through 4 should be completed where
appropriate. All further correspondence including the Patent, advance orders and notification of maintenance fees will be mailed to the current correspondence address as
mgjcatsd unless corrected below or directed otherwise in Block 1, by (a)} specifying a new correspondence address; and/or (b) indicating a separate "FEE ADDRESS" for

fee notify
CURRENT CORRESPONDENCE ADDRESS (Note> Legbly mark-up with any corrections of use Block 1)

Note: A certificate of mailing can only be used for domestic mailings of the
Fee(s) Transmittal. This certificate cannot be used for any other accompanying

apers. Each additional paper, such as an assignment or formal drawing, must
7590 04/20/2004 gagc its own certificate o%?;&ailmg or transmission.
Dov Rosenfeld Certificate of Mailing or T;nnsmlxsion lb
I hereby certify that this Fee(s) Ts ittal 1s being deposited with the United
55(.)7 College Avenus States Postal Service with sufficient postage for first class mail in an envelope
Suite 2 addressed to the Mail Stop ISSUE FEE address above, or being facsimile
QOakland, CA 94618 tr itted to the USPTO, on the date indicated below.
(Depositor’s name)
{Signature)
(Date)
APPLICATION NO. ] FILING DATE FIRST NAMED INVENTOR ] ATTORNEY DOCKET NO. l CONFIRMATION NO. }
09/608,266 06/30/2000 Haig A. Sarkissian APPT-001-4 9867
TITLE OF INVENTION: ASSOCIATIVE CACHE STRUCTURE FOR LOOKUPS AND UPDATES OF FLOW RECORDS IN A NETWORK MONITOR
! APPLN. TYPE EEEEE ISSUE FEE | rusLicamonFEE | TOTAL FEE(S) DUE DATEDUE
nonprovisional NO $1330 $0 $1330 07/20/2004
{ EXAMINER ] ART UNIT | CLASS-SUBCLASS |
NGUYEN, ALAN V 2662 370-392000
1. Change of pond ddress or indication of "Fee Address” (37 2. For printing on the patent front page, list (1) the
CFR 1.363). names of up to 3 registered patent attorneys or |
Q Change of correspondence address (or Change of Correspondence agents 01.1’ altematively, (2) me. name of a single
Addres sgform o O%B 1152) attach ed.( 4 Sp N firm gh:;mdni as a membfet a tr:gtzstergd t:rt:imey 01; 2
T - agent ¢ names of up regis paten
Q) "Fee Address™ indication (or "Fee Address" Indication form ;
PTO/SB/47; Rev 03-02 or more recent) hed. Use of a Cust attomeys p;ge ats. If no pame 15 listed, no name 3
Number is required, will be printed.
3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type)
PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. Inci propriste when an assign has

of assi, data is only ap
been previously submitted to the USPTO or is being submitted under separate cover. Completion of this form is NOT a substitute for filing
(A) NAME OF ASSIGNEE (B} RESIDENCE: (CITY and STATE OR COUNTRY)

an assignment.

Please check the appropriate assignee category or categories (will not be printed on the patent); Q individual  QJ corporation or other private group entity [l government

4a. The following fee(s) are enclosed: 4b, Payment of Fee(s):
Q Issue Fee Q A check in the amount of the fee(s) is enclosed.
Q Publication Fee Q Payment by credit card, Form PT0-2038 is attached.
Q) Advance Order - #ofCopies Q The Director is hereby authorized by charge the required fee(s), or credit any overpayment, to
Cop Deposit Account Numb H Y B r{eq 1 ane(ex)ma copy of ﬂn); forr:s. ym

Director for Patents is requested to apply the Issue Fee and Publication Fee (if any) or fo re-epply any previously paid issue fee to the application identified above,

(Authorized Signature) (Date)

NOTE; The Issuc Fee and Publication Fec (if required) will not be accepted from anyonc
other than the applicant; a registered momcg or agent; or the assignee or other party in
Interest as shown gy the records of the United States Patent and Trademark Office.

This collection of information is rc%u_ircd by 37 CFR 1.311, The information is required to
obtain or retain a benefit by the public which is to file (and by the USPTO to process) an
application, Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is
estimated to take 12 minutes to complete, including gathering, preparing, and submitting the
Completed application form to the USPTO, Time will vary dcpende upon the individual
Case. Any comments on the amount of time you require to compiete this form and/or
Suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S.
Patent and Trademark Office, U.S. Department of Commerce, Alexandria, Virginia
22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS.
SEND TO: Commissioner for Patents, Alexandria, Virginia 22313-1450.

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a
collection of inpfcormation unless it displays a valid OM%ecomzol number.

TRANSMIT THIS FORM WITH FEE(S)
PTOL85 (Rev. 1 1/03) Approved for use through 04/30/2004. OMB 0651-0033  U.8. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
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Unitep STATES PATENT AND TRADEMARK OFFICE

UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P O Box 1430

Alexan

dris, Virgiua 223131450
WWWUSPLO.gOV
I_ APPLICATION NO. i FILING DATE J FIRST NAMED INVENTOR [ ATTORNEY DOCKET NO. |  CONFIRMATION NO w]
09/608,266 06/30/2000 Haig A, Sarkissian APPT-001-4 9867
7590 047202004 [ EXAMINER ]
Dov Rosenfeld NGUYEN, ALAN V
5507 College Avenue
Suite 2 [ ARTUNIT PAPERNUMBER |
QOakland, CA 94618 2662

DATE MAILED- 04/20/2004

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b) :
{application filed on or after May 29, 2000)

The Patent Term Adjustment to date is 652 day(s). If the issue fee is paid on the date that is three months after the
mailing date of this notice and the patent issues on the Tuesday before the date that is 28 weeks (six and a half
months) after the mailing date of this notice, the Patent Term Adjustment will be 652 day(s).

If a Continued Prosecution Application (CPA) was filed in the above-identified application, the filing date that
determines Patent Term Adjustment is the filing date of the most recent CPA.

Applicant will be able to obtain more detailed information by accessing the Patent Application Information Retrieval
(PAIR) system (http://pair.uspto.gov).

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of
Patent Legal Administration at (703) 305-1383. Questions relating to issue and publication fee payments should be
directed to the Customer Service Center of the Office of Patent Publication at (703) 305-8283.

Page 3 of 3
PTOL-85 (Rev. 11/03) Approved for use through 04/30/2004.
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Oﬂ":’o ef./Docket No: APPT-0CA, ./ O Patent
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
icant(s): Sark.issiaﬂ, etal Group Art Unit: 2662 y s //
Application No.: 09/608,266 Examiner: Alan V. Nguyen ;i?;/ / ,, i
Filed: June 30, 2000 :
Title: ASSOCIATIVE CACHE STRUCTURE FOR
LOOKUPS AND UPDATES OF FLOW
RECORDS IN A NETWORK MONITOR
SUBMISSION OF (CORRECTED) FORMAL DRAWINGS
Mail Stop Issue Fee
The Commissioner for Patents
P.O. Box 1450

. Alexandria, VA 2231314500« v v oo ot crimmare e cnme vt e £ e s e

Dear Sir or Madam:

Attached please find new formal drawings corrected as necessary, to be made of record for the
above-identified application. These drawings have been corrected per the objections raised by the
Official Draftsperson. In particular, the left margin has been adjusted on FIGS. 3, 14 and 21. No
new matter is being added. A copy of the Notice of Draftperson’s Patent Drawing Review has
been attached. Also attached are sheets of annotated figure(s), each titled "Annotated . Maried -up
. anu;‘ 35 5", Replacement figures that show the desired changes are attached, and each
attached sheet of such replacement figure(s) is titled "Replacement Sheet".

If there are any issues remaining for the drawings, a telephone call or email to the undersigned at
+1-510-547-3378 or dov@inventek.com is requested.

Respectfully Submi
June_ |, 204 ‘
Date Dov Rosenfeld, Reg. No. 38687
.. Address forcomespondence: ... . .. .ee w s enin L e e
Dov Rosenfeld

5507 College Avenue, Suite 2, -
Oakland, CA 94618
Tel. +1-510-547-3378. Fax: +1-510-291-2985. Email: dov@inventek.com-

Certificate of Mailing under 37 CFR 1.8

T hereby centify that this response is bsing mailed as U.S, First Class Mail addressed to Mail Stop Issue Fee,
Commissioner for Pateats, P.O, Box 1450, Alexandria, VA 22313-1450 on.

Date: ,g A0 1 ; 2O Signed: Qfﬂ JL—{?’

Name: Amy DMy
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TR AN S M IT-r AQ Application Number 09/60@\ $
FORM

for all correspondence afier Initial fing}

r~ -

Filing Date 30 Jun 2000

First Named inventor Sarkissian, Haig A.
Group Art Unit 2662

Examiner Name Alan V. Nguyen

Aftorney Docket Number | APPT-001-4

R Tl TR PR O DU NP R S A

ENCLOSURES “(check all that apply) ™"~ "~ = """

D Fee Transmittal Form D Assignment Papers D After Allowance Communication
{for an Application) to Group
Fee Attached Drawing(s) Appeal Communication to Board
R D of Appeals and Interferences
D Preliminary Amendment E] Licensing-related Papers D Appeal Communication to Group
{Appeal Notice, Brief, Reply Brief)
. D D After Final D Patition Routing Skip (PTO/SB/63) D Proprietary information
and Accompanying Petition
D D Affidavits/declaration(s) D ToConverta D Status Letter
Provisional Application
. D Extension of Time Request Powar of Atiomey, Revocation Additional Enclosure(s)
i D Chaﬂ%es of Comespondence (please identify below):
D Exprass Abandonment Request D Terminal Disclaimer !?rsa‘_;‘es;?nea(ls%mm
PTOL-85)
D Information Disclosure Statement D Small Enfity Statement A Transmittal Letter
and Copy
Certified Copy of Prionity Request of Refund Retum Postcard
. D Response to Missing Parts/ Remarks
E Incomplete Application
D to Missing Parts

under 37 CFR 1.52 or 1.53
| SIGNATURE OF APPLICANT, ATTORNEY, OR AGENT/ CORRESPONDENCE ADDRESS

’ Firm or Dov Rosenfeld, R 38687

P Individual name

i Signature X

3 Date June 472004

ki ADDRESS FOR CORRESPONDENCE

B Firm Dov Rosenteld

i or 5507 College Avenus, Sulte 2,

%‘ |Individual name Qaldand, CA 94618, Tel: +1-510-547-3378

CERTIFICATE OF FACSIMILE TRANSMISSION
| hereby certify that this correspondence is being facsimile transmitted with the United States Patent and Trademark Office at

3 Telephone number 703-872-9306 addressed to: Commissioner for Patents, P.O. Box 1450, Alexantria, VA Juna 1,2004
22313-1450 on this date:
b  Type orprinted name ___ Amy Drury ] — - -
i Signature 7 i 0 1 l Date . ] June 1, 2004
| T <
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U.S. DEPARTMENT OF COMMERCE
U.S. Patent and Trademark OfTice

% NOTICE OF DRAFTSPERSON'S PATENT DRAWING REVIEW

@ 5( )l! !1 ) are:
A approved by the Drafisperson under 37 CFR'1.84 or 1,152,

B-?é%bjcclcd to by the Draftsperson under 37 CFR 1.84 or 1.152 for the reasons indicated below. Corrected

‘The drawing(s) filed (insert date)

rawings arc required.

1. DRAWINGS. 37 CFR 1.84(a): Acceptabic

categorics of drawings: Black inkK or

Color (3 sets required). "

____Color drawings arc not acceptable until petition is
granted. IFig(s)_.

___ Pencil and non black ink not permitted. Fig(s)
2, PHOTOGRAPHS. 37 CFR 1.B4(b)
___One (1) full-tone sct is required. Fig(s)

___Photographs may not be mounted. 37 CFR 1.84(c)

___ Photographs must meel paper size requirements of
37 CFR L.84(f). Fig(s)

___Poor quality (half-tonc). Fig(s)

3. TYPE OF PAPER. 37 CFR 1.84(¢)

___Paper not flexible, strong, white, and durable. ya

Fig(s)
___Erasures. alterations, overwritings. interlineagjons,

folds, copy machinc marks not accepted.

Fig(s)
4. SIZE OF PAPER. 37 CFR 1.84(1): Acceptable
SizCs:
21.0 cm by 29.7 cm (DIN sizc Ad) or
21.6 cuby 27.9 cm (8 12x 11 inches)
___ All drawing shecets not the samc size.

Sheet(s),
—__ Drawings shects not an aceeptable size. Fig(s),

5. MARGINS, 37 CIR 1.84(g): Acceptable margins:

Top 2.5 cm Lefl 2.5 cm Right 1.5 cm B}) tom 1.0 ¢
___ Margins not acceplable. Fig(s) ; ) ’ l Z\
Al

Top (T) Left (1.}

Right (R) Bottom (3)
6. VIEWS, 37 CFR 1.84(h)
REMINDER- Specification may require revision to
correspond to drawing changes, ¢.g., if Fig. 1 is
changed to Fig. 1A, Fig 1B and Fig. IC, clc., the
specification, at the Brief Description of the Drawings,
must likewise be changed,
___Views not labeled scparately or property.

Fig(s)

7. SECTIONAL VIEWS. 37 CFR L.B4(h)(3)
____ Sectional designation should be noted with
Arabic or Roman numbers. Fig(s)

" 10. CHARACTER OF LINES, NUMBERS, &

8. ARRANGEMENT OF VIEWS, 37 CFR 1.84(i)

__ Words do not appcar on a horizontal, left-to-right
fashion when page is either upright or tumed so
that the top becomes the right side. exeept for
graphs. Fig(s)

9. SCALE. 37 CFR 1.84(k)

___ Scale not large enough ta show mechanism
without crowding when drawing is reduced in
size to bwo-thirds in reproduction
Fig(s)

LETTERS. 37 CFR {.84(}) .

___Lines, numbers & lctters not uniformly thick and
well defined, clean, durable, and black (poor line
quality). Fip(s)

11. SHADING. 37 CFR 1.84(:n)

. Solid black areas palc. Fig(s)

___Solid black shading not permitted. Fig(s)

12. NUMBERS, LETTERS, & REFERENCE

CHARACTERS. 37 CF'R 1.84(p)

___ Numbers and reference characlers not plain and
legible. Fig(s)

. Figure legends arc poor. Fig(s)

__ Numbers and reference characters not oricnied in
the same dircction as the view. 37 CFR 1.84(p)t})
Fig(s)

__ English alphabet not uscd 37 CFR 1.84(p)(2)
Fig(s)

___ Numbers, letters and reference characters must be
at least 32 cm (18 inch) in height. 37 CFR
1.B4(p)(3). Figls)

13. LEAD LINES. 37 CFR 1.84(q)

__ Lcad lines missing, Fig(s)

14. NUMBERING OF SHEETS OF DRAWINGS.

37 CFR 1.84(1)

___ Sheets not numbered consecutively, and in Arabic
numbers beginning with number 1. Sheet(s)

1S, NUMBERING OF VIEWS. 37 CFR L.84(u)

___ Views nol numbered consceutively, and in Arabic
numerals, heginning with number 1., Fig(s)

16. DESIGN DRAWINGS. 37 CFR 1.152

___ Surface shading shown not appropriate.

Fig(s),

____ Solid black surface shading is not permitted except

when used to represent the color black as well as
color contrast. Fig(s)
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Wicam(s): Sarkissian, et al. Group Art Unit; 2662

- Application No.: 09/608,266

‘ Filed: June 30, 2000 Notice of Allowance Mailed:

- -~ Title: ASSOCIATIVE CAGHE STRUCTURE FOR | - - ~APril, 20, 2004, .
LOOKUPS AND UPDATES OF FLOW Confirmation No: 9867
RECORDS IN A NETWORK MONITOR

Examiner: Alan V. Nguyen

SUBMISSION OF ISSUE FEE AND FORMAL DRAWINGS

- Mail Stop ISSUE FEE
Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

Dear Commissioner:

Transmitted herewith is a completed “Issue Fee Transmittal” Form. Included with the form are:

X A credit card payment form for the issue fee and any advance order of copies.
X Corrected formal drawings (with separate letter).
X _ Return postcard

_X  The Commissioner is hereby authorized to charge payment of the any missing fee or
wvwn.. .. .creditany overpayment to Deposit Account No. 50.0202 .. - .
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f./Docket No: _AX&I‘_:_QQ}{A:) ) D Patent
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
5%
plicant(s): Sarkissian, er al. Group Art Unit: 2662
Application No.: 09/608,266 Examiner: Alan V. Nguyen
Filed: June 30, 2000 Notice of Allowance Mailed:
Title: ASSOCIATIVE CACHE STRUCTURE FOR April, 20, 2004
e
SUBMISSION OF ISSUE FEE
e Mmis&gﬁISS-UE FEE ™ 7T T vt m s el e B e e s

Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

Dear Commissioner;

Transmitted herewith is a completed “Issue Fee Transmittal” Form. Included with the form are:

X __ A credit card payment form for the issue fee and any advance order of copies.

X __ Corrected formal drawings (with separate letter).
X _ Return postcard

v

: X __ The Commissioner is hereby authorized to charge payment of the any missing fee or
: credit any overpayment to Deposit Account No. 50-0292
(A DUPLICATE OF THIS TRANSMITTAL IS ATTACHED):

Respectfully Submitted,

T T T T PO TR Uy AN SR I e A A T R

i June !, 200y
: Date ' Dov

nfeld, Reg. No. 38687

Address for correspondence:
Dov Rosenfeid
5507 College Avenue, Suite 2,
Oakland, CA 94618
Tel. +1-510-547-3378; Fax: +1-510-291-2985

Certificate of Mailing under 37 CFR LB

Lhereby certify that this response is being mailed as U.S. First Class Mail addressed to Mail Stop Issue Fee,
Commissioner for Patents, P.O, Box 1450, Alexandria, VA 22313-1450 on.

pme: _June Lo signed:_ Geemr |22
Name: Amy Dmr;/ v

|
3

EX 1019 Page 393




: Che
ﬁ:) g\})u{r Ref./Docket No: APPT APPT001-4 Patent
Nlﬁ 13 1% ,\,[ IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
h ,ii’
‘Q“\ZR Ar(,In'\;rentor(s): Sarkissian, et al.
Assignee: Hi/fn, Inc.
: Patent No: 6,771,646 7
j Issue Date: August, 3, 2004
i Application No.: 09/608,266 Certificate
Filed: June 30, 2000 AuG 17 2004
Title: ASSOCIATIVE CACHE STRUCTURE FOR i
LOOKUPS AND UPDATES OF FLOW of Correction
RECORDS IN A NETWORK MONITOR *

[ RN e

REQUEST FOR CERTIFICATE OF CORRECTIONS

Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

Dear Commissioner:

" The above patent contains significant error(s) as indicated on the attached Certificate of Correction form
(submitted in duplicate).

X _ Such error(s) arose through the fault of the Patent and Trademark Office. It is requested that the
certificate be issued at no cost to the applicant.

However, if it is determined that the error(fé) arose through the fault of applicant(s), please note
that such error is of clerical error or minor nature and occurred in good faith and therefore issuance of
the certificate of Correction is respectfully requested. The Commissioner is authorized to charge
Deposit Account No. 50-0292 any required fee. A duplicate of this request is attached.

Such error(s) arose through the fault of applicant(s). A credit card charge form for the fee is
enclosed. Such error is of clerical error or minor nature agd occurred in good faith and therefore
issuance of the certificate of Correction is respectfully requested.

%

Such error(s) specifically:

In column 4, line 38, please change “part of the cache subsystem of the analyzer subsystem "to --
part of the cache subsystem 1115 of the analyzer subsystem--.

Certificate of Mailing under 37 CFR 1. 8
I hereby certify that this response is being deposited with the United States Postal Service as ﬁrst class mail in an
envelope addressed to the Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450 on.

Date: AM@, /0/, 7“0"“1 - Signed: QM

Name: Amy Drury {/ 77
v

e

20 AUG 2004
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Our Ref./Docket No: APPT-001-4 Page 2

In column 5, line 28, please change “tha provides a framework” to —-that provides a framework--.

In column 5, line 30, please change “for understanding the functionaly” to --understanding the
functionality--.

In column 5, line 47, please change “may use a layerd model” to --may use a layered model--.

In column 6, line 58, please change “buut that” to --but that--.

In column 14, line 3, please change “or the or all the lookup tables for the is PRD” to --or all the
lookup tables for the PRD--.

In column 15, line 10, please change “described in FIG. 6 FIG. 6 is a flow chart” to --described in
FIG. 6. FIG. 6 is a flow chart--,

In column 28, line 34, please change “denoted “i;” 219” to --denoted “i'” 219--.
In column 29, line 16, please change “UDS for p; that” to --UDS for p' that--.

In column 29, line 61, please change “and source address Sand C;,” to --and source address S and
Cyp,—-.

In column 36, lines 39-41, please change “A packet monitor for examining packet passing through
a connection point on a computer network, each packets conforming to” to -- A packet monitor for
examining packets passing through a connection point on a computer network, each packet
conforming to--. ’

In column 37, lines 61-63, please change “A packet monitor for examining packet passing through a
connection point on a computer network, each packets conforming to” to -- A packet monitor for
examining packets passing through a connection point on a computer network, each packet
conforming to--.

The undersigned requests being contacted at (5105 547-3378 if there are any questions or clarifications,
or if there are any problems with issuance of the Certificate of Correction.

Respectfully Submitted,
Aig. o, TOM
/ L]
Date Dov Résenfeld, Reg. No. 38687
Agent of Record.
Address for correspondence:

Dov Rosenfeld )

5507 College Avenue, Suite 2,

Oakland, CA 94618 ' v 08/31/0004 UTOLBERT 00000004 500292 09608266

Tel. (510) 547-3378; Fax: (S10) 201-2985 | o Fuaait 00t b ShOe92  0%60ects

£
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PTO/SB/44 (10-96) !
. ) and Trademark Office: U.S. COMMER ;
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless itdsplaysava!idOMBcon?rg

number.
{Aiso Form PTO-1050)

UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

PATENT NO: 6,771,646 B! ».
§ DATED : August 3, 2004 ?
INVENTOR(S) : Sarkissian, et al.

It is certified that an error appears in the above-identified patent and that said Letters Patent
are hereby corrected as shown below:

In column 4, line 38, please change “part of the cache subsystem of the analyzer subsystem” to -- part of
the cache subsystem 1115 of the analyzer subsystem--,

In column 5, line 28, please change “tha provides a framework” to --that provides a framework--. !

In column 5, line 30, please change “for understanding the functionaly” to --understanding the
functionality--.

In column 5, line 47, please change “may use a layerd model” to --may use a layered model--.

In column 8, line 58, please change “buut that” to --but that--.

In column 14, line 3, please change “or the or all the lookup tables for the is PRD” to --or all the lookup
tables for the PRD--.

PrPR———

In column 15, line 10, please change “described in FIG. 6 FIG. 6 is a flow chart” to --described in FIG. 6.
FIG. 6 is a flow chart--.

in column 28, line 34, please change “denoted “i;” 219" to --denoted “i™ 219--, -

In column 29, line 16, please change “UDS for p, thatﬁ‘{o --UDS for p that--.

In column 29, line 61, please change “and source address Sand C,,” to --and source address S, and C,,-

In column 36, lines 39-41, please change “A packet monitor for examining packet passing through
a connection point on a computer network, each packets conforming to” to -- A packet monitor for
examining packets passing through a connection point on a computer network, each packet

conforming to--.

pe

In column 37, lines 61-63, please change “A packet monitor for examining packet passing through a
connection point on a computer network, each packets conforming to” to -- A packet monitor for
examining packets passing through a connection point on a computer network, each packet conforming
to--. '

MAILING ADDRESS OF SENDER (Atty/Agent of Record):
: Dov Rosenfeld, Reg. No. 38887 . PATENT NO: _ 6,771,646 {3 ]
§ 5507 College Avenue, Suite 2 No. of additional copies

Oakland, CA 94618

90 AUG 2004
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Under the Paperwork Reducton Actof 1995, 10 persons are raquired 1 rsponet . cofiecion of Hormaton Unless tisplys a vald i

(Alsa Form PTO-1050)

PTO/SB/44 (10.
omB 065(1 -og;?a)
ERCE
B control
number,

UNITED STATES PATENT AND TRADEMARK OFFICE
: CERTIFICATE OF CORRECTION

PATENT NO: 6,771,646 Bl
DATED : August 3, 2004
INVENTOR(S) : Sarkissian, et al.

It is certified that an error appear$ in the above-identified patent and that said Letters Patent
are hereby corrected as shown below:

In column 4, line 38, please change “part of the cache subsystem of the analyzer subsystem” to -- part of
the cache subsystemn 1115 of the analyzer subsystem--.

In column 5, line 28, please change “tha provides a framework” to --that provides a framework--. Q/

In column 5, line 30, please change “for understanding the functionaly” to --understanding the Q/
functionality--.

tn column 5, line 47, please change “may use a layerd model” to --may use a layered model--. C//
In column 6, line 58, please change “buut that" to --but that--. (‘ s
e

In column 14, line 3, please change “or the or all the lookup tables for the is PRD” to --or all the looku
tables for the PRD--.

in column 15, line 10, please change “described in FIG. 6 FIG. 6 is a fiow chart” to --described in FIG. 6.

FIG. 6 is a flow chart--. Q/
In column 28, line 34, please change “denoted “i;” 219" to --denoted % 219--. Q/
In column 29, line 16, please change “UDS for p, that” to --UDS for p1 that--. Q/

In column 29, line 61, please change “and source address Sand C,,” to --and source address S, and @

In column 38, lines 39-41, please change “A packet monitor for examining packet passing through

a cannection point on a cdmputer network, each packets cenforming to” to -- A packet monitor for Q
examining packets passing through a connection point on a computer network, each packet
conforming to--.

in column 37, lines 61-63, please c.hange “A packet monitor for examining packet passing through a
connection point on a computer network, each packets conforming to” to -- A packet monitor for
examining packets passing through a connection point on a computer network, each packet conforming

to--. 0

m

MAILING ADDRESS OF SENDER (Atty/Agent of Record):

Oakland, CA 94618
90 AJG 2004

Dov Rosenfeld, Reg. No. 38687 PATENT NO: __6,771,646 6’
5507 College Avenue, Suite 2 No. of additional copies
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tor(s): Sarkissian, et al.

Assignee: Hi/fn, Inc.
Patent No: 6,771,6467 |

/3
Issue Date: August, 3, 2004 (e ?ii’ﬂ(}aw «L',)
Application No.: 09/608,266 SEP 6 1 2004 {

Filed: June 30, 2000 ol O orrecion
Title: ASSOCIATIVE CACHE STRUCTURE FOR
LOOKUPS AND UPDATES OF FLOW

RECORDS IN A NETWORK MONITOR

REQUEST FOR CERTIFICATE OF CORRECTIONS

Commmissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

Dear Commissioner:

The above patent contains significant error(s) as indicated on the attached Certificate of Correction form

(submitted in duplicate).

X _ Such error(s) arose through the fault of applicant(s). A credit card charge form for the fee is
enclosed. Bach such error is of clerical error or minor nature and occurred in good faith and therefore
issuance of the certificate of Correction is respectfully requested.

Such error(s) specifically:
In column 37, line 54 (the 8™ line of claim 6), kindly change “stack,” to --set,--.
In column 38, line 56 (the 1% line of claim 12), kindly change “A method” to --A monitor--.

In column 38, line 64 (the 1* line of claim 13), kindly change “A method” to --A monitor--.

R TR T LA Tk N oL
RURRELI R V0§ ETWIE SN LE U o ST AR )

e, ] i

Certificate of Mailing under 37 CFR 1.8 .
1 hereby certify that this response is being deposited with the United States Postal Service as first class mail in an
envelope addressed to the Commissioner for Patents, P.O. Box 1450, Alexandrig, VA 22313-1450 on.

Date: _A]/(@ . 27 J ‘LO DL‘ . Signed: (.)/j

Name: Amy Drury V)
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Our Ref./Docket No: AP01-4

The undersigned requests being contacted at (510) 547-3378 if there are any questions or clarifications,
or if there are any problems with issuance of the Certificate of Correction.

Page 2

Respectfully Submitted,
fng . 27,2004 /%
Date Dov Wd, Reg. No. 38687
Agent of Record.

Address for correspondence:
Dov Rosenfeld
53507 College Avenue, Suite 2,
Oakland, CA 94618
Tel. (510)547-3378; Fax: (510)291-2985
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PTO/SB/44 (10-96)

Approved for use through 6/30/99. OMB 0651-0033
Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required o respond to a collection of information unless it displays a valid OMB control
number.

{Also Form PTO-1050)
E UNITED STATES PATENT AND TRADEMARK OFFICE
‘4. CERTIFICATE OF CORRECTION

PATENT NO: 6,771,646 H\
DATED : August 3, 2004
INVENTOR(S) : Sarkissian, et al.

It is certified that an error appears in the above-identified patent and that said Letters Patent
are hereby corrected as shown below:

In colurmn 37, line 54 (the 8" line of claim 6), kindly change “stack,” to --set,--.

In column 38, line 56 (the 1* line of claim 12), kindly change “A method” to --A monitor--.

In column 38, line 64 (the 1 line of claim 13), kindly change “A method” to --A monitor--.

MAILING ADDRESS OF SENDER (Atty/Agent of Record):
Dov Rosenfeld, Reg. No. 38687
5507 College Avenue, Suite 2

Oakland, CA 94618

]
PATENT NO: _6.771,646 &7 {
No. of additional copies
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Approved for use through 6/30/99. omglgg (10-96)

Patent and Yraderhark Office: U.S. DEPARTMENT OF GO
Under the Paperwork Reduction Act of 1955, no persorts are required to respond to a collectior of information unless it displays & valid OMB coniry

number.

(Also Form PTO-1050)

UNITED STATES PATENT AND‘TRAE‘)EMARK OFFICE
- CERTIFICATE OF CORRECTION

PATENT NO: 6,771,646 1
DATED . August 3, 2004
INVENTOR(S) : Sarkissian, et al.

Itis certified that an error appears in the above-identified patent and that said Letters Patent
are hereby corrected as shown below:

In column 37, line 54 (the 8% line of claim 6), kindly change “stack,” to --set,—. %ﬁ

In column 38, line 56 (the 1* line of claim 12), kindly change “A ‘method” to --A monitor--. Y

\

i

In column 38, line 64 (the 1* line of claim 13), kindly change “A method” to --A monitor--, q‘{\

3

MAILING ADDRESS OF SENDER (Atty/Agent of Record):

Dov Rosenfe(d, Reg. No. 38687 PATENT NO: __6,771.646 B l
5507 College Avenue, Suite 2 No. of additional copies

Oakland, CA 94618
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UNITED STATES r ATENT AND TRADEMARK OFFICE

CERTIFICATE OF CORRECTION

PATENT NO.  : 6,771,646 Bl Page 1 of 2
DATED : August 3, 2004 ) .
INVENTOR(S) : Sarkissian et al. .

-

itis certified that error appears in the above-ldentlﬁed patent and that said Letters Patent is
hereby corrected as shown below:

Column 4
Line 38, please change “part of the cache subsystem of the analyzer subsystem” to
-- part of the cache subsystem 1115 of the analyzer subsystem --.

yd

Column 5

Line 28, please change “tha provides a framework” to -- that provides a framework —-.
Line 30, please change “for understanding the functionaly” to -- understanding the
functionality --.

Line 47, please change “may use a layerd model” to -- may use a layered model --.

Column 6,
Line 58, please change “buut that” to - but that --.

—olumn 14
Line 3, please change “or the or all the lookup tables for the is PRD” to -- “or all the
Tookup tables for the PRD --.

Column 135, )
Line 10, please change “described in FIG. 6 FIG. 6 is a flow chart” to -- described in
FIG. 6.

FIG. 6 is a flow chart’-,

Column 28
Line 34, please change “denoted “i;” 219” to -- denoted “i"” 219 --.

Column 29

Line 16, please change “UDS for p; that” to -- UDS for p' that --.

Line 61, please change “and source address Sand C,,” to -- and source address $; and
Cy, -~

Column 36

Lines 39-41, please change “A packet monitor for examining packet passing through a
connection point on a computer network, each packets conforming to” to -- A packet
monitor for examining packets passing through a connection point on a computer
network, each packet conforming to --.
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UNITED STATES ~ATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

pATENTNO.  :6,771,646 BI ‘ Page 2 of 2
DATED : August 3, 2004 )
[NVENTOR(S) : Sarkissian et al.

-~

It is certified that error appears in the above-identified patent and that said Letters Patent is
hereby corrected as shown below:

Column 37
Lines 61-63, please change “A packet monitor for examining packet passing through a
connection point on a computer network, each packets conforming to” to -- A packet

monitor for examining packets passing thrbugh a connection point on a computer
network, each packet conforming to --.

Signed and Sealed this

Twenty-first Day of September, 2004

o~ JON W. DUDAS
Director of the United States Patent and Trademark Office

EX 1019 Page 403



¥
v Y

3
- £ %
UNITED STATES PATENT AND TRADEMARK OFFICE
5 CERTIFICATE OF CORRECTION
PATENT NO.  : 6,771,646 Bl Page 1 of 1
DATED : August 3, 2004
INVENTOR(S) : Sarkissian et al.
Itis certified that error appears in the above-identified patent and that said Letters Patent is
hereby corrected as shown below:
olumn 37,
Line 54, kindly change “stack,” to -- set, --.
Column 38,
: Lines 56 and 64, kindly change “A method” to -- A monitor --.
5
&
;
i
#l
&
4
b
% Signed and Sealed this
ha
; Sixteenth Day of November, 2004
’
{ JON W. DUDAS
3 Director of the United States Patent and Trademark Office
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INFO SUPPLIED BY: R
OACALDRC Inltials

SECOND REQUEST (DIFFERENT CORRECITONS), SUPERSEDE OR: RECONSIDERATION
(OAC OR LDRC, USE A RED PEN FOR COMPLETING INFO, ON THIS COVER SHEET) (112002 cbn)

Team Leader, an Office Automation Clerk may assist you by supplying data from CofC Database
(Current & History), PALM, and copies from Intranet, to determinc type of request (second request,
supersede, and/or reconsideration) and to determine if there were any errors made in decisions and/or

publishing are attributable. Team Leader, check appropriate boxes below, key record (if necessary) and -

forward to JCWS, to order file and assign file to an LIE, to EXPEDITE.
Team Leader, DO NOT ORDER FILE. -

MRD (for request attached to this cover shect) s S/ / 50 [ ¢ 'Ot{ (Team Lcadcr have LDRC; stamp same MRD on 10503) :

File Charged to (in PALM): Date Charged to'Loc.: _ / L
Information re most recent record in CofC database(Check Current & History)
MRD: g / 70, 2ob L( Examiner (LIE’s initials): Sy ’
Date Assigned: . g ‘ | b a2 (’( Turned In; g 1 27 / 200 t
CofC Issued: 1 S/ (5¢ [CofC Denied: / / Updated: Y / N Date: / /
Patent number listed on C of C listing in OG ((ardeoney Y / N

- CofC Issued for this record is attached to patent on Internet ircteone) Y / N

New/different correction(s) requested. Check Intranet or with RTIS. irdeong Y / N

‘t— Duplicate (same heading and corrections published/issued CofC-on Intranet. (drdesny Y / N

G Substitute or corrected request. Locate the original request(check with JCWS and RTIS).
'§/§ewnd Request (another) requesting new/different corrections or additional corrections. TEAM
DER, DO NOT ORDER FILE. If necessary, call attorney/applicant for assistance in determining if

new/different corrections. Team Leader, key new a record on: _/{/. [~ 144, Place and count with

CofCs keyed, same week, determine and note in to upper right hand corner if “P”, “ ”, or “RTC”.
Mark through-any corrections on 1050, that were appropriately published; or JCWS assign ta:

D Reconsideration [] Supersede D Special CofC [ ] Erratum DExpedite CofC

Team Leader, determine if a Request for a Corrected CofC (Supersede) or Reconsideration, duc
to error in decisions or keying, attributable to (check the appropriate box, below):

D RTIS D LIE: D OFFICE ’ D -ATTY.
Keying Error LIE Proccssmg or Error in Entry of Docuniiént 1323 Consideration
Decision Error or Ex. Decision or Petition Required
If errors are attributable to LIE, use guidelines for appropriately notifying the LIE and reco rding
errors (make copies supporting that the LIE made error, attach copies to this cover sheet; keeping
copies for your records, and forward copies to CBN, at the end of each month).

D JW or OL,locate request for CofC published on: / / and return to:___——
(Circle OAC Initials) -

Team Leader keyed record on on: Past card Printed by Tdsncem
(Feam Leaders, give all second requests (o Tasneeny, to print a post card.) -

D JCWS, order file and assign or reassign to LIE/to: /LIE, sce your Team Leader for assistance
Comments/ Instructions: e gt e

[

L
D SEE REVERSE SIDE, FOR ADDITIONAL COMMENTS/INSTRUCTIONS) (Revised 127152003 ¥ )

EX 1019 Page 405

B

e s a4 b — s Yol

e tramisac o braanrinteie < 1rip

PR

B



€ O
Our Ref./Docket No: _APPT=001-4 ' Patent

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Inventor(s): Sarkissian, et al.
Assignee: Hi/fn, Inc.

Patent No: 6,771,646 7\
Issue Date: August, 3, 2004
Application No.: 09/608,266
Filed: June 30, 2000

Title: ASSOCIATIVE CACHE STRUCTURE FOR
LOOKUPS AND UPDATES OF FLOW
RECORDS IN A NETWORK MONITOR

REQUEST FOR CERTIFICATE OF CORRECTIONS

Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

Dear Commissioner:

The above patent contains significant error(s) as indicated on the attached Certificate of Correction form
(submitted in duplicate).

X Such error(s) arose through the fault of applicant(s). A credit card charge form for the fee is
enclosed. Each such error is of clerical error or minor nature and occurred in good faith and therefore
issuance of the certificate of Correction is respectfully requested.

Such error(s) specifically:
In column 37, line 54 (the 8" line of claim 6), kindly change “stack,” to --set,-.
In column 38, line 56 (the 1% line of claim 12), kindly change “A method” to --A monitor--.

In column 38, line 64 (the 1* line of claim 13), kindly change “A method” to --A monitor--.

Certificate of Mailing under 37 CFR 1.8
1 hereby certify that this response is being deposited with the United States Postal Service as first class mail in an
envelope addressed to the Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450 on.

Date: M"\ ,Z,«] 3/11)(“ Signed: &"‘"‘

Name: Amy Drury

(
VU
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Our Ref./Docket No: APPTS/01-4 Page 2 ;
The undersigned requests being contacted at (510) 547-3378 if there are any questions or clarifications, !
or if there are any problems with issuance of the Certificate of Correction.
i

Respectfully Submitted, :

hug, 27,2004 o ,

Date Dov lRﬁﬁféﬁd, Reg. No. 38687 :

Ageiit of Record. i

i

Address for correspondence: i
Dov Rosenfeld :
5507 College Avenue, Suite 2, ‘
Oakland, CA 94618 :

Tel. (510)547-3378; Fax: (510)291-2985

i
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Our Ref/Docket No: APPT-001-4
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

»

Patent

Inventor(s): Sarkissian, ef al.
Assignee: Hi/fn, Inc.
Patent No: 6,771,646
Issue Date: August 3, 2004

: Application No.: 09/608,266
Filed: June 30, 2000

Title: ASSOCIATIVE CACHE STRUCTURE FOR
LOOKUPS AND UPDATES OF FLOW
RECORDS IN A NETWORK MONITOR

e

Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

Dear Commissioner:

form (submitted in duplicate).

ot
rae s

DG MRS e o e e,

g ol R

Such error(s) specifically:

third inventor.

e ::m“‘g e e s v

/;

REQUEST FOR CERTIFICATE OF CORRECTIONS

Change of Inventorship

The above patent contains significant error(s) as indicated on the attached Certificate of Correction

Such error(s) arose through the fault of applicant(s). Payment for the fee is being submitted by EFS
Web by credit card payment. Each such error is of clerical error or minor nature and occurred in good
faith and therefore issuance of the certificate of Correction is respectfully requested. The correction
does not involve changes which would constitute new matter or require re-examination.

Kindly add William H. Bares, of 5063 Elester Drive, San Jose, CA 95124, a Citizen of US as

The change includes a change of inventorship of an issued patent. As stated in MPEP 1412.04-1,
correction of inventorship should be effected under the provisions of 35 USC 256 and 37 CFR 1.324 by
filing a request for a Certificate of Correction if (A) the only change being made in the patent is to
correct the inventorship; and (B) all parties are in agreement and the inventorship issue is not contested.
The only change being requested is to correct the inventorship. All parties are in agreement and the

inventorship issue is not contested.

S s

I h?c cex}:fy that this response is bei

26:Novembcr 2007

Certificate of Electronic filing by EFS Web
ng submitted via EFS Web on this day.

Signed:_/Dov Rosenfeld/ Reg No, 38687

i

2.

Name: Dov Rosenfeld, Reg. No. 38687

R ————

et e
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Our Ref./Docket No: APPT-001-4

Page 2

Payment for the fees believed required is being submitted by EFS Web by credit card payment.

The Office is hereby authorized to charge payment of any missing fees associated with this

communication or credit any overpayment to Deposit Account 50-0292.

The undersigned requests being contacted at (510) 547-3378 if there are any questions or clarifications,

or if there are any problems with issuance of the Certificate of Correction.

Respectfully Submitted,
26 November 2007 /Dov. Rosenfeld/ Reg. No. 38687
Date Dov Rosenfeld, Reg. No. 38687
Agent of Record.
Address for correspondence:
Dov Rosenfeld
5507 College Avenue, Suite 2,
QOakland, CA 94618
Tel.(510) 547-3378; Fax: (510) 291-2985
_

EX 1019 Page 409




O

{Also Form PTO-1050)

PTO/SB/44 (10-96

Appraved for use through 6/30/88. OMB 0851-003
i Patent and Trademark Office. U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required o respond to @ coflection of information unless ¢ displays a valid OMB control number.

PATENT NO : 6,771,646
DATED : August 3, 2004
INVENTOR(S) : Sarkissian, et al.

Patent are hereby corrected as shown below:

T

CA 95124, a Citizen of US as third inventor

o

el

<.

- o e

UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

It is certified that an error appears in the above-identified patent and that said Letters

In the list of Inventors, add William H. Bares, of 5063 Elester Drive, San Jose,

PAGE 10of 1

MAILING ADDRESS OF SENDER (Atty/Agent of Record):
Dov Rosenfeld, Reg. No. 38687
5507 College Avenue, Suite 2
Oakland, CA 94618

v ik w;.:*,w‘..%%:mg 3 Wi x‘c}ww B

PATENT NO: _6,771,646
No. of additional copies
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PTO/SB/44 (10-96)

Approved for use through 6/30/39. OMB 0651-0033

) Patent and Trademark Office: U S DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persans are required o respond 1o a coecion of information unless itdisplays a valid OMB control number.

of

% {Also Form PTO-1050)

i

: UNITED STATES PATENT AND TRADEMARK OFFICE

3 CERTIFICATE OF CORRECTION

PATENT NO : 8,771,646 PAGE 10of 1
: DATED : August 3, 2004

INVENTOR(S) : Sarkissian, et al.

It is certified that an error appears in the above-identified patent and that said Lefters
Patent are hereby corrected as shown below:

; In the list of Inventors, add William H. Bares, of 5063 Elester Drive, San Jose,
§‘ CA 95124, a Citizen of US as third inventor

%

;

%

s

MAILING ADDRESS OF SENDER (Atty/Agent of Record):
Dov Rosenfeld, Reg. No. 38687
5507 College Avenue, Suite 2
Oakland, CA 94618

PATENT NO: _6,771,646
No. of additional copies

o Aas
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Our Ref./Docket No: APPT-001-4 Patent
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Inventor(s): Sarkissian, et al. Title: ASSOCIATIVE CACHE
. . - STRUCTURE FOR LOOKUPS
Assignee: Exar Corporation AND UPDATES OF FLOW
Patent No: 6,771,646 RECORDS IN A NETWORK
MONITOR

Issue Date: August 3, 2004
Application No.: 09/608,266
Filed: June 30, 2000

REQUEST TO CORRECT INVENTORSHIP

Commissioner for Patent
P.O. Box 1450
Alexandria, VA 22313-1450

Dear Commissioner:

Applicant hereby petitions correcting inventorship for the above referenced issued patent. A request
for a Certificate of Corrections is included herewith.

Kindly add William H. Bares, of 5063 Elester Drive, San Jose, CA 95124, a Citizen of US as third
inventor.

Such error(s) in inventorship arose through the fault of applicant(s). Each such error is of clerical nature
or minor nature and occurred in good faith and without any deceptive intention on the part of any one of
the applicant(s), assignee(s), or the undersigned. The correction does not involve changes which would
constitute new matter or require re-examination. Granting of this petition to correct inventorship is
respectfully requested.

Included with this request are:
X Arequest for a Certificate of Corrections.

X Asigned statement from William H. Bares, the inventor being added that the error of failing
to include William H. Bares as an inventor of the patent occurred without any deceptive intent
on the part of William H. Bares;

X Signed statement(s) from current named inventors that each either agrees to adding William
H. Bares as inventor or has no disagreement with adding William H. Bares as inventor;

X A signed statement from Exar Corporation, the assignee of record agreeing to adding
William H. Bares as inventor;

X A statement that the person signing on behalf of Exar, Inc., the assignee of record that such’
person is authorized to sign, per 37 CFR 3.73;

B e PN SR PRP S ).

N it e e ok mn
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Our Ref./Docket No: _APPT-001-4 Page 2

X __ Declaration and Power of Attorney signed by William H. Bares; and
X Payment for the fees required (submitted by credit card payment via EFS Web).

Thus, as stated in MPEP 1481.02, correction of inventorship should be effected under the provisions of
35 USC 256 and 37 CFR 1.324 as this petition is accompanied by:

(a) A statement from the person who is being added as an inventor that the inventorship error
occurred without any deceptive intention on his part;

(b) A statement from the current named inventors agreeing to the change of inventorship.
(c) A statement from the assignee of the parties submitting this petition, agreeing to the change of
inventorship in the patent.

X __Throughout pendency of this application, the Commissioner is hereby authorized to charge
payment of any missing fee(s) or credit any overpayment to Deposit Account
No. 50-0292.

The undersigned requests being contacted at (510) 547-3378 if there are any questions or
clarifications, or if there are any problems with the petition to correct inventorship.

LWL H e MR

Respectfully Submitted,
August 18, 2012 /Dov Rosenfeld/ Reg. No. 38687
Date Dov Rosenfeld, Reg. No. 38687
Agent of Record.
Address for correspondence:
Dov Rosenfeld
5507 College Avenue, Suite 2,
Qakland, CA 94618
Tel.(510) 547-3378; Fax: (510) 291-2985
i
;
%
I
{
{
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Our Ref./Docket No: APPT-001-4 - Patent
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Inventor(s): Sarkissian, e al. Title: ASSOCIATIVE CACHE
. i STRUCTURE FOR LOOKUPS
Assignee: Exar Corporation AND UPDATES OF FLOW
Patent No: 6,771,646 RECORDS IN A NETWORK
MONITOR

Issue Date: August 3, 2004
Application No.: 09/608,266
Filed: June 30, 2000

REQUEST TO CORRECT INVENTORSHIP:
STATEMENT FROM ASSIGNEE OF INVENTOR BEING ADDED

Commissioner for Patents
P.O. Box 1450

Alexandria, VA 22313-1450
Dear Commissioner:

Exar Corporation, a corporation incorporated in the state of Delaware, the Assignee of record of the
above-referenced patent, agrees to adding Wiltiam H. Bares, of 5063 Elester Drive, San Jose, CA
95124, a Citizen of US as the third inventor of the above referenced patent.

The undersigned is authorized to sign on behalf of Exar Corporation, the assignee.

Attached is a statement under 37 CFR 3.73(b) that the subject application is indeed assigned to Exar
Corporation.

Respectfully Submitted,
77LW r AML,&‘. Q/ﬁ/ /2
Signature }/‘ DATE

Printed name: Thomas R. Melendrez
Title: General Counsel. Secretary, and EVP Business Development

e
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Our Ref./Docket No: _APPT-001-4 Patent
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Inventor(s): Sarkissian, et al. Title: ASSQCIATIVE CACHE
Assignee: Exar Corporation STRUCTURE FOR LOOKUPS
. AND UPDATES OF FLOW
Patent No: 6,771,646 RECORDS IN A NETWORK
MONITOR

Issue Date: August 3. 2004
Application No.: 09/608,266
Filed: June 30, 2000

PETITION TO CORRECT INVENTORSHIP:
STATEMENT FROM INVENTOR BEING ADDED

Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

Dear Commissioner:

With respect to the petition to correct inventorship in the above referenced patent by adding me:
William H. Bares, of 1655 Parkview Green Circle, San Jose, CA 95131, a Citizen of US

as the third inventor,

please note that the error of failing to include me as an inventor of the above referenced application
and patent occurred without any deceptive intent on the part of me, William H. Bares. Furthermore
note that the other inventors are indicating that they agree to this change of inventorship. This patent
and its application has been assigned by me to Exar Corporation, the firesent assignee of record. Also
included is a declaration signed by me and my Power of Attorney to Dov Rosenfeld to prosecute the
application and Patent. Furthermore note that Exar Corporation, the assignee of record is indicating
that it agrees to this change of inventorship.

Respectfully Submitted,

THIRD INVENTOR:

G Y S 7030 2005
Inventor's Signature DATE

Inventor's Printed Name: William H. Bares

Address for comrespondence:
Dov Rosenfeld
5507 College Avenue, Suite 2,
Oakland, CA 94618
Tel.(510) 547-3378; Fax: (510) 291-2985
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our Ref./Docket No: gﬂf’fﬁﬁi«o ) Patent
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Jnventor(s): Sarkissian, etal Title: ASSOCIATIVE CACHE
N STRUCTURE FOR LOOKUPS
Assignee: Hi/fn, Inc. AND UPDATES OF FLOW
patent No: 6,771,646 RECORDS IN A NETWORK
MONITOR

[ssue Date: August 3, 2004
Application No.: 09/608,266
Filed: June 30, 2000

REQUEST TO CORRECT INVENTORSHIP:

STATEMENT FROM CURRENT NAMED INVENTORS

Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

Dear Commissioner:

We, the current named inventors of the above referenced patent agree to adding William H. Bares of 5063
Elester Drive, San Jose, CA 95124, a Citizen of US as the third inventor of the above referenced patent

and application.

Respectfully Submitted,

FIRST INVE&TOR

| \ §§ /,,{d,__ §-13-3009
fmcnwr§ Mignature DATE

N

%,

Inventor’s Printed Name: Haig A. Sarkissian

SECOND INVENTOR:

Inventor's Signature DATE

Inventor’s Printed Name: Russell S. Dietz
Address for correspondence:

Dov Rosenteld
5507 College Avenue, Suite 2,
QOakland, CA 94618

EX 1019 Page 416

XA R S A,

Tel.(510) 547-3378; Fax: (510} 291-2985 ,



o

I

e

e m

[ Ty

e

S e g RER - SR Frge s

o e,
-

g ey

- Q D

Our Ref./Docket No: APPT-001-4 Patent
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Inventor(s): Sarkissian, et al. Title: ASSOCIATIVE CACHE
- . STRUCTURE FOR LOOKUPS
Assignee: Exar Corporation AND UPDATES OF FLOW
Patent No: 6,771,646 RECORDS IN A NETWORK
MONITOR

Issue Date: August 3, 2004
Application No.: 09/608,266
Filed: June 30, 2000

REQUEST TO CORRECT INVENTORSHIP:
STATEMENT FROM CURRENT NAMED INVENTORS

Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

. Dear Commissioner:

We, the current named inventors of the above referenced patent agree to adding 1655 Parkview Green Circle,

San Jose, CA 95131, a Citizen of US as the third inventor of the above referenced patent and application.

Respectfully Submitted,

FIRST INVENTOR:

Inventor's Signature DATE
Inventor’s Printed Name: Haig A. Sarkissian
SECOND INVENTOR:

] - Digtally signed by Dletz,Russell
j P DN: de=local, de=sfnt, dc=amer, ou=Locations, ou=US, ou=Redwood
2 ) Clty, ou=Users, cn=Dletz,Russeli, email=Russell. Dietz@safenet-Inc.com

Date: 2012.08.01 10 27:07 -07'00"

Inventor's Signature DATE

Inventor’s Printed Name: Russell S. Dietz

Address for correspondence:

Dov Rosenfeld

5507 College Avenue, Suite 2,

Oakland, CA 94618

Tel.(510) 547-3378; Fax: (510) 291-2985
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DECLARATION, Attorney Docket No. | APPT-001-4
POWER OF ATTORNEY, AND First Inventor | Haig A. Sarkissian

AUTHORIZATION TOPERMIT [ 75" [ASSOCIATIVE CACHE S
TRUCTURE FOR
ACCESS FOR UTILITY PATENT LOOKUPS AND UPDATES OF FLOW RECORDS
APPLICATION IN A NETWORK MONITOR
(37 CFR § 1.63)

As a below named inventor, 1 hereby declare that:
My residence/mailing address and citizenship are as stated below next to my name;

1 believe I am the original, first and sole inventor (if only one name is listed below) or an original, first and joint invensor (if plural names are
listed below} of the subject matter which is claimed and for which a patent is sought on the invention entitled:

ASSOCIATIVE CACHE STRUCTURE FOR 1L OOKUPS AND UPDATES OF FLOW RECORD A NETWORK MONITOR

the specification of which is being submitted concurrently unless the following is checked or marked with an X:
X was filed on June 30, 2000 as US Application Serial No.___09/608.266

1 hereby state that 1 have reviewed and understood the contents of the above-identitied specification, including the claims, as amended by any
amendment(s) referred to above. 1 acknowledge the duty to disclose all information known to me to be material to patentability as defined in 37
CFR 1.56.

Authorization To Permit Access To Application by Participating Offices

The undersigned hereby grant(s) the USPTO authority to provide the European Patent Office (EPO), the Japan Patent Office (JPO), and any
other intellectual property offices in which a foreign application claiming priority to the above-identified application is filed access to the
above-identified patent application. See 37 CFR 1.14(c) and (h).

In accordance with 37 CFR [.14(h)3), access will be provided to a copy of the application-as-filed with respect to: 1) the above-identified
application, 2) any foreign application to which the above-identified application claims priority under 35 USC 119(a)-(d} if a copy of the
foreign application that satisfies the certified copy requirement of 37 CFR 1.55 has been filed in the above-identified US application, and 3)
any U.S. application from which benefit is sought in the above-identified application.

In accordance with 37 CFR 1.14(c), uccess may be provided to information concerning the date of filing the Authorization to Permit Access to
Application by Participating Offices.
Foreign Application(s) and/or Claim of Foreign Priority

I hereby claim foreign priority benefits under Title 35, United States Code Section 119 of any foreign application(s) for patent or inventor(s)
certificate listed below and have also identified below any foreign application for patent or inventor(s) certificate having a filing date before
that of the application on which priority is claimed:

COUNTRY APPLICATION NUMBER DATE FILED PRIORITY CLAIMED 35 US.C. {19

YES: . NO:

Provisional Application
I hereby claim the benefit under Title 35, United States Code Section 119(e) of any United States provisional application(s) listed below:

APPLICATION SERIAL NUMBER FILING DATE
60/141,903 June 30, 1999

U.S, Priority Claim

1 hereby claim the benefit under Title 35, United States Code, Section 120 of any United States application(s) listed below and, insofar as the
subject matter of cach of the claims of this application is not disclosed in the prior United States application in the manner provided by the first
paragraph of Title 35, United States Code Section 112, T acknowledge the duty to disclose material information as defined in Title 37, Code of
Federal Regulations, Section 1.56(a) which occurred between the tiling date of the prior application and the national or PCT international filing
date of this application:

IAPPLICATION SERIAL NUMBER FILING DATE STATUS(patented/pending/abandoned)

POWER OF ATTORNEY:

As 2 named inventor, | hereby appotnt the following attomey(s) and/or agent(s) listed befow to prosecute this application and transact all
business in the Patent and Tradermark Office connected therewith:

Dov Rosenfeld, Reg. No. 38,687
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Declaration and Power of Attorney {Continued)
Case No; APPT-001-4
Page 2 of 3

Send Correspondence to: Direct Telephone Calls or Emails To:
Customer number: 21921 Dov Rosenfeld, Reg. No. 38,687

Tek: (510) 547-3378

: Email; dov@inventek.com

I authonize the above-referenced attorney(s) and/or ageni(s) o insert, on my behalf, the filing date and/or serial number above pertaiing to this
application, it not Anown as of the date of execution of this document.

1 hereby declare under penalty of perjury under the laws of the United States of America that all statements made herein of my own knowledge
are true and that all statements made on information and belief are believed to be true; and further that these statements were made with the
knowledge that wiltul false statements and the like so made are punishable by fine or imprisonment. or both, under Section 1001 of Title 18 of
the United States Code and that such willful false statements may jeopardize the validity of the application or any patent issued thereon.

i

INVENTOR SIGNATURE(S):

NAME OF FIRST INVENTOR: | ____ A petition has been filed for this unsigned inventor
Given Name Haig A. Family Name | Sarkissian
(first and M1) = of Surname
Inventor's
Signature Date
Residence Cornwall on | Residence New York Residence USA us
City Hudson State Country Citizenship
Mailing 11 Braden Place
Address

Cornwall on | State New York Postcode/ 12520 USA
City Hudson Zip Country
NAME OF SECOND INVENTOR: L____ A petition has been filed for this unsigned inventor
Given Name Russell S. Family Name | Dietz
(tirst and M) or Surname g
Inventor's
Signature Date
Residence San Jose Residence CA Residence USA uUs
City State Country Citizenship
Mailing 6475 Deer Hollow Drive
Address

San Jose State CA Postcode/ 95120-1623 USA :
City Zip Country i
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Declaration and Power of Attorney (Continued)
Case No; APPT-001-4

pPage 3 of 3
NAME OF THIRD INVENTOR: l ___ A petition has been filed for this unsigned inventor
Given Name | Wwilliam H. Family Name | Bares
(first and M) or Surname
Inventor's W /
Signature Date 7 [ F0{ Jory
fj . Residence San Jose Residence CA Residence USA
it ’ City State Country Citizenship J
I
%! Mailing 1655 Parkview Green Circle x:
A Address D
it 3
s Sun Jose State CA Postcode/ 95131 USA g
! City Zip Country ]
g
3
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Approved for use through 01/31/2009, OomB
' U S. Patent and Trademark Office; U.S. DEPARTMENT op ngﬁE‘Oché
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control myr v,

STATEMENT UNDER 37 CFR 3.73(b)

Applicant/Patent Owner: First Inventor: Haig Sarkissian ; Assignee: Hifn, Inc.
Application No./Patent No.: 09/608,266 / 6,771,646 Filed/lssue Date: Filed 06-30-2000 / Issued 08-03-2004

Tiled:  ASSOCIATIVE CACHE STRUCTURE FOR LOOKUPS AND UPDATES OF FLOW RECORDS IN A NETWORK

MONITOR
Exar Corporation ,a corporation
(Name of Assignee) (Type of Assignee, e.g., corporation, partnership, university, government agency, etc,

states that it is:

1. the assignee of the entire right, title, and interest in;

2. E] an assignee of less than the entire right, title, and interest in
(The extent (by percentage) of its ownership interest is %); or
3. D the assignee of an undivided interest in the entirety of (a complete assignment from one of the joint inventors was made)

the patent application/patent identified above, by virtue of either:

A I:] An assignment from the inventor(s) of the patent application/patent identified above. The assignment was recorded in
the United States Patent and Trademark Office at Reel , Frame , or for which a
copy therefore is attached.

OR
8. A chain of title from the inventor(s), of the patent application/patent identified above, to the current assignee as follows:
1. From: Sakissian and Dietz {Inventors) To: Apptitude, Inc
The document was recorded in the United States Patent and Trademark Office at
Reel 011258 , Frame0672 , or for which a copy thereof is attached.
2. From: Apptitude, Inc To: HifFn, thc

The document was recorded in the United States Patent and Trademark Office at

Reel 028800 . Frame 0034 , orfor which a copy thereof is attached.

3.From: Hi/Fn, Inc To: Exar Corporation

The document was recorded in the United States Patent and Trademark Office at

Reel 023180 . Frame0733 , or for which a copy thereof is attached.

Additional documents in the chain of title are listed on a supplemental sheet(s).

D As required by 37 CFR 3.73(b)(1)(i), the documentary evidence of the chain of title from the original owner to the assignee was,
or concurrently is being, submitted for recordation pursuant to 37 CFR 3.11.

[NOTE: A separate copy (i.e., a true copy of the original assignment document(s}) must be submitted to Assignment Division in
accordance with 37 CFR Part 3, to record the assignment in the records of the USPTO. See MPEP 302.08]

The undersigned (whose titie is supplied below) is authorized to act on behalf of the assignee.

/Dov Rosenfeld/#38687 August 18, 2012
Signature Date
Dov Rosenfeld, Reg. No. 38687 Agent to Assignee
Printed or Typed Name Title
This collection of mformation is required by 37 CFR 3.73(b). The information 1s required to obtain or retain a benefit by the pubhc which is to file {and by the USPTO to
process) an applicabon. Confidentiality is governed by 35 U.S C. 122 and 37 CFR 1 11and 114 This collection is estimated lo take 12 to complete, including

gathering, preparing, and submitting the completed apphcation form to the USPTO. Time will vary depending upon the indvidual case. Any comments on the amount of time
you requt}e to complete this form and/or suggestions for reducing this burden, should be sent (o the Chief information Officer, U S. Patent and Trademark Office, US
Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS SEND TO: Commissioner

for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

if you need assistance in completing the form, calf 1-800-PTO-9199 and sefect option 2.
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STATEMENT UNDER 37 CFR 3.73(b) -:ADDITIdNAL SHEET

Applicant/Patent Owner: First Inventor: Haig Sarkissian ; Assignee: Hifn, Inc.
Application No./Patent No.. 09/608,266 /6,771,646 Filed/lssue Date: Filed 06-30-2000/ Issued 08-03-2004

Tited:~  ASSOCIATIVE CACHE STRUCTURE FOR LOOKUPS AND UPDATES OF FLOW RECORDS IN A NETWORK
MONITOR -

Exar Corporation .a corporation

(Name of Assignee)

(Type of Assignee, e.g., corporation, partnership, ty. go t agency, etc

states that it is:

1. E the assignee of the entire right, title, and interest in;
7

Continuing the chain of title from the inventor(s), of the patent application/patent identified above, to the current assignee
as follows:

4,From: Inventor: William H. Bares To: Exar Corporation

The document was recorded in the United States Patent and Trademark Office at
Reel 028799 , Frame 0658

, or for which a copy thereof is attached.

The undersigned (whose title is supplied below) is authorized to act on behalf of the assignee.

/Dov Rosenfeld/#38687 August 18, 2012
Signature Date

Dov Rosenfeld, Reg. No. 38687 Agent to Assignee
Printed or Typed Name Title

This collection of information 1s required by 37 CFR 3.73(b) The informatian 15 required to obtain or retain a benefit by the public which is to file {and by the USPTO to
process) an applicabon  Confidentiality is governed by 35 U.SC. 122 and 37 CFR 1.11 and 1 14 This collection 1s estimated to take 12 minules to complete, including
gathering, preparing, and submitting the completed apphcation form to the USPTO. Time will vary depending upon the indwidual case Any carmments on the amount of ime
you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U S. Patent and Trademark Office, U.S.
Department of Commerce, P.O Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner
for Patents, P.O. Box 1450, Alexandria, VA 22313-1450,

if you need assistance in completing the form, calf 1-800-PT0-9199 and sefect option 2
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Electronic Acknowledgement Receipf

Nt

EFS ID: 13529872
Application Number: 09608266
International Application Number:
Confirmation Number: 9867

Title of Invention:

ASSOCIATIVE CACHE STRUCTURE FOR LOOKUPS AND UPDATES OF FLOW
RECORDS IN A NETWORK MONITOR

First Named Inventor/Applicant Name:

Haig A. Sarkissian

Correspondence Address:

Dov Rosenfeld

5507 College Avenue

Suite 2

Oakland CA 94618
us 510-547-3378

Filer: Dov Rosenfeld
Filer Authorized By:
Attorney Docket Number: APPT-001-4
Receipt Date: 18-AUG-2012
Filing Date: 30-JUN-2000
Time Stamp: 19:43:23
Application Type: Utility under 35 USC 111(a)

Payment information:

Submitted with Payment

yes

Payment Type

Credit Card

Payment was successfully received in RAM

$100

S ——
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RAM confirmation Number 7463

Deposit Account 500292
Authorized User ROSENFELD,DOV

The Director of the USPTO is hereby authorized to charge indicated fees and credit any overpayment as follows:
Charge any Additional Fees required under 37 CF.R. Section 1.16 (National application filing, search, and examination fees)
Charge any Additional Fees required under 37 CF R. Section 1.17 (Patent application and reexamination processing fees)
Charge any Additional Fees required under 37 CF.R. Section 1.19 (Document supply fees)

Charge any Additional Fees required under 37 CF.R. Section 1.20 (Post Issuance fees)

Charge any Additional Fees required under 37 CF.R. Section 1.21 (Miscellaneous fees and charges)
# * | FileListing:
o
Fa .
kS ocument s - ile Si
D Document Description File Name File Size{ thes)l Muitl' 'Pages
Number Message Digest | Part/.zip| (ifappl.)
38502
. . . APPT-001-4_CertificCorrection
f fi f - -1
1 Request for Centificate of Correction 2012-08-18 pdf no 3
ot
Warnings:
Information:
- N - 26599
5 Petition for review by the Technology | APPT-001-4_PetitionAdd_2012 no 5
Center SPRE. -08-18.pdf
ab7816db6a3dceSdasd 12 137058 3be7 3]
oRtcH
Warnings:
information:
299711
. . APPT-001-4_Statements_signe
3 Miscellaneous Incoming Letter dndf no 4
p #712b0cT 3eAcOBE 1 721751 1904caeddcS)
0776
Warnings:
4 Information:
&
& APPT-001-4_Bares_Dedaration 127415
Z 4 Qath or Declaration filed daned.ndf no 3
()f =59 .p 08483e4e32300c360d 1 21d 748278061117 |
9l #6333
; Warnings:
;% Information:
3 i 703714
3 Assignee showing of ownership per 37 | APPT-001-4_37CFR373_signed. o 5
; 5 CFR3.73(b). pdf
§ 65827 caSI4 H4001RSe02000441936bef 1|
}y‘ cdda
‘ Warnings:
kK information:
30039
6 Fee Worksheet (SB0S) fee-info.pdf no 2
: 10770a23489049e62bafsa8abSbaeb0d 3|
96118
4 e—
arnings:
Information:
Total Files Size (in bytes){ 1225980

EX 1019 Page 424



A A :..)

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar toa
Post Card, as described in MPEP 503.

—

New Applications r35U.S.C. 111

If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR
1.53(b)-(d) and MPEP 506}, a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this
Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C, 371 g

If a timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application asa

national stage submission under 35 U.5.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

If a new international application is being filed and the international application includes the necessary components for 3

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number 2

and of the international Filing Date (Form PCT/R0O/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
\
]
X
.
]
i
i

w— -
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Electronic Patent Application Fee Transmittal

Application Number: 09608266

Filing Date: 30-Jun-2000

Title of invention: RECORDS IN A NETWORK MONITOR

ASSOCIATIVE CACHE STRUCTURE FOR LOOKUPS AND UPDATES OF FLOW

First Named Inventor/Applicant Name: Haig A. Sarkissian
Filer: Dov Rosenfeld
Attorney Docket Number: APPT-001-4

Filed as Large Entity

Utility under 35 USC 111(a) Filing Fees

Description Fee Code Quantity Amount Sut-;';(t;}l in
Basic Filing:
Pages:
Claims:
Miscellaneous-Filing:
Petition:
Patent-Appeals-and-Interference:
Post-Allowance-and-Post-Issuance:
Certificate of correction 1811 1 100 100
Extension-of-Time:
————

y
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Description Fee Code Quantity Amount

Sub-Total in
UsD($)

ek Miscellaneous:

Total in USD (%) 100
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UNITED STATES PATENT AND TRADEMARK OFFICE

Commissioner for Patents
United States Patent and Trademark Office

P.O. Box 1450
Alexandria, VA 22313-1450

Dov Rosenfeld
5507 College Avenue, Suite 2
Oakland CA 94618

In re Application of: HAIG SARKISSIAN et al.

Application No. 09608266
Patent No. 6771646 DECISION ON REQUEST FOR

Filed: June 30, 2000 CERTIFICATE OF CORRECTIONS
For: ASSOCIATIVE CACHE STRUCTURE CHANGE OF INVENTORSHIP

FOR LOOKUPS AND UPDATES OF FLOW
RECORDS IN A NETWORK MONITOR

This is a decision on the petition under filed August 18, 2012, to correct inventorship under 37
CFR 1.324.

The petition is DISMISSED.

A petition to correct inventorship under 37 C.F.R. 1.324 must be accompanied by:

{1) Where one or more persons are being added, a statement from each person who is being added
as an inventor that the inventorship error occurred without any deceptive intention on his or her
part;

(2) A statement from the current named inventors who have not submitted a either agreeing to the
change of inventorship or stating that they have no disagreement in regard to the requested change;
(3) A statement from all assignees of the parties submitting a statement agreeing to the change of
inventorship in the patent; and

(4) The fee set forth in § 1.20(b).

The petition failed to comply with the item (2) above. The statement from current inventor Russell
Dietz is defective as it does not identify the name and the correct address of the new inventor to be
added.

Telephone inquiries concerning this decision should be directed to Hassan Kizou at 571-272-3088.
All other inquiries concerning the status of the application should be directed to Patent Application
Information Retrieval (PAIR) system.

7S PR

/Hassan Kizow/

: Hassan Kizou
SPE, Technology Center 2400
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1 ""’% j UNITED STATES PATENT AND TRADEMARK OFFICE

e
Commission

United States Patent and Tran fo Patents

demar k Office

O Box 145
\ | Alexandna VA 22313- 1453

W Usplo goy

Dov Rosenfeld
5507 College Avenue, Suite 2
Oakland CA 94618

In re Application of: HAIG SARKISSIAN et al.

Application No. 09608266 ,
Patent No. 6771646 ’ DECISION ON REQUEST FOR

Filed: June 30, 2000 CERTIFICATE OF CORRECTIONS

For: ASSOCIATIVE CACHE STRUCTURE CHANGE OF INVENTORSHIP
FOR LOOKUPS AND UPDATES OF FLOW
RECORDS IN A NETWORK MONITOR

This is a decision on the petition under filed August 18, 2012, to correct inventorship under 37
CFR 1.324.

The petition is DISMISSED.

A petition to correct inventorship under 37 C.F.R. 1.324 must be accompanied by:

(1) Where one or more persons are being added, a statement from each person who is being added
as an inventor that the inventorship error occurred without any deceptive intention on his or her
part;

(2) A statement from the current named inventors who have not submitted a either agreeing to the
change of inventorship or stating that they have no disagreement in regard to the requested change;
(3) A statement from all assignees of the parties submitting a statement agreeing to the change of
inventorship in the patent; and

(4) The fee set forth in § 1.20(b).

The petition failed to comply with the item (2) above. The statement from current inventor Russell
Dietz is defective as it does not identify the name of the new inventor to be added.

Telephone inquiries concerning this decision should be directed to Hassan Kizou at 571-272-3088.

All other inquiries concerning the status of the application should be directed to Patent Application
Information Retrieval (PAIR) system.

/Hassan Kizow/

Hassan Kizou
SPE, Technology Center 2400
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DOCKET NO.: 10354-001GEN PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In Re Application of:
3 . ’f
Haig A, Sarkissian, Russell S, Dietz Confirmation No.: 9867 @‘g i
Application No.: 09/608,266 Group Art Unit: 2662
Patent No.: 6,771,646 Issue Date: August 3, 2004 #— ,
Filing Date: June 30,2000 Examiner: Alan V. Nguyen //g} 1

For: ASSOCIATIVE CACHE STRUCTURE FOR LOOKUPS AND UPDATES OF
FLOW RECORDS IN A NETWORK MONITOR

Commissioner for Patents

Office of Patent Publications

ATTN: Certificate of Correction Branch

P.O. Box 14350 ]
Alexandria, VA 22313-1450

< Dear Sir:

' REQUEST FOR CERTIFICATE OF CORRECTION

’;§ PURSUANT TO 37 CFR § 1.322 & 37 CFR § 1.323

‘{ 7
& Tt is respectfully requested that a Certificate of Correction be issued for the above-identified

> patent. The patent has three (3) errors that are the fault of the applicant. Applicant’s errors

] occurred in good faith and are of a clerical or typographical nature, or minor character, and

& are not believed to constitute new matter or require examination.

Enclosed herewith please find a completed Certificate of Correction form.

The fee in the amount of $100.00 is attached.

e N TR

Respectfully submitted,

e

s
Lk

Date: September 4, 2013 /Lawrence A. Aaronson/ |
Lawrence Aaronson
Reg. No. 38,369

Meunier Carlin & Curfman, LLC

R17 W. Peachtree St., NW

Suite 500

Atlanta, GA 30308

phone: (404) 645-7713

fax: (404) 645-7707

i

H

1

1

;

d
—*—--——--—--—4i
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PTO/SBI44 (0g
Approved for use through 08/31/2013 OMB 085(1-0-00373)
U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persans are required to respand to a callection of information unless it displays a valid OMB control number

{Also Form PTO-1 0502

UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

Page __1 of__2

PATENT NO - 6,771,646
APPLICATION NO.: 09/608,266
ISSUE DATE August 3, 2004
INVENTOR(S)

Haig A. Sarkissian, Russell S. Dietz

[t is certified that an error appears or errors appear in the above-identified patent and that said Letters Patent
is hereby corrected as shown below:

IN THE CLAIMS:

Column 2, lines 58 and 59, claim 1, change “to looking up being the cache subsystem” to --the looking up being
via the cache subsystem--.

Column 2, lines 65, 66 and 67, claim 1, change “perform any state operations required for the initial state of the
new flow in the case that the packet is from an existing flow" to --perform any state operations required for the
initial state of the new flow in the case that the packet is not from an existing flow--.

Column 2, line 7, claim 7, change "to storing" to --for storing--.

MAILING ADDRESS OF SENDER (Please do not use customer number below):

Meunier Carlin & Curfman, LLC
817 W. Peachtree St., NW, Suite 500
Atlanta, GA 30308

This collection of information is required {EY 37 CFR 1 322, 1.323, and 1324, The information Is required to obtain or retain a benefit by the public which 15 to file
(and by the USPTO to process) an application. Conﬁdenliallty is govemmed by 35 U.8 C. 122 and 37 CFR 1.14. This collection is estimated lo take 1.0 hour to
complete, including gathering, prepanng, and submitting lhe»compleled application form to the USPTO. Time will vary depending upon the individual case Any
comments on the amounl of time you require to complete this form andior suggestions for reducing this burden, should be sen to the Chef Information Officer,
U.S. Patent and Trademark Office, U.S. Department of (}ommefoe, P O. Box 1450, Alexandria, VA 22313-1450 DO NOT SEND FEES OR COMPLETED
FORMS TO THIS ADDRESS. SEND TO: Attention Certificate of Corrections Branch, Commissioner for Patents, P.O. Box 1450, Alexandria,
VA 22313-1450.

If you need assistance in completing the form, call 1-800-PT0-9199 and select option 2.
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UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

PATENT NO. : 6,771,646 Bl Page 1 of |
APPLICATION NO. : 09/608266

pATED - August 3, 2004

INVENTOR(S) : Haig A. Sarkissian and Russell S. Dietz

itis certified that error appears in the above-identified patent and that said Letters Patent is hereby corrected as shown below:

IN THE CLAIMS:

Column 36, lines 58 and 59, claim 1, change “to looking up being the cache subsystem” to
--the looking up being via the cache subsystem--.

Column 36, lines 65, 66 and 67, claim 1, change “perform any state operations required for the initial
state of the new flow in the case that the packet is from an existing flow” to --perform any state
operations required for the initial state of the new flow in the case that the packet is not from an
existing flow--.

Column 38, line 7, claim 7, change “to storing” to --for storing--.

Signed and Sealed this
Fifteenth Day of October, 2013

Teresa Stanek Rea
Deputy Director of the Unuted States Patent and Trademark Office
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ko UNITED STATES PATENT AND TRADEMARK OFFICE
s Certificate

Patent No. 6,771,646 Bl Patented: August 3, 2004

On petition requesting issuance of a certificate for correction of inventorship pursuant to 35 U.S.C. 256, it has
b};:ex_; ound m}:xi't e above identified patent, through error and without any deceptive intent, improperly sets forth
the inventorship.

Accordingly, it is hereby certified that the correct invcntorshig of this patent is: Haig A. Sarkissian, Conwall
on Hudson, Y (US); Russell S. Dietz, San Jose, CA (US); and William H. Bares, San Jose, CA (US).

Signed and Sealed this Twenty-eighth Day of October 2014.

ROBERTO VELEZ
Supervisory Patent Examiner
Art Unit 2662

Technology Center 2600
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Electronic Acknowledgement Receipt

EFS ID: 16761243

Application Number: 09608266

International Application Number:

Confirmation Number; 9867

ASSOCIATIVE CACHE STRUCTURE FOR LOOKUPS AND UPDATES OF FLOW

Title of Invention: RECORDS IN A NETWORK MONITOR

First Named inventor/Applicant Name: Haig A. Sarkissian
Customer Number: 96039
Filer: Lawrence Aaronson/Karen Carroll
Filer Authorized By: Lawrence Aaronson

Attorney Docket Number:

Receipt Date: 04-SEP-2013
Filing Date: 30-JUN-2000
Time Stamp: 15:25:08
Application Type: Utifity under 35 USC 111(a)

Payment information:

Submitted with Payment yes
Payment Type Electronic Funds Transfer
Payment was successfully received in RAM $100

RAM confirmation Number 2251

Deposit Account

Authorized User

File Listing:
> Document . . File Size(Bytes)/ Multi Pages
ent Description File Name
Number Docum Message Digest | Part/.zip| (ifappl)
S e e
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Transmittal Letter 677?646_Reques‘tjor_cemﬂca no 1
te_of_Correction_Tns.pdf
20743961 4c2dbPad4Ta06h0e 1hREGe |
e7ob22
warnings:
|
|nformation:
165126
2 Request for Certificate of Correction 677]546—PTO~SBﬁ44—Cen'ﬂcat no 2
e_of_Correction.pdf
Dabd 1 dfas 8200803 2565701550k 18764
7aif
Warnings:
Information:
29952
3 Fee Worksheet (SBOS) fee-info.pdf no 2
R7b25¢524 3525487 7465033350035 6e5]
Warnings:
Information:
Total Files Size (in bytes)% 271321

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,
characterized by the applicant, and including page counts, where applicable, It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503,

New Applications Under 35 U.5.C. 111

If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR
1.53(b)-{d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this
Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.5.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the applicationasa
national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office
If a new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the international Application Number
and of the International Filing Date (Form PCT/R0/105) will be issued in due course, subject to prescriptions concerning
national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of
the application.
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Electronic Patent Application Fee Transmittal

Application Number:

09608266

Filing Date;

30-Jun-200C

Title of Invention:

ASSOCIATIVE CACHE STRUCTURE FOR LOOKUPS AND UPDATES OF FLOW
RECORDS IN A NETWORK MONITOR

First Named Inventor/Applicant Name:

Haig A. Sarkissian

Filer;

Lawrence Aaronson/Karen Carroll

Attorney Docket Number:

Filed as Large Entity

Utility under 35 USC 111(a) Filing Fees

Description Fee Code Quantity Amount Suz;\'g(t;)l in

Basic Filing:
Pages:
Claims:
Miscellaneous-Filing:
Petition:
Patent-Appeals-and-interference:
Post-Allowance-and-Post-Issuance:

Certificate of Correction 1811 1 100 100

Extension-of-Time:
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Attorney Docket No. 10354-005US1

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant : Haig A. Sarkissian Art Unit . 2662

Serial No. : 09/608,266 Examiner : Nguyen, Alan V.

Filed - June 30, 2000 Conf No. . 9867

Title . ASSQOCIATIVE CACHE STRUCTURE FOR LOOKUPS AND UPDATES OF
FLOW RECORDS IN A NETWORK MONITOR

Mail Stop Petition

Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

PETITION TO CORRECT INVENTORSHIP UNDER 37 C.E.R. § 1.324

Dear Commissioner;

Applicant hereby petitions correcting inventorship for the above referenced issued patent, A
request for a Certificate of Corrections is included herewith.

Kindly add William H. Bares, of 5063 Elester Drive, San Jose, CA 95124, a Citizen of US as
third inventor.

Such error(s) in inventorship arose through the fault of applicant(s). Each such error is of clerical
nature or minor nature and occurred in good faith and without any deceptive intention on the part of
any one of the applicant(s), assignee(s), or the undersigned. The correction does not involve changes
which would constitute new matter or require re-examination. Granting of this petition to correct
inventorship is respectfully requested.

Included with this request are:

X Arequest for a Certificate of Corrections;

X Asigned statement from William H. Bares, the inventor being added that the error of
failing to include William H. Bares as an inventor of the patent occurred without any
deceptive intent on the part of William H. Bares;

X  Signed statement(s) from current named inventors that each either agrees to adding
William H. Bares as inventor or has no disagreement with adding William H. Bares as
mventor;

X A signed statement from Packet Intelligence LLC, the assignee of record agreeing to

adding William H. Bares as inventor;

—————————— L —
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Applicant : Haig A. Sarkissian Attorney Docket No, 10354-005US1
SerialNo. : (9/608,266

Filed : Jume 30, 2000

Page : 20f2

X A statement that the person signing on behalf of Packet Intelligence LLC the assignee of
record that such person is authorized to sign, per 37 CFR 3.73; and

X Payment for the fees required (submitted by credit card payment via EFS Web).

Thus, as stated in MPEP 1481 .02, correction of inventorship should be effected under the provisions
of 35 USC 256 and 37 CFR 1.324 as this petition is accompanied by:

(a) A statement from the person who is being added as an inventor that the inventorship error _
occurred without any deceptive intention on his part;

(b) A statement from the current named inventors agreeing to the change of inventorship.

(¢) A statement from the assignee of the parties submitting this petition, agreeing to the change
of inventorship in the patent.

The Commissioner is hereby authorized to charge payment of any missing fee(s) or credit
any overpayment to Deposit Account No. 50-5226.
The undersigned requests being contacted at (404) 645-7700 if there are any questions or
clarifications, or if there are any problems with the petition to correct inventorship.
Respectfully submitted
MEUNIER CARLIN & CURFMAN, LLC

Date: August 9,2014 /Lawrence A. Aaronson/
. Lawrence A. Aaronson
Reg. No. 38,369

Customer No. 96039
docketing(@meciplaw.com
404.645.7700 Phone
404.645.7707 Fax

e

b g,
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UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE

Patent No. 6,771,646 Bl Patented: August 3, 2004

On petition requesting issuance of a certificate for correction of inventorship pursuant to 35 U S.C. 256, it
has been found that the above identified patent, through error and without any deceptive intent, improperly sets

forth the inventorship.
Accordingly, it is hereby certified that the correct inventorship of this patent is: Haig A. Sarkissian, Conwall on

Hudson, N'Y (US); Russell S. Dietz, San Jose, CA (US); William H. Bares, San Jose, CA (US)

Roberto Velez
Supervisory Patent Examiner

Art Unit 2662
Technology Center 2600

i
* Signed and Sealed this Twenty-eighth Day of October 2014.

PR S S S S ——— |
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UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE

Patent No. 6,771,646 B2
Patented:  August 3, 2004

On petition requesting issuance of a certificate for correction of inventorship
pursuant to 35 U.S.C. 256, it has been found that the above-identified patent,
through error and without deceptive intent, improperly sets forth the
inventorship. Accordingly, it is hereby certified that the correct inventorship
of this patent is:

William H. Bares from San Jose, California; Haig A. Sarkissian from San
Antonio, Texas; Russell S. Dietz from San Jose, California.

Roberto Velez

Supervisory Patent Examiner
Art Unit 2662

Technology Center 2600
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Attorney Docket No. 10354-005U51

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant : Haig A. Sarkissian Art Unit © 2662

Serial No. : 09/608,266 Examiner : Nguyen, Alan V.

Filed : June 30, 2000 Conf. No. . 9867

Title : ASSOCIATIVE CACHE STRUCTURE FOR LOOKUPS AND UPDATES OF
FLOW RECORDS IN A NETWORK MONITOR

Mail Stop Petition

Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

REQUEST FOR CERTIFICATE OF CORRECTIONS

Change of Inventorship

Dear Commissioner:

The above patent contains significant error(s) as indicated on the attached Certificate of Correction
form (submitted in duplicate).

Such error(s) arose through the fault of applicant(s). Payment for the fee is being submitted by EFS
Web by credit card payment. Each such error is of clerical error or minor nature and occurred in
good faith and therefore issuance of the certificate of Correction is respectfully requested. The
correction does not involve changes which would constitute new matter or require re-examination.

Such error(s) specifically:

Kindly add William H. Bares, of 5063 Elester Drive, San Jose, CA 95124, a Citizen of US as
third inventor.

The change includes a change of inventorship of an issued patent. As stated in MPEP 1412.04-1,
correction of inventorship should be effected under the provisions of 35 USC 256 and 37 CFR 1.324
by filing a request for a Certificate of Correction if (A) the only change being made in the patent is
to correct the inventorship; and (B) all parties are in agreement and the inventorship issue is not
contested. The only change being requested is to correct the inventorship. All parties are in
agreement and the inventorship issue is not contested.

This request for a Certificate of Corrections is accompanied by:
X Arequest for change of inventorship;

X A signed statement from William H. Bares, the inventor being added that the error of
failing to include William H. Bares as an inventor of the patent occurred without any
deceptive intent on the part of William H. Bares;

E—— S
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Applicant  : Haig A. Sarkissian Attorney Docket No. 10354-005US1

Serial No. : 09/608,266

Filed June 30, 2000

Page 20f4

X  Signed statement(s) from current named inventors that each either agrees to adding
William H. Bares as inventor or has no disagreement with adding William H. Bares as
inventor, )

X A signed statement from Packet Intelligence LLC, the assignee of record agreeing to
adding William H. Bares as inventor;

X A statement that the person signing on behalf of Packet Intelligence LLC, the assignee of
record that such person is authorized to sign, per 37 CFR 3.73; and

X  Payment for the fees required (submitted by credit card payment via EFS Web).

The Office is hereby authorized to charge payment of any missing fees associated with this
communication or credit any overpayment to Deposit Account 50-5226.

The undersigned requests being contacted at (404) 645-7700 if there are any questions or
clarifications, or if there are any problems with issuance of the Certificate of Correction.

Date:

Customer No. 96039
docketingi@meciplaw.com
404.645.7700 Phone
404.645.7707 Fax

Respectfully submitted
MEUNIER CARLIN & CURFMAN, LLC

August 9, 2014 /Lawrence A, Aaronson/
Lawrence A. Aaronson
Reg. No. 38,369
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Approved for use through 08/31/2013. OMB 0651-0033
U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persans are required to respond to a collection of information unless it displays a valid OMB control number.
(Also Form PTO-1050)

UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

Page 1 of __1

PATENT NO - 6,771,646
APPLICATION NO  09/608,266
ISSUE DATE August 3, 2004

INVENTOR(S) - garkissian, et al.

It is certified that an error appears or errors appear in the above-identified patent and that said Letters Patent
is hereby corrected as shown below:

In the list of Inventors, add William H. Bares, of 5063 Elester Drive, San Jose, CA 95124, a Citizen of US as
third inventor

MAILING ADDRESS OF SENDER (Please do not use customer number below):

Meunier Carlin & Curfman
817 W. Peachtree St., NW, Suite 500

Atlanta, GA 30308

This collection of information is required by 37 CFR 1 322,41 3283, and 1 324. The information 1s required to obtain or retain a benefit by the pubhic which is to file
{and by the USPTO to process) an application. Confidentiality is govemed by 35 U.S.C. 122 and 37 CFR 1 14 This collection 1s estimated to take 1.0 hour to
complete, including gathenng, prepanng and submitting lhe.compleled application form to the USPTO. Time will vary depending upon the individual case Any
comments on the amount of ime you require lo complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer,
US Patent and Trademark Office, U.S Depariment of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED
FORMS TO THIS ADDRESS. SEND TO: Attention Certificate of Corrections Branch, Commissioner for Patents, P.O. Box 1450, Alexandria,

VA 22313-1450.
If you need assistance in completing the form, call 1-800-PT0O-9199 and select option 2.
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Anoraey Docket No, 35400581

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant ¢ Haig A, Sarkissian Art Unit T 2662

Serial No.  : 09/608.266 Examiner  : Nguyen, Alan V.
Filed . June 30,2000 Couf. No. @ 9867

Title ASSOCIATIVE CACHE STRUCTURE FOR LOOKUPS AND UPDATES OF
FLOW RECORDS IN A NETWORK MONITOR

Mail Swop Petition

Commissioer for Patents

P.O. Box S0

Alexandria, VA 22313-1450

REQUEST TO CORRECT INVENTORSHIP:
STATEMENT FROM ASSIGNEE OF INVENTOR BEING ADDED

Dear Commissioner:

Packet Imelligence LLC, a corporation incorporated i the state of Tesas. the Assignes of record
of the above-referenced patent, agrees 1o adding Willium H. Bares, of 5063 Elester Drive, San
Jose. CA 95124, a Citizen of US as the thivd jnventor of the above referenced patent.

The undersigned is authorized to sign on bebalf of Packet intelligence LLC, the assignee.

Attached is a statement under 37 CER 3.73(b) that the subject application is indeed assigned to
Packet Intetigance LLC,

Respectfutly submitted,

& T

- 2
fI / Ry ~’“.‘f) e s
& i Sy e A4 PR o S
a ; A A P
fy 1 J / / v / < (, {/
Date Signature

Custamer No. 96039
docketmu @ npeiplay com
$04,645.7700 Phone
4046437707 Fax
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Attorney Docket No. 10354-005US1

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant : Haig A. Sarkissian Art Unit ;2662

Serial No. : 09/608,266 Examiner : Nguyen, Alan V.
Filed : June 30, 2000 Conf. No. . 9867

Title : ASSOCIATIVE CACHE STRUCTURE FOR LOOKUPS AND UPDATES OF

FLOW RECORDS IN A NETWORK MONITOR

Mail Stop Petition
Commissioner for Patents
P.O.Box 1450

Alexandria, VA 22313-1450

STATEMENT UNDER 37 CER § 3.73(c)

Packet Intelligence LLC states that it is:
X the assignee of the entire right, title, and interest; or
] an assignee of an undivided part interest

in the present patent application/patent by virtue of either:

A, O An assignment from the inventor(s) of the patent application/patent identified
below.
O 1. The assignment in the parent of the instant applications was

recorded in the Patent and Trademark Office at:

O 2. The assignment has not yet been recorded. A copy of the
assignment is attached.

OR

B. X A chain of title from the inventor(s), of the patent application/patent identified
above, to the current assignee as shown below:

1. From: Sakissian and Dietz (Inventors) To: Apptitude, Inc
The document was recorded in the United States Patent and Trademark Office at
Reel 011258, Frame 0672.

2. From: Apptitude, Inc To: Hi/Fn, Inc
The document was recorded in the United States Patent and Trademark Office at

Reel 028800, Frame 0034.
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Attorney Docket No. 10354-005US1

3. From: Hi/Fn, Inc To: Exar Corporation
The document was recorded in the United States Patent and Trademark Office at
Reel 023180, Frame 0733.

4. From: William H. Bares (Inventor) To: Exar Corporation
The document was recorded in the United States Patent and Trademark Office at
Reel 028799, Frame 0658.

5. From: Exar Corporation To: Packet Intelligence LLC
The document was recorded in the United States Patent and Trademark Office at

Reel 029737, Frame 0613.

] Additional documents in the chain of title are listed on a supplemental sheet.
[C]  Copies of assignments or other documents in the chain of title are attached.

The undersigned (whose title is supplied below) is empowered to act on behalf of the
assignee.

%L/é 4W 3/://)‘

Signature
Printed or Typed Name Title

o o K o B
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Attorney Docket No, 10354-005US1

[N THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant : Haig A. Sarkissian Art Unit . 2662

Serial No. : 09/608,266 Examiner : Nguyen, AlanV.

Filed . June 30, 2000 Conf.No. : 9867

Title . ASSOCIATIVE CACHE STRUCTURE FOR LOOKUPS AND UPDATES OF
FLOW RECORDS IN ANETWORK MONITOR

Mail Stop Petition

Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

PETITION TO CORRECT INVENTORSHIP:
STATEMENT FROM INVENTOR BEING ADDED

Dear Commissioner;

With respéct to the petition to correct inventorship in the above referenced patent by
adding me:

William H. Bares, of 1655 Parkview Green Circle, San Jose, CA 95131, a Citizen of US

as the third inventor,

Please note that the error of failing to include me as an inventor of the above referenced
application and patent occurred without any deceptive intent on the part of me, William H.
Bares. Furthermore note that the other inventors are indicating that they agree to this change of
inventorship. This patent has been assigned by me to Packet Intelligence, LLC, who is now the
present assignee of r;acord. Furthermore note that Packet Intelligence, LLC, the assignee of

record is indicating that it agrees to this change of inventorship.

{Signature Continues on Next Page}
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Respectfully Submitted,

D

Attorney Docket No. 10354-005US]

THIRD INVENTOR:
L L 7/ 1/1%
Inventor's Signature DATE

Inventor’s Printed Name: William H. Bares

Address for correspondence:
Customer No. 96039
docketing@mcciplaw.com
404.645.7700 Phone
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Aromay Docket No. 18333003UIR

IN THE UNTTED STATES PATENT ANTI TRADRMARK OFFICE

Applivans ¢ Halg A, Sarkissian ArtLinit ;8

Serial No. 1 097608268 Examiner Newven, Alan¥.

Fiied . June 30, 3660 Conti No, 5 9847

Thie - ASSQCIATIVE CACHE STRUCTURE FOR LOGKUPS AND UPDATES OF
FLOW RECORDS {8 A NETWORK MONITOR

Mali Stap Pesition
Compmissioner for Patents
P.0. Bax 1430

Alesandria, VA 223131450

REOQUEST TG CORRECT INVENTORSHIP:
STATEMENT FROM CURRENT NAMED INVENTORS

Dear Conunissioner:
1, the current named first fnventor of the above referenced patent, agree 1o adding Witliam H.
Bares of 1635 Parkview Green Circle, San Jose, CA.L 95131, a Cittzen of US, us the thivd tnvenwr of

the gbove referenced patent and application.

Respeerfully Submited,

FIRST INVENTOR:
H
VIATs AN

i

"
WS
t

‘s

G,

et
!

;
etrrengsy
A, 1

.

(nventor's Signature DATE
nventor's Pinted Name: Hajg A, Sarkissian

o
.,

s {or correspondence:
er Mo, Y6Q38
docheting@anceiplawsom
404.643.7700 Phone
S04545.7707 Fax
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Attorney Docket No. 10354-005US1

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant : Haig A. Sarkissian Art Unit - 2662

Serial No. : 09/608,266 Examiner : Nguyen, Alan'V,

Filed . June 30, 2000 Conf No. : 9867

Title : ASSOCIATIVE CACHE STRUCTURE FOR LOOKUPS AND UPDATES OF
FLOW RECORDS IN A NETWORK MONITOR

Mail Stop Petition

Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

REQUEST TO CORRECT INVENTORSHIP:
STATEMENT FROM CURRENT NAMED INVENTORS

Dear Commissioner:

1, the current named second inventor of the above referenced patent, agree to adding William
H. Bares of 1655 Parkview Green Circle, San Jose, CA, 95131, a Citizen of US, as the third inventor

of the above referenced patent and application.

Respectfully Submitted,
SECOND INVF,NTOR

&3/ ,7£ July 18th, 2014
Invehtor's Stgnatur DATE

Inventor’s Printed Name: Russell S, Dietz

Address for correspondence:
Customer No. 96039
docketing@meciplaw.com
404.645.7700 Phone
404.645.7707 Fax
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Attorney’s Docket No.: 10354-005US1

COMBINED DECLARATION AND POWER OF ATTORNEY
As a below named inventor, I hereby declare that:
My residence, post office address and citizenship are as stated below next to my name.

1 believe I am the original, first and sole inventor (if only one name is listed below) or an original,
first and joint inventor (if plural names are listed below) of the subject matter which is claimed and for
which a patent is sought on the invention entitled , the specification of which:

[1 is attached hereto.
[X] was filed on June 30, 2000 as Application Serial No. 09/608,266 and was amended on

[]  was described and claimed in PCT International Application No. filed
on and as amended under PCT Article 19 on

I hereby state that | have reviewed and understand the contents of the above-identified
specification, including the claims, as amended by any amendment referred to above.

1 acknowledge the duty to disclose all information I know to be material to patentability in
accordance with Title 37, Code of Federal Regulations, §1.56.

1 hereby claim the benefit under Title 35, United States Code, §119(e)(1) of any United States
provisional application(s) listed below:

U.S. Serial No. Filing Date Status
60/141,903 June 30, 1999 Expired

1 hereby claim the benefit under Title 35, United States Code, §120 of any United States
application(s) listed below and, insofar as the subject matter of each of the claims of this application is not
disclosed in the prior United States application in the manner provided by the first paragraph of Title 35,
United States Code, §112, I acknowledge the duty to disclose all information I know to be material to
patentability as defined in Title 37, Code of Federal Regulations, §1.56(a) which became available
between the filing date of the prior application and the national or PCT international filing date of this
application:

U.S. Serial No. Filing Date Status
N/A N/A N/A

I hereby claim foreign priority benefits under Title 35, United States Code, §119 of any foreign
application(s) for patent or inventor’s certificate or of any PCT international application(s) designating at
least one country other than the United States of America listed below and have also identified below any
foreign application for patent or inventor’s certificate or any PCT international application(s) designating
at least one country other than the United States of America filed by me on the same subject matter
having a filing date before that of the application(s) of which priority is claimed:

Country Application No, Filing Date Priority Claimed
N/A N/A N/A [1Yes [INo
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I hereby appoint the following attorneys and/or agents to prosecute this application and to
transact all business in the Patent and Trademark Office connected therewith:

Lawrence A. Aaronson, Reg. No. 38,369

Direct all telephone calls to LAWRENCE A. AARONSON at telephone number 404-645-7713.

_ Direct all correspondence to the following: !

I hereby declare that all statements made herein of my own knowledge are true and that all
statements made on information and belief are believed to be true; and further that these statements were
made with the knowledge that willful false statements and the like so made are punishable by fine or
imprisonment, or both, under Section 1001 of Title 18 of the United States Code and that such willful
false statements may jeopardize the validity of the application or any patents issued thereon.

Full Name of
Inventor:

Inventor’s Signature:

Residence Address:

Citizenship:

Post Office Address:

Full Name of
Inventor:

Inventor’s Signature:

Residence Address:

Citizenship:

Post Office Address:

O 2

Attorney’s Docket No.: 10354-005US1

96039
PTO Customer Number

HAIG SARKISSIAN

Date:

Conwall on Hudson, NY, US

us
11 Braden Place
Conwall on Hudson, NY 12520

RUSSELL DIETZ

Date:

San Jose, CA, US
uUs

6475 Deer Hollow Drive
San Jose, CA 95120
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Full Name of
Inventor:

Inventor’s Signature:

Residence Address:

Citizenship:

Post Office Address:

O

WILLIAM BARES

Y e B

D

Attorney’s Docket No.: 10354-005US]

Date: Y//z 2d

San Jose, CA, US

us

1655 Parkview Green Circle

San Jose, CA, 95131
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UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE

Patent No. 6,771,646 B2
Patented:  August 3, 2004

On petition requesting issuance of a certificate for correction of inventorship
pursuant to 35 U.S.C. 256, it has been found that the above-identified patent,
through error and without deceptive intent, improperly sets forth the

inventorship. Accordingly, it is bereby certified that the correct inventorship

of this patent is:

William H. Bares from San Jose, California; Haig A. Sarkissian from San
Antonio, Texas; Russell S. Dietz from San Jose, California.

Roberto Velez

Supervisory Patent Examiner
Art Unit 2662
Technology Center 2600
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PTO/SBI44 (09-07)

Appm\rad for use through 08/31/2013, OMB 0651-0033

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a callection of information unless it displays a valid OMB contiol number.
(Al_go Form PTO-1050)

UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION .

Page 1 of @

patenTNO. . 6,771,646 B

APPLICATION NO . 09/608,266

ISSUE DATE . August 3, 2004

INVENTOR(S) Haig A. Sarkissian, Russell S. Dietz

[t is certified that an error appears or errors appear in the above-identified patent and that said Letters Patent
is hereby corrected as shown below:

IN THE CLAIMS:
40

Column, lines 58 and 59, claim 1, change “to looking up being the cache subsystem” to --the looking up being
via the cache subsystem--.

e
Column & lines 65, 66 and 67, claim 1, change “perform any state operations required for the initial state of the
new flow in the case that the packet is from an existing flow” to --perform any state operations required for the
initial state of the new flow in the case that the packet is not from an existing flow--.

o%
Column %y, line 7, claim 7, change “to storing” to --for storing--.

MAILING ADDRESS OF SENDER (Please do not use customer number below):

Meunier Carlin & Curfman, LLC
817 W. Peachtree St., NW, Suite 500
Atlanta, GA 30308

This collection of information is required by 37 CFR 1.322, 1 323, and 1 324. The information 1s required to obtain or retan a benefit by the public which s to fite

{and by the USPTO lo process) an application. Confidentiably 1s govemed by 35 1U.8.C. 122 and 37 CFR 1 14. This coflection is estimated lo take 10 hour to
complete, mcluding gath J, and 1g the completed apphcation form to the USPTO. Time will vary depending upon the individual case. Any

comments on the amount of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer,
U.S. Patent and Trademark Office, U.S Depariment of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED

FORMS TO THIS ADDRESS. SEND TO: Attention Certificate of Corrections Branch, Commissioner for Patents, P.O. Box 1450, Alexandria,
VA 22313-1450,

If you need assistance n completing the form, call 1-800-PTO-9199 and select option 2,

e

—
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United States Patent and Trademark Office
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Alexandria, VA 22313-1450

www.uspto.gov

N
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ASSOCIATIVE CACHE STRUCTURE FOR
LOOKUPS AND UPDATES OF FLOW
RECORDS IN A NETWORK MONITOR

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims the benefit of U.S. Provisicnal
Patent Application Ser. No.: 60/141,903 for METHOD AND
APPARATUS FOR MONITORING TRAFFIC IN A NET-
WORK to inventors Dietz, et al, filed Jun. 30, 1999, the
contents of which are incorporated herein by reference.

This application is related to the following U.S. patents
and U.S. patent applications, each filed concurrently with
the present application, and each assigned to Apptitude, Inc.,
the assignee of the present invention:

U.S. Pat. No. 6,651,099 for METHOD AND APPARA-
TUS FOR MONITORING TRAFFIC IN A NETWORK, to
inventors Dietz, et al., and incorporated herein by reference.

U.S. Pat. No. 6,665,725 for PROCESSING PROTOCOL
SPECIFIC INFORMATION IN PACKETS SPECIFIED BY
A PROTOCOL DESCRIPTION LANGUAGE, to inventors
Koppenhaver, et al.,-filed and incorporated herein by refer-
ence.

U.S. patent application Ser. No. 09/608,126 for
RE-USING INFORMATION FROM DATA TRANSAC-
TIONS FOR MAINTAINING STATISTICS IN NET-
WORK MONITORING, to inventors Dietz, et al., filed and
incorporated herein by reference.

U.S. patent application Ser. No. 09/608,267 for STATE
PROCESSOR FOR PATTERN MATCHING IN A NET-
WORK MONITOR DEVICE, to inventors Sarkissian, et al.,
and incorporated herein by reference.

FIELD OF INVENTION

The present invention relates to computer networks, spe-
cifically to the real-time elucidation of packets communi-
cated within a data network, including classification accord-
ing to protocol and application program.

BACKGROUND

There has long been a need for network activity monitors.
This need has becorne especially acute, however, given the
recent popularity of the Internet and other interconnected
networks. In particular, there is a need for a real-time
network monitor that can provide details as to the applica-
tion programs being used. Such a monitor should enable
non-intrusive, remote detection, characterization, analysis,
and capture of all information passing through any point on
the network (i.e., of all packets and packet streams passing
through any location in the network). Not only should all the
packets be detected and analyzed, but for each of these
packets the network monitor should determine the protocol
(e.g., http, ftp, H.323, VPN, etc.), the application/use within
the protocol (e.g., voice, video, data, real-time data, etc.),
and an end user’s pattern of nse within each application or
the application context (e.g., options selected, service
delivered, duration, time of day, data requested, etc.). Also,
the network monitor should not be reliant upon server
resident information such as log files. Rather, it should allow
a user such as a network administrator or an Internet service
provider (ISP) the means to measure and analyze network
activity objectively; to customize the type of data that is
collected and analyzed; to undertake real time analysis; and
to receive timely notification of network problerns.

Related and incorporated by reference U.S. Pat. No.
6,51,099 for METHOD AND APPARATUS FOR MONI-
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2

TORING TRAFFIC IN A NETWORK, to inventors Dietz,
et al, describes a network monitor that includes carrying out
protocel specific operations on individual packets including
extracting information from header fields in the packet to
use for building a signature for identifying the conversa-
tional flow of the packet and for recognizing future packets
as belonging to a previously encountered flow. A parser
subsystem includes a parser for recognizing different pai-
terns in the packet that identify the protocols used. For each
protocol recognized, a slicer extracts important packet ele-
ments from the packet. These form a signature (i.c., key) for
the packet. The slicer also preferably generates a hash for
rapidly identifying a flow that may have this signature from
a database of known flows.

The flow signature of the packet, the hash and at least
some of the payload are passed to an analyzer subsystem. In
a hardware embodiment, the analyzer subsystem includes a
unified flow key buffer (UFKB) for receiving parts of
packets from the parser subsystem and for storing signatures
in process, a lookup/update engine (LUE) to lookup a
database of flow records for previously encountered con-
versational flows to determine whether a signature is from
an existing flow, a state processor (SP) for performing state
processing, a flow insertion and deletion engine (FIDE) for
inserting new flows into the database of flows, a memory for
storing the database of flows, and a cache for speeding up
access to the memory containing the flow database. The
LUE, SP, and FIDE are all coupled to the UFKB, and to the
cache.

Each flow-entry includes one or more statistical measures,
e.g., the packet count related to the flow, the time of arrival
of a packet, the time differential.

In the preferred hardware embodiment, each of the LUE,
state processor, and FIDE operate independently from the
other two engines. The state processor performs one or more
operations specific to the state of the flow.

Because of the high speed that packets may be entering
the system, it is desirable to maximize the hit rate in a cache
system. Typical prior-art cache systems are used to expedit-
ing memory accesses to and from microprocessor systems.
Various mechanisms are available in such prior art systems
to predict the lookup such that the hit rate can be maximized.
Prior art caches, for example, can use a lookahead mecha-
nism to predict both instruction cache lookups and data
cache lookups. Such lookahead mechanisms are not avail-
able for a cache subsystem for the packet monitoring appli-
cation. When a new packet enters the monitor, the next cache
access, for example from the lookup engine, may be for a
totally different conversational flow than the last cache
lookup, and there is no way ahead of time of knowing what
flow the next packet will belong to.

Thus there is a need in the art for a cache subsystem
suitable for use in a packet monitor. One desirable property
of such a cache system is a least recently used (LRU)
replacement policy that replaces the LRU flow-entry when
a cache replacement is needed. Replacing least recently used
flow-entries is preferred because it is likely that a packet
following a recent packet will belong to the same flow. Thus,
the signature of a new packet will likely match a recently
used flow record. Conversely, it is not highly likely that a
packet associated with the least recently used flow-entry will
s00D arrive.

A hash is often used to facilitate lookups. Such a hash may
spread entries randomly in a database. In such a case, a
associative cache is desirable.

There thus is a need for a associative cache subsystem that
also includes a LRU replacement policy.
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3
SUMMARY

. Described herein is an associative cache system for look-
Ing Up one or more elements of an extermnal memory. The
cache system comprises a set of cache memory clements
coupled to the external memory, a set of content addressable
memory cells (CAMs) containing an address and a pointer
to one of the cache memory elements, and including a
matching circuit having an input such that the CAM asserts
a match output when the input is the same as the address in
the CAM cell. The cache memory element which a particu-
lar CAM points to changes over time. In the preferred
implementation, the CAMs are connected in an order from
top to bottom, and the bottom CAM points to the least
recently used cache memory element.

BRIEF DESCRIPTION OF THE DRAWINGS

Although the present invention is better understood by
referring to the detailed preferred embodiments, these
should not be taken to limit the present invention to any
specific embodiment because such embodiments are pro-
vided only for the purposes of explanation. The
embodiments, in tum, are explained with the aid of the
following figures.

FIG. 1 is a functional block diagram of a network embodi-
ment of the present invention in which a monitor is con-
nected to analyze packets passing at a connection point.

FIG. 2 is a diagram representing an example of some of
the packets and their formats that might be exchanged in
starting, as an illustrative example, a conversational flow
between a client and server on a network being monitored
and analyzed. A pair of flow signatures particular to this
example and to embodiments of the present invention is also
illustrated. This represents some of the possible flow signa-
tures that can be generated and used in the process of
analyzing packets and of recognizing the particular server
applications that produce the discrete application packet
exchanges.

FIG. 3is a functional block diagram of a process embodi-
ment of the present invention that can operate as the packet
monitor shown in FIG. 1. This process may be implemented
in software or hardware.

FIG. 4 is a flowchart of a high-level protocol language
compiling and optimization process, which in one embodi-
ment may be used to generate data for monitoring packets
according to versions of the present invention.

FIG. 5 is a flowchart of a packet parsing process used as
part of the parser in an embodiment of the inventive packet
monitor.

FIG. 6 is a flowchart of a packet element extraction
process that is used as part of the parser in an embodiment
of the inventive packet monitor.

FIG. 7 is a flowchart of a flow-signature building process
that is used as part of the parser in the inventive packet
monitor.

FIG. 8 is a flowchart of a monitor lookup and update
process that is used as part of the analyzer in an embodiment
of the inventive packet monitor.

FIG. 9 is a flowchart of an exemplary Sun Microsystems
Remote Procedure Call application than may be recognized
by the inventive packet monitor.

FIG. 10 is a functional block diagram of a hardware parser
subsystem including the pattern recognizer and extractor
that can form part of the parser moduie in an embodiment of
the inventive packet monitor.
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FIG. 11 is a functional block diagram of a hardware
analyzer including a state processor that can form part of an
embodiment of the inventive packet monitor.

FIG. 12 is a functional block diagram of a flow insertion
and deletion engine process that can form part of the
analyzer in an embodiment of the inventive packet monitor,

FIG. 13 is a flowchart of a state processing process that
can form part of the analyzer in an embodiment of the
inventive packet monitor.

FIG. 14 is a simple functional block diagram of a process
embodiment of the present invention that can operate as the
packet monitor shown in FIG. 1. This process may be
implemented in software.

FIG. 15 is a functional block diagram of how the packet
monitor of FIG. 3 (and FIGS. 10 and 11) may operate on a
network with a processor such as a microprocessor.

FIG. 16 is an example of the top (MAC) layer of an
Ethemet packet and some of the elements that may be
extracted to form a signature according to one aspect of the
invention.

FIG. 17A s an example of the header of an Ethertype type
of Ethernet packet of FIG. 16 and some of the elements that
may be extracted to form a signature according to one aspect
of the invention.

FIG. 17B is an example of an IP packet, for example, of
the Ethertype packet shown in FIGS. 16 and 17A, and some
of the elements that may be extracted to form a signature
according to one aspect of the invention.

FIG. 18A is a three dimensional structure that can be used
to store elements of the pattern, parse and extraction data-
base used by the parser subsystem in accordance to one
embodiment of the invention.

FIG. 18B is an alternate form of storing elements of the
pattern, parse and extraction database used by the parser
subsystem in accordance to another embodiment of the
invention.

FIG. 19 is a block diagram of the cache memory part of

4p e cache subsystem of the analyzer subsystem of FIG. 11.

60
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FIG. 20 is a block diagram of the cache memory control-
ler and the cache CAM controller of the cache subsystem.

FIG. 21 is a block diagram of one implementation of the
CAM array of the cache subsystem 1115.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

Note that this document includes hardware diagrams and
descriptions that may include signal names. In most cases,
the names are sufficiently descriptive, in other cases how-
ever the signal names are not needed to understand the
operation and practice of the invention.

Operation in a Network

FIG. 1 represents a system embodiment of the present
invention that is referred to herein by the general reference
numeral 100. The system 100 has a computer network 102
that communicates packets (e.g., IP datagrams) between
various computers, for example between the clients 104-107
and servers 110 and 112. The network is shown schemati-
cally as a cloud with several network nodes and links shown
in the interior of the cloud. A monitor 108 examines the
packets passing in either direction past its connection point
121 and, according to one aspect of the invention, can
elucidate what application programs are associated with
each packet. The monitor 108 is shown examining packets
(i.e., datagrams) between the network interface 116 of the

server 110 and the network. The monitor can also be placed
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at other points in the network, such as connection point 123
between the network 102 and the interface 118 of the client
104, or some other location, as indicated schematically by
connection point 125 somewhere in network 102. Not
shown is a network packet acquisition device at the location
123 on the network for converting the physical information
on the network into packets for input into monitor 108. Such
packet acquisition devices are common.

Various protocols may be employed by the network to
establish and maintain the required communication, e.g.
TCP/IP, etc. Any network activity—for example an appli-
cation program run by the client 104 (CLIENT 1) commu-
nicating with another running on the server 110 (SERVER
2)—will produce an exchange of a sequence of packets over
network 102 that is characteristic of the respective programs
and of the network protocols. Such characteristics may not
be completely revealing at the individual packet level. It
may require the analyzing of many packets by the monitor
108 to have enough information needed to recognize par-
ticular application programs. The packets may need to be
parsed then analyzed in the context of various protocols, for
example, the transport through the application session layer
protocols for packets of a type conforming to the I1SO
layered network model.

Communication protocols are layered, which is also
referred to as a protocol stack. The ISO (International
Standardization Organization) has defined a general model
tha provides a framework for design of communication
protocol layers. This model, shown in table form below,
serves as a basic reference for understanding the functionaly
of existing communicatiofi protocols.

1SO MODEL

Layer Functionality Example

7 Application Telnet, NFS, Novell NCP, HTTP, H.323

6 Preseniation XDR

5 Session RPC, NETBIOS, SNMP, ctc.

4  Transport TCP, Novel SPX, UDB, etc,

3 Network 1P, Novell IPX, VIP, AppleTalk, ste.

2 Data Link Newwork Interface Card (Hardware Interface). MAC
layer

1 Physical Ethernet, Token Ring, Frame Relay, ATM, T1

(Hardware Connection)

Different communication protocols employ different lev-
els of the ISO model or may use a layerd model that is
similar to but which does not exactly c%ﬁff)rm to the ISO
model. A protocol in a certain layer may not be visible to
protocols employed at other layers. For example, an appli-
cation (Level 7) may not be able to identify the source
computer for a communication attempt (Levels 2-3).

In some communication arts, the term “frame” generally
refers to encapsulated data at OSI layer 2, including a
destination address, control bits for flow control, the data or
payload, and CRC (cyclic redundancy check) data for error
checking. The term “packet” generally refers to encapsu-
lated data at OS] layer 3. In the TCP/IP world, the term
“datagram” is also used. In this specification, the term
“packet” is intended to encompass packets, datagrams,
frames, and cells. In general, a packet format or frame
format refers to how data is encapsulated with various fields
and headers for transmission across a network. For example,
a data packet typically includes an address destination field,
alength field, an error correcting code (ECC) field, or cyclic
redundancy check (CRC) field, as well as headers and
footers to identify the beginning and end of the packet. The

35

45

50

55

60

65

6
terms “packet format” and “frame format,” also referred to
as “cell format,” are generally synonymous.

Monitor 108 looks at every packet passing the connection
point 121 for analysis. However, not every packet carries the
same information useful for recognizing all levels of the
protocol. For example, in a conversational flow associated
with a particular application, the application will cause the
server to send a type-A packet, but so will another. If,
though, the particular application program always follows a
type-A packet with the sending of a type-B packet, and the
other application program does not, then in order to recog-
nize packets of that application’s conversational flow, the
monitor can be available to recognize packets that match the
type-B packet to associate with the type-A packet. If such is
recognized after a type-A packet, then the particular appli-
cation program’s conversational flow has started to reveal
itself to the monitor 108.

Fuorther packets may need to be examined before the
conversational flow can be identified as being associated
with the application program. Typically, monitor 108 is
simultaneously also in partial completion of identifying
other packet exchanges that are parts of conversational flows
associated with other applications. One aspect of monitor
108 is its ability to maintain the state of a flow. The state of
a flow is an indication of all previous events in the flow that
lead to recognition of the content of all the protocol levels,
e.g., the ISO model protocol levels. Another aspect of the
invention is forming a signature of extracted characteristic
portions of the packet that can be used to rapidly identify
packets belonging to the same flow.

In real-world uses of the monitor 108, the number of
packets on the network 102 passing by the monitor 108’s
connection point can exceed a million per second.
Consequently, the monitor has very little time available to
analyze and type each packet and identify and maintain the
state of the flows passing through the connection point. The
monitor 108 therefore masks out all the unimportant parts of
each packet that will not contribute to its classification.
However, the parts to mask-out will change with each packet
depending on which flow it belongs to and depending on the
state of the flow.

The recognition of the packet type, and ultimately of the
associated application programs according to the packets
that their executions produce, is a multi-step process within
the monitor 108. At a first level, for example, several
application programs will all produce a first kind of packet.
A first “signature” is produced from selected parts of a
packet that will allow monitor 108 to identify efficiently any
packets that belong to the same flow. In some cases, that
packet type may be sufficiently unique to enable the monitor
to identify the application that generated such a packet in the
conversational flow. The signature can then be used to
efficiently identify all future packets generated in traffic
related to that application.

In other cases, that first packet only starts the process of
analyzing the conversational flow, and more packets are
necessary to identify the associated application program. In

such a case, a subsequent packet of a second type—buut that

potentially belongs to the same conversational flow—is
recognized by using the signature. At such a second level,
then, only a few of those application programs will have
conversational flows that can produce such a second packet
type. At this level in the process of classification, all appli-
cation programs that are not in the set of those that lead to
such a sequence of packet types may be excluded in the
process of classifying the conversational flow that includes

these two packets. Based on the known patterns for the
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protocol and for the possible applications, a signature is
produced that allows recognition of any future packets that
may follow in the conversational flow.

It may be that the application is now recognized, or
recognition may need to proceed to a third level of analysis
using the second level signature. For each packet, therefore,
the monitor parses the packet and generates a signature to
determine if this signature identified a previously encoun-
tered flow, or shall be used to recognize future packets
belonging to the same conversational flow. In real time, the
packet is further analyzed in the context of the sequence of
previously encountered packets (the state), and of the pos-
sible future sequences such a past sequence may generate in
conversational flows associated with different applications.
A new signature for recognizing future packets may also be
generated, This process of analysis continues until the
applications are identified. The last gencrated signature may
then be used to efficiently recognize future packets associ-
ated with the same conversational flow. Such an arrange-
ment makes it possible for the monitor 108 to cope with
millions of packets per second that must be inspected.

Another aspect of the invention is adding Eavesdropping.
In alternative embodiments of the present invention capable
of eavesdropping, once the monitor 108 has recognized the
executing application programs passing through some point
in the network 102 (for example, because of execution of the
applications by the client 105 or server 110), the monitor
sends a message to some general purpose processor on the
network that can input the same packets from the same
location on the network, and the processor then loads its own
executable copy of the application program and uses it to
read the content being exchanged over the network. In other
words, once the monitor 108 has accomplished recognition
of the application program, eavesdropping can commence.
The Network Monitor

FIG. 3 shows a network packet monitor 300, in an
embodiment of the present invention that can be imple-
mented with computer hardware and/or software. The sys-
tem 300 is similar to monitor 108 in FIG. 1. A packet 302 is
examined, e.g., from a packet acquisition device at the
location 121 in network 102 (FIG. 1), and the packet
evaluated, for example in an attempt to determine its
characteristics, €.g., all the protocol information in a multi-
level model, including what server application produced the
packet.

The packet acquisition device is a common interface that
converts the physical signals and then decodes them into
bits, and into packets, in accordance with the particular
network (Ethernet, frame relay, ATM, etc.). The acquisition
device indicates to the monitor 108 the type of network of
the acquired packet or packets.

Aspects shown here include: (1) the initialization of the
monitor to generate what operations need to occur on
packets of different types—accomplished by compiler and
optimizer 310, (2) the processing-—parsing and extraction of
selected portions—of packets to generate an identifying
signature—accomplished by parser subsystem 301, and (3)
the analysis of the packets—accomplished by analyzer 303.

The purpose of compiler and optimizer 310 is to provide
protocol specific information to parser subsystem 301 and to
analyzer subsystem 303. The initialization occurs prior to
operation of the monitor, and only needs to re-occur when
new protocols are to be added.

A flow is a stream of packets being exchanged between
any two addresses in the network. For each protocol there
are known to be several ficlds, such as the destination
(recipient), the source (the sender), and so forth, and these
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and other fields are used in monitor 300 to identify the flo
There are other fields not important for identifying the gou.
such as checksums, and those parts are not used for idep;.
fication.

Parser subsystem 301 examines the packets using pagern
recognition process 304 that parses the packet and deter.
mines the protocol types and associated headers for each
protocol layer that exists in the packet 302. An extraction
process 306 in parser subsystem 301 extracts characteristic
portions (signature information) from the packet 302. Both
the pattern information for parsing and the related extraction
operations, e.g., extraction masks, are supplied from a
parsing-pattern-structures and extraction-operations data-
base (parsing/extractions database) 308 filled by the com-
piler and optimizer 310.

The protocol description language (PDL) files 336
describes both patterns and states of all protocols that an
occur at any layer, including how to interpret header
information, how to determine from the packet header
information the protocols at the next layer, and what infor-
mation to extract for the purpose of identifying a flow, and
ultimately, applications and services. The layer selections
database 338 describes the particular layering handled by the
monitor. That is, what protocols run on top of what protocols
at any layer level. Thus 336 and 338 combined describe how
one would decode, analyze, and understand the information
in packets, and, furthermore, how the information is layered.
This information is input into compiler and optimizer 310.

When compiler and optimizer 310 executes, it generates
two sets of internal data structures. The first is the set of
parsing/extraction operations 308. The pattern structures
include parsing information and describe what will be
recognized in the headers of packets; the extraction opera-
tions are what elements of a packet are to be extracted from
the packets based on the patterns that get maiched. Thus,
database 308 of parsing/extraction operations includes infor-
mation describing how to determine a set of one or more
protocol dependent extraction operations from data in the
packet that indicate a protocol used in the packet.

The other internal data structure that is built by compiler
310 is the set of state patterns and processes 326. These are
the different states and state transitions that occur in different
conversational flows, and the state operations that need to be
performed (e.g., patterns that need to be examined and new
signatures that need to be built) during any state of a
conversational flow to further the task of analyzing the
conversational flow.

Thus, compiling the PDL files and layer selections pro-
vides monitor 300 with the information it needs to begin
processing packets. In an alternate embodiment, the contents
of one or more of databases 308 and 326 may be manually
or otherwise generated. Note that in some embodiments the
layering selections information is inherent rather than
explicitly described. For example, since a2 PDL file for a
protocol includes the child protocols, the parent protocols
also may be determined.

In the preferred embodiment, the packet 302 from the
acquisition device is input into a packet buffer. The pattern
recognition process 304 is carried out by a pattern analyms
and recognition (PAR) engine that analyzes and recognizes
patterns in the packets. In particular, the PAR locates the
next protocol field in the header and determines the lcnggh
of the header, and may perform certain other tasks for certain
types of protocol headers. An example of this is type and
length comparison to distinguish an IEEE 802.3 (Etheroct)
packet from the older type 2 (or Version 2) Ethernet packet,
also called a DIGITAL-Intel-Xerox (DIX) packet. The PAR,
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also uses the pattern structures and extraction operations
database 308 to identify the next protocol and parameters
associated with that protocol that enables analysis of the
next protocol layer. Once a pattern 0Of 2 set of patterns has
been identified, it/they will be associated with a set of none
or more extraction operations. These f:xuacnon operations
{in the form of commands and asscciated parameters) are
passed to the extraction process 306 implemented by an
extracting and information identifying (EI) engine that
extracts selected parts of the packet, including identifying
information from the packet as rcquueq for recognizing this
packet as part of a flow. The extracted information is put in
sequence and then processed in block 312 to build a unique
flow signature (also called a “key”) for this flow. A flow
signature depends on the protocols used in the packet. For
some protocols, the extracted components may include
source and destination addresses. For example, Ethernet
frames have end-point addresses that are useful in building
a better flow signature. Thus, the signature typically includes
the client and server address pairs. The signature is used to
recognize further packets that are or may be part of this fiow.

In the preferred embodiment, the building of the flow key
includes generating a hash of the signature using a hash
function. The purpose if using such a hash is conventional—
to spread flow-entrics identified by the signature across a
database for efficient searching. The hash generated is
preferably based on a hashing algorithm and such hash
generation is known to those in the art.

In one embodiment, the parser passes data from the
packet—a parser record—that includes the signature (i.e.,
selected portions of the packet), the hash, and the packet
itself to allow for any state processing that requires further
data from the packet. An improved embodiment of the parser
subsystem might generate a parser record that has some
predefined structure and that includes the signature, the
hash, some flags related to some of the fields in the parser
record, and parts of the packet’s payload that the parser
subsystem has determined might be required for further
processing, e.g., for state processing.

Note that alternate embodiments may use some function
other than concatenation of the selected portions of the
packet to make the identifying signature. For example, some
“digest function” of the concatenated selected portions may
be used.

The parser record is passed onto lookup process 314
which looks in an internal data store of records of known
flows that the system has already encountered, and decides
(in 316) whether or not this particular packet belongs to a
known flow as indicated by the presence of a flow-entry
matching this flow in a database of known flows 324. A
record in database 324 is associated with each encountered
flow.

The parser record enters a buffer called the unified fiow
key buffer (UFKB). The UFKB stores the data on flows in
a data structure that is similar to the parser record, but that
includes a field that can be modified. In particular, one or the
UFKB record fields stores the packet sequence number, and
another is filled with state information in the form of a
program counter for a state processor that implements state
processing 328.

The determination (316) of whether a record with the
same signature already exists is carried out by a lookup
engine (LUE) that obtains new UFKB records and uses the
hash in the UFKB record to lookup if there is a matching
known flow. In the particular embodiment, the database of
known flows 324 is in an external memory. A cache is
associated with the database 324. A lookup by the LUE for
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a known record is carried out by accessing the cache using
the hash, and if the entry is not already present in the cache,
the entry is looked up (again using the hash) in the external
memory.

The flow-entry database 324 stores flow-entries that
include the unique flow-signature, state information, and
extracted information from the packet for updating flows,
and one or more statistical about the flow. Each entry
completely describes a flow. Database 324 is organized into
bins that contain a number, denoted N, of flow-entries (also
called flow-entries, each a bucket), with N being 4 in the
preferred embodiment. Buckets (ie., flow-entries) are
accessed via the hash of the packet from the parser sub-
system 301 (i.e., the hash in the UFKB record). The hash
spreads the flows across the database to allow for fast
lookups of entries, allowing shallower buckets. The designer
selects the bucket depth N based on the amount of memory
attached to the monitor, and the number of bits of the hash
data value used. For example, in one embodiment, each
flow-entry is 128 bytes long, so for 128K flow-entries, 16
Mbytes are required. Using a 16-bit hash gives two flow-
entries per bucket. Empirically, this has been shown to be
more than adequate for the vast majority of cases. Note that
another embodiment uses flow-entries that are 256 bytes
long.

Herein, whenever an access to database 324 is described,
it is to be understood that the access is via the cache, unless
otherwise stated or clear from the context.

If there is no flow-entry found matching the signature, i.c.,
the signature is for a new flow, then a protocol and state
identification process 318 further determines the state and
protocol. That is, process 318 determines the protocols and
where in the state sequence for a flow for this protocol’s this
packet belongs. Identification process 318 uses the extracted
information and makes reference to the database 326 of state
patterns and processes. Process 318 is then followed by any
state operations that need to be executed on this packet by
a state processor 328.

If the packet is found to have a matching flow-entry in the
database 324 (e.g., in the cache), then a process 320
determines, from the looked-up flow-entry, if more classi-
fication by state processing of the flow signature is neces-
sary. If not, a process 322 updates the flow-entry in the
fiow-entry database 324 (e.g., via the cache). Updating
includes updating one or more statistical measures stored in
the flow-entry. In our embodiment, the statistical measures
are stored in counters in the flow-entry.

If state processing is required, state process 328 is com-
menced. State processor 328 carries out any state operations
specified for the state of the flow and updates the state to the
next state according to a set of state instructions obtained
form the state pattern and processes database 326.

The state processor 328 analyzes both new and existing
flows in order to analyze all levels of the protocol stack,
ultimately classifying the flows by application (level 7 in the
ISO model). It does this by proceeding from state-to-state
based on predefined state transition rules and state opera-
tions as specified in state processor instruction database 326.
A state transition rule is a rule typically containing a test
followed by the next-state to proceed to if the test result is
true. An operation is an operation to be performed while the
state processor is in a particular state—for example, in order
to evaluate a quantity needed to apply the state transition
rule. The state processor goes through each rule and each
state process until the test is true, or there are no more tests
to perform.

In general, the set of state operations may be none or more

operations on a packet, and carrying out the operation or

EX 1019 Page 494



2

US 6,771,646 B1

11

operations may leave one in a state that causes exiting the
system prior to completing the identification, but possibly
knowing more about what state and state processes are
needed to execute next, i.e., when a next packet of this flow
is encountered. As an example, a state process (set of state 5
operations) at a particular state may build a new signature
for future recognition packets of the next state.

By maintaining the state of the flows and knowing that
new flows may be set up using the information from

previously encountered flows, the network traffic monitor 10

300 provides for (a) single-packet protocol recoguition of
flows, and (b) multiple-packet protocol recognition of flows.
Monitor 300 can even recognize the application program
from one or more disjointed sub-flows that occur in server
announcement type flows. What may seem to prior art 1
monitors to be some unassociated flow, may be recognized
by the inventive monitor using the flow signature to be a
sub-flow associated with a previously encountered sub-flow.
Thus, state processor 328 applies the first state operation

w

to the packet for this particular flow-entry. A process 330 20

decides if more operations need to be performed for this
state. If so, the analyzer continues looping between block
330 and 328 applying additional state operations to this
particular packet until all those operations are completed-

that is, there are no more operations for this packet in this 25

state. A process 332 decides if there are further states to be
analyzed for this type of flow according to the state of the
flow and the protocol, in order to fully characterize the flow.
If not, the conversational flow has now been fully charac-

12

are part of the same conversational flow bave their state
analysis continued from a previously achieved state. When
enough packets related to an application of interest have
been processed, a final recognition state is ultimately
reached, i.e., a set of states has been traversed by state
analysis to completely characterize the conversational flow.
The signature for that final state enables each new incoming
packet of the same conversational flow to be individually
recognized in real time,

In this manner, one of the great advantages of the present
invention is realized. Once a particular set of state transitions
has been traversed for the first time and ends in a final state,
a short-cut recognition pattern—a signature—can be gener-
ated that will key on every new incoming packet that relates
to the conversational flow. Checking a signature involves a
simple operation, allowing high packet rates to be success-
fully monitored on the network.

In improved embodiments, several state analyzers are run
in parallel so that a large number of protocols and applica-
tions may be checked for. Every known protocol and appli-
cation will have at least one unique set of state transitions,
and can therefore be uniquely identified by watching such
transitions.

‘When each new conversational flow starts, signatures that
recognize the flow are antomatically generated on-the-fly,
and as further packets in the conversational flow are
encountered, signatures are updated and the states of the set
of state transitions for any potential application are further

" traversed according to the state transition rules for the flow.

terized and a process 334 finalizes the classification of the 30

conversational flow for the flow.

In the particular embodiment, the state processor 328
starts the state processing by using the last protocol recog-
nized by the parser as an offset into a jump table (jump

vector). The jump table finds the state processor instructions 35

to use for that protocol in the state patterns and processes
database 326. Most instructions test something in the unified
flow key buffer, or the flow-entry in the database of known
flows 324, if the entry exists. The state processor may have

to test bits, do comparisons, add, or subtract to perform the 40

test. For example, a common operation carried out by the
state processor is searching for one or more patterns in the
payload part of the UFKB.

Thus, in 332 in the classification, the analyzer decides

whether the flow is at an end state. If not at an end state, the 45

flow-entry is updated (or created if a new flow) for this
flow-entry in process 322.

Furthermore, if the flow is known and if in 332 it is
determined that there are further states to be processed using

later packets, the flow-entry is updated in process 322. 50

The flow-entry also is updated after classification final-
ization so that any further packets belonging to this flow will
be readily identified from their signature as belonging to this
fully analyzed conversational flow.

After updating, database 324 therefore includes the set of 5
all the conversational flows that have occurred.

Thus, the embodiment of present invention shown in FIG.

3 automatically maintains flow-entries, which in one aspect
includes storing states. The monitor of FIG. 3 also generates

characteristic parts of packets—ithe signatures—that can be 60

used to recognize flows. The flow-entries may be identified
and accessed by their signatures. Once a packet is identified
to be from a known flow, the state of the flow is known and
this knowledge enables state transition analysis to be per-

formed in real time for each different protocol and applica- 65

tion. In a complex analysis, state transitions ate traversed as
more and more packets are examined. Future packets that

3]

The new states for the flow—those associated with a set of
state transitions for one or more potential applications—are
added to the records of previously encountered states for
easy recognition and retrieval when a new packet in the flow
is encountered.

Detailed Operation

FIG. 4 diagrams an initialization systemn 400 that includes
the compilation process. That is, part of the initialization
generates the pattern structures and extraction operations
database 308 and the state instruction database 328. Such
initialization can occur off-line or from a central location.

The different protocols that can exist in different layers
may be thought of as nodes of one or more trees of linked
nodes. The packet type is the root of a tree (called level 0).
Each protocol is either a parent node or a terminal node. A
parent node links a protocol to other protocols (child
protocols) that can be at higher layer levels. Thus a protocol
may have zero or more children. Ethernet packets, for
example, have several variants, each having a basic format
that remains substantially the same. An Ethernet packet (the
root or level 0 node) may be an Ethertype packet—also
called an Ethernet Type/Version 2 and a DIX (DIGITAL-
Intel-Xerox packet)—or an IEEE 803.2 packet. Conlinuing
with the IEEE 802.3 packet, one of the children nodes may
be the IP protocol, and one of the children of the IP protocol
may be the TCP protocol.

FIG. 16 shows the header 1600 (base level 1) of a
complete Ethernet frame (i.e., packet) of information and
includes information on the destination media access control
address (Dst MAC 1602) and the source media access
control address (Src MAC 1604). Also shown in FIG. 16 is
some (but not all) of the information specified in the PDL
files for extraction the signature.

FIG. 17A now shows the header information for the next
level (level-2) for an Ethertype packet 1700. For an Ether-
type packet 1700, the relevant information from the packet
that indicates the next layer level is a two-byte type field
1702 containing the child recognition pattern for the next

o il o s S e A i

e b e o e

i
‘Mﬁ

EX 1019 Page 495



®

)

US 6,771,646 Bl

13

level. The remaining information 1704 is shown hatched
because it not relevant for this level. The list 1712 shows the
possible children for an Ethertype packet as indicated by
what child recognition pattern is found offset 12. FIG. 178
shows the structure of the header of one of the possible next
levels, that of the IP protocol. The possible children of the
IP protocol are shown in table 1752,

The pattern, parse, and extraction database (pattern rec-
ognition database, or PRD) 308 generated by compilation
process 310, in one embodiment, is in the form of a three
dimensional structure that provides for rapidly searching
packet headers for the next protocol. FIG. 18A shows such
a 3-D representation 1800 (which may be considered as an
indexed set of 2-D representations). A compressed form of
the 3-D structure is preferred.

An alternate embodiment of the data structure used in
database 308 is illustrated in FIG. 18B. Thus, like the 3-D
structure of FIG. 18A, the data structure permits rapid
searches to be performed by the pattern recognition process
304 by indexing locations in a memory rather than perform-
ing address link computations, In this alternate embodiment,
the PRD 308 includes two parts, a single protocol table 1850
(PT) which has an entry for each protocol known for the
monitor, and a series of Look Up Tables 1870 (LUT"s) that
are used to identify known protocols and their children. The
protocol table includes the parameters needed by the pattern
analysis and recognition process 304 (implemented by PRE
1006) to cvaluate the header information in the packet that
is associated with that protocol, and parameters needed by
extraction process 306 (implemented by slicer 1007) to
process the packet header. When there are children, the PT
describes which bytes in the header to evaluate to determine
the child protocol. In particular, each PT entry contains the
header length, an offset to the child, a slicer command, and
some fiags.

The pattern matching is carried out by finding particular
“child recognition codes” in the header fields, and using
these codes to index one or more of the LUT’s. Each LUT
entry has a node code that can have one of four values,
indicating the protocol that has been recognized, a code to
indicate that the protocol has been partially recognized
(more LUT lookups are needed), a code to indicate that this
is a terminal node, and a null node to indicate a null entry.
The next LUT to lookup is also returned from a LUT lookup.

Compilation process is described in FIG. 4. The source-
code information in the form of protocol description files is
shown as 402. In the particular embodiment, the high level
decoding descriptions includes a set of protocol description
files 336, one for each protocol, and a set of packet layer
selections 338, which describes the particular layering (sets
of trees of protocols) that the monitor is to be able to handle.

A compiler 403 compiles the descriptions, The set of
packet parse-and-extract operations 406 is generated (404),
and a set of packet state instructions and operations 407 is
generated (405) in the form of instructions for the state
processor that implements state processing process 328.
Data files for each type of application and protocol to be
recognized by the analyzer arc downloaded from the pattern,
parse, and extraction database 406 into the memory systems
of the parser and extraction engines. (See the parsing process
500 description and FIG. 5; the extraction process 600
description and FIG. 6; and the parsing subsystem hardware
description and FIG. 10). Data files for each type of appli-
cation and protocol to be recognized by the analyzer are also

downloaded from the state-processor instruction database 65

407 into the state processor. (see the state processor 1108
description and FIG. 11.).
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Note that generating the packet parse and extraction
operations builds and links the three dimensional structure
(one cmbodiment) or the or all the lookup tables for the is
PRD: e ek e s L,
~ Because of the large number of possible protocal trees and
subtrees, the compiler process 400 includes optimization
that compares the trees and subtrees to see which children
share common parents. When implemented in the form of
the LUT’s, this process can generate a single LUT from a
plurality of LUT’s. The optimization process further
includes a2 compaction process that reduces the space needed
to store the data of the PRD.

As an example of compaction, consider the 3-D structure
of FIG. 18A that can be thought of as a set of 2-D structures
each representing a protocol. To enable saving space by
using only one array per protocol which may have several
parents, in one embodiment, the pattern analysis subprocess
keeps a “current header” pointer. Each location (offset)
index for each protocol 2-D array in the 3-D structure is a
relative location starting with the start of header for the
particular protocol. Furthermore, each of the two-
dimensional arrays is sparse. The next step of the
optimization, is checking all the 2-D arrays against all the
other 2-D arrays to find out which ones can share memory.
Many of these 2-D arrays are often sparsely populated in that
they each have only a small number of valid entries. So, a
process of “folding” is next used to combine two or more
2-D arrays together into one physical 2-D array without
losing the identity of any of the original 2-D arrays (i.e., all
the 2-D arrays continue to exist logically). Folding can occur
between any 2-D arrays irrespective of their location in the
tree as long as certain conditions are met. Multiple arrays
may be combined into a single array as long as the individual
entries do not conflict with each other. A fold number is then
used to associate each element with its original array. A
similar folding process is used for the set of LUTs 1850 in
the alternate embodiment of FIG. 18B.

In 410, the analyzer has been initialized and is ready to
perform recognition.

FIG. § shows a flowchart of how actual parser subsystem
.301 functions. Starting at 501, the packet 302 is input to the
packet buffer in step 502. Step 503 loads the next (initially
the first) packet component from the packet 302. The packet
components are extracted from each packet 302 one element
at a time. A check is made (504) to determine if the
load-packet-component operation 503 succeeded, indicating
that there was more in the packet to process. If not, indi-
cating all components have been loaded, the parser sub-
systeim 301 builds the packet signature (512)—the next stage
(FIG. 6).

If a component is successfully loaded in 503, the node and
processes are fetched (505) from the pattern, parse and
extraction database 308 to provide a set of patterns and
processes for that node to apply to the loaded packet
component. The parser subsystem 301 checks (506) to
determine if the fetch pattern node operation 505 completed
successfully, indicating there was a pattern node that loaded
in 505. If not, step 511 moves to the next packet component.
If yes, then the node and pattern matching process are
applied in 507 to the component extracted in 503. A pattern
match obtained in 507 (as indicated by test 508) means the
parser subsystem 301 has found a node in the parsing
elements; the parser subsystern 301 proceeds to step 509 to
extract the elements.

If applying the node process to the component does not
produce a match (test 508), the parser subsystem 301 moves

(510) to the next pattern node from the pattern database 308
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and to step 505 to fetch the next node and ess. Thus,
there is an “applying patterns” loop between 508 and 505.
Once the parser subsystem 301 completes all the paticrns
and has either matched or not, the parser subsystem 301
moves to the next packet component (511).

Once all the packet components have been the loaded and
processed from the input packet 302, then the load packet
will fail (indicated by test 504), and the parser subsystem
301 moves to build a packet signature which is described in
FIG. 6 FIG. 6 is a flow chart for extracting the information
from which to bui e packet signature. The flow starts at
601, which is the exit point 513 of FIG. 5. At this point
parser subsystem 301 has a completed packet component
and a pattern node available in a buffer (602). Step 603 loads
the packet component available from the patiern analysis
process of FIG. 5. I the load completed (test 604), indicat-
ing that there was indeed another packet component, the
parser subsystem 301 fetches in 605 the extraction and
process elements received from the pattern node component
in 602. If the fetch was successful (test 606), indicating that
there are extraction elements to apply, the parser subsystem
301 in step 607 applies that extraction process to the packet
component based on an extraction instruction received from
that pattern node. This removes and saves an element from
the packet component.

In step 608, the parser subsystem 301 checks if there is
more to extract from this component, and if not, the parser
subsystem 301 moves back to 603 to load the next packet
component at hand and repeats the process. If the answer is
yes, then the parser subsystem 301 moves to the next packet
component ratchet. That new packet component is then
loaded in step 603. As the parser subsystem 301 moved
through the loop between 608 and 603, extra extraction
processes are applied either to the same packet component
if there is more to extract, or to a different packet component
if there is no more to extract.

The extraction process thus builds the signature, extract-
ing more and more components according to the information
in the patterns and extraction database 308 for the particular
packet. Once loading the next packet component operation
603 fails (test 604), all the components have been extracted.
The built signature is loaded into the signature buffer (610)
and the parser subsystem 301 proceeds to FIG. 7 to complete
the signature generation process.

Referring now to FIG. 7, the process continues at 701. The
signature buffer and the pattern node elements are available
(702). The parser subsystem 301 loads the next pattern node
element. If the load was successful (test 704) indicating
there are more nodes, the parser subsystem 301 in 705

- hashes the signature buffer element based on the hash

elements that are found in the pattern node that is in the
element database. In 706 the resulting signature and the hash
are packed. In 707 the parser subsystem 301 moves on to the
next packet component which is loaded in 703.

The 703 to 707 loop continues until there are no more
patterns of elements left (test 704). Once all the patterns of
elements have been hashed, processes 304, 306 and 312 of
parser subsystem 301 are complete. Parser subsystem 301
has generated the signature used by the analyzer subsystem
303.

A parser record is loaded into the analyzer, in particular,
into the UFKB in the form of a UFKB record which is
similar to a parser record, but with one or more different
fields.

FIG. 8 is a flow diagram describing the operation of the
lookup/update engine (LUE) that implements lookup opera-
tion 314. The process starts at 801 from FIG. 7 with the
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parser record that includes a signature, the hash and at least
parts of the payload. In 802 those elements are shown in the
form of a UFKB-entry in the buffer. The LUE, the lookup
engine 314 computes a “record bin number” from the hash
for a flow-entry. A bin herein may have one or more
“buckets” each containing a flow-entry. The preferred
embodiment has four buckets per bin.

Since preferred hardware embodiment includes the cache,
all data accesses to records in the flowchart of FIG. 8 are
stated as being to or from the cache.

Thus, in 804, the system looks up the cache for a bucket
from that bin using the hash. If the cache successfully
returns with a bucket from the bin number, indicating there
are more buckets in the bin, the lookup/update engine
compares (807) the current signature (the UFKB-entry’s
signature) from that in the bucket (i.e., the flow-entry
signature). If the signatures match (test 808), that record (in
the cache) is marked in step 810 as “in process” and a
timestamp added. Step 811 indicates to the UFKB that the
UFKB-entry in 802 has a status of “found.” The *found”
indication allows the state processing 328 to begin process-
ing this UFKB element. The preferred hardware embodi-
ment includes one or more state processors, and these can
operate in parallel with the lookup/update engine.

In the preferred embodiment, a set of statistical operations
is performed by a calculator for every packet analyzed. The
statistical operations may include one or more of counting
the packets associated with the flow; determining statistics
related to the size of packets of the flow; compiling statistics
on differences between packets in each direction, for
example using timestamps; and determining statistical rela-
tionships of timestamps of packets in the same direction.
The statistical measures are kept in the flow-entries. Other
statistical measures also may be compiled. These statistics
may be used singly or in combination by a statistical
processor component to analyze many different aspects of
the flow. This may include determining network usage
metrics from the statistical measures, for example to ascer-
tain the network’s ability to transfer information for this
application. Such analysis provides for measuring the qual-
ity of service of a conversation, measuring how well an
application is performing in the network, measuring network
resources consumed by an application, and so forth.

To provide for such analyses, the lookup/update engine
updates one or more counters that are part of the flow-entry
(in the cache) in step 812. The process exits at 813. In onr
embodiment, the counters include the total packets of the
flow, the time, and a differential time from the last timestamp
to the present timestamp.

It may be that the bucket of the bin did not lead to a
signature match (test 808). In such a case, the analyzer in
809 moves to the next bucket for this bin. Step 804 again
looks up the cache for another bucket from that bin. The
lookup/update engine thus continues lookup up buckets of
the bin until there is either a match in 808 or operation 804
is not successful (test 805), indicating that there are no more
buckets in the bin and no match was found.

If no match was found, the packet belongs to a new (not
previously encountered) flow. In 806 the system indicates
that the record in the unified flow key buffer for this packet
is new, and in 812, any statistical updating operations are
performed for this packet by updating the flow-entry in the
cache, The update operation exits at 813. A flow insertion/
deletion engine (FIDE) creates a new record for this flow
(again via the cache).

Thus, the update/lookup engine ends with a UFKB-entry
for the packet with 2 “new” status or a “found” status.
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Note that the above system uses a hash to which more
than ope flow-entry can match. A longer hash may be used
that corresponds to 2 single flow-entry. In such ap
embodiment, the flow chart of FIG. 8 is simplified as would
be clear to those in the art.

The Hardware System

Each of the individual hardware elements throngh which
the data flows in the system are now described with refer-
ence to FIGS. 10 and 11. Note that while we are describing
a particular hardware implementation of the invention
embodiment of FIG. 3, it would be clear to one skilled in the
art that the flow of FIG. 3 may alternatively be implemented
in software runping on one or more general-purpose
processors, or only partly implemented in hardware. An
implementation of the invention that can operate in software
is shown in FIG. 14. The hardware embodiment (FIGS. 10
and 11) can operate at over a million packets per second,
while the software system of FIG. 14 may be suitable for
slower networks. To one skilled in the art it would be clear
that more and more of the system may be implemented in
software as processors become faster.

FIG. 10 is a description of the-parsing subsystem (301,
shown here as subsystern 1000} as implemented in hard-
ware. Memory 1001 is the pattern recognition database
memory, in which the patterns that are going to be analyzed
are stored. Memory 1002 is the extraction-operation data-
base memory, in which the extraction instructions are stored.
Both 1001 and 1002 correspond to internal data structure
308 of FIG. 3. Typically, the system is initialized from a
microprocessor (not shown) at which time these memories
are loaded through a host interface multiplexor and control
register 1005 via the internal buses 1003 and 1004. Note that
the contents of 1001 and 1002 are preferably obtained by
compiling process 310 of FIG. 3.

A packet enters the parsing system via 1012 into a parser
input buffer memory 1008 using control signals 1021 and
1023, which control an input buffer interface controller
1022. The buffer 1008 and interface control 1022 connect to
a packet acquisition device (not shown). The buffer acqui-
sition device generates a packet start signal 1021 and the
interface control 1022 generates a next packet (i.e., ready to
receive data) signal 1023 to control the data flow into parser
input buifer memory 1008. Once a packet starts loading into
the buffer memory 1008, pattern recognition engine (PRE)
1006 carries out the operations on the input buffer memory
described in block 304 of FIG. 3. That is, protocol types and
associated headers for each protocol layer that exist in the
packet are determined.

The PRE searches database 1801 and the packet in buffer
1008 in order to recognize the protocols the packet contains.
In one implementation, the database 1001 includes a series
of linked lookup tables. Each lookup table uses eight bits of
addressing. The first lookup table is always at address zero.
The Pattern Recognition Engine uses a base packet offset
from a control register to start the comparison. It loads this
value into a current offset pointer (COP). It then reads the
byte at base packet offset from the parser input buffer and
uses it as an address into the first lookup table.

Each lookup table returns a word that links to another
lookup table or it returns a terminal flag. If the lookup
produces a recognition event the database also returns a
command for the slicer. Finally it returns the value to add to
the COP.

The PRE 1006 includes of a comparison engine. The
comparison engine has a first stage that checks the protocol
type field to determine if it is an 802.3 packet and the field
should be treated as a length. If it is not a length, the protocol
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is checked in a second stage. The first stage is the only
protocol level that is not programmable. The second stage
has two full sixteen bit content addressable memories
(CAMs) defined for future protocol additions.

Thus, whenever the PRE recognizes a pattern, it also
generates 2 command for the extraction engine (also called
a “slicer’”) 1007. The recognized patierns and the commands
are sent to the extraction engine 1007 that extracts informa-
tion from the packet to build the parser record. Thus, the
operations of the exiraction engine are those carried out in
blocks 306 and 312 of FIG. 3. The commands are sent from
PRE 1006 to slicer 1007 in the form of extraction instruction
pointers which tell the extraction engine 1007 where to a
find the instructions in the extraction operations database
memory (i.e., slicer instruction database) 1002.

Thus, when the PRE 1006 recognizes a protocol it outputs
both the protocol identifier and a process code to the
extractor. The protocol identifier is added to the flow sig-
nature and the process code is used to fetch the first
instruction from the instruction database 1002. Instructions
include an operation code and usually source and destination
offsets as well as a length. The offsets and length are in
bytes. A typical operation is the MOVE instruction. This
instruction tells the slicer 1007 to copy n bytes of data
unmodified from the input buffer 1008 to the output buffer
1010. The extractor contains a byte-wise barrel shifter so
that the bytes moved can be packed into the flow signature,
The extractor contains another instruction called HASH.
This instruction tells the extractor to copy from the input
buffer 1008 to the HASH generator.

Thus these instructions are for extracting selected element
(s) of the packet in the input buffer memory and transferring
the data to a parser output buffer memory 1010. Some
instructions also generate a hash,

The extraction engine 1007 and the PRE operate as a
pipeline. That is, extraction engine 1007 performs extraction
operations on data in input buffer 1008 already processed by
PRE 1006 while more (i.e., later arriving) packet informa-
tion is being simultaneously parsed by PRE 1006. This
provides high processing speed sufficient to accommodate
the high arrival rate speed of packets,

Once all the selected parts of the packet used to form the
signature are extracted, the hash is loaded into parser output
buffer memory 1010. Any additional payload from the
packet that is required for further analysis is also included.
The parser output memory 1010 is interfaced with the
analyzer subsystem by analyzer interface control 1011. Once
all the information of a packet is in the parser output buffer
memory 1010, a data ready signal 1025 is asseried by
analyzer interface control. The data from the parser sub-
system 1000 is moved to the analyzer subsystem via 1013
when an analyzer ready signal 1027 is asserted.

FIG. 11 shows the hardware components and dataflow for
the analyzer subsystem that performs the functions of the
analyzer subsystem 303 of FIG. 3. The analyzer is initialized
prior to operation, and initialization includes loading the
state processing information generated by the compilation
process 310 into a database memory for the state processing,
called state processor instruction database (SPID) memory
1109.

The analyzer subsystem 1100 includes a host bus interface
1122 using an analyzer host interface controller 1118, which
in tum has access to a cache system 1118. The cache system
has bi-directional access to and from the state processor of
the system 1108. State processor 1 108 is responsible for
initializing the state processor instruction database memory

1109 from information given over the host bus interface
1122.
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With the SPID 1109 loaded, the analyzer subsystem 1100
receives parser records comprising packet si and
payloads that come from the parser into the unified flow key
buffer (UFKB) 1103. UFKB is comprised of memory set up
to maintain UFKB records. A UFKB record is essentially a
parser record; the UFKB holds records of packets that are to
be processed or that are in process. Furthermore, the
provides for one or more fields to act as modifiable status
flags 1o allow different processes to run concurrently.

Three processing engines run concurrently and access
records in the UFKB 1103: the lookup/update engine (LUE)
1107, the state processor (SP) 1108, and the flow insertion
and deletion engine (FIDE) 1110. Each of these is imple-
mented by one or more finite state machines (FSM’s). There
is bi-directional access between each of the finite state
machines and the unified flow key buffer 1103. The UFKB
record includes a field that stores the packet sequence
number, and another that is filled with state information in
the form of a program counter for the state processor 1108
that implements state processing 328. The statns flags of the
UFKB for any entry includes that the LUE is done and that
the LUE is transferring processing of the entry to the state
processor. The LUE done indicator is also used to indicate
what the next entry is for the LUE. There also is provided a
flag to indicate that the state processor is done with the
current flow and to indicate what the next entry is for the
state processor. There also is provided a flag to indicate the
state processor is transferring processing of the UFKB-entry
to the flow insertion and deletion engine.

A new UFKB record is first processed by the LUE 1107.
A record that has been processed by the LUE 1107 may be
processed by the state processor 1108, and a2 UFKB record
data may be processed by the flow insertion/deletion engine
1110 after being processed by the state processor 1108 or
only by the LUE. Whether or not a particular engine has
been applied to any unified flow key buffer entry is deter-
mined by status fields set by the engines upon completion.
In one embodiment, a status flag in the UFKB-entry indi-
cates whether an entry is new or found. In other
embodiments, the LUE issues a flag to pass the entry to the
state processor for processing, and the required operations
for a new record are included in the SP instructions.

Note that each UFKB-entry may not need to be processed
by all three engines. Furthermore, some UFKB entries may
need to be processed more than once by a particular engine.

Each of these three engines also has bi-directional access
to a cache subsystem 1115 that includes a caching engine.
Cache 1115 is designed to have information flowing in and
out of it from five different points within the system: the
three_engines, external memory via a unified memory con-
troller (UMC) 1119 and a memory interface 1123, and a
microprocessor via analyzer host interface and control unit
(ACIC) 1118 and host interface bus (HIB) 1122. The ana-
lyzer microprocessor (or dedicated logic processor) can thus
directly insert or modify data in the cache.

The cache subsystem 1115 is an associative cache that
includes a set of content addressable memory cells (CAMs)
each including an address portion and a pointer portion
pointing to the cache memory (e.g., RAM) containing the
cached flow-entries. The CAMs are arranged as a stack
ordered from a top CAM to a bottom CAM. The bottom
CAM's pointer points to the least recently used (LRU) cache
memory entry. Whenever there is a cache miss, the contents
of cache memory pointed to by the bottom CAM are
replaced by the flow-entry from the flow-entry database 324,
This now becomes the most recently used entry, so the
contents of the bottom CAM are moved to the top CAM and

25

30

40

45

5

>3

60

65

20

all CAM contents are shifted down. Thus, the cache is an
associative cache with a true LRU replacement policy.

The LUE 1107 first processes a UFKB-eniry, and basi-
cally performs the operation of blocks 314 and 316 in FIG.
3. A signal is provided to the LUE to indicate that a “new”
UFKB-entry is available. The LUE uses the hash in the
UFKB-entry to read a matching bin of up to four buckets
from the cache. The cache system attempts to obtain the
matching bin. If a matching bin is not in the cache, the cache
1115 makes the request 1o the UMC 1119 (o bring in 2
matching bin from the external memory.

‘When a flow-entry is found using the hash, the LUE 1107
looks at each bucket and compares it using the signature to
the signature of the UFKB-entry until there is a match or
there are no more buckets.

If there is no match, or if the cache failed to provide a bin
of flow-entries from the cache, a time stamp in set in the flow
key of the UFKB record, a protocol identification and state
determination is made using a table that was loaded by
compilation process 310 during initialization, the status for
the record is set to indicate the LUE has processed the
record, and an indication is made that the UFKB-entry is
ready to start state processing. The identification and state
determination generates a protocol identifier which in the
preferred embodiment is a “jump vector” for the state
processor which is kept by the UFKB for this UFKB-entry
and used by the state processor to start state processing for
the particular protocol. For example, the jump vector jumps
to the subroutine for processing the state.

If there was a match, indicating that the packet of the
UFKB-entry is for a previously encountered flow, then a
calculator component enters one or more statistical measures
stored in the flow-entry, including the timestarnp. In
addition, a time difference from the last stored timestamp
may be stored, and a packet count may be updated. The state
of the flow is obtained from the flow-entry is examined by
looking at the protocol identifier stored in the flow-entry of
database 324, If that value indicates that no more classifi-
cation is required, then the status for the record is set to
indicate the LUE has processed the record. In the preferred
embodiment, the protocol identifier is a jump vector for the
state processor to a subroutine to state processing the
protocol, and no more classification is indicated in the
preferred embodiment by the jump vector being zero. If the
protocol identifier indicates more processing, then an indi-
cation is made that the UFKB-entry is ready to start state
processing and the status for the record is set to indicate the
LUE has processed the record.

The state processor 1108 processes information in the
cache system according to a UFKB-entry after the LUE has
completed. State processor 1108 includes a state processor
program counter SPPC that generates the address in the state
processor instruction database 1109 loaded by compiler
process 310 during initialization. It contains an Instruction
Pointer (SPIP) which generates the SPID address. The
instruction pointer can be incremented or loaded from a
Jump Vector Multiplexor which facilitates conditional
branching. The SPIP can be loaded from one of three
sources: (1) A protocol identifier from the UFKB, (2) an
immediate jump vector form the currently decoded
instruction, or (3) a value provided by the arithmetic logic
unit (SPALU) included in the state processor.

Thus, after a Flow Key is placed in the UFKB by the LUE
with a known protocol identifier, the Program Counter is
initialized with the last protocol recognized by the Parser.
This first instruction is a jump to the subroutine which
analyzes the protocol that was decoded.
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The State Processor ALU (SPALU) contains all the
Arithmetic, Logical and String Compare functions necessary
to implement the State Processor instructions. The main
blocks of the SPALU are: The A and B Registers, the
Instruction Decode & State Machines, the String Reference
Memory the Search Engine, an Cutput Data Register and an
QOutput Contrel Register

The Search Engine in turn contains the Target Search
Register set, the Reference Search Register set, and a
Compare block which compares two operands by exclusive-
or-ing them together.

Thus, after the UFKB sets the program counter, &
sequence of one or more state operations are be executed in
state processor 1108 to further analyze the packet that is in
the flow key buffer entry for this particular packet.

FIG. 13 describes the operation of the state processor
1108. The state processor is entered at 1301 with a unified
flow key buffer entry to be processed. The UFKB-entry is
new or corresponding to a found flow-entry. This UFKB-
entry is retrieved from unified flow key buffer 1103 in 1301.
In 1303, the protocol identifier for the UFKB-entry is used
to set the state processor’s instruction counter. The state
processor 1108 starts the process by using the last protocol
recognized by the parser subsystem 301 as an offset into a
jump table. The jump table takes us to the instructions to use
for that protocol. Most instructions test something in the
unified flow key buffer or the flow-entry if it exists. The state
processor 1108 may have to test bits, do comparisons, add or
subtract to perform the test.

The first state processor instruction is fetched in 1304
from the state processor instruction database memory 1109,
The state processor performs the one or more fetched
operations (1304). In our implementation, each single state
processor instruction is very primitive (e.g., a move, a
compare, etc.), so that many such instructions need to be
performed on each unified flow key buffer entry. One aspect
of the state processor is its ability to search for one or more
(up to four) reference strings in the payload part of the
UFKB entry. This is implemented by a search engine
component of the state processor responsive to special
searching instructions.

In 1307, a check is made to determine if there are any
more instructions to be performed for the packet. If yes, then
in 1308 the system sets the state processor instruction
pointer (SPIP) to obtain the next instruction. The SPIP may
be set by an immediate jump vector in the currently decoded
instruction, or by a value provided by the SPALU during
processing.

The next instruction to be performed is now fetched
(1304) for execution. This state processing loop between
1304 and 1307 continues until there are no more instructions
to be performed.

At this stage, a check is made in 1309 if the processing on
this particular packet has resulted in a final state. That is, is
the analyzer is done processing not only for this particular
packet, but for the whole flow to which the packet belongs,
and the flow is fully determined. If indeed there are no more
states to process for this flow, then in 1311 the processor
finalizes the processing. Some final states may need to put
a state in place that tells the system to remove a flow—for
example, if a connection disappears from a lower level
connection identifier. In that case, in 1311, a flow removal
state is set and saved in the flow-entry. The flow removal
state may be a NOP (no-op) instruction which means there
are no removal instructions.

Once the appropriate flow removal instruction as specified
for this flow (a NOP or otherwise) is set and saved, the

0

—

20

25

40

50

55

60

6!

w

22

process is exited at 1313. The state processor 1108 can now
obtain another unified flow key buffer entry to process.

If at 1309 it is determined that processing for this flow is
not completed, then in 1310 the system saves the state
processor instruction pointer in the current flow-entry in the
current flow-entry. That will be the next operation that will
be performed the next time the LRE 1107 finds packet in the
UFKB that matches this flow. The processor now exis
processing this particular unified flow key buffer entry at

313

Note that state processing updates information in the
unified flow key buffer 1103 and the flow-entry in the cache.
Once the state processor is done, a flag is set in the UFKB
for the entry that the state processor is done. Furthermore, If
the flow needs to be inserted or deleted from the database of
flows, conirol is then passed on to the flow insertion/deletion
engine 1110 for that flow signature and packet entry. This is
done by the state processor setting another flag in the UFKB
for this UFKB-entry indicating that the state processor is
passing processing of this entry to the flow insertion and
deletion engine.

The flow insertion and deletion engine 1110 is responsible
for maintaining the flow-cntry database. In particular, for
creating new flows in the flow database, and deleting flows
from the database so that they can be reused.

The process of flow insertion is now described with the
aid of FIG. 12. Flows are grouped into bins of buckets by the
hash value. The engine processes a UFKB-entry that may be
new or that the state processor otherwise has indicated needs
to be created. FIG. 12 shows the case of a new entry being
created. A conversation record bin (preferably containing 4
buckets for four records) is obtained in 1203. This is a bin
that matches the hash of the UFKB, so this bin may already
have been sought for the UFKB-entry by the LUE. In 1204
the FIDE 1110 requests that the record bin/bucket be main-
tained in the cache system 1115, If in 1205 the cache system
1115 indicates that the bin/bucket is empty, step 1207 inserts
the flow signature (with the hash) into the bucket and the
bucket is marked “used” in the cache engine of cache 1115
using a timestamp that is maintained throughout the process.
In 1209, the FIDE 1110 compares the bin and bucket record
flow signature to the packet to verify that all the elements are
in place to complete the record. In 1211 the system marks the
record bin and bucket as “in process” and as “new” in the
cache system (and hence in the external memory). In 1212,
the initial statistical measures for the flow-record are set in
the cache system. This in the preferred embodiment clears
the set of counters used to maintain statistics, and may
perform other procedures for statistical operations requires
by the analyzer for the first packet seen for a particular flow.

Back in step 12085, if the bucket is not empty, the FIDE
1110 requests the next bucket for this particular bin in the
cache system. If this succeeds, the processes of 1207, 1209,
1211 and 1212 are repeated for this next bucket. If at 1208,
there is no valid bucket, the unified flow key buffer entry for
the packet is set as “drop,” indicating that the system cannot
process the particular packet because there are no buckets
left in the system. The process exits at 1213. The FIDE 1110
indicates to the UFKB that the flow insertion and deletion
operations are completed for this UFKB-entry. This also lets
the UFKB provide the FIDE with the next UFKB record.

Once a set of operations is performed on a unified flow
key buffer entry by all of the engines required to access and
manage a particular packet and its flow signature, the unified
flow key buffer entry is marked as “completed.” That
element will then be used by the parser interface for the next
packet and flow signature coming in from the parsing and
extracting system.
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All ﬁow-mmes are maintained in the external memory
and some are maintained in the cache 1115. The cache
system 1115 js intelligent enough to access the flow database
and to understand the data structures that exists on the other
side of memory interface 1123. The lookup/update engine
1107 is able to request that the cache system pull a particular
flow or “buckets” of flows from the unified memory con-
troller 1119 into the cache system for further processing. The
state processor 1108 can operate on information found in the
cache system once it is looked up by means of the lookup/
update engine request, and the flow inscrtion/dclet‘mn engine
1110 can create new entries in the cache system if required
based on information in the unified flow key buffer 1103.
The cache retrieves information as required from the
memory through the memory interface 1123 and the unified
memory controller 1119, and updates information as
required in the memory through the memory controller 1119

There are several interfaces to components of the system
external to the module of FIG. 11 for the particular hardware
implementation. These include host bus interface 1122,
which is designed as a generic interface that can operate with
any kind of external processing system such as a micropro-
cessor or a multiplexor (MUX) system. Consequently, one
can connect the overall traffic classification system of FIGS.
11 and 12 into some other processing system to manage the
classification system and to extract data gathered by the
system.

The memory interface 1123 is designed to interface to any
of a variety of memory systems that one may want to use o
store the flow-entries. One can use different types of
memory systems like regular dynamic random access
memory (DRAM), synchronous DRAM, synchronous
graphic memory (SGRAM), static random access memory
(SRAM), and so forth.

FIG. 10 also includes some “generic” interfaces. There is
a packet input interface 1012—a general interface that
works in tandem with the signals of the input buffer interface
control 1022. These are designed so that they can be used
with any kind of generic systems that can then feed packet
information into the parser. Another generic interface is the
interface of pipes 1031 and 1033 respectively out of and into
host interface multiplexor and control registers 1005. This
enables the parsing system to be managed by an external
system, for example a microprocessor or another kind of
external logic, and enables the external system to program
and otherwise control the parser.

The preferred embodiment of this aspect of the invention
is described in a hardware description language (HDL) such
as VHDL or Verilog. It is designed and created in an HDL
so that it may be used as a single chip system or, for instance,
integrated into another general-purpose system that is being
designed for purposes related to creating and analyzing
traffic within a network. Verilog or other HDL implemen-
tation is only one method of describing the hardware.

In accordance with one hardware implementation, the
elements shown in FIGS. 10 and 11 are implemented in a set
of six field programmable logic arrays (FPGA’s). The
boundaries of these FPGA's are as follows. The parsing
subsystem of FIG. 10 is implemented as two FPGAS; one
FPGA, and includes blocks 1006, 1008 and 1012, parts of
1005, and memory 1001. The second FPGA includes 1002,
1007, 1013, 1011 parts of 1005. Referring to FIG. 11, the
unified look-up buffer 1103 is implemented as a single
FPGA. State processor 1108 and part of state processor
instruction database memory 1109 is another FPGA. Por-
tions of the state processor instruction database memory
1109 are maintained in external SRAM’s. The lookup/
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update engine 1107 and the flow insertion/deletion engine
1110 are in another FPGA. The sixth FPGA includes the
cache system 1115, the unified memory control 1119, and the
analyzer host interface and control 1118.

Note that one can implement the system as one or more
VSLI devices, rather than as a set of application specific
integrated circuits (ASIC’s) such as FPGA’s. It i3 antici-
pated that in the future device densities will continue to
increase, so that the complete system may eventually form
a sub-unit (a “core”} of a larger single chip unit.
Operation of the Invention

FIG. 15 shows how an embodiment of the network
monitor 300 might be used to analyze traffic in a network
102, Packet acquisition device 1502 acquires all the packets
from a connection point 121 on network 102 so that all
packets passing point 121 in either direction are supplied to
monitor 300. Monitor 300 comprises the parser sub-system
301, which determines flow signatures, and analyzer sub-
system 303 that analyzes the flow signature of each packet.
A memory 324 is used to store the database of flows that are
determined and updated by monitor 300. A host computer
1504, which might be any processor, for example, a general-
purpose computer, is used to analyze the flows in memory
324. As is conventional, host computer 1504 includes a
memory, say RAM, shown as host memory 1506. In
addition, the host might contain a disk. In one application,
the system can operate as an RMON probe, in which case the
host computer is coupled to a network interface card 1510
that is connected to the network 102,

The preferred embodiment of the invention is supported
by an optiopal Simple Network Management Proiocol
(SNMP) implementation. FIG. 15 describes how one would,
for example, implement an RMON probe, where a network
interface card is used to send RMON information to the
network. Commercial SNMP implementations also are
available, and using such an implementation can simplify
the process of porting the preferred embodiment of the
invention to any platform.

In addition, MIB Compilers are available. An MIB Com-
piler is a tool that greatly simplifies the creation and main-
tenance of proprietary MIB extensions.

Examples of Packet Elucidation

Monitor 300, and in particular, analyzer 303 is capable of
carrying out state analysis for packet exchanges that are
commonly referred to as “server announcement™ type
exchanges. Server announcement is a process used to ease
communications between a server with multiple applications
that can all be simultaneously accessed from multiple cli-
ents. Many applications use a server announcement process
as a means of multiplexing a single port or socket into many
applications and services. With this type of exchange, mes-
sages are sent on the network, in either a broadcast or
multicast approach, to announce a server and application,
and all stations in the network may receive and decode these
messages. The messages enable the stations to derive the
appropriate connection point for communicating that par-
ticular application with the particular server. Using the
server announcement method, a particular application com-
municates using a service channel, in the form of a TCP or
UDP socket or port as in the IP protocol suite, or using a SAP
as in the Novell IPX protocol suite. . .

The analyzer 303 is also capable of carrying out “in-
stream analysis” of packet exchanges. The “in-stream analy-
sis” method is used either as a primary or secondary recog-
pition process. As a primary process, io-stream analysis
assists in extracting detailed information which will be used

to further recognize both the specific application and appli-
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cation component. A good example of in-stream analysis js
any Web-based application. For example, the commonly
used PointCast Web information application can be recog-
Dized using this process; during the initial connection
between a PointCast server and client, specific key tokens
exist in the data exchange that will result in a signature being
generated to recognize PointCast.

The in-stream analysis process may also be combined
with the server announcement process. In many cases
in-stream analysis will augment other recognition processes.
An example of combining in-stream analysis with server
announcement can be found in business applications such as
SAP and BAAN.

“Session tracking” also is known as one of the primary
processes for tracking applications in client/server packet
exchanges. The process of tracking sessions requires an
initial connection to a predefined socket or port number. This
method of communication is used in a variety of transport
layer protocols. It is most commonly seen in the TCP and
UDP transport protocols of the IP protocol.

During the session tracking, a client makes a request to a
server using a specific port or socket number. This initial
request will cause the server to create a TCP or UDP port to
exchange the remainder of the data between the client and
the server. The server then replies to the request of the client
using this newly created port. The original port used by the
client to connect to the server will never be used again
during this data exchange.

One cxample of session tracking is TFTP (Trivial File
Transfer Protocol), a version of the TCP/IP FTP protocol
that has no directory or password capability. During the
client/server exchange process of TFTP, a specific port (port
number 69) is always used to initiate the packet exchange.
Thus, when the client begins the process of communicating,
a request is made to UDP port 69. Once the server receives
this request, a new port number is created on the server. The
server then replies to the client using the new port. In this
example, it is clear that in order to recognize TFTP; network
monitor 300 analyzes the initial request from the client and
generates a signature for it. Monitor 300 uses that signature
to recognize the reply. Monitor 300 also analyzes the reply
from the server with the key port information, and uses this
to create a signature for monitoring the remaining packets of
this data exchange.

Network monitor 300 can also understand the current
state of particular connections in the network. Connection-
oriented exchanges often benefit from state tracking to
correctly identify the application. An example is the com-
mon TCP transport protocol that provides a reliable means
of sending information between a client and a server. When
a data exchange is initiated, a TCP request for synchroni-
zation message is sent. This message contains a specific
sequence number that is used to track an acknowledgement
from the server. Once the server has acknowledged the
synchronization request, data may be exchanged between
the client and the server. When communication is no longer
required, the client sends a finish or complete message to the
server, and the server acknowledges this finish request with
a reply containing the sequence numbers from the request.
The states of such a connection-oriented exchange relate to
the various types of connection and maintenance messages.
Server Announcement Example

The individual methods of server announcement proto-
cols vary. However, the basic underlying process remains
similar. A typical server announcement message is sent to
one or more clients in a network. This type of announcement
message has specific content, which, in another aspect of the
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invention, is salvaged and maintained in the database of
flow-entrics in the system. Because the announcement is
sent to one or more stations, the client involved in 2 future
packet exchange with the server will make an assumption
that the information announced is known, and an aspect of
the inventive monitor is that it too can make the same
assumption.

Sun-RPC is the implementation by Sun Microsystems,
Inc. (Palo Alto, Calif.) of the Remote Procedure Call (RPC),
a programming interface that allows one program to use the
services of another on a remote machine. A Sun-RPC
example is now used to explain how monitor 300 can
capture server anpouncements.

A remote program or client that wishes to use a server or
procedure must establish a connection, for which the RPC
protocol can be used.

Each server running the Sun-RPC protocol must maintain
a process and database called the port Mapper. The port
Mapper creates a direct association between a Sun-RPC
program or application and a TCP or UDP socket or port (for
TCP or UDP implementations). An application or program
number is a 32-bit unique identifier assigned by ICANN (the
Internet Corporation for Assigned Names and Numbers,
www.icann.org), which manages the huge number of param-
eters associated with Internet protocols (port numbers,
router protocols, multicast addresses, etc.) Each port Mapper
on a Sun-RPC server can present the mappings between a
unique program number and a specific transport socket
through the use of specific request or a directed announce-
ment. According to ICANN, port number 111 is associated
with Sun RPC.

As an example, consider a client (e.g., CLIENT 3 shown
as 106 in FIG. 1) making a specific request to the server
(e.g., SERVER 2 of FIG. 1, shown as 110) on a predefined
UDP or TCP socket. Once the port Mapper process on the
sun RPC server receives the request, the specific mapping is
returned in a directed reply to the client.

1. Aclient (CLIENT 3, 106 in FIG. 1) sends a TCP packet
to SERVER 2 (110 in FIG. 1) on port 111, with an RPC Bind
Lookup Request (rpcBindLookup). TCP or UDP port 111 is
always associated Sun RPC. This request specifies the
program (as a program identifier), version, and might
specify the protocol (UDP or TCP).

2. The server SERVER 2 (110 in FIG. 1) extracts the
program identifier and version identifier from the request.
The server also uses the fact that this packet came in using
the TCP transport and that no protocol was specified, and
thus will use the TCP protocol for its reply.

3. The server 110 sends a TCP packet to port number 111,
with an RPC Bind Lookup Reply. The reply contains the
specific port mumber (e.g., port number ‘port’) on which
future transactions will be accepted for the specific RPC
program identifier (e.g., Program ‘program’) and the proto-
col (UDP or TCP) for use.

It is desired that from now on every time that port number
‘port’ is used, the packet is associated with the application
program ‘program’ until the number ‘port’ no longer is to be
associated with the program ‘program’. Network monitor
300 by creating a flow-entry and a signature includes a
mechanism for remembering the exchange so that future
packets that use the port number ‘port’ will be associated by
the network monitor with the application program ‘pro-

In addition to the Sun RPC Bind Lookup request and
reply, there are other ways that a particular program—say

‘program’—might be associated with a particular port
number, for example number ‘port’. One is by a broadcast
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announcement of a particular association between an appli-
cation service and a port number, called a Sun RPC port-
Mapper Announcement. Another, is when some server-say
the same SERVER 2—replies to some client—say CLIENT
1-—requesting some portMapper assignment with a RPC
portMapper Reply. Some other client—say CLIENT
2—might inadvertently sce this request, and thus know that
for this particular server, SERVER 2, port number ‘port’ is
associated with the application service ‘program’. It is
desirable for the network monitor 300 to be able to ass.omau:
anylpackets to SERVER 2 using port number ‘port’ with the
application program ‘program’.

FIG.9 re;lyares%;ts a gazagx;:‘? 900 of some operations in the
monitor 300 of FIG. 3 for Sun Remote Procedure Call.
Suppose a client 106 (e.g., CLIENT 3 in FIG. 1) is com-
municating via its interface to the network 118 to a server
110 (e.g., SERVER 2 in FIG. 1) via the server’s interface to
the network 116. Further assume that Remote Procedure
Call is used to communicate with the server 110. One path
in the data flow 900 starts with a step 910 that a Remote
Procedure Call bind lookup request is issued by client 106
and ends with the server state creation step 904. Such RPC
bind lookup request includes values for the ‘program,’
‘version,” and ‘protocol’ to use, e.g., TCP or UDP. The
process for Sun RPC analysis in the network monitor 300
includes the following aspects.:

Process 909:Extract the ‘program,’ ‘version,’ and ‘proto-
col’ (UDP or TCP). Extract the TCP or UDP port
(process 909) which is 111 indicating Sun RPC.

Process 908:Decode the Sun RPC packet. Check RPC
type field for ID. If value is portMapper, save paired
socket (i.e., dest for destination address, src for source
address). Decode ports and mapping, save ports with
socket/addr key. There may be more than one pairing
per mapper packet. Form a signature (e.g., a key). A
flow-entry is created in database 324, The saving of the
request is now complete.

At some later time, the server (process 907) issues a RPC
bind lookup reply. The packet monitor 300 will extract a
signature from the packet and recognize it from the previ-
ously stored flow. The monitor will get the protocol port
number (906) and lookup the request (305). A new signature
(i.e., a key) will be created and the creation of the server
state (904) will be stored as an entry identified by the new
signature in the flow-entry database. That signature now
may be used to identify packets associated with the server.

The server state creation step 904 can be reached not only
from a Bind Lookup Request/Reply pair, but also from a
RPC Reply portMapper packet shown as 901 or an RPC
Announcement portMapper shown as 902. The Remote
Procedure Call protocol can announce that it is able to
provide a particular application service. Embodiments of the
present invention preferably can analyze when an exchange
occurs between a client and a server, and also can track those
stations that have received the announcement of a service in
the network.

The RPC Announcement portMapper announcement 902
is a broadcast. Such causes various clients to execute a
similar set of operations, for example, saving the informa-
tion obtained from the announcement. The RPC Reply
portMapper step 901 could be in reply to a portMapper
request, and is also broadcast. It includes all the service
parameters.

Thus monitor 300 creates and saves all such states for
later classification of flows that relate to the particular
service ‘program’.

FIG. 2 shows how the monitor 300 in the example of Sun
RPC builds a signature and flow states. A plurality of packets
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206-209 are exchanged, e.g., in an exemplary Sun Micro-
systems Remote Procedure Call protocel. A method embodi-
ment of the present invention might generate a pair of flow
signatures, “signature-1” 210 and “signature-2” 212, from
information found in the packets 206 and 207 which, in the
example, correspond to a Sun RPC Bind Lookup request and
reply, respectively.

Consider first the Sun RPC Bind Lookup request. Sup-
pose packet 206 corresponds to such a request sent from
CLIENT 3 to SERVER 2. This packet contains important
information that is used in building a signature according to
an aspect of the invention. A source and destination network
address occupy the first two fields of each packet, and
according to the patterns in patter database 308, the flow
signature (shown as KEY1 230 in FIG. 2) will also contain
these two fields, so the parser subsystem 301 will include
these two fields in signature KEY 1 (230). Note that in FIG.
2, if an address identifies the client 106 (shown also as 202),
the label used in the drawing is “C,”. If such address
identifies the server 110 (shown also as server 204), the Iabel
used in the drawing is “S,”. The first two fields 214 and 215
in packet 206 are “S,” and “C,” because packet 206 is
provided from the server 110 and is destined for the client
106. Suppose for this example, “S,” is an address numeri-
cally less than address “C,”. A third field “p'” 216 identifies
the particular protocol being used, e.g., TCP, UDP, ete.

In packet 206, a fourth field 217 and a fifth field 218 are
used to communicate port numbers that are used. The
conversation direction determines where the port number
field is. The diagonal pattern in field 217 is used to identify
a source-port pattern, and the hash pattern in field 218 is
used to identify the destination-port pattern. The order
indicates the client-server message direction. A sixth field
denoted “i,” 219 is an element that is being requested by the
Client from The server. A seventh field denoted “s,a” 220 is
the service requested by the client from server 110. The
following eighth field “QA” 221 (for question mark) indi-
cates that the client 106 wants to know what to use to access
application “s,a”. A tenth field “QP" 223 is used to indicate
that the client wants the server to indicate what protocol to
use for the particular application.

Packet 206 initiates the sequence of packet exchanges,
e.g., a RPC Bind Lookup Request to SERVER 2. It follows
a well-defined format, as do all the packets, and is trans-
mitted to the server 110 on a well-known service connection
identifier (port 111 indicating Sun RPC).

Packet 207 is the first sent in reply to the client 106 from
the server. It is the RPC Bind Lookup Reply as a result of
the request packet 206.

Packet 207 includes ten fields 224-233. The destination
and source addresses are carried in fields 224 and 225, e.g.,
indicated “C,” and “S,”, respectively. Notice the order is
now reversed, since the client-server message direction is
from the server 110 to the client 106. The protocol “p'” is
used as indicated in field 226. The request “i'” is in field 229.
Values have been filled in for the application port number,
e.g., in field 233 and protocol “p™ in field 233.

The flow signature and flow states built up as a result of
this exchange are now described. When the packet monitor
300 sees the request packet 206 from the client, a first flow
signature 210 is built in the parser subsystem 301 according
to the pattern and extraction operations database 308. This
signature 210 includes a destination and a source address
240 and 241. One aspect of the invention is that the flow
keys are built consistently in a particular order no matter
what the direction of conversation. Several mechanisms may
be used to achieve this. In the particular embodiment, the
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numerically lower address is always placed before the
numerically higher address. Such least {0 highest order is
used to get the best spread of signatures and hashes for the
lookup operations. In this case, therefore, since we assume
“8,”<“C,”, the order is address “S,” followed by client
address “C,”. The next field used to build the signature is a
protocal field 242 extracted from packet 206's field 216, and
thus is the protocol “p'”. The next field used for the
signature is field 243, which contains the destination source
port number shown as a crosshatched pattern from the field
218 of the packet 206. This pattern will be recognized in the
payload of packets to derive hov{ this packet or sequence of
packets exists as a flow. In practice, these may be TCP port
numbers, or a combination of TCP port numbers. In the case
of the Sun RPC example, the crosshatch represents a set of
port numbers of UDS for p, that will be used to recognize
this flow (e.g., port 11). 111 indicates this is Sun RPC.
Some applications, such as the Sun RPC Bind Lookups, are
directly determinable (“known”) at the parser level. So in
this case, the signature KEY-1 points to a known application
denoted *a*” (Sun RPC Bind Lookup), and a next-state that
the state processor should proceed to for more complex
recognition jobs, denoted as state “st,,” is placed in the field
245 of the flow-entry.

When the Sun RPC Bind Lookup reply is acquired, a flow
signature is again built by the parser. This flow signature is
identical to KEY-1. Hence, when the signature enters the
analyzer subsystem 303 from the parser subsystem 301, the
complete flow-entry is obtained, and in this flow-entry
indicates state “st,,”. The operations for state “st,” in the
state processor instruction database 326 instructs the state

r to build and store a new flow signature, shown as
KEY-2 (212) in FIG. 2. This flow signature built by the state
processor also includes the destination and a source
addresses 250 and 251, respectively, for server “S,” fol-
lowed by (the numerically higher address) client “C,”. A
protocol field 252 defines the protocol to be used, e.g., “p>”’
which is obtained from the reply packet. A field 253 contains
a recognition pattern also obtained from the reply packet. In
this case, the application is Sun RPC, and field 254 indicates
this application “a®”. A next-state field 255 defines the next
state that the state processor should proceed to for more
complex recognition jobs, e.g., a state “st*”, In this particular
example, this is a final state. Thus, KEY-2 may now be used
to recognize packets that are in any way associated with the
application “a®”. Two such packets 208 and 209 are shown,
one in each direction. They use the particular application
service requested in the original Bind Lookup Request, and
each will be recognized because the signature KEY-2 will be
built in each case.

The two flow signatures 210 and 212 always order the
destination and source address fields with server “S,” fol-
lowed by client “C,”. Such values are automatically filled in
when the addresses are first created in a particular flow
signature. Preferably, large collections of flow signatures are
kept in a lookup table in a least-to-highest order for the best
spread of flow signatures and hashes.

Thereafter, the client and server exchange a number of
packets, e.g., represented by request packet 208 and
response packet 209. The client 106 sends packets 208 that
have a destination and source address Sand C,, in a pair of
fields 260 and 261. A field 262 defines the protocol as “p>”,
and a field 263 defines the destination port number.

Some network-server application recognition jobs are so
simple that only a single state transition has to occur to be
able to pinpoint the application that produced the packet.
Others require a sequence of state transitions to occur in
order to match a known and predefined climb from state-
to-state.
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Thus the flow signature for the recognition of application
ug? js automatically set up by predefining what packet-
exchange sequences occur for this example when a rela-
tively simple Sun Microsystems Remote Procedure Call
bind lookup request instruction executes. More complicated
exchanges than this may generate more than two flow
signatures and their corresponding states. Each recognition
may involve setting up a complex state transition diagram 1o
be traversed before a “final” resting state such as “st,” in
field 255 is reached. All these are used to build the final set
of flow signatures for recognizing a particular application in
the fature.

The Cache Subsystem

Referring again to FIG. 11, the cache subsystem 1115 is
connected to the lookup update engine (LUE) 1107, the state
processor the state processor (SP) 1108 and the flow
insertion/deletion engine (FIDE) 1110. The cache 1115
keeps a set of flow-entries of the flow-entry database stored
in memory 1123, so is coupled to memory 1123 via the
unified memory controller 1119. According to one aspect of
the invention, these entries in the cache are those likely-to-
be-accessed next

It is desirable to maximize the hit rate in a cache system.
Typical prior-art cache systems are used to expedite memory
accesses to and from microprocessor systems. Various
mechanisms are available in such prior art systerns to predict
the lookup such that the hit rate can be maximized. Prior art
caches, for example, can use a lookahead mechanism to
predict both instruction cache lookups and data cache look-
ups. Such lookahead mechanisms are not available for the
packet monitoring application of cache subsystem 1115.
When a new packet enters the monitor 300, the next cache
access, for example from the LUE 1107, may be for a totally
different flow than the last cache lookup, and there is no way
ahead of time of knowing what flow the next packet will
belong to.

One aspect of the present invention is a cache system that
replaces a least recently used (LRU) flow-entry when a
cache replacement is needed. Replacing least recently used
flow-entries is preferred because it is likely that a packet
following a recent packet will belong to the same flow. Thus,
the signature of a new packet will likely match a recently
used flow record. Conversely, it is not highly likely that a
packet associated with the least recently used flow-entry will
soon arrive.

Furthermore, after one of the engines that operate on
flow-entries, for example the LUE 1107, completes an
operation on a flow-gntry, it is likely that the same or another
engine will soon use the same flow-entry. Thus it is desirable
to make sure that recently used entries remain in the cache.

A feature of the cache system of the present invention is
that most recently used (MRU) flow-entries are kept in
cache whenever possible. Since typically packets of the
same flow arrive in bursts, and since MRU flow-entries are
likely to be required by another engine in the analysis
subsystem, maximizing likelihood of MRU flow-entries
remaining in cache increases the likelihood of finding flow
records in the cache, thus increasing the cache hit rate.

Yet another aspect of the present cache invention is that it
includes an associative memory using a set of content
addressable memory cells (CAMs). The CAM contains an
address that in our implementation is the hash value asso-
ciated with the corresponding fiow-entry in a cache memory
(e.g., a data RAM) comprising memory cells. In one
embodiment, each memory cell is a page. Each CAM also
includes a pointer to a cache memory page. Thus, the CAM
contents include the address and the pointer to cache
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memory. As is conventional, each CAM cell includes a
matching circuit having an input. The hash is presented to
the CAM’s matching circuit input, and if the hash matches
the hash in the CAM, the a match output is asserted

indicating there is a hit. The CAM pointer points to the page 5

number (ie., the address) in the cache memory of the
flow-entry.

Each CAM also includes a cache address input, a cache
pointer input, and a cache contents output for inputting and
outputting the address part and pointer part of the CAM.

The particular embodiment cache memory stores flow-
entries in pages of one bucket, i.e., that can store a single
flow-entry. Thus, the pointer is the page number in the cache
memory. In one version, each hash value corresponds to a
bin of N flow-entries (e.g., 4 buckets in the preferred
embodiment of this version). In another implementation,
each hash value points to a single flow record, i.e., the bin
and bucket sizes correspond. For simplicity, this second
implementation is assumed when describing the cache 1115,

Furthermore, as is conventional, the match output signal
is provided to a corresponding location in the cache memory
so that a read or write operation may take place with the
location in the cache memory pointed to be the CAM.

One aspect of the present invention achieves a combina-
tion of associatively and true LRU replacement policy. For
this, the CAMs of cache system 1115 are organized in what
we call a CAM stack (also CAM array) in an ordering, with
a top CAM and a bottom CAM. The address and pointer
output of each CAM starting from the top CAM is connected
to the address and pointer input of the next cache up to the
bottom.

In our implementation, a hash is used to address the cache.
The hash is input to the CAM array, and any CAM that has
an address that matches the input hash asserts its match
output indicating a hit. When there is a cache hit, the
contents of the CAM that produced the hit (including the
address and pointer to cache memory) are put in the top
CAM of the stack. The CAM contents (cache address, and
cache memory pointer) of the CAMs above the CAM that
produced are shifted down to fill the gap.

If there is a miss, any new flow record is put in the cache
memory element pointed to by the bottom CAM. All CAM
contents above the bottom are shifted down one, and then
the new hash value and the pointer to cache memory of the
new flow-entry are put in the top-most CAM of the CAM
stack.

In this manner, the CAMs are ordered according to
recentness of use, with the least recently used cache contents
pointed to by the bottom CAM and the most recently used
cache contents pointed to by the top CAM.

Furthermore, unlike a conventional CAM-based cache,
there is no fixed relationship between the address in the
CAM and what element of cache memory it points to.
CAM'’s relationship to a page of cache memory changes
over time. For example, at one instant, the fifth CAM in the
stack can include a pointer to one particular page of cache
memory, and some time later, that same fifth CAM can point
to a different cache memory page.

In one embodiment, the CAM array includes 32 CAMs
and the cache memory includes 32 memory cells (e.g.,
memory pages), one page pointed to by each CAM contents.
Suppose the CAMs are numbered CAM,, CAMh Cees
CAM,,, respectively, with CAM, the top CAM in the array
and CAM;, the bottom CAM.

The CAM array is controlled by a CAM controller
implemented as a state machine, and the cache memory is
controlled by a cache memory controller which also is
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implemented as a state machine. The need for such control-
lers and how to implement them as state machines or
otherwise would be clear to one skilled in the art from this
description of operation. In order not to confuse these
controllers with other controllers, for example, with the
unified memory controller, the two controllers will be called
the CAM state machine and the memory state machine,
respectively.

Consider as an example, that the state of the cache is that
it is full. Suppose furthermore that the contents of the CAM
stack (the address and the pointer to the cache memory) and
of the cache memory at each page number address of cache
memory are as shown in the following table.

CAM Hash Cache Point  Cache Addr.  Contents
CAM, hash, pageo Page, entry,
CAM, hash, page; Page, entry,
CAM, hash, page, page, eniry,
CAM, hashs Pages pagey entry,
CAM, hash, Page, page, entry,
CAM, hashy pages Pages entry,
CAM; hashg pages Pages entryg
CAM, hash, page,; page; entry,
CAM,, hash,, Page Pageyo eniry,q
CAM,, hashy, Pages Pageso Cntrys,
CAM,, hashy, pages, pagey; COiTys,

This says that CAM, contains and will match with the
hash value hash,, and a lookup with hash, will produce a
match and the address page, in cache memory. Furthermore,
page, in cache memory contains the flow-entry, entry,,, that
in this notation is the flow-entry matching hash value hash,.
This table also indicates that hash, was more recently used
than hash,, hashs more recently than hash,, and so forth,
with hash,, the least recently used hash value. Suppose
further that the LUE 1107 obtains an entry from unified flow
key buffer 1103 with a hash value hash,,. The LUE looks up
the cache subsystem via the CAM array. CAM,, gets a hit
and returns the page number of the hit, i.e., page;;. The
cache subsystem now indicates to the LUE 1007 that the
supplied hash value produced a hit and provides a pointer to
page,, of the cache memory which contains the flow-entry
corresponding to hash,,, i.e., flow,,. The LUE now retrieve
the flow-entry flow,, from the cache memory at address
pagey;. In the preferred embodiment, the lookup of the
cache takes only one clock cycle.

The value hash,, is the most recently used hash value.
Therefore, in accordance with an aspect of the inventive
cache system, the most recently used entry is put on top of
the CAM stack. Thus hash,, is put into CAM,, (pointing to
page,, ). Furthermore, hash,, is now the LRU hash value, so
is moved to CAMj,. The next least recently used hash value,
hash,, is now moved to CAM,,, and so forth. Thus, all
CAM contents are shifted one down after the MSU entry is
put in the top CAM. In the preferred embodiment the
shifting down on CAM entries takes one clock cycle. Thus,
the lookup and the rearranging of the CAM array to maintain
the ordering according to usage recentness. The following
table shows the new contents of the CAM array and the
(unchanged) contents of the cache memory.

B,
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CAM Hash Cache Point  Cache Addr.  Contents
CAM, hashy, Pages: pageg entry,
CAM, hash,  pageo page; cntry
CAM, hash, page; pAgE, entry,
CAM, bash,  pagS peges entry,
CAM, hashy  pages page. entry,
CAM hash, PagEs Pages entrys
CAM, hashs  Dages pages entry,
CAM, hashy Pagcs page, enixy,
CAM,,  hashy  Pagesx Pagess enirysg
CAM,,  bashy  Dage pagesq entrys
CAM,, bashy,  P38tso pages; entrys,

To continue with the example, suppose that some time
later, the LUE 1007 looks up hash value hash,. This pro-
duces a hit in CAM; pointing to page, of the cache memory.
Thus, in one clock cycle, the cache subsystem 1115 provides
LUE 1007 with an indication of a hit and the pointer to the
flow-entry in the cache memory. The most recent entry is
hashy, so hash; and cache memory address page, are entered
into CAM,,. The contents of the remaining CAMs are all
shifted down one up to and including the entry that con-
tained hash,. That is, CAM,, CAM,, . . ., CAM,, remain
unchanged. The CAM array contents and unchanged cache
memory contents are now as shown in the following table.

CAM Hash Cache Point ~ Cache Addr. Contents
CAM, hash, pages pageo enfryq
CAM,; bashs, Pages; page; enfry,
CAM; hash, pageo page; entry;
CAM, hash, page; Pages eniry;
CAM, hash, pages page, eniry,
CAM, hash, pages pages enirys
CAM, hash, pages pages entryg
CAM, bashg pages page; entry;
CAM,, hash,y  pagess pagess entryyg
CAM;, bash,y  pagess pageso entrysg
CAMy, hashy, Pagtan pages; entryy;

Thus in the case of cache hits, the CAM array always
keeps used hash values in the order of recentness of use, with
the most recently used hash value in the top CAM.

The operation of the cache subsystem when there is a
cache hit will be described by continuing the example.
Suppose there is a lookup (e.g., from LUE 1107) for hash
value hash,,. The CAM array produces a miss that causes in
a lookup using the hash in the external memory. The specific
operation of our specific implementation is that the CAM
state machine sends a GET message to the memory state
machine that results in a2 memory lookup using the hash via
the unified memory controller (UMC}) 1119. However, other
means of achieving 2 memory lookup when there is a miss
in the CAM array would be clear to those in the art.

The lookup in the flow-entry database 324 (i.e., external
memory) results in a hit or a miss. Suppose that the database
324 of flow-entries does not have an entry matching hash
value hash,,. The memory state machine indicates the miss
to the CAM state machine which then indicates the miss to
the LUE 1007. Suppose, on the other hand that there is a
flow-entry-—entry,,—in database 324 matching hash value
hash,,. In this case, the flow-entry is brought in to be loaded
into the cache.

In accordance with another aspect of the invention, the
bottom CAM entry CAM,, always points to the LRU
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address in the cache memory. Thus, implementing a true
LRU replacement policy includes flushing out the LRU
cache memory entry and inserting a new entry into that LRU
cache memory location pointed to by the bottom CAM., The
CAM entry also is modified to reflect the new hash valye of
the entry in the pointed to cache memory element. Thus,
hash value hash, is put in CAM,, and flow-entry entry 43 1S
placed in the cache page pointed to by CAM 31. The CAM
array and now changed cache memory contents are now

CAM Hash Cache Point Cache Addr. Contents
CAM, hashy pages pageq entryg
CAM, hashy, pagen page, entry,
CAM, hashg pageo page; entry;
CAM, hash, page, page, entry,
CAM, bash, page; page, entry,
CAM; bash, Pages pages entrys
CAM, hashy, pages pagee entrys
CAM, hash, pages page; entry;
CAM;g hashoy  pagess pagesy entryzg
CAM,, hash,,  pagex Pageao eniry,;
CAM,, bashy,  pages pages; entrys;

Note that the inserted entry is now the MRU flow-entry.
So, the contents of CAM,, are now moved to CAM,, and the
entries previously in the top 30 CAMs moved down so that
once again, the bottom CAM points to the LRU cache
memory page.

CAM Hash Cache Point  Cache Addr  Contents
CAM, hashyy  pagess Pageo entrye
CAM, hashg pages page, entry,
CAM, hashs, pages; page; entry,
CAM, hashgy pageo pages entryy
CAM, hash, page, page, entry,
CAM, hash, page; pages entryy
CAM, hash, pages Ppages eniryg
CAM, hash, pages page, entry;
hash, pageg
CAM,y DUgCys Cntry sy
CAMy, bashyy  pagess Pagesa NIy,
CAM,, hashye  pagess pagey; entrys,

Note that the inserted entry is now the MRU flow-entry.
So, the contents of CAM;,; are now moved to CAM,, and the
entries previously in the top 30 CAMs moved

In addition to looking up entries of database 324 via the
cache subsystem 1115 for retrieval of an existing flow-entry,
the LUE, SP, or FIDE engines also may update the flow-
entries via the cache. As such, there may be entries in the
cache that are updated flow-entries. Until such updated
entries have been written into the flow-entry database 324 in
external memory, the flow-entries are called “dirty.” As is
common in cache systems, a mechanism is provided to
indicate dirty eniries in the cache. A dirty entry cannot, for
example, be flushed out until the corresponding entry in the
database 324 has been updated.

Suppose in the last example, that the entry in the cache
was modified by the operation. That is, hash,, is in MRU
CAM,,, CAM,, correctly points to page,q, but the informa-
tion in pages, of the cache, entry,,, does not correspond to
eniry,, in database 324. That is, the contents of cache page
page,, is dirty. There is now a need to update the database
324. This is called backing up or cleaning the dirty entry.

As is common in cache systems, there is an indication
provided that a cache memory entry is dirty using a dirty
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flag. In the preferred embodiment, there is a dirty flag for
each word in cache memory. . .

Another aspect of the inventive cache system is cleaning
cache memory contents according to the entry most likely to
be first flushed out of the cache memory. In our LRU cache
embodiment, the cleaning of the cache memory entries
proceeds in the inverse order of recentmess of use. Thus,
LRU pages are cleaned first consistent with the least like-
-lilrood-that these are the entries likely to be flushed first.

In our embodiment, the memory state machine, whenever
it is idle, is programmed to scan the CAM array in reverse
order of recentness, i.e., starting from the bottom of the
CAM array, and look for dirty flags. Whenever a dirty flag
is found, the cache memory contents are backed up to the
database 324 in external memory.

‘Note that once a page of cache memory is cleaned, it is
kept in the cache in case it is still needed. The page is only
flushed when more cache memory pages are needed. The
corresponding CAM also is not changed until a new cache
memory page is needed. In this way, efficient lookups of all
cache memory contents, including clean entries are still
possible. Furthermore, whenever a cache memory entry is
flushed, a check is first made to ensure the entry is clean. If
the entry is dirty, it is backed up prior to flushing the entry.

The cache subsystem 1115 can service two read transfers
at one time. If there are more than two read requests active
at one time the Cache services them in a particular order as
ioillows:

(1) LRU dirty write back. The cache writes back the least
recently used cache memory entry if it is dirty so that
there will always be a space for the fetching of cache
misses.

(2) Lookup and update engine 1107.

(3) State processor 1108,

(4) Flow insertion and deletion engine 1110.

(5) Analyzer host interface and control 1118.

(6) Dirty write back from LRU —1 to MRU; when there
is nothing else pending, the cache engine writes dirty
entries back to external memory.

FIG. 19 shows the cache memory component 1900 of the
cache subsystem 1115. Cache memory subsystem 1900
includes a bank 1903 of dual ported memories for the pages
of cache memory. In our preferred embodiment there are 32
pages. Each page of memory is dual ported. That is, it
includes two sets of input ports each having address and data
inputs, and two sets of output ports, one set of input and
output ports are coupled to the unified memory controller
(UMC) 1119 for writing to and reading from the cache
memory from and into the external memory used for the
flow-entry database 324. Which of the output lines 1909 is
coupled to UMC 1119 is selected by a multiplexor 1911
using a cache page select signal 1913 from CAM memory
subsystem part of cache system 1115. Updating cache
memory from the database 324 uses a cache data signal 1917
from the UMC and a cache address signal 1915.

Looking up and updating data from and to the cache
memory from the lookup/update engine (LUE) 1107, state
processor (SP) 1108 or flow insertion/deletion engine
(FIDE) 1110 uses the other input and output ports of the
cache memory pages 1903. A bank of input selection mul-
tiplexors 1905 and a set of output selector multiplexors 1907
respectively select the input and output engine using a set of
selection signals 1919.

FIG. 20 shows the cache CAM state machine 2001
coupled to the CAM array 2005 and to the memory state
machine 2003, together with some of the signals that pass

—
o

15

20

25

35

36

between these clements. The signal names are self-
explanatory, and how to implement these controllers as state
machines or otherwise would be clear from the description
herein above.

While the above description of operation of the CAM
array is sufficient for one skilled in the art to design such a
CAM array, and many such designs are possible, FIG. 21
shows one such design. Referring to that figure, the CAM
array 2005 comprises one CAM, e.g., CAM[7] (2107), per
page of CAM memory. The lookup port or update port
depend which of the LUE, SP or FIDE are accessing the
cache subsystem. The input data for a lookup is typically the
hash, and shown as REF-DATA 2103. Loading, updating or
evicting the cache is achieved using the signal 2105 that both
selects the CAM input data using a select multiplexor 2109,
such data being the hit page or the LRU page (the bottom
CAM in according to an aspect of the invention). Any
loading is done via a 5 to 32 decoder 2111. The results of the
CAM lookup for all the CAM:s in the array is provided to a
32-5 low to high 32 to 5 encoder 2113 that outputs the hit
2115, and which CAM number 2117 produced the hit. The
CAM hit page 2119 is an output of a MUX 2121 that has the
CAM data of each CAM as input and an output selected by
the signal 2117 of the CAM that produced the hit. Mainte-
nance of dirty entries is carried out similarly from the update
port that coupled to the CAM state machine 2001. A MUX
2123 has all CAMs’ data input and a scan input 2127. The
MUX 2123 produces the dirty data 2125.

Although the present invention has been described in
terms of the presently preferred embodiments, it is to be
understood that the disclosure is not to be interpreted as
limiting. Various alterations and modifications will no doubt
become apparent to those of ordinary skill in the art after
having read the above disclosure. Accordingly, it is intended
that the claims be interpreted as covering all alterations and
modifications as fall within the true spirit and scope of the
present invention.

What is claimed is:

1. A packet monitor for examining packet passing through,
a_connection_point on a computer network, each packets
Conforming to one or moré protocols, the monifor compris-

ing:

(a) a packet acquisition device coupled to the connection
point and configured to receive packets passing through
the connection point;

(b) a memory for storing a database comprising flow-
entries for previously encountered conversational flows
to which a received packet may belong, a conversa-
tional flow being an exchange of one or more packets
in any direction as a result of an activity corresponding
to the flow;

(c) a cache subsystem coupled to the flow-entry database
memory providing for fast access of flow-entries from
the flow-entry database;

(d) a lookup engine coupled to the packet acquisition
device and to the cache subsystem and configured to
lookup whether a received packet belongs to a flow-
entry in the flow-entry database, to looking up being the
cache subsystem; and

(e) a state processor coupled to the lookup engine and to
the flow-entry-database memory, the state processor
being to perform any state operations specified for the
state of the flow starting from the last encountered state
of the flow in the case that the packet is from an existing
flow, and to perform any state operations required for
the initial state of the new flow in the case that the
packet is from an existing flow.
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2. A packet monitor according to claim 1, further com-
prising:

a parser subsystem coupled to the packet acquisition
device and to the lookup engine such that the acquisi-
tion device is coupled to the lookup engine via the
parser subsystem, the parser subsystem configured to
extract identifying information from a received packet.

wherein each flow-entry is identified by identifying infor-
mation stored in the flow-entry, and wherein the cache
lookup uses a function of the extracted identifying informa-
tion.

3. A packet monitor according to claim 2, wherein the
cache subsystem is an associative cache subsystem includ-
ing one or more content addressable memory cells (CAMs).

4. A packet monitor according to claim 2, wherein the
cache subsystem includes:

(i) a set of cache memory elements coupled to the
flow-entry database memory, each cache memory ele-
ment including an input port to input a flow-entry and
configured to store a flow-entry of the flow-entry
database;

(ii) a set of content addressable memory cells (CAMs)
connected according to an order of connections from a
top CAM to a bottom CAM, each CAM containing an
address and a pointer to one of the cache memory
elements, and including:

a matching circuit having an input such that the CAM
asserts a match output when the input is the same as
the address in the CAM cell, an asserted match
output indicating a hit,

a CAM input configured to accept an address and a
pointer, and

a CAM address output and a CAM pointer output;

(iii) a CAM controller coupled to the CAM set; and

(iv) a memory controller coupled to the CAM controller,
to the cache memory set, and to the flow-entry memory,

wherein the matching circuit inputs of the CAM cells are
coupled to the lookup engine such that that an input to the
matching circuit inputs produces a match output in any
CAM cell that contains an address equal to the input, and
wherein the CAM controller is configured such that which
cache memory element a particular CAM points to changes
over time.

5. A packet monitor according to claim 4, wherein the
CAM controller is configured such that the bottom CAM
points to the least recently used cache memory element.

6. A packet monitor according to claim 5, wherein the
address and pointer output of each CAM starting from the
top CAM is coupled to the address and pointer input of the
next CAM, the final next CAM being the bottom CAM, and
wherein the CAM controller is configured such than when
there is a cache hit, the address and pointer contents of the
CAM that produced the hit are put in the top CAM of the
stack, the address and pointer contents of the CAMs above
the CAM that produced the asserted match output arc shifted
down, such that the CAMs are ordered according to recent-
ness of use, with the least recently used cache memory
clement pointed to by the bottom CAM and the most
recently used cache memory element pointed to by the top
CAM.

7. A packet monitor for examining packet passing through
a connection point on a computer network, each packets

Conforming 1o onic or more protocols, the mofitor compris-
e

ng:
a packet acquisition device coupled to the connection
point and configured to receive packets passing through

the connection point;
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an input buffer memory coupled to and configured to
accept a packet from the packet acquisition device;

a parser subsystem coupled to the input buffer memory,
the parsing subsystem configured to extract selected
portions of the accepted packet and to output a parser
record containing the selected portions;

Aot F o

a memory to storing a database of one or more flow-
entries for any previously encountered conversational
flows, each flow-entry identified by identifying infor-
mation stored in the flow-entry;

lookup engine coupled to the output of the parser
subsystem and to the flow-entry memory and config-
ured to lookup whether the particular packet whose
parser record is output by the parser subsystem has a
matching flow-entry, the looking up using at least some
of the selected packet portions and determining if the
packet is of an existing flow;

a cache subsystem coupled to and between the lookup
engine and the flow-entry database memory providing
for fast access of a set of likely-to-be-accessed flow-
entries from the flow-entry database; and

a flow insertion engine coupled to the flow-entry memory
and to the lookup engine and configured to create a
flow-entry in the flow-entry database, the flow-entry
including identifying information for future packets to
be identified with the new flow-entry,

the lookup engine configured such that if the packet is of an
existing flow, the monitor classifies the packet as belonging
to the found existing flow; and if the packet is of a new flow,
the flow insertion engine stores a new flow-entry for the new
flow in the flow-entry database, including identifying infor-
mation for future packets to be identified with the new
flow-entry,

wherein the operation of the parser subsystem depends on
one or more of the protocols to which the packet conforms.

8. A monitor according to claim 7, wherein the lookup
engine updates the flow-entry of an existing flow in the case
that the lookup is successful.

9. A monitor according to claim 7, further including a
mechanism for building a hash from the selected portions,
wherein the hash is included in the input for a particular
packet to the lookup engine, and wherein the hash is used by
the lookup engine to search the flow-entry database.

10. A monitor according to claim 7, further including a
memory containing a database of parsing/extraction
operations, the parsing/extraction database memory coupled
to the parser subsystem, wherein the parsing/extraction
operations are according to one or more parsing/extraction
operations looked up from the parsing/extraction database.

11. A monitor according to claim 10, wherein the database
of parsing/extraction operations includes information
describing how to determine a set of one or more protocol
dependent extraction operations from data in the packet that
indicate a protocol used in the packet.

12. A method according to claim 7, further including a
state processor coupled to the lookup engine and to the
flow-entry-database memory, and configured to perform any
state operations specified for the state of the flow starting
from the last encountered state of the flow in the case that the
packet is from an existing flow, and to perform any state
operations required for the initial state of the new flow in the
case that the packet is from an existing flow.

13. A_method according to claim 12, wherein the set of
possibmtate operations that the state processor is config-
ured to perform includes searching for one or more patterns
in the packet portions.
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14. A monitor according to claim 12, wherein the state
processor is programmable, the monitor further including a
state patterns/operations memory coupled to the state
processor, the state operations memory configured to store a
database of protocol dependent state patterns/operations.

15. A monitor according to claim 12, wherein the state
operations include updating the flow-entry, including iden-
tifying information for future packets to be identified with
the flow-entry.

16. A method of examining packets passing through a
connection point on a computer network, each packets
conforming to one or more protocols, the method compris-
mg:

(2) receiving a packet from a packet acquisition device;

{b) performing one or more parsing/extraction operations
on the packet to create a parser record comprising a
function of selected portions of the packet;

(c) looking up a flow-entry database comprising none or
more flow-entries for previously encountered conver-
sational flows, the looking up using at least some of the
selected packet portions and determining if the packet
is of an existing flow, the lookup being via a cache;

(d) if the packet is of an existing flow, classifying the
packet as belonging to the found existing flow; and

(e) if the packet is of a new flow, storing a new flow-entry
for the new flow in the flow-entry database, including

20

25

40
identifying information for future packets to be iden-
tified with the new fow-entry,
wherein the pming/cxn*acﬂqn operations depend on one or
more of the protocols to which the packet conforms.

17. A method according to claim 16, wherein classifying
the packet as belonging to the found existing flow includes
updating the flow-entry of the existing flow.

18. A method according to claim 16, wherein the function
of the selected portions of the packet forms a signaxzue rl.mat
includes the selected packet portions and that can identify
future packets, wherein the lookup operation uses the sig-
nature and wherein the identifying information stored ‘in }he
new or updated flow-entry is a signature for identifying
future packets.

19. A method according to claim 16, wherein the looking
up of the flow-entry database uses a hash of the selected
packet portions.

20. A method according to claim 16, wherein step (d)
includes if the packet is of an existing flow, obtaining the last
encountered state of the flow and performing any state
operations specified for the state of the flow starting from the
last encountered state of the flow; and wherein step (€)
includes if the packet is of a new flow, performing any state
operations required for the initial state of the new flow.
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