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UNITED STATES PATENT AND TRADEMARK OFFICE
Commissioner for Patents

United States Patent ’and Trademark Office
P.O. Box 1450

Alexandria, VA 22313-1450
www.uspto,gov 

MAILED
Konda Technologies, Inc
6278 GRAND OAK WAY

SAN JOSE CA 95135 NOV 27 2019

INTERNATIONAL PATENT LEGAL ADM.

In re Application of

Konda Technologies Inc. :

Application No.: 16/202,067 : DECISION

Filing Date: 27 November 2018 '

Attorney Docket No..: V-0070US

This Decision is in response to the filing of “Petition To Withdraw the Prior Filed

Petition on 11/27/2018 To Accept The Unintentionally Delayed Claim Under 35 U.S.C. 119(e),”
in the United States Patent and Trademark Office on 17 September 2019.

This application does not contain a delayed claim of benefit. A petition for the
unintentionally delayed payment of the basic national fee under 37 CFR 1.137(a) was accepted
in 12/601,275.

Applicant’s request to withdraw the petition and refund the petition fee is GRANTED.

/Erin P. Thomson/

Erin P. Thomson

Attorney Advisor

International Patent Legal Administration
571-272—3292



Page 2 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 2 of 626 IPR2020-00262 VENKAT KONDA EXHIBIT 2005

Electronic Acknowledgement Receipt

“—

——

Title of Invention: VLSI Layouts of Fully Connected Generalized Networks

——
——

Payment information:

Submitted with Payment no

File Listing:

Document Document Descri tion File Size(Bytes)/ Multi Pages
Number p Message Digest Part /.zip (if appl.)

218167

 
Reissue dec filed in accordance with

MPEP 1414 VOO7OUS—aia0005.pdf eb6d66b02b0eb5f341153179cc12222cd75
0b95d 



Page 3 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 3 of 626 IPR2020-00262 VENKAT KONDA EXHIBIT 2005
Information:

238878

Preliminary Amendment VOO7OUS—PrelimAmend.pdf 4el ldf3fe54386626cl 600c646245d90669 '
7be9

Information:

Total Files Size (in bytes) 457045

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)—(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

If a timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

If a new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and of the International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.

 

 

  



Page 4 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 4 of 626 IPR2020-00262 VENKAT KONDA EXHIBIT 2005
Doc Code: REESDECL

Document Description: Reissue Declaration Filed In Accordance With MPEP 1414 PTO/AiA/‘OS (06-12)
Approved for use through 01/31/2020. OMB 0651-0033

U.~S. Patent and Trademark Office; US. DEPARTMENT OF COMMERCE
Under the Pa ‘EFWOl’k Reduction Act oi 1995, no ‘EFSO are reouired to respond to a coliection of informat unless it dis lavs a vaiid OMB controi number.

3 Docket Number (Optional)

REESSUE APPLECATEON DECLARATEQN BY THE ENVENTQR V-0070US

hereby declare that:
Each inventor’s residence and mailing address are stated below next to their name.

believe l am the originai inventor or an original joint inventor of the subject matter which is described and claimed
in patent number 852695523 , granted% and for which a
reissue patent is sought on the invention titled VLS' Layouts 0f Fully Cenneeied Generalized Networks

the specification otwhich

I: is attached hereto.

was filed on 11/27/2018 as reissue application number1%..

The above—identified application was made or authorized to be made by me.

3 i hereby acknowiedge that any wiiifui false statement made in this deciaration is punishable under 18 U.S.C. 100’: by fine
or imprisonment of not more than five (5) years, or both.

believe the original patent to be wholly or partiy inoperative or invalid, for the reasons described
below. (Check all boxes that apply.)

[:1 by reason of a defective specification or drawing.

2] by reason of the patentee claiming more or iess than he had the right to oiaim in the patent.

I: by reason of other errors.

At least one error upon which reissue is based is described beiow. iftne reissue is a broadening
reissue, a ciaim that the appiication seeks to broaden must be identified:

Because the patentee claimed more than he had the right to claim in the US Patent No.

8,269,523, the scope of the original claim 1 is narrowed by incorporating limitations of claim 3

into original claim 1. Newly added independent claims 49 and 50 also do not broaden the

scope of original claims.

 
{Page i (#21

This collection oi intorrnation is required by 37 CFR‘ 1.175. The information is required to obtain or retain a benefit by the public which is to file (and by the USPTO
to process) an application. Confidentiality is governed by 35 U,S.C. 122 and 37 CFR 1.11 and 1.‘i4. This coilection is estimated to take 30 minutes to complete,
including gathering. preparing, and submitting the completed application form to the USPTCE. Time wiil vary depending upon the individual case. Any comments on
the amount of time you require to complete this form andior suggestions for reducing this burden, should be sent to the Chief information Ofticer, U.S. Patent and
Trademark Office, US. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THES
ADDRESS. SEND To: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 223134450.

  
 

ifyou need assistance in completing the form, call 1n800-PTO~9199 and select option 2.
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PTOIAlAIOS {06-12}
Approved for use through U‘i/Sl/ZOZO. 0?le 0651-0033

U.~S. Pat t and Trademark Office '.S DEPARTMENTFOF COMMER "EUnder the Pa ‘erwork Reduction Act oi 1995, no leis ‘ s are reouired to res and to a colie ' riformation unless dis lavs a vaiid . .

Docket Number (Optionai)

(REiSSUE APPLiCATiON DECLARATION BY THE lNVENTOR, page 2) V_0070US

  
 

Note: To appoint a power or“ attorney, use form PTO/AlA/81.

Correspondence Address: Direct all communications about the appiication to:

The address associated with Customer Number:
I 38139

OR

Firm or
individuai Name

--I-

 
Country

T‘ -Em‘“-

I WARNING: I
Petitioner/applicant is cautioned to avoid submitting personal information in documents tiled in a patent appiication that may
contribute to identity theft, Personai information such as social security numbers, bank account numbers. or credit card
numbers (other than a check or credit card authorization form PTOu2038 submitted for payment purposes) is never required by
the USPTO to support a petition or an applications ifthis type of personai information is included in documents submitted to
the USPTO, petitioners/applicants should consider redacting such personal information from the documents before submitting
them to the USPTO. Petitioner/applicant is advised that the record of a patent application is available to the pubiic after
publication of the application (unless a non—publication request in compliance with 37 CFR 1.213(a) is made in the appiication)
or issuance of a patent. Furthermore, the record from an abandoned application may also be avaiiable to the public if the

application is referenced in a published application or an issued patent (see 37 CFR 1.14). Checks and credit card
authorization forms PTO—2038 submitted for payment purposes are not retained in the application fiie and therefore are not
pubiiciy availabie. I

Legai name of soie or first inventor (E.g., Given Name (first and middle (if any) and Family Name or Surname

Venkat Konda

inventor‘s Signature . Date (Optionai)

/Venkat Konda/ September 23, 2019

Residence: City State . Country

San Jose CA USA

Mailing Address

6278 Grand Oak Way

 
 

 
 Country

USA
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection
with your submission of the attached form related to a patent application or patent. Accordingly,
pursuant to the requirements of the Act, please be advised that: (1) the general authority for the
collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary;
and (3) the principal purpose for which the information is used by the US. Patent and Trademark
Office is to process and/or examine your submission related to a patent application or patent. If you do
not furnish the requested information, the US. Patent and Trademark Office may not be able to
process and/or examine your submission, which may result in termination of proceedings or
abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed underthe

Freedom of Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from
this system of records may be disclosed to the Department of Justice to determine whether
disclosure ofthese records is required by the Freedom of Information Act.

2. A record from this system of records may be disclosed, as a routine use, in the course of

presenting evidence to a court, magistrate, or administrative tribunal, including disclosures to
opposing counsel in the course of settlement negotiations.

3. A record in this system of records may be disclosed, as a routine use, to a Member of

Congress submitting a request involving an individual, to whom the record pertains, when the
individual has requested assistance from the Member with respect to the subject matter ofthe
record.

4. A record in this system of records may be disclosed, as a routine use, to a contractor of the

Agency having need for the information in order to perform a contract. Recipients of
information shall be required to comply with the requirements of the Privacy Act of 1974, as
amended, pursuant to 5 U.S.C. 552a(m).

5. A record related to an International Application filed under the Patent Cooperation Treaty in
this system of records may be disclosed, as a routine use, to the International Bureau of the

World Intellectual Property Organization, pursuant to the Patent Cooperation Treaty.
6. A record in this system of records may be disclosed, as a routine use, to another federal

agency for purposes of National Security review (35 U.S.C. 181) and for review pursuant to
the Atomic Energy Act (42 U.S.C. 218(c)).

7. A record from this system of records may be disclosed, as a routine use, to the Administrator,

General Services, or his/her designee, during an inspection of records conducted by GSA as
part of that agency’s responsibility to recommend improvements in records management
practices and programs, under authority of 44 U.S.C. 2904 and 2906. Such disclosure shall
be made in accordance with the GSA regulations governing inspection of records forthis
purpose, and any other relevant (i.e., GSA or Commerce) directive. Such disclosure shall not
be used to make determinations about individuals.

8. A record from this system of records may be disclosed, as a routine use, to the public after
either publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent
pursuant to 35 U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37
CFR 1.14, as a routine use, to the public ifthe record was filed in an application which
became abandoned or in which the proceedings were terminated and which application is
referenced by either a published application, an application open to public inspection or an
issued patent.

9. A record from this system of records may be disclosed, as a routine use, to a Federal, State,

or local law enforcement agency, if the USPTO becomes aware of a violation or potential
violation of law or regulation.
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Reissue Application No. 16/202,067 Attorney Docket No. V-0070US

Reissue Application Filed: 11/27/18

In ‘17ie UnitedStates @atentflnd'Trad'emarfi,Ofiice

Reissue Application : 16/202,067 Filed: November 27, 2018

Parent US Patent No : 8,269,523 Issued: September 18, 2012

Parent Application No: 12/601,275 Filed: May 31, 2010

Examiner : Ton, My Trang Group Art Unit: 3992

Applicant(s): Venkat Konda Filed: November 27, 2018

Title: VLSI Layouts of Fully Connected Generalized Networks

San Jose, 2019 Sept 23, Mon

AMENDMENT ACCOMPANYING REISSUE APPLICATION RESUBMITTED

PURSUANT TO 37 C.F.R. §1.173(B)

Mail Stop Reissue

Commissioner for Patents

PO. BOX 1450

Alexandria, VA 22313-1450

Dear Sir/Madam:

For the above above-referenced reissue patent application, in view of the petition

granted on August 19, 2019 that was filed in the parent Patent No. 8,269,523 for the

entire delay in filing the basic national fee from the due date for the fee until the filing of

a grantable petition under 37 CFR 1.137 was unintentional, applicant is now submitting a

new “the reissue application declaration by the inventor”. Furthermore the Amendment

submitted for the above-referenced reissue patent application filed on November 27, 2018

which supposed to set forth applicant’s requested amendments to US. Patent No.

Page 1 of 26
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Reissue Application No. 16/202,067 Attorney Docket No. V-0070US

Reissue Application Filed: 11/27/18

8,269,523 is non-compliant with 37 C.F.R. §l. 173(B) at least since the submitted claims

are not identified with correct format.

Accordingly applicant respectfully requests to disregard the amendment submitted

on November 27, 2018 and consider this amendment. This Amendment accompanies the

reissue patent application filed on November 27, 2018, and sets forth applicant’s

requested amendments to US. Patent No. 8,269,523.

Amendment to Specification is set forth on page 4.

Amendments to the claims are set forth in the Listing ofthe Claims, which begins on

Page 5. Originally issued claims 1, 2, 4, 7, ll, 16, 22, 24, 28, 33, 36, 39, 43 are amended.

Originally issued claims 3, 5, 6, 8 - 10, 12 -14,15, 17 — 21, 23, 25 — 27,29 — 32, 34 — 35,

37 — 38, 40 — 42, 44 - 48 are now cancelled. Originally issued claims are amended

perfecting the claim language. But no new matter is added. Furthermore:

Incorporated limitations of Claim 3 into Claim 1 and cancelled claim 3.

Incorporated limitations of Claims 5 — 6 into Claim 4 and cancelled claims 5 — 6.

Incorporated limitations of Claims 8 — 10 into Claim 7 and cancelled claims 8 — 10.

Incorporated limitations of Claims 12 — 14 into Claim 11 and cancelled claims 12 — l4.

Incorporated limitations of Claims l8, 19, 21, 22, and 47 into Claim 16 and cancelled

claims l8, 19, 21, 22, and 47.

Incorporated limitations of Claims 25 — 27 into Claim 24 and cancelled claims 25 — 27.

Incorporated limitations of Claims 29 — 32 into Claim 28 and cancelled claims 29 — 32.

Incorporated limitations of Claims 34 — 35 into Claim 33 and cancelled claims 34 — 35.

Incorporated limitations of Claims 37 — 38 into Claim 36 and cancelled claims 37 — 38.

Incorporated limitations of Claims 40 — 42 into Claim 39 and cancelled claims 40 — 42.

Incorporated limitations of Claims 44 — 46 into Claim 43 and cancelled claims 44 — 46.

Page 2 of 26
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Reissue Application No. 16/202,067 Attorney Docket No. V-0070US

Reissue Application Filed: 11/27/18

New claims 49 and 50 are added both narrowing the original Claim 1 in different ways.

Therefore, the claims 1, 2, 4, 7, ll, 16, 22, 24, 28, 33, 36, 39, 43, 49, 50 are pending in

this reissue application following entry of this amendment.

Remarks are set forth on page 25.

Page 3 of 26
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Reissue Application No. 16/202,067 Attorney Docket No. V-0070US

Reissue Application Filed: 11/27/18

Amendments to the Specification

Amendments to the specification are indicated below wherein matter to added is indicated

by underlining and matter to be deleted is indicated in [brackets].

Please replace the paragraph at column 1, lines 7-15, following the heading

“CROSS REFERENCE TO RELATED APPLICATIONS” with the following:

This application [is related to and] is an application for reissue of US. Patent No.

8 269 523 which claims priority of the PCT Application Serial No. PCT/ U808/ 64605

entitled "VLSI LAYOUTS OF FULLY CONNECTED GENERALIZED NETWORKS"

 

by Venkat Konda assigned to the same assignee as the current application, filed May 22,

2008, [and] which in turn claims prionfl of the US. Provisional Patent Application Serial

No. 60/ 940, 394 entitled "VLSI LAYOUTS OF FULLY CONNECTED

GENERALIZED NETWORKS" by Venkat Konda assigned to the same assignee as the

current application, filed May 25, 2007.

Page 4 of 26
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Reissue Application No. 16/202,067 Attorney Docket No. V-0070US

Reissue Application Filed: 11/27/18

LISTING OF THE CLAIMS

This Claim listing sets forth all the claims that will be pending in this reissue application

following entry of the present amendment.

1. (Amended): An integrated circuit [device] comprising a plurality of sub-

integrated circuit blocks and a [routing network] multi-stage network, and
 

[Said] each sub-integrated circuit block of said plurality of sub-integrated circuit

blocks comprising a plurality of inlet links and a plurality of outlet links; and

[Said] m [routing network] multi-stage network comprising [of] a plurality of
 

stages y [in] corresponding to each [said] sub-integrated circuit block of said pluralifl of

sub-integrated circuit blocks, starting from [the lowest] stage [of] l to [the highest] stage

[of] y, where yZl; and

[Said routing network comprising] each stage of said pluralifl of

stages y comprising a plurality of switches of size d X d , where d 2 2 [, in each said

stage] and each [said] switch of said pluralifl of switches of size d X d having d inlet

links and d outlet links; and

[Said] M plurality of outlet links of [said] each sub-integrated circuit block o_f

said pluralifl of sub-integrated circuit blocks are directly connected to said pluralifl of

inlet links of said pluralig of switches of size d X d of its corresponding said [lowest]
  

stage [of] l of said pluralifl of stages y , and said plurality of inlet links of [said] each

sub-integrated circuit block of said pluralifl of sub-integrated circuit blocks are directly

connected from said pluralifl of outlet links of said pluralifl of switches of size d X d of
 

[its corresponding] said [lowest] stage [of] l of said pluralifl of stages y; and

[said] each sub-integrated circuit block of said pluralifl of sub-integrated circuit

blocks comprising a plurality of forward connecting links connecting from said pluralig

o_f switches in [a lower] each stage of said pluralifl of stages y to said pluralifl of

Page 5 of 26
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Reissue Application No. 16/202,067 Attorney Docket No. V-0070US

Reissue Application Filed: 11/27/18

switches in [its] Q immediate succeeding [higher] stage of said pluralifl of stages y , and

also comprising a plurality of backward connecting links connecting from said pluralifl

o_f switches in [a higher] each stage of said pluralifl of stages y to said pluralifl of

switches in [its] fl immediate [succeeding lower] preceding stage of said pluralifl of

stages y, and

[Said each sub-integrated circuit block comprising a plurality straight links in said

forward connecting links from switches in said each lower stage to switches in its

immediate succeeding higher stage and a plurality cross links in said forward connecting

links from switches in said each lower stage to switches in its immediate succeeding

higher stage, and further comprising a plurality of straight links in said backward

connecting links from switches in said each higher stage to switches in its immediate

preceding lower stage and a plurality of cross links in said backward connecting links

from switches in said each higher stage to switches in its immediate preceding lower

stage,]

said plurality of sub-integrated circuit blocks arranged in a two-dimensional grid

of a pluralim of rows and a pluralifl of columns, and

said pluralifl of forward connecting links and said pluralifl of backward

connecting links compriselsl a pluralifl of [said all] straight middle links [are] connecting

from said pluralifl of switches of a first stage of said pluralifl of stages y in [each said] a

first sub-integrated circuit block of said pluralifl of sub-integrated circuit blocks [are

connecting] to said pluralifl of switches of an immediate succeeding or an immediate

preceding stage of said first stage of said pluralifl of stages y in [the same] said first sub-

integrated circuit block of said pluralifl of sub-integrated circuit blocks, and

said pluralifl of forward connecting links and said pluralifl of backward

connecting links compriselsl a pluralim of [said all] cross middle links [are] connecting

[as either vertical or horizontal links between switches in two different said sub-

 

Page 6 of 26
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Reissue Application No. 16/202,067 Attorney Docket No. V-0070US

Reissue Application Filed: 11/27/18

integrated circuit blocks which are either placed vertically above or below, or placed

horizontally to the left or to the right,] from switches of said pluralifl of switches in a

stage of said pluralig of stages y in a first sub-integrated circuit block of said pluralifl of

sub-integrated circuit blocks to switches of said pluralifl of switches in a succeeding

stage or a preceding stage a first sub-integrated circuit block of said pluralifl of sub-

integrated circuit blocks wherein said pluralifl of cross middle links are either vertical

tracks or horizontal tracks and 

a pluralifl of said pluralifl of cross middle links in succeeding stages of said

pluralifl of stages are connected alternately as vertical tracks and horizontal tracks

hereinafter “h ercube to 010 ” and

[each said plurality of sub-integrated circuit blocks comprising same number of

said stages and] each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks connected with said pluralifl of switches of size d X d of said pluralig of

stages y [said switches in each said stage,] regardless of the size of said pluralifl of rows

 

and size of said pluralim of columns of said two-dimensional grid [so that] wherein each

sub-integrated circuit block of said plurality of sub-integrated circuit [block with its

corresponding said stages and said switches in each stage] blocks connected with said

pluralifl of switches of size d X d of said pluralig of stages y is replicable in both
 

vertical direction or horizontal direction of said two-dimensional grid.

2. (Amended): The integrated circuit [device] of claim 1,

said two-dimensional grid of said pluralifl of sub-integrated circuit blocks connected with

[their corresponding] said pluralifl of stages y [and said switches in each stage] is

scalable by any power of 2, and,

for each multiplication of 2 of [the] size of total said pluralim of sub-integrated

circuit blocks, by adding one more stage [of switches] to said pluralifl of stages and said

hypercube [layout] topology is extended and placed in m hypercube topology [format]

and [also] the cross middle links between said one more stage to said pluralifl of stages y
 

Page 7 of 26
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Reissue Application Filed: 11/27/18

of switches of said pluralifl of switches are connected in m hypercube topology

[format] .

3. (Cancel claim 3)

4. (Amended): The integrated circuit [device] of claim [3] 1, wherein [said cross

links from switches in a stage said stages in one of said sub-integrated circuit blocks are

connecting to switches in the succeeding stage in another of said sub-integrated circuit

blocks so that said cross links are either vertical links or horizontal and vice versa, and

hereinafter such cross links are “shuffle exchange links”).] said pluralifl of cross middle

links between switches in any two same succeeding stages of said pluralifl of stages y fl

substantially of equal length in said integrated circuit: and

the shortest cross middle links of said pluralifl of cross middle links are

connected at stage 1 of said pluralifl of stages y and between switches of said pluralifl of

switches in two nearest neighboring said pluralig of sub-integrated circuit blocks: and

length of the cross middle links is doubled in each succeeding stage of said pluralifl of

stages y in either said vertical tracks or said horizontal tracks.

5. (Cancel claim 5)

6. (Cancel claim 6)

7. (Amended): The integrated circuit [device] of claim [6] fl, wherein y 2 (log2 N) ,

whereN >1, [so that] wherein [the] length or width of the [horizontal] pluralifl of cross

middle links [shuffle exchange links] in [the highest] stage y is equal to half the [size]

length or width [of the horizontal size] of said two dimensional grid of said pluralifl of

sub-integrated circuit blocks [and the length of the vertical shuffle exchange links in the

highest stage is equal to half the size of the vertical size of said two dimensional grid of

sub-integrated circuit blocks,] and wherein d = 2 and either
 

Page 8 of 26
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Reissue Application Filed: 11/27/18

each stage of said pluralifl of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises only one switch of said pluralifl of

switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises only one switch of said pluralifl of switches connecting said

pluralifl of backward connecting links and said multi-stage network is rearrangeably

nonblocking for unicast Benes network: or

each stage of said pluralifl of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises at least two switches of said pluralifl

of switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises at least two switches of said pluralifl of switches connecting said

pluralifl of backward connecting links and said multi-stage network is strictly

nonblocking for unicast Benes network and is rearrangeably nonblocking for arbitram

fan-out multicast Benes network or 

each stage of said pluralifl of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises at least three switches of said pluralifl

of switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises at least three switches of said pluralifl of switches connecting

said pluralifl of backward connecting links and said multi-stage network is strictly

nonblocking for arbitrafl fan-out multicast Benes network.

8. (Cancel claim 8)

9. (Cancel claim 9)

10. (Cancel claim 10)

Page 9 of 26



Page 16 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 16 of 626 IPR2020-00262 VENKAT KONDA EXHIBIT 2005

10

15

20

25

Reissue Application No. 16/202,067 Attorney Docket No. V-0070US

Reissue Application Filed: 11/27/18

11. (Amended): The integrated circuit [device] of claim [6] fl, wherein y 2 (log2 N) ,

whereN >1, [so that] wherein [the] length or width of the [horizontal] pluralifl of cross

middle links [shuffle exchange links] in [the highest] stage y is equal to half the [size]

length or width [of the horizontal size] of said two dimensional grid of said pluralifl of

sub-integrated circuit blocks [and the length of the vertical shuffle exchange links in the

highest stage is equal to half the size of the vertical size of said two dimensional grid of

sub-integrated circuit blocks,]3fld

[said] each sub-integrated circuit block of said pluralifl of sub-integrated circuit

M further comprising a plurality of U-tum links within switches of said pluralifl of

min each st_ag§ of said pluralifl of stages in each of said pluralifl of sub-integrated

circuit blocks[.] and wherein d = 2 and either
 

each stage of said pluralig of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises only one switch of said pluralifl of

switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises only one switch of said pluralifl of switches connecting said

pluralifl of backward connecting links and said multi-stage network is rearrangeably

nonblocking for unicast butterfly fat tree network: or

each stage of said pluralig of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises at least two switches of said pluralifl

of switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises at least two switches of said pluralifl of switches connecting said

pluralifl of backward connecting links and said multi-stage network is strictly

nonblocking for unicast butterfly fat tree network and rearrangeably nonblocking for

arbitram fan-out multicast butterfly fat tree network: or

each stage of said pluralig of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises at least three switches of said plurality
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of switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises at least three switches of said pluralifl of switches connecting

said pluralifl of backward connecting links and said multi-stage network is strictly

nonblocking for arbitram fan-out multicast butterfly fat tree network.

12. (Cancel claim 12)

13. (Cancel claim 13)

14. (Cancel claim 14)

15. [Cancel claim 15[

16. (Amended): The integrated circuit [device] of claim 1, wherein said pluralifl of

switches comprising [active and] a pluralifl of reprogrammable cross points and said

pluralifl of [each] reprogrammable cross point is programmable by SRAM cells or Flash

Cells[.],fl

said integrated circuit is a a field programmable gate array [FPGAQ or a

programmable logic device [PLDQ or an anti-fuse based programmable integrated circuit

device or a mask programmable structured ASIC device: or an Application Specific

Integrated Circuit {ASIC} embedded with programmable logic circuit or 3D-FPGA: or

said lurali of forward connectin links use a lurali of buffers to am li

signals driven through them and said pluralifl of backward connecting links use a

lurali of buffers to am li si als driven throu h them‘ and said lurali of buffers

are either inverting or non-inverting buffers.

17. (Cancel claim 17)
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18. (Cancel claim 18)

19. (Cancel claim 19)

20. (Cancel claim 20)

21. (Cancel claim 21)

22. (Amended) The integrated circuit [device] of claim 1, wherein said pluralifl of

switches comprising passive cross points or just connection of two links or not and said

integrated circuit [device] is [a] Q Application Specific Integrated Circuit (ASIC) device.

23. (Cancel claim 23)

24. (Amended): The integrated circuit [device] of claim [4] 1, wherein said [all

horizontal] pluralig of cross middle links [shuffle exchange links] between switches o_f

said pluralifl of switches in any two corresponding [said] succeeding stages of said

pluralifl of stages are of different length and said [vertical] pluralifl of cross middle links

[shuffle exchange links] between switches of said pluralifl of switches in any two

corresponding [said] succeeding stages of said pluralifl of stages are of different [length]

 

width and y 2 (log2 N) , _whereN > 1 [.] and wherein d = 2 and either

each stage of said pluralig of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises only one switch of said pluralifl of

switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises only one switch of said pluralifl of switches connecting said

pluralifl of backward connecting links and said multi-stage network is rearrangeably

nonblocking for unicast generalized multi-stage network: or

  

each stage of said pluralifl of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises at least two switches of said pluralifl

of switches connecting said pluralifl of forward connecting links and each stage of said
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pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises at least two switches of said pluralifl of switches connecting said

pluralifl of backward connecting links and said multi-stage network is strictly

nonblocking for unicast generalized multi-stage network and rearrangeably nonblocking

for arbian fan-out multicast generalized multi-stage network: or

each stage of said pluralig of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises at least three switches of said pluralifl

of switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises at least three switches of said pluralifl of switches connecting

said pluralifl of backward connecting links and said multi-stage network is strictly

nonblocking for arbitrag fan-out multicast generalized multi-stage network.

25. (Cancel claim 25)

26. (Cancel claim 26)

27. (Cancel claim 27)

28. (Amended): The integrated circuit [device] of claim [4] 1, wherein said [all

horizontal] pluralig of cross middle links [shuffle exchange links] between switches o_f

said pluralifl of switches in any two corresponding [said] succeeding stages of said

pluralifl of stages are of different length and said [vertical] pluralifl of cross middle links

[shuffle exchange links] between switches of said pluralifl of switches in any two

 

corresponding [said] succeeding stages of said pluralifl of stages are of different [length]

width and y 2 (log2 N), whereN > l [.]= and

[said] each sub-integrated circuit block of said pluralifl of sub-integrated circuit

blocks further comprising a plurality of U-tum links within switches of said pluralifl of

switches in each of said stages of said pluralifl of stages in each of said pluralifl of sub-

 

 

integrated circuit blocks[.]: and
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wherein d = 2 and either

each stage of said pluralifl of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises only one switch of said pluralifl of

switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises only one switch of said pluralifl of switches connecting said

pluralifl of backward connecting links and said multi-stage network is rearrangeably

nonblocking for unicast generalized butterfly fat tree network: or

each stage of said pluralifl of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises at least two switches of said pluralifl

of switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises at least two switches of said pluralifl of switches connecting said

pluralifl of backward connecting links and said multi-stage network is strictly

nonblocking for unicast generalized butterfly fat tree Network and rearrangeably

nonblocking for arbitrafl fan-out multicast generalized butterfly fat tree network: or

each stage of said pluralifl of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises at least three switches of said plurality

of switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises at least three switches of said pluralifl of switches connecting

said pluralifl of backward connecting links and said multi-stage network is strictly

nonblocking for arbitram fan-out multicast generalized butterfly fat tree network.

29. (Cancel claim 29)

30. (Cancel claim 30)

31. (Cancel claim 31)
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32. (Cancel claim 32)

33. (Amended): The integrated circuit [device] of claim [7] fl, wherein y 2 (log2 N);

whereN >1: wherein |the| length or width of said pluralifl of cross middle links in stage

y is equal to half the size of said two dimensional grid of said pluralifl of sub-integrated

  

circuit blocks and wherein d = 4 and either  

[there is only one switch in each said stage in each said sub-integrated circuit

block connecting said forward connecting links and there is only one switch in each said

stage in each said sub-integrated circuit block connecting said backward connecting links]

each stage of said pluralifl of stages in each sub-integrated circuit block of said plurali‘py

of sub-integrated circuit blocks comprises only one switch of said pluralim of switches

connecting said pluralifl of forward connecting links and each stage of said pluralifl of

stages in each sub-integrated circuit block of said pluralifl of sub-integrated circuit

blocks comprises only one switch of said pluralifl of switches connecting said pluralifl

of backward connecting links and said [routing network] multi-stage network is
 

rearrangeably nonblocking for unicast multi-link Benes network [with full bandwidth]:

01'

each stage of said pluralig of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises at least two switches of said pluralifl

of switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises at least two switches of said pluralifl of switches connecting said

pluralifl of backward connecting links and said multi-stage network is strictly

nonblocking for unicast multi-link Benes network and rearrangeably nonblocking for

arbitrag fan-out multicast multi-link Benes network: or

each stage of said pluralig of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises at least three switches of said plurality
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of switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises at least three switches of said pluralifl of switches connecting

said pluralifl of backward connecting links and said multi-stage network is strictly

nonblocking for arbitrag fan-out multicast multi-link Benes network.

34. (Cancel claim 34)

35. (Cancel claim 35)

36. (Amended): The integrated circuit [device] of claim [1 1] fl, wherein

y 2 (log2 N) whereN >1: wherein |the| length or width of said pluralifl of cross middle

links in stage y is equal to half the size of said two dimensional grid of said pluralifl of

 

  

sub-integrated circuit blocks: and

each sub-integrated circuit block of said pluralifl of sub-integrated circuit blocks

further comprising a pluralig of U-tum links within switches of said pluralifl of switches

in each stage of said pluralifl of stages in each of said pluralifl of sub-integrated circuit

blocks[.]: and wherein d = 4 and either
  

[there is only one switch in each said stage in each said sub-integrated circuit

block connecting said forward connecting links and there is only one switch in each said

stage in each said sub-integrated circuit block connecting said backward connecting links]

each stage of said pluralifl of stages in each sub-integrated circuit block of said plurali‘py

of sub-integrated circuit blocks comprises only one switch of said pluralim of switches

connecting said pluralifl of forward connecting links and each stage of said pluralifl of

stages in each sub-integrated circuit block of said pluralifl of sub-integrated circuit

blocks comprises only one switch of said pluralifl of switches connecting said pluralifl

of backward connecting links and said [routing network] multi-stage network is
 

rearrangeably nonblocking for unicast multi-link butterfly fat tree network [with full

bandwidth.]&
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each stage of said pluralig of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises at least two switches of said pluralifl

of switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises at least two switches of said pluralifl of switches connecting said

pluralifl of backward connecting links and said multi-stage network is strictly

nonblocking for unicast multi-link butterfly fat tree network and rearrangeably

nonblocking for arbitrafl fan-out multicast multi-link butterfly fat tree network: or

each stage of said pluralig of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises at least three switches of said plurality

of switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises at least three switches of said pluralifl of switches connecting

said pluralifl of backward connecting links and said multi-stage network is strictly

nonblocking for arbitrafl fan-out multicast multi-link butterfly fat tree network.

37. (Cancel claim 37)

3 8. (Cancel claim 3 8)

39. (Amended): The integrated circuit [device] of claim 4, wherein said [all

horizontal] pluralig of cross middle links [shuffle exchange links] between switches o_f

said pluralifl of switches in any two corresponding said succeeding stages of said

pluralifl of stages are of different length and said [vertical] pluralifl of cross middle links

[shuffle exchange links] between switches of said pluralifl of switches in any two

corresponding said succeeding stages of said pluralifl of stages are of different [length]

 

width and y 2 (log2 N) , whereN > 1 [.] and wherein d = 4 and either
  

each stage of said pluralig of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises only one switch of said pluralifl of
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switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises only one switch of said pluralifl of switches connecting said

pluralifl of backward connecting links and said multi-stage network is rearrangeably

nonblocking for unicast generalized multi-link multi-stage network: or

each stage of said pluralig of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises at least two switches of said pluralifl

of switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises at least two switches of said pluralifl of switches connecting said

pluralifl of backward connecting links and said multi-stage network is strictly

nonblocking for unicast generalized multi-link multi-stage network and rearrangeably

nonblocking for arbitrafl fan-out multicast generalized multi-link multi-stage network: or

each stage of said pluralifl of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises at least three switches of said plurality

of switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises at least three switches of said pluralifl of switches connecting

said pluralifl of backward connecting links and said multi-stage network is strictly

nonblocking for arbitrafl fan-out multicast generalized multi-link multi-stage network.

40. (Cancel claim 40)

41. (Cancel claim 41)

42. (Cancel claim 42)

43. (Amended): The integrated circuit [device] of claim 4, wherein said [all

horizontal] pluralifl of cross middle links [shuffle exchange links] between switches o_f

said pluralifl of switches in any two corresponding said succeeding stages of said
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pluralifl of stages are of different length and said [vertical] pluralifl of cross middle links

[shuffle exchange links] between switches of said pluralifl of switches in any two

corresponding said succeeding stages of said pluralifl of stages are of different [length]

width and y 2 (log2 N), whereN > l [.]= and

[said] each sub-integrated circuit block of said pluralifl of sub-integrated circuit

blocks further comprising a plurality of U-tum links within switches of said pluralifl of

 

 

switches in each of said stages of said pluralifl of stages in each of said pluralifl of sub-
 

integrated circuit blocks[.] and wherein d = 4 and either
 

each stage of said pluralig of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises only one switch of said pluralifl of

switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises only one switch of said pluralifl of switches connecting said

pluralifl of backward connecting links and said multi-stage network is rearrangeably

nonblocking for unicast generalized multi-link butterfly fat tree network: or

each stage of said pluralig of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises at least two switches of said pluralifl

of switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises at least two switches of said pluralifl of switches connecting said

pluralifl of backward connecting links and said multi-stage network is strictly

nonblocking for unicast generalized multi-link butterfly fat tree Network and

rearrangeably nonblocking for arbitram fan-out multicast generalized multi-link butterfly

fat tree network or 

each stage of said pluralig of stages in each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks comprises at least three switches of said plurality

of switches connecting said pluralifl of forward connecting links and each stage of said

pluralifl of stages in each sub-integrated circuit block of said pluralifl of sub-integrated

circuit blocks comprises at least three switches of said pluralifl of switches connecting
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said pluralifl of backward connecting links and said multi-stage network is strictly

nonblocking for arbitrafl fan-out multicast generalized multi-link butterfly fat tree

network.

44. (Cancel claim 44)

5 45. (Cancel claim 45)

46. (Cancel claim 46)

47. (Cancel claim 47)

48. (Cancel claim 48)

10 49. (New): An integrated circuit comprising a pluralifl of sub-integrated circuit blocks

and a multi-stage network: and

each sub-integrated circuit block of said pluralifl of sub-integrated circuit blocks

comprising a pluralig of inlet links and a pluralifl of outlet links; and

said multi-stage network comprising a pluralim of stages corresponding to each

15 sub-integrated circuit block of said pluralifl of sub-integrated circuit blocks: starting from

stage 1 to stage y where y 2 l and
 

each stage of said pluralifl of stages y comprising a pluralifl of switches of size

d X d where d 2 2 and said pluralifl of switches comprising at least one switch of size

{1 a 3 and each switch of said pluralifl of switches of size d X d having 1 inlet links and

20 d outlet links and

   

 

 

said pluralifl of outlet links of each sub-integrated circuit block of said pluralifl of

sub-integrated circuit blocks are directly connected to said pluralifl of inlet links of said
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pluralifl of switches of size d X d of its corresponding said stage 1 of said pluralig of

stages y = and said pluralifl of inlet links of each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks are directly connected from said pluralifl of

outlet links of said pluralifl of switches of size d X d of said stage 1 of said pluralifl of

stages y and

 

 

each sub-integrated circuit block of said pluralifl of sub-integrated circuit blocks

comprising a pluralifl of forward connecting links connecting from said pluralifl of

switches in each stage of said pluralifl of stages y to said pluralifl of switches in an

immediate succeeding stage of said pluralifl of stages y = and also comprising a pluralifl

of backward connecting links connecting from said pluralifl of switches in each stage of

said pluralifl of stages y to said pluralifl of switches in an immediate preceding stage of

said pluralifl of stages y and

said pluralifl of sub-integrated circuit blocks arranged in a two-dimensional grid

of a pluralifl of rows and a pluralifl of columns: and

said pluralifl of forward connecting links and said pluralifl of backward

connecting links comprise a pluralifl of straight middle links connecting from said

pluralifl of switches of a first stage of said pluralifl of stages y in a first sub-integrated

circuit block of said pluralifl of sub-integrated circuit blocks to said pluralifl of switches

of an immediate succeeding or an immediate preceding stage of said first stage of said

pluralifl of stages y in said first sub-integrated circuit block of said pluralifl of sub-

integrated circuit blocks; and

said pluralifl of forward connecting links and said pluralifl of backward

connecting links comprise a pluralifl of cross middle links connecting from switches of

said pluralifl of switches in a stage of said pluralifl of stages in a first sub-integrated

circuit block of said pluralifl of sub-integrated circuit blocks to switches of said pluralifl
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of switches in a succeeding stage or a preceding stage a first sub-integrated circuit block

of said pluralifl of sub-integrated circuit blocks wherein said pluralifl of cross middle

links are either vertical tracks or horizontal tracks and 

a pluralig of said pluralifl of cross middle links in succeeding stages of said

pluralifl of stages are connected alternately as vertical tracks and horizontal tracks

hereinafter “h ercube to 010 ” and

each sub-integrated circuit block of said pluralifl of sub-integrated circuit blocks

connected with said pluralifl of switches of size d X d of said pluralifl of stages

regardless of the size of said pluralifl of rows and size of said pluralifl of columns of said

two-dimensional grid wherein each sub-integrated circuit block of said pluralifl of sub-

integrated circuit blocks connected with said pluralifl of switches of size d X d of said

pluralifl of stages is replicable in both vertical direction or horizontal direction of said

two-dimensional grid.

 

  

50. (New): An integrated circuit comprising a pluralifl of sub-integrated circuit

blocks and a multi-stage network: and

each sub-integrated circuit block of said pluralifl of sub-integrated circuit blocks

comprising a pluralig of inlet links and a pluralifl of outlet links; and

said multi-stage network comprising a pluralifl of stages corresponding to each

sub-integrated circuit block of said pluralifl of sub-integrated circuit blocks: starting from

stage 1 to stage y where y 2 l and
 

each stage of said pluralifl of stages y comprising a pluralifl of switches of size

where d 2 2 and each switch of said pluralifl of switches of size d X d having 1

inlet links and 1 outlet links and

dxd    

 

said pluralifl of outlet links of each sub-integrated circuit block of said pluralifl of

sub-integrated circuit blocks are directly connected to said pluralifl of inlet links of said

pluralifl of switches of size d X d of its corresponding said stage 1 of said pluralig of
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stages y = and said pluralifl of inlet links of each sub-integrated circuit block of said

pluralifl of sub-integrated circuit blocks are directly connected from said pluralifl of

outlet links of said pluralifl of switches of size d X d of said stage 1 of said pluralifl of

stages y and

 

each sub-integrated circuit block of said pluralifl of sub-integrated circuit blocks

comprising a pluralifl of forward connecting links connecting from said pluralifl of

switches in each stage of said pluralifl of stages y to said pluralifl of switches in an

immediate succeeding stage of said pluralim of stages y = and also comprising a pluralim

of backward connecting links connecting from said pluralifl of switches in each stage of

said pluralifl of stages y to said pluralifl of switches in an immediate preceding stage of

said pluralifl of stages y and

said pluralifl of sub-integrated circuit blocks arranged in a two-dimensional grid

of a pluralifl of rows and a pluralifl of columns: and

said pluralifl of forward connecting links and said pluralifl of backward

connecting links comprise a pluralifl of straight middle links connecting from said

pluralifl of switches of a first stage of said pluralifl of stages y in a first sub-integrated

circuit block of said pluralifl of sub-integrated circuit blocks to said pluralifl of switches

of an immediate succeeding or an immediate preceding stage of said first stage of said

pluralifl of stages y in said first sub-integrated circuit block of said pluralifl of sub-

integrated circuit blocks; and

said pluralifl of forward connecting links and said pluralifl of backward

connecting links comprise a pluralifl of cross middle links connecting from switches of

said pluralifl of switches in a stage of said pluralifl of stages in a first sub-integrated

circuit block of said pluralifl of sub-integrated circuit blocks to switches of said pluralifl

of switches in a succeeding stage or a preceding stage a first sub-integrated circuit block
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of said pluralifl of sub-integrated circuit blocks wherein said pluralifl of cross middle

links are either vertical tracks or horizontal tracks and 

a pluralifl of said pluralifl of cross middle links in succeeding stages of said

pluralifl of stages are connected alternately as one or more vertical tracks and one or

more horizontal tracks hereinafter “h ercube to 010 ” and

each sub-integrated circuit block of said pluralifl of sub-integrated circuit blocks

connected with said pluralifl of switches of size d X d of said pluralifl of stages

regardless of the size of said pluralifl of rows and size of said pluralifl of columns of said

two-dimensional grid wherein each sub-integrated circuit block of said pluralim of sub-

integrated circuit blocks connected with said pluralifl of switches of size d X d of said

pluralifl of stages is replicable in both vertical direction or horizontal direction of said

two-dimensional grid.
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Reissue Application No. 16/202,067 Attorney Docket No. V-0070US

Reissue Application Filed: 11/27/18

Support for Amendments

The amendments presented herein are fully supported by the Specification as originally

filed in US Patent No. 8,269,523, entitled “VLSI LAYOUTS OF FULLY CONNECTED

GENERALIZED NETWORKS,” issued on September 18, 2012 , and thus do not add

new matter. More particularly, support for the amendment to claim 49, 50 is found at

least at FIGS 1A— lJ, 1K, 1K1, 1L, 1L1 and col, 8:42 - 25:2.

REMARKS

The present amendment is made to cancel some claims issued US. Patent No. 8,269,523

which claims priority of the PCT Application Serial No. PCT/ U808/ 64605 filed May

22, 2008, which in turn claims priority of the US. Provisional Patent Application Serial

No. 60/940, 394 filed May 25, 2007.

Originally issued claims 1, 2, 4, 7, ll, 16, 22, 24, 28, 33, 36, 39, 43 are amended.

Originally issued claims 3, 5, 6, 8 - 10, 12 - 14, 15, 17 — 21, 23, 25 — 27, 29 — 32, 34 — 35,

37 — 38, 40 — 42, 44 - 48 are now cancelled. New claims 49 and 50 are added. Therefore,

the claims 1, 2, 4, 7, ll, 16, 22, 24, 28, 33, 36, 39, 43, 49, 50 are pending in this reissue

application following entry of this amendment.

Should the Office have any questions concerning this communication, please contact the

applicant Venkat Konda at (408) 472-3273.

Very respectfully,

Nenkat Konda/

Venkat Konda

Konda Technologies, Inc. (USPTO Customer Number: 38139)

6278 Grand Oak Way
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San Jose, CA 95135

Phone: 408-472-3273

Fax: 408-238-2478
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Reissue Application # 16/202,067 Attorney Docket No. V-0070US

Reissue Application Filed: 11/27/18

In file UnitedStates (Patentflmf‘I'rad‘emarfi,Ofi‘ice

Reissue Application : 16/202,067 Filed: November 27, 2018

Parent US Patent No : 8,269,523 Issued: September 18, 2012

Parent Application No: 12/601,275 Filed : May 31, 2010

Examiner : Ton, My Trang Group Art Unit: 3992

Applicant(s): Venkat Konda

Title: VLSI Layouts of Fully Connected Generalized Networks

San Jose, 2019 September 17, Tue

PETITION To WITHDRAw THE PRIOR FILED PETITON ON

11/27/2018 To ACCEPT THE UNINTENTIONALLY DELAYED

CLAIM UNDER 35 U.S.C. 119(e)

Attn: Richard Cole

Office of PCT Legal

Mail Stop PCT

Commissioner for Patents

PO. Box 1450

Alexandria, Virginia, 22313-1450

Dear Sir/Madam:

Dear Sir/Madam:

For the above referenced reissue application No. 16/202,067, a petition was filed with the

office of PCT legal on 11/27/2018 to accept an unintentionally delayed claim under 35

U.S.C. 119(e) for the benefit of a prior-filed provisional application 37 C.F.R. 1.78(c) and

for the benefit of a prior filed international application 37 C.F.R. 1.78(c). This petition

now became moot in view of the petition granted that was filed in the parent application

Page 1 of 2
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Reissue Application # 16/202,067 Attorney Docket No. V-0070US

Reissue Application Filed: 11/27/18

No. 12,601,275 issued as US Patent No. 8,269,523 for the entire delay in filing the basic

national fee from the due date for the fee until the filing of a grantable petition under 37

CFR 1.137 was unintentional. Accordingly please Withdraw the petition filed on

11/27/2018 and refund the $1000 fee back into the credit card.

Very Respectfully,

Nenkat Konda/

Venkat Konda

6278 Grand Oak Way

10 San Jose, CA 95135

Phone: 408-472-3273
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File Listing:
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This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)—(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

If a timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

If a new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and of the International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
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To: venkat@kondatech.com,vkonda@gmail.com,

From: PAIR_eOfficeAction@uspto.gov

Cc: PAIR_eOfficeAction@uspto.gov

Subject: Private PAIR Correspondence Notification for Customer Number 38139

Sep 10, 2019 03:40:23 AM

Dear PAIR Customer:

Konda Technologies, Inc
6278 GRAND OAK WAY

SAN JOSE, CA 95135
UNITED STATES

The following USPTO patent application(s) associated with your Customer Number, 38139 , have
new outgoing correspondence. This correspondence is now available for viewing in Private PAIR.

The official date of notification of the outgoing correspondence will be indicated on the form PTOL-90
accompanying the correspondence.

Disclaimer:

The list of documents shown below is provided as a courtesy and is not part of the official file

wrapper. The content of the images shown in PAIR is the official record.

Application Document Mailroom Date Attorney Docket No.
16202067 M327 09/09/2019 V-0070US

To view your correspondence online or update your email addresses, please visit us anytime at
https://sportal.uspto.gov/secure/myportal/privatepair.

If you have any questions, please email the Electronic Business Center (EBC) at EBC@uspto.gov

with 'e-Office Action' on the subject line or call 1-866-217-9197 during the following hours:

Monday - Friday 6:00 am. to 12:00 am.

Thank you for prompt attention to this notice,

UNITED STATES PATENT AND TRADEMARK OFFICE

PATENT APPLICATION INFORMATION RETRIEVAL SYSTEM
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UNITED STATES PATENT AND TRADEMARK OFFICE

Konda Technologies, Inc
MAILED

6278 GRAND OAK WAY

SAN JOSE CA 95135 SEP 0 9 2019

INTERNATIONAL PATENT LEGAL ADM.

In re Application of

Konda Technologies Inc. :

Application No.: 16/202,067 : NOTIFICATION

Filing Date: 27 November 2018 '

Attorney Docket No.: V-OO70US

This Notification is in response to the filing of “In Response to the Notification Dated

June 11, 2019 From International Patent Legal Administration,” in the United States Patent and

Trademark Office on 04 July 2019.

The 27 November 2018 petition was not properly signed under 37 CFR 1.33(b)(3) at the

time it was presented. Later changes to applicant do not cure the petition signature. See 37 CFR

373(c)(1). If applicant wants the Office to address the petition, it must be refiled.

Any further correspondence With respect to this matter may be filed electronically via

EFS-Web selecting the document description "Petition for review and processing by the PCT

Legal Office" or by mail addressed to Mail Stop PCT, Commissioner for Patents, Office of PCT

Legal Administration, PO. Box 1450, Alexandria, Virginia 22313—1450, with the contents of the

letter marked to the attention of the International Patent Legal Administration.

/Erin P. Thomson/

Erin P. Thomson

Attorney Advisor

International Patent Legal Administration
571-272-3292

Commissioner for Patents
United States Patent and Trademark Office

P.01 Box 1450
Alexandria, VA 22313-1450

www.uspto.gov
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Reissue Application # 16/202,067 Attorney Docket No. V-0070US

Reissue Application Filed: 11/27/18

In file UnitedStates (Patentflmf‘I'rad‘emarfi,Ofi‘ice

Reissue Application : 16, 202,067 Filed: November 27, 2018

Parent US Patent No : 8,269,523 Issued: September 18, 2012

Examiner : Ton, My Trang Group Art Unit: 3992

Applicant(s): Venkat Konda

Title: VLSI Layouts of Fully Connected Generalized Networks

San Jose, 2018 July 4, Thu

IN RESPONSE TO THE NOTIFICATION DATED JUNE 11, 2019 FROM

INTERNATIONAL PATENT LEGAL ADMINISTRATION

Attn: Erin P. Thomson

International Patent Legal Administration

Commissioner for Patents

PO. Box 1450

Alexandria, VA 22313-1450

Dear Sir/Madam:

This is in response to the notification dated June 11, 2019, for the reissue application #

16/202,067, from the International Patent Legal Administration regarding the Petition

under 37 C.F.R. 1.78 filed in the United States Patent and Trademark Office on 27

November 2018 and submission of 17 April 2019. The applicant is submitting all the

required forms as follows:

1) On April 15, 2019, Konda Technologies, Inc. assigned this reissue application

#16/202,067, including its US Patent 8,269,523 to Venkat Konda. The recorded

Page 1 of 2
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Reissue Application # 16/202,067 Attorney Docket No. V-0070US

Reissue Application Filed: 11/27/18

assignment by USPTO was already filed and currently in the IFW of this

application.

2) On December 20, 2012, the inventor, Venkat Konda assigned, the parent US

Patent 8,269,523 of this reissue application #16/202,067, to Konda Technologies

5 Inc. The recorded assignment by USPTO is currently filed with this submission.

3) The entire chain of title from the inventor to the current applicant, who is the

inventor as well, is refiled with the form PTO/AIA/96 in this submission

4) Now since the applicant is not juristic entity and the applicant is the inventor, the

Petition filed under 37 C.F.R. 1.78 in the United States Patent and Trademark

10 Office on 27 November 2018 is now correctly signed. Accordingly applicant

respectfully requests to consider the Petition.

5) A markedup ADS showing all the changes is also refiled with this submission.

Applicant now submits that the Petition filed under 37 C.F.R. 1.78 in the United

States Patent and Trademark Office on 27 November 2018 is in correct form and requests

15 International Patent Legal Administration to approve the petition.

Should the Office have any questions concerning this communication, please contact

the inventor Venkat Konda at (408) 472-3273.

Very respectfully,

20 [Venkat Konda/

Venkat Konda

USPTO Customer Number: 38139

6278 Grand Oak Way

San Jose, CA 95135

25 Phone: 408-472-3273

Fax: 408-238-2478
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Execution Date

Venkat Konda 12/20/2012

RECEIVING PARTY DATA

Konda Technologies Inc.

6278 Grand Oak Way

San Jose

CALIFORNIA

95135

Street Address:

City:

State/Country:

Postal Code:

PROPERTY NUMBERS Total: 6

Property Type

Patent Number: 8270400

Patent Number: 8170040

Patent Number: 8269523

Application Number. 12601274

Application Number. 13502207

PCT Number. US1253814
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STATEMENT UNDER 37 CFR 3.73(c)
Venkat Konda

Application No./Patent No.: 16/202067 Filed/Issue Date: 11/27/2018

Titled: VLSI Layouts of Fully Connected Generalized Networks

Applicant/Patent Owner:
 

  

 

Venkat Konda a Individual
5

(Name of Assignee) (Type of Assignee, e.g., corporation, partnership, university, government agency, etc.)

states that, for the patent application/patent identified above, it is (choose one of options 1, 2, 3 or 4 below):

1. I: The assignee of the entire right, title, and interest.

2. D An assignee of less than the entire right, title, and interest (check applicable box):

I_| The extent (by percentage) of its ownership interest is %. Additional Statement(s) by the owners
holding the balance of the interest must be submitted to account for 100% of the ownership interest.

I: There are unspecified percentages of ownership. The other parties, including inventors, who together own the entire
right, title and interest are:

Additional Statement(s) by the owner(s) holding the balance of the interest must be submitted to account for the entire
right, title, and interest.

3. I: The assignee of an undivided interest in the entirety (a complete assignment from one of the joint inventors was made).
The other parties, including inventors, who together own the entire right, title, and interest are:

Additional Statement(s) by the owner(s) holding the balance of the interest must be submitted to account for the entire
right, title, and interest.

4. I: The recipient, via a court proceeding or the like (e.g., bankruptcy, probate), of an undivided interest in the entirety (a
complete transfer of ownership interest was made). The certified document(s) showing the transfer is attached.

The interest identified in option 1, 2 or 3 above (not option 4) is evidenced by either (choose % of options A or B below):

A. D An assignment from the inventor(s) of the patent application/patent identified above. The assignment was recorded in
the United States Patent and Trademark Office at Reel , Frame , or for which a copy
thereof is attached.

B. A chain of title from the inventor(s), of the patent application/patent identified above, to the current assignee as follows:

1_ From: Venkat Konda To: Konda Technologies Inc.
 

The document was recorded in the United States Patent and Trademark Office at

Reel 029513 , Frame 0134 , or for which a copy thereof is attached.

2_ From: Konda Technologies Inc. To: Venkat Konda
 

The document was recorded in the United States Patent and Trademark Office at

Reel 048887 , Frame 0397 , or for which a copy thereof is attached.

 
[Page 1 of 2]

This collection of information is required by 37 CFR 3.73(b). The information is required to obtain or retain a benefit by the public which is to file (and by the USPTO to
process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 12 minutes to complete, including
gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount
of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, US. Patent and Trademark
Office, US. Department of Commerce, PO. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND
TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

Ifyon need assistance in completing theform, call 1-800-PTO-9199 and select option 2.
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STATEMENT UNDER 37 CFR 3.731c1

To:

The document was recorded in the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereof is attached.

To:

The document was recorded in the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereof is attached.

To:

The document was recorded in the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereof is attached.

To:

The document was recorded in the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereof is attached.

E Additional documents in the chain of title are listed on a supplemental sheet( ).

As required by 37 CFR 3.73(c)(1)(i), the documentary evidence of the chain of title from the original owner to the
assignee was, or concurrently is being, submitted for recordation pursuant to 37 CFR 3.11.

[NOTE: A separate copy (Le, a true copy of the original assignment document(s)) must be submitted to Assignment
Division in accordance with 37 CFR Part 3, to record the assignment in the records of the USPTO. See MPEP 302.08]

The undersigned (whose title is supplied below) is authorized to act on behalf of the assignee.

/Venkat Konda/ 07/04/2019

Signature Date

Venkat Konda

Printed or Typed Name Title or Registration Number

[Page 2 of 2]
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the
requirements of the Act, please be advised that: (1) the general authority for the collection of this information is 35
U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which the
information is used by the US. Patent and Trademark Office is to process and/or examine your submission related
to a patent application or patent. If you do not furnish the requested information, the US. Patent and Trademark
Office may not be able to process and/or examine your submission, which may result in termination of proceedings
or abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of
Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of records
may be disclosed to the Department of Justice to determine whether disclosure of these records is
required by the Freedom of Information Act.
A record from this system of records may be disclosed, as a routine use, in the course of presenting
evidence to a court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the
course of settlement negotiations.
A record in this system of records may be disclosed, as a routine use, to a Member of Congress
submitting a request involving an individual, to whom the record pertains, when the individual has
requested assistance from the Member with respect to the subject matter of the record.
A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency
having need for the information in order to perform a contract. Recipients of information shall be required
to comply with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).
A record related to an International Application filed under the Patent Cooperation Treaty in this system of
records may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property
Organization, pursuant to the Patent Cooperation Treaty.
A record in this system of records may be disclosed, as a routine use, to another federal agency for
purposes of National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act
(42 U.S.C. 218(c)).

A record from this system of records may be disclosed, as a routine use, to the Administrator, General
Services, or his/her designee, during an inspection of records conducted by GSA as part of that agency's
responsibility to recommend improvements in records management practices and programs, under
authority of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the GSA
regulations governing inspection of records for this purpose, and any other relevant (i.e., GSA or
Commerce) directive. Such disclosure shall not be used to make determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after either
publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C.
151. Further, a record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the
public if the record was filed in an application which became abandoned or in which the proceedings were
terminated and which application is referenced by either a published application, an application open to
public inspection or an issued patent.
A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or regulation.
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Electronic Acknowledgement Receipt

“—

——

Title of Invention: VLSI Layouts of Fully Connected Generalized Networks

——
——

Payment information:

Submitted with Payment no

File Listing:

Document Document Descri tion File Size(Bytes)/ Multi Pages
Number p Message Digest Part /.zip (if appl.)

 
Petition for review by the PCT legal

office VOO7OUS—CoverLetter.pdf 541783df098563090737707b4109920e57b
f55f6 
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Information:

722170

Oath or Declaration filed Assignment—12—20—12.pdf 2ef2bddfafi$5f1f01743064bfa928325390c7
3N

Information:

10356973

Application Data Sheet aiaOO14—Scan.pdf 43ecc4e0f9197daO9e317902d51252399e ‘
77ec

Information:

This is not an USPTO supplied ADS fillable form

141428

Assignee showing of ownership per 37
CFR 373 aIaOO96.pdf 003071150b093d62652355669142(87377

ed7e2

Information:

Total Files Size (in bytes) 1 1309904

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)—(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

If a timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

If a new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and of the International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
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To: venkat@kondatech.com,vkonda@gmail.com,

From: PAIR_eOfficeAction@uspto.gov

Cc: PAIR_eOfficeAction@uspto.gov

Subject: Private PAIR Correspondence Notification for Customer Number 38139

Jun 13, 2019 04:07:32 AM

Dear PAIR Customer:

Konda Technologies, Inc
6278 GRAND OAK WAY

SAN JOSE, CA 95135
UNITED STATES

The following USPTO patent application(s) associated with your Customer Number, 38139 , have
new outgoing correspondence. This correspondence is now available for viewing in Private PAIR.

The official date of notification of the outgoing correspondence will be indicated on the form PTOL-90
accompanying the correspondence.

Disclaimer:

The list of documents shown below is provided as a courtesy and is not part of the official file

wrapper. The content of the images shown in PAIR is the official record.

Application Document Mailroom Date Attorney Docket No.
16202067 M327 06/11/2019 V-0070US

To view your correspondence online or update your email addresses, please visit us anytime at
https://sportal.uspto.gov/secure/myportal/privatepair.

If you have any questions, please email the Electronic Business Center (EBC) at EBC@uspto.gov

with 'e-Office Action' on the subject line or call 1-866-217-9197 during the following hours:

Monday - Friday 6:00 am. to 12:00 am.

Thank you for prompt attention to this notice,

UNITED STATES PATENT AND TRADEMARK OFFICE

PATENT APPLICATION INFORMATION RETRIEVAL SYSTEM
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Page 60 of 626 IPR2020-00262

   :Ex‘N
UNITED STATES PATENT AND TRADEMARK OFFICE

MAILED

JUN 1 1 2019

Konda Technologies, Inc
6278 GRAND OAK WAY

SAN JOSE CA 95135

INTERNATIONAL PATENT LEGAL ADM.

In re Application of

Konda Technologies Inc. :

Application No.2 16/202,067 : NOTIFICATION

Filing Date: 27 November 2018 ‘

; Attorney Docket No.: V-0070US

. This Notification is in response to the filing ofa purported Petition Under 37 CFR 1.78,
in the United States Patent and Trademark Office on 27 November 2018 and submission of 17

April 2019.

The applicant is a juristic entity. The Petition is not signed in accordance with 37 CFR

1.33(b)(3), stating “Unless otherwise specified, all papers submitted on behalf of a juristic entity

must be signed by a registered practitioner.” It will not be treated on the merits.

A request to change the applicant is governed by 37 CFR 1.46(c)(2). Applicant must

supply a marked up ADS showing the changes and comply with 37 CFR 3.73. That showing

must show the entire chain of title from the inventors to the new applicant.

Any further correspondence with respect to this matter may be filed electronically via

EFS-Web selecting the document description "Petition for review and processing by the PCT

Legal Office" or by mail addressed to Mail Stop PCT, Commissioner for Patents, Office of PCT

Legal Administration, PO. Box 1450, Alexandria, Virginia 22313-1450, with the contents of the

letter marked to the attention of the International Patent Legal Administration.

/Erin P. Thomson/

Erin P. Thomson

Attorney Advisor

International Patent Legal Administration
571-272—3292

VENKAT KONDA EXHIBIT 2005

Commissioner for Patents
United States Patent and Trademark Office

PO. Box 1450
Alexandria, VA 22313-1450

WWW.USPIO.90V
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To: venkat@kondatech.com,vkonda@gmail.com,

From: PAIR_eOfficeAction@uspto.gov

Cc: PAIR_eOfficeAction@uspto.gov

Subject: Private PAIR Correspondence Notification for Customer Number 38139

Apr 18, 2019 05:22:12 AM

Dear PAIR Customer:

Konda Technologies, Inc
6278 GRAND OAK WAY

SAN JOSE, CA 95135
UNITED STATES

The following USPTO patent application(s) associated with your Customer Number, 38139 , have
new outgoing correspondence. This correspondence is now available for viewing in Private PAIR.

The official date of notification of the outgoing correspondence will be indicated on the form PTOL-90
accompanying the correspondence.

Disclaimer:

The list of documents shown below is provided as a courtesy and is not part of the official file

wrapper. The content of the images shown in PAIR is the official record.

Application Document Mailroom Date Attorney Docket No.
16202067 M327 04/17/2019 V-0070US

To view your correspondence online or update your email addresses, please visit us anytime at
https://sportal.uspto.gov/secure/myportal/privatepair.

If you have any questions, please email the Electronic Business Center (EBC) at EBC@uspto.gov

with 'e-Office Action' on the subject line or call 1-866-217-9197 during the following hours:

Monday - Friday 6:00 am. to 12:00 am.

Thank you for prompt attention to this notice,

UNITED STATES PATENT AND TRADEMARK OFFICE

PATENT APPLICATION INFORMATION RETRIEVAL SYSTEM
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UNITED STATES PATENT AND TRADEMARK OFFICE
Commissionerfor Patents

United States Patent and Trademark Office
PO. Box 1450

Alexandria, VA 22313-1450
www.uspto.gov

MAILED
Konda Technologies, Inc

6278 GRAND OAK WAY APR 1 7 2019
SAN JOSE CA 95135

 

INTERNATIONAL PATENT LEGAL ADM.

In re Application of

Konda Technologies Inc. :

Application No.: 16/202,067 : NOTIFICATION

Filing Date: 27 November 2018 ‘

Attorney Docket No.: V-0070US

This Notification is in response to the filing of a purported Petition Under 37 CFR 1.78,
in the United States Patent and Trademark Office on 27 November 2018.

The applicant is a juristic entity. The Petition is not signed in accordance with 37 CFR

1.33(b)(3), stating “Unless otherwise specified, all papers submitted on behalf of ajuristic entity

must be signed by a registered practitioner.” It will not be treated on the merits.

Any further correspondence with respect to this matter may be filed electronically via

EFS-Web selecting the document description "PetitiOn for review and processing by the PCT

Legal Office" or by mail addressed to Mail Stop PCT, Commissioner for Patents, Office of PCT

Legal Administration, PO. Box 1450, Alexandria, Virginia 22313-1450, with the contents of the

letter marked to the attention of the International Patent Legal Administration.

7Erin P. Thomson/
Erin P. Thomson

Attorney Advisor

International Patent Legal Administration
571-272-3292
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Application Number: 16/202,067 (Venkat Konda) Art Unit: 3992

In file UnitedStates (Patentflmf‘I'rad‘emarfi,Ofi‘ice

Application Number: 16/202,067

Application Filed: 11/27/2018

Applicant(s): Venkat Konda

5 Title: VLSI Layouts of Fully Connected Generalized Networks

Examiner/Art Unit: Ton, My Trang / 3992

Priority Date: 5/25/2007

San Jose, 2019 Apr 17, Wed

Mail Stop PCT

10 Commissioner for Patents

Office of PCT Legal Administration

PO. Box 1450

Alexandria, Virginia, 22313-1450

15 Dear Sir/Madam:

In response to the notification mailed 2019 April 17, which is in response to the filing of

a purported Petition under 37 CFR 1.78 in the United States Patent and Trademark Office

on 27 November 2018, please consider the following:

1) On April 15, 2019 the current application was assigned to Venkat Konda

20 by Konda Technologies Inc. which was recorded on the same day by the United States

Patent and Trademark Office.

2) Accordingly a corrected Application Data Sheet is also filed along with

this letter.

For the above reasons, applicant submits that now the applicant Venkat Konda is Pro Se

25 for the current application. Therefore applicant submits that the Petition under 37 CFR

-1-
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Application Number: 16/202,067 (Venkat Konda) Art Unit: 3992

1.78 in the United States Patent and Trademark Office submitted on 27 November 2018

is now proper, which action he respectfully solicits.

Very respectfully,

5 Nenkat Konda/

Venkat Konda

6278 Grand Oak Way

San Jose, CA 95135

Phone: 408-472-3273

10 Fax: 408-238-2478
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Electronic Acknowledgement Receipt

“—

——

Title of Invention: VLSI Layouts of Fully Connected Generalized Networks

——

——
——

Payment information:

Submitted with Payment no

File Listing:

Document Document Descri tion File Size(Bytes)/ Multi Pages
Number p Message Digest Part /.zip (if appl.)

 
Application Data Sheet to update/

correct info CorrectedADS.pdf cB6aSa7b937abbabebB9Bd51165dd30dd1
666973 
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Information:

Petition for review by the PCT legal
office ASSIgnment—VOO7OUS.pdf bB7e75cd0cl 3f4467fbbcb376c632d8f9870

ee45

Information:

Total Files Size (in bytes) 154367

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)—(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

If a timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

If a new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and of the International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
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Document Description: Application Data Sheet to update/correct info
Doc Code: ADS.CORR

CORRECTED ADS FORM

Application Number
16202067

Title of Invention

VLSI Layouts of Fully Connected Generalized Networks 
Inventor Information

**If no data is shown, no data has been corrected**

Data of Record Updated Data

Order Number

Name  
Residence Information

Residency

City

State

Country of
Residence

Mailing Address of Inventor

Address 1

Address 2

City,State/Province,
Postal Code

Country

Corrected ADS 1.0
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Document Description: Application Data Sheet to update/correct info
Doc Code: ADS.CORR

Application Information

Data of Record Updated Data

Title of Invention

VLSI Layouts of Fully Connected Generalized Networks 
Attorney Docket
Number V-OO7OUS

Entity Type
Small

Domestic Benefit/National Stage Information

**If no data is shown, no data has been corrected**

This section allows for the applicant to either claim benefit under 35 U.S.C.119(e),120,121,365(c),or 386(c) or indicate National Stage

entry from a PCT application. Providing this information in the application data sheet constitutes the specific reference required by 35 US.
C. 119(e) or 120, and 37 CFR1.78(a).

Data of Record Updated Data

Prior Application Status .
pending

Application Number PCT/USO8/64605

Continuity Type '0 :00

Prior Application
Number W

Filing Date
(YYYY-MM-DD)

Patent Number

2007-05-25Igllllllll
Issue Date

(YYYY-MM-DD) 0001-01-01

Corrected ADS 1.0
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Document Description: Application Data Sheet to update/correct info
Doc Code: ADS.CORR

Data of Record Updated Data

Prior Application Status

Application Number 16202067

Continuity Type n|oZ

Prior Application
Number PCT/U508/64605

Filing Date
(YYYY-MM-DD)

Patent Number

2008-05-22

Issue Date

(YYYY-MM-DD)

Data of Record Updated Data

Prior Application Status

Application Number 12601275

Continuity Type

Prior Application
Number PCT/U508/64605

Filing Date
(YYYY-MM-DD)

Patent Number

2008-05-22

Issue Date

(YYYY-MM-DD)

Data of Record Updated Data

Prior Application Status
patented

Application Number 16202067

Continuity Type :0 E

Prior Application
Number 12601275

Filing Date
(YYYY-MM-DD)

Patent Number

2010-05-31

8269523

I%llllllllllllllllllllllll
Issue Date

(YYYY-MM-DD) 2012-09-18

Corrected ADS 1.0
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Document Description: Application Data Sheet to update/correct info
Doc Code: ADS.CORR

Foreign Priority Information

**If no data is shown, no data has been corrected**

This section allows for the applicant to claim priority to a foreign application. Providing this information in the application data sheet

constitutes the claim for priority as required by 35 U.S.C. 119(b) and 37 CFR 1.55. When priority is claimed to a foreign application

that is eligible for retrieval under the priority document exchange program (PDX) the information will be used by the Office to

automatically attempt retrieval pursuant to 37 CFR 1.55(i)(1) and (2). Under the PDX program, applicant bears the ultimate

responsibility for ensuring that a copy of the foreign application is received by the Office from the participating foreign intellectual

property office, or a certified copy of the foreign priority application is filed, within the time period specified in 37 CFR1.55(g)(1).

Data of Record Updated Data

Application Number

Country

Filing Date

Access Code

ICm

Applicant Information

**If no data is shown, no data has been corrected**

Providing assignment information in this section does not substitute for compliance with any requirement of part 3 of Title 37 of CFR to

have an assignment recorded by the Office.

Data of Record Updated Data

Applicant Type

Ifapplicant is the legal
representative, indicate the

authority to file the patent
application, the inventor is

Name of the Deceased or

Legally lncapacitated
Inventor

Applicant is an

Organization

Name

Organization Name

Address 1

llfillllllll
Corrected ADS 1.0
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Document Description: Application Data Sheet to update/correct info
Doc Code: ADS.CORR

Address 2

City,State/Province,Postal
Code

Country

Phone Number

Fax Number

Email Address lllll
Assignee Information including Non-Applicant Assignee Information

**If no data is shown, no data has been corrected**

Providing this information in the application data sheet does not substitute for compliance with any requirement of part 3 of Title 37 of

the CFR to have an assignment recorded in the Office

Data of Record Updated Data

Order

Applicant is an

Organization
Name

Organization Name

Mailing Address

Address 1

Address 2

City,State/Province,Postal
Code

Country

Phone Number

Fax Number

lllllllllll
Corrected ADS 1.0
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Document Description: Application Data Sheet to update/correct info
Doc Code: ADS.CORR

Email Address

Signature

NOTE: This Application Data Sheet must be signed in accordance with 37 CFR1.33(b).

This Application Data Sheet must be signed by a patent practitioner if one or more of the applicants is a juristic entity (e.g., corporation

or association). If the applicant is two or morejoint inventors, this form must be signed by a patent practitioner,a_Hjoint inventors who are

the applicant, or one or morejoint inventor-applicants who have been given power of attorney (e.g., see USPTO Form PTO/AIA/81) on

behalf ofa_Hjoint inventor-applicants.

See 37 CFR 1.4(d) for the manner of making signatures and certifications.

Signature Registration Number
/venkat Konda/

First Name Last Name

konda 

Corrected ADS 1.0
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PATENT ASSIGNMENT COVER SHEET

Electronic Version v1.1 EPAS ID: PAT5474857

Stylesheet Version v1.2

SUBMISSION TYPE: NEW ASSIGNMENT

NATURE OF CONVEYANCE: ASSIGNMENT

CONVEYING PARTY DATA

KONDA TECHNOLOGIES INC. 04/15/2019

RECEIVING PARTY DATA

_

PROPERTY NUMBERS Total: 2

Patent Number: 8269523

Application Number: 16202067

CORRESPONDENCE DATA

Fax Number: (408)238-2478

Correspondence will be sent to the e-mail address first; if that is unsuccessful, it will be sent

using a fax number, if provided; if that is unsuccessful, it will be sent Via US Mail.

Phone: 4084723273

Email: venkat@kondatech.com

Correspondent Name: KONDA TECHNOLOGIES INC.

Address Line 1: 6278 GRAND OAK WAY

Address Line 4: SAN JOSE, CALIFORNIA 95135

NAME OF SUBMITTER: VENKAT KONDA

SIGNATURE: /venkat Konda/

DATE SIGNED: 04/15/2019

This document serves as an Oath/Declaration (37 CFR 1.63).

Total Attachments: 2

source=Konda-pat-exe#page1 .tif

source: Konda-pat-exe#page2.tif
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ASSIGNMENT 0F PATENTS

WHEREAS, Ronda Technologies, inc, a California comeration, located at 6238 Grand Oak
Way, San lose, CA 95135, hereinafter referred to as “Assignor,” is the record ouster of the
patents described as

1) Title: VLSl Layouts of Fully Connected Generalized Networks
US Patent No; 8,269,523

Patent issue Date: September l8, 2612;

2) Title: VLSI Layouts of Fully Connected Generalized Networks
US Patent Application No: 16/202,067
Patent Filing Date: November 3?, 2018;

WHEREAS, Konda, Venkat of San Jose, California, having a residence at 6278
Grand Oak Way, San Jose, CA, hereinafter referred to as “ASSIGNEE,” wishes to acquire all
right, title and interest to and under the patents described above owned by Assignor and in and to
any and all improvements to said applications and. in any Letters Patent and. Registrations which
may be granted on the same in the United States or any country throughout the world;

For good and valuable consideration, receipt ofwhich is hereby acknowledged by
Assignon effective lS‘h day ofApril, 203 9, has assigned, and by these presents does assign to
Assignee all right, title and interest for the United States and all foreign countries, in and to any
and all improvements for the applications described above and in and to said applications and to
all utility divisional continuing, substitute, renewal, reissue, and all other patent applications
which have been or shall be filed in the United States and all foreign counterparts (including

patent, utility model and industrial designs), and in and to any Letters Patent and Registrations
Which may hereafter be granted on the same in the United States and all countries throughout the
world, and to claim the priority from the application as provided by the Paris Convention. The
right, title and interest is to be held and enjoyed by Assignee and Assignee’s successors and
assigns as fully and exclusively as it would have been held and enjoyed by Assignor had this
Assignment not been made, for the full term of any Letters Patent and Registrations which may
be granted thereon, or of any division, renewal, continuation in whole or in part, substitution,
conversion, reissue, prolongation or extension thereof.

Assignor further agrees that they will, without charge to Assignee, but at
Assignee’s expense, (3) cooperate with Assignee in the prosecution ofUS. Patent applications
and foreign counterparts on the applications and any improvements, (b) execute, verify,
aclmowledge and deliver all such timber papers, including patent applications and instruments of
transfer, and (c) perform such other acts as Assignee lawfully may request to obtain or maintain
Letters Patent and Registrations for the applications and improvements in any and all countries,
and to vest title thereto in Assignee, or Assignee’s successors and assigns
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Page 2

IN TESTIMONY W‘HEREOF, Assignor has signed on the date indicated.

~ 5.7"

”at““fig/M" By: Wig/wig3°;W
mGm Konda (Founder! .50)

Konda 'I‘echnoiogies Inc.

62"?8 Grand Oak Way

San Jose, CA 95135
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16202067

PLUS Search Results for S/N 16202067, Searched Tue Apr 09 11:23:13 EDT 2019

The Patent Linguistics Utility System (PLUS) is a USPTO automated search system

for US. Patents from 1971 to the present PLUS is a query-by-example search system which

produces a list of patents that are most closely related linguistically to the application

searched. This search was prepared by the staff of the Scientific and Technical Information
Center, SIRA.

5784374 99 5864552 99

5218676 99

3920914 99

3912873 99

3851 105 99

4023141 99

4038638 99

4289932 99

4400627 99

4417245 99

4473900 99

4626066 99

4787692 99

4817083 99

4817084 99

4821034 99

4845736 99

4914430 99

4975909 99

5005167 99

5007070 99

5179558 99

5216668 99

5274642 99

5276425 99

5291477 99

5323386 99

5337378 99

5402415 99

5406556 99

5440549 99

5440553 99

5450074 99

5451936 99

5455956 99

5526352 99

5555543 99

5560038 99

5590129 99

5604867 99

5627925 99

5634004 99

5655140 99

5734764 99

5737103 99

5754120 99

5801641 99

5805320 99

5812792 99
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Litigation Search Report CRU 3999

T9: HETLEL PATEL From: MANUEL SALDANA

Location: CERES Location: CRU 3999

Art Unit: 3%: REM04C71

flare: Garzaimia Phone: (571) 272-7740

MANUEL.SALDANA@usptO.gov

Litigation was found for US Patent Number: 8,269,523

3:18CV7581 KONDA V. FLEX LOGIX (OPEN)

5:18CV7581 KONDA V. FLEX LOGIX (OPEN)

1) I performed a KeyCite Search in Westlaw, which retrieves all history on the patent including any

litigation.

2) I performed a search on the patent in Lexis CourtLink for any open dockets or closed cases.

3) I performed a search in Lexis in the Federal Courts and Administrative Materials databases for any cases
found.

4) I performed a search in Lexis in the IP Journal and Periodicals database for any articles on the patent.

5) I performed a search in Lexis in the news databases for any articles about the patent or any articles about

litigation on this patent. 
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WWW

US District Court Civil Docket

 

3:18cv7581

Konda Techneiogies, inc. v. Flex Logix Technoiegies, Ens.

This case was retrieved from the court on Wednesday, December 19, 2018
§WWWWWWWW

Sate. t\ 12/ 17/ 2018 ix: Cassie: OPEN

Assigned To: Judge William H. Orrick oeo

\2990 To: Statute: 35:271

Nature ‘31“ suit: Patent (830) dun: Remand: Plaintiff

its Patent Infringement ‘ewom .s‘xssmmts: $0

Nd ‘O\<‘.‘\ None \\ \soo\ Patent

Sitter Socket: None

durisdistim: Federal Question

 
Konda Technologies, Inc. Nitoj P. Singh
Plaintiff LEAD ATTORNEY; ATTORNEY TO BE NOTICED

Dhillon Law Group Inc.
177 Post Street, Suite 700
San Francisco, CA 94108
USA
415-433-1700
Fax: 415-520-6593

Email:Nsingh@dhi|lon|aw.Com

Harmeet K. Dhillon
ATTORNEY TO BE NOTICED

Dhillon Law Group Inc.
177 Post Street, Suite 700
San Francisco, CA 94108
USA
415-433-1700
Fax: 415-520-6593

Email:Harmeet@dhi|lon|aw.Com

Flex Logix Technologies, Inc. Steven McCall Perry
Defendant LEAD ATTORNEY; ATTORNEY TO BE NOTICED

Munger ToIIes & Olson LLP
355 South Grand Avenue 35th Floor

Los Angeles, CA 90071 -1 560
USA
213-683-9100
Fax: 213-687-3702

Email:Steven.Perry@mto.Com

Elizabeth Ann Laughton
ATTORNEY TO BE NOTICED

Copyright © 2019 LexisNexis CourtLink, Inc. All Rights Reserved.
* * * THIS DATA IS FOR INFORMATIONAL PURPOSES ONLY* * *
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Munger, Tolles Olson LLP
350 South Grand Avenue 50th Floor

Los Angeles, CA 90071 -3426
USA
213-683-9100
Fax: 213-687-3702

Email:Elizabeth.Laughton@mto.Com

 
12/17/2018 1 COMPLAINT against Flex Logix Technologies, Inc. ( Filing fee $ 400, receipt number

0971-12935682.). Filed byKonda Technologies, Inc.. (Attachments: # 1 Exhibit, # 2 Exhibit, # 3
Exhibit, # 4 Exhibit, # 5 Exhibit, # 6 Exhibit, # 7 Exhibit, # 8 Exhibit)(Singh, Nitoj) (Filed on
12/17/2018) (Entered: 12/17/2018)

12/18/2018 Electronic filing error. No Civil cover sheet filed. Please refer to Civil Local Rules 3-2(a) re civil cover
sheet requirement. This filing will not be processed by the clerks office until the civil cover sheet is
filed. Re: 1 Complaint, filed by Konda Technologies, Inc. (jmlS, COURT STAFF) (Filed on
12/18/2018) (Entered: 12/18/2018)

12/18/2018 2 Proposed Summons. (Singh, Nitoj) (Filed on 12/18/2018) (Entered: 12/18/2018)

12/18/2018 3 Civil Cover Sheet by Konda Technologies, Inc. . (Singh, Nitoj) (Filed on 12/18/2018) (Entered:
12/18/2018)

12/18/2018 4 Case assigned to Magistrate Judge Sallie Kim. Counsel for plaintiff or the removing party is
responsible for serving the Complaint or Notice of Removal, Summons and the assigned judge's
standing orders and all other new case documents upon the opposing parties. For information, visit
E- Filing A New Civil Case at http://cand.uscourts.gov/ecf/caseopening.Standing orders can be
downloaded from the court's web page at www.cand.uscourts.gov/judges. Upon receipt, the
summons will be issued and returned electronically. Counsel is required to send chambers a copy of
the initiating documents pursuant to L.R. 5-1(e)(7). A scheduling order will be sent by Notice of
Electronic Filing (NEF) within two business days. Consent/Declination due by 1/2/2019. (jmlS,
COURT STAFF) (Filed on 12/18/2018) (Entered: 12/18/2018)

12/19/2018 5 Initial Case Management Scheduling Order with ADR Deadlines: Joint Case Management Statement
due by 3/11/2019. Initial Case Management Conference set for 3/18/2019 at 1:30 PM in San
Francisco, Courtroom C, 15th Floor. (tnS, COURT STAFF) (Filed on 12/19/2018) (Entered:
12/19/2018)

12/19/2018 6 Summons Issued as to Defendant Flex Logix Technologies, Inc.. (tnS, COURT STAFF) (Filed on
12/19/2018) (Entered: 12/19/2018)

12/19/2018 7 REPORT on the filing of an action regarding patent infringement. (cc: form mailed to register). (tnS,
COURT STAFF) (Filed on 12/19/2018) (Entered: 12/19/2018)

12/20/2018 8 CONSENT/DECLI NATION to Proceed Before a US Magistrate Judge by Konda Technologies, Inc...
(Singh, Nitoj) (Filed on 12/20/2018) (Entered: 12/20/2018)

12/27/2018 9 CLERK'S NOTICE OF IMPENDING REASSIGNMENT TO A US. DISTRICT COURT JUDGE: The Clerk of

this Court will now randomly reassign this case to a District Judge because either (1) a party has
not consented to the jurisdiction of a Magistrate Judge, or (2) time is of the essence in deciding a
pending judicial action for which the necessary consents to Magistrate Judge jurisdiction have not
been secured. You will be informed by separate notice of the district judge to whom this case is
reassigned. ALL HEARING DATES PRESENTLY SCHEDULED BEFORE THE CURRENT MAGISTRATE
JUDGE ARE VACATED AND SHOULD BE RE-NOTICED FOR HEARING BEFORE THE JUDGE TO WHOM

THIS CASE IS REASSIGNED. This is a text only docket entry; there is no document associated with
this notice. (mkIS, COURT STAFF) (Filed on 12/27/2018) (Entered: 12/27/2018)

12/28/2018 10 ORDER REASSIGNING CASE. Case reassigned to Judge William H. Orrick for all further proceedings.
Magistrate Judge Sallie Kim no longer assigned to the case. This case is assigned to a judge who
participates in the Cameras in the Courtroom Pilot Project. See General Order 65 and
http://cand.uscourts.gov/cameras. Signed by the Executive Committee on 12/28/18.
(Attachments: # 1 Notice of Eligibility for Video Recording)(srnS, COURT STAFF) (Filed on
12/28/2018) (Entered: 12/28/2018)

01/03/2019 11 CASE MANAGEMENT CONFERENCE ORDER - Case Management Conference set for 3/26/2019 02:00
PM in San Francisco, Courtroom 02, 17th Floor. Case Management Statement due by 3/19/2019.
Signed by Judge William H. Orrick on 1/3/2019. (jmdS, COURT STAFF) (Filed on 1/3/2019)
(Entered: 01/03/2019)

Copyright © 2019 LexisNexis CourtLink, Inc. All Rights Reserved.
* * * THIS DATA IS FOR INFORMATIONAL PURPOSES ONLY* * *
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01/09/2019

01/09/2019

01/10/2019

01/10/2019

01/16/2019

01/18/2019

13

14

15

16

VENKAT KONDA EXHIBIT 2005

NOTICE of Appearance by Steven McCall Perry (Perry, Steven) (Filed on 1/9/2019) (Entered:
01/09/2019)

NOTICE of Appearance by Elizabeth Ann Laughton (Laughton, Elizabeth) (Filed on 1/9/2019)
(Entered: 01/09/2019)

ADMINISTRATIVE MOTION whether case should be related to dismissed matter filed by Flex Logix
Technologies, Inc.. Responses due by 1/14/2019. (Perry, Steven) (Filed on 1/10/2019) (Entered:
01/10/2019)

Electronic filing error. This filing will not be processed by the clerks office. Re: 14 ADMINISTRATIVE
MOTION whether case should be related to dismissed matter fil ed by Flex Logix Technologies, Inc.
The Motion Must be E-filed into the Lower Case 18-4222 LHK for Judge Koh's Consideration. (aaaS,
COURT STAFF) (Filed on 1/10/2019) (Entered: 01/10/2019)

ORDER RELATING CASE by Judge Lucy H. Koh (granting 24 in 5:18-cv-04222-LHK Administrative
Motion to Relate Cases). 18-7581-WHO is related to 18-4222-LHK and shall be reassigned to Judge
Lucy H. Koh. The parties are instructed that all future filings in any reassigned case are to bear the
initials of the newly assigned judge immediately after the case number. Any case management
conference in any reassigned case will be rescheduled by the Court.(This is a text-only entry
generated by the court. There is no document associated with this entry.). Signed by Judge Lucy H.
Koh on 1/16/2019. (This is a text-only entry generated by the court. There is no document
associated with this entry.) (ech, COURT STAFF) (Filed on 1/16/2019) (Entered: 01/16/2019)

ORDER REASSIGNING CASE. Case reassigned to Judge Lucy H. Koh for all further proceedings
pursuant to Order Granting Administrative Motion to Relate Cases. This case is assigned to a judge
who participates in the Cameras in the Courtroom Pilot Project. See General Order 65 and
http://cand.uscourts.gov/cameras. Judge William H. Orrick no longer assigned to the case.
(Attachments: # 1 Notice of Eligibility for Video Recording)(wa, COURT STAFF) (Filed on
1/18/2019) (Entered: 01/18/2019)

Copyright © 2019 LexisNexis CourtLink, Inc. All Rights Reserved.
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US District Court Civil Docket

\‘i Q vx \‘ A,‘ o\, \ x \ , \ ~~\ ~ \\~ \~\\ \. \\\\ mu»; \\ \\ \‘\\ \on; k‘at‘ “A \\V().\}§\~‘§§§‘\} ‘\\ \ {Qt \h«\
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5:18cv7581

Kendal Teshneiegies, Ens. 1:. flex Legix Technmegies, Eras.

This case was retrieved from the court on Tuesday, December 18, 2018
WWW

Essie. \e 12/ 17/ 2018 {ftsssss too OPEN

“sweep: to \‘to :eo‘

SS‘th‘x‘g to Statute: 35:271

 

 

Nssttssss m‘ 33:55:: Patent (830) \\ B‘s ‘~ Plaintiff

Patent Infringement fiesttand simmmu: $0

00 thicket: None Ni“? \§\‘\‘~\\‘ Patent
‘ - u ‘ ~\ ‘~ »\ J
_ S: ‘uu‘chtfli. None

Jurisdiction: Federal Question

 
Konda Technologies, Inc. Nitoj P. Singh
Plaintiff ATTORNEY TO BE NOTI CED

Dhillon Law Group Inc.
177 Post Street Suite 700

San Francisco, CA 94108
USA
415-433-1700
Fax: 4154331700

Email:Nsingh@dhi|lon|aw.Com

Flex Logix Technologies, Inc.
Defendant

 
12/17/2018 1 COMPLAINT against Flex Logix Technologies, Inc. ( Filing fee $ 400, receipt number

0971-12935682.). Filed byKonda Technologies, Inc.. (Attachments: # 1 Exhibit, # 2 Exhibit, # 3
Exhibit, # 4 Exhibit, # 5 Exhibit, # 6 Exhibit, # 7 Exhibit, # 8 Exhibit)(Singh, Nitoj) (Filed on
12/17/2018) (Entered: 12/17/2018)

12/18/2018 -- Electronic filing error. No Civil cover sheet filed. Please refer to Civil Local Rules 3-2(a) re civil cover
sheet requirement. This filing will not be processed by the clerks office until the civil cover sheet is
filed. Re: 1 Complaint, filed by Konda Technologies, Inc. (ijS, COURT STAFF) (Filed on
12/18/2018) (Entered: 12/18/2018)

12/18/2018 2 Proposed Summons. (Singh, Nitoj) (Filed on 12/18/2018) (Entered: 12/18/2018)

12/18/2018 3 Civil Cover Sheet by Konda Technologies, Inc. . (Singh, Nitoj) (Filed on 12/18/2018) (Entered:
12/18/2018)

12/18/2018 4 Case assigned to Magistrate Judge Sallie Kim. Counsel for plaintiff or the removing party is
responsible for serving the Complaint or Notice of Removal, Summons and the assigned judge's

Copyright © 2019 LexisNexis CourtLink, Inc. All Rights Reserved.
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01/18/2019

01/18/2019

01/18/2019

01/18/2019

01/18/2019

01/24/2019

01/24/2019

01/24/2019

01/25/2019

02/05/2019

02/06/2019

02/21/2019

02/21/2019

17

18

19

20

21

22

23

24

25

26

27

VENKAT KONDA EXHIBIT 2005

standing orders and all other new case documents upon the opposing parties. For information, visit
E- Filing A New Civil Case at http://cand.uscourts.gov/ecf/caseopening.Standing orders can be
downloaded from the court's web page at www.cand.uscourts.gov/judges. Upon receipt, the
summons will be issued and returned electronically. Counsel is required to send chambers a copy of
the initiating documents pursuant to L.R. 5-1(e)(7). A scheduling order will be sent by Notice of
Electronic Filing (NEF) within two business days. Consent/Declination due by 1/2/2019. (jmlS,
COURT STAFF) (Filed on 12/18/2018) (Entered: 12/18/2018)

Order re Consent/Declination to Magistrate Judge Jurisdiction. Signed by Judge Lucy H. Koh on
1/18/19. (Ihklc2S, COURT STAFF) (Filed on 1/18/2019) (Entered: 01/18/2019)

CLERK'S NOTICE RESETTI NG CASE MANAGEMENT CONFERENCE FOLLOWING REASSIGNMENT.

Following the case reassignment to Hon. Lucy H. Koh, an Initial Case Management Conference set
for 2/27/2019 02:00 PM in San Jose, Courtroom 7, 4th Floor before Hon. Lucy H. Koh. A Joint Case
Management Conference Statement is due 7 days before the scheduled conference date. See Civil
L.R. 16-9 and Civil L.R. 16-10(a). The parties shall familiarize themselves with the Scheduling
Notes and Standing Orders for the Hon. Lucy H. Koh: http://cand.uscourts.gov/Ihk. (This is a
text-only entry generated by the court. There is no document associated with this entry.) (ech,
COURT STAFF) (Filed on 1/18/2019) Modified on 1/18/2019 (ech, COURT STAFF). (Entered:
01/18/2019)

Set/Reset Hearing per ECF No. 18 Clerk's Notice Initial Case Management Conference set for
2/27/2019 02:00 PM in San Jose, Courtroom 7, 4th Floor. (Correcting clerical data entry error re:
time) (ech, COURT STAFF) (Filed on 1/18/2019) (Entered: 01/18/2019)

CLERK'S NOTICE Continuing Case Management Conference. The 2/27/2019 Initial Case
Management Conference is continued to 4/3/2019 02:00 PM in San Jose, Courtroom 8, 4th Floor. A
Joint Case Management Conference Statement is due 7 days before the scheduled conference date.
See Civil L.R. 16-9 and Civil L.R. 16-10(a). The parties shall familiarize themselves with the
Scheduling Notes and Standing Orders for the Hon. Lucy H. Koh: http://cand.uscourts.gov/Ihk.
(This is a text-only entry generated by the court. There is no document associated with this entry.)
(ech, COURT STAFF) (Filed on 1/18/2019) (Entered: 01/18/2019)

CONSENT/DECLI NATION to Proceed Before a US Magistrate Judge by Flex Logix Technologies,
Inc... (Perry, Steven) (Filed on 1/18/2019) (Entered: 01/18/2019)

MOTION to Dismiss COMPLAINT PURSUANT TO FED. R. CIV. P. 12(b)(6) AND TO STRIKE PORTIONS
OF COMPLAINT PURSUANT TO FED. R. CIV. P. 12(f) filed by Flex Logix Technologies, Inc.. Motion
Hearing set for 5/9/2019 01:30 PM in San Jose, Courtroom 8, 4th Floor before Judge Lucy H. Koh.
Responses due by 2/7/2019. Replies due by 2/14/2019. (Attachments: # 1 Proposed Order)(Stone,
Gregory) (Filed on 1/24/2019) (Entered: 01/24/2019)

Declaration of Elizabeth A. Laughton in Support of 21 MOTION to Dismiss COMPLAINT PURSUANT
TO FED. R. CIV. P. 12(b)(6) AND TO STRIKE PORTIONS OF COMPLAINT PURSUANT TO FED. R. CIV.
P. 12(f) filed byFlex Logix Technologies, Inc.. (Related document(s) 21 ) (Stone, Gregory) (Filed on
1/24/2019) (Entered: 01/24/2019)

Request for Judicial Notice IN SUPPORT OF MOTION TO DISMISS COMPLAINT PURSUANT TO FED.
R. CIV. P. 12(b)(6) AND TO STRIKE PORTIONS OF COMPLAINT PURSUANT TO FED. R. CIV. P. 12(f)
filed byFlex Logix Technologies, Inc.. (Stone, Gregory) (Filed on 1/24/2019) (Entered: 01/24/2019)

Electronic filing error. Document not properly linked. [err102]Corrected by Clerk's Office. No further
action is necessary. Re: 23 Request for Judicial Notice, filed by Flex Logix Technologies, Inc.
(dth, COURT STAFF) (Filed on 1/25/2019) (Entered: 01/25/2019)

STI PULATION WITH PROPOSED ORDER re 21 MOTION to Dismiss COMPLAINT PURSUANT TO FED.

R. CIV. P. 12(b)(6) AND TO STRIKE PORTIONS OF COMPLAINT PURSUANT TO FED. R. CIV. P. 12(f)
for Extension of Time to Submit Opposition and Reply Briefs filed by Konda Technologies, Inc..
(Singh, Nitoj) (Filed on 2/5/2019) (Entered: 02/05/2019)

Order by Judge Lucy H. Koh Granting 24 Stipulation.(|hklc2, COURT STAFF) (Filed on 2/6/2019)
(Entered: 02/06/2019)

OPPOSITION/RESPONSE (re 21 MOTION to Dismiss COMPLAINT PURSUANT TO FED. R. CIV. P.
12(b)(6) AND TO STRIKE PORTIONS OF COMPLAINT PURSUANT TO FED. R. Cl V. P. 12(f) ) filed
byKonda Technologies, Inc.. (Singh, Nitoj) (Filed on 2/21/2019) (Entered: 02/21/2019)

DECLARATION of Venkat Konda, Ph.D. in Opposition to 21 MOTION to Dismiss COMPLAINT
PURSUANT TO FED. R. CIV. P. 12(b)(6) AND TO STRIKE PORTIONS OF COMPLAINT PURSUANT TO
FED. R. CIV. P. 12(f) filed byKonda Technologies, Inc.. (Attachments: # 1 Exhibit No. 1, # 2 Exhibit

Copyright © 2019 LexisNexis CourtLink, Inc. All Rights Reserved.
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No. 2, # 3 Exhibit No. 3, # 4 Exhibit No. 4, # 5 Exhibit No. 5, # 6 Exhibit No. 6, # 7 Exhibit No.
7)(Related document(s) 21 ) (Singh, Nitoj) (Filed on 2/21/2019) (Entered: 02/21/2019)

Proposed Order re 26 Opposition/Response to Motion, by Konda Technologies, Inc.. (Attachments:
# 1 Proposed First Amended Complaint, # 2 Exhibit 1 to Proposed FAC, # 3 Exhibit 2 to Proposed
FAC, # 4 Exhibit 3 to Proposed FAC, # 5 Exhibit 4 to Proposed FAC, # 6 Exhibit 5 to Proposed FAC,
# 7 Exhibit 6 to Proposed FAC, # 8 Exhibit 7 to Proposed FAC, # 9 Exhibit 8 to Proposed FAC, # 10
Exhibit 9 to Proposed FAC, # 11 Exhibit 10 to Proposed FAC, # 12 Exhibit 11 to Proposed FAC, # 13
Exhibit 12 to Proposed FAC, # 14 Exhibit 13 to Proposed FAC, # 15 Exhibit 14 to Proposed FAC, #
16 Exhibit 15 to Proposed FAC)(Singh, Nitoj) (Filed on 2/21/2019) (Entered: 02/21/2019)

Copyright © 2019 LexisNexis CourtLink, Inc. All Rights Reserved.
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Targeted News Service Sep 21, 2012 412words Targeted News Service

The fun-text efthe patent can be fetmd at httpjz’patft‘uspte.gev/netecgi/nph—Perser?

Sect?=PT01&SeetZ=HETOFF&d=PALL&p:1&u:9/52Fnetahtm3%2FPTO%

2F5i'ehnum.him&r=‘i&f=G&i=5Q&s’t=$,25§,523.PN.&OS=PN,’8,2$§,$23&RS=PN/‘8,3$$,523

Written by Kusum Seneme; edited by Attend Kumar. Fer mere

Sen Jeee, Caiif. , has been assigned a patent (8,25%,523) deveieped by \ieeket Renate,

San Jose, Caiif. _. for

..\ i . t

~‘““. 3.3 it ‘3 3 fi:‘:.» 0: i‘\~>\
: - :\ \ \ \ ~ .. - C, i\‘c\s ix: ~~ .\§\o.
   

Business Wire Feb07,199t3 872 wards

Effect ef ineeme tax credit {3.04 « 0‘04 — Net ineeme per

share 55 (33:8 3?» 0.10 S 0.59 55 C339 Weighted average

eemmee and eemmee equivatent shares

outstanding efit’EtSGB 7,455,895 8,2§§,523 ?,453,716 CONTACT: ECU Medieet

Erie, Sen Ciemei‘ite Wittiem Moore, ?14/366*4325

 



Page 86 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 86 of 626 IPR2020-00262 VENKAT KONDA EXHIBIT 2005

 

Citing References (20)

Treatment Title Date Type : Depth : Headnote(s)

. V3.5? layouts a)? fully cannected generalized Dec. 18, 2018 §Lit Alert
gneatworks i i
3LitA|ert P201 8-51-31

   

I VLSE iayauts of fully cannected geneaaiized Dec. 17,2018 Lit Alert
isaetwarks 3 ~
iLitAlert P2018—51-26

  
, . ENTEGRATED CERCUET DEVECE COMPRTSESEMay 25 2007 EDWPI — —
ESUfimENTEGRATED CERCUET BLOCKS HAVENG 3 . E 3
EENLET LENKS AME) OUTLET LENKEB, AND

SHOUTENG NETWORK ENTERCONNECTENG
§UUTLET LENRS AND ENLET LENKS 0F

ESUB—ENTEGRATEB GERCUET BLOCKS:DWPI 2008-021116

 

 

 
  
 
  
 
  

 
 

 
 

 
 

Dec. 20, 2012 . ssignments 

EPatent Status
 

gPatent Status

, iFiIes ’ ‘

— Kendal Teehnelngies, ins. v. Flex Logix Dec. 18, 2018 Docket — —
iTeehnaEagies, inc. §Summaries E 3

, Korma Teehnolegies, ins. v. Flex Legix éDec. 17,2018 éDocket — — t
echnologies, inc. §Summaries z 2

— . V1.3: LAYQUTS 0F FULLY CONNECTED §Aug. 14,2018 fiPatents — _
gGENERALEZEi‘) AND PYRAMEE) NETWORKS I s E 2

 EWETR LOCALEW EXPLOETATEON
§US PAT 10050904+ , U.S. PTO UtiIIty

 

  10. OPRMEKATEON 0F MULTLSTAGE

EHEERARCHECAL NETWORKS FOR PRAETECAL

ERQUTENG APPLECATEONS
§US PAT 10003553+, U. S. PTO UtIIIty

 gJune 19,2018

 

  
 
  

 

. 1. mstscnanuum AN?) aptmuzxxtaam Mar. 27, 2018 Patents — —saemumusmsa HEERARGHECAL mamams ‘ z e a

gUS PAT 9929977+ , U.S. PTO Utility

   2. ENTEGRATED CERCUET WCLUDENS AM Feb. 27, 2018 atents
EARRAY 0F LOGEC TiLEE‘a. EACH LOGEC TELE I 3

SINCLUSENG A CONFEC‘URABLE SWETCH
ENTERCGNNECT NETWORK

US PAT 9906225, U. S. PTO Utility

 
 

  

 



Page 87 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 87 of 626 IPR2020-00262 VENKAT KONDA EXHIBIT 2005

 
— :13. SYSTEM3 AM} METHGBS‘: FQR 8WITCI-itNa Nov 14 2017 §Patents — _

2881818 i—itERAmHICAL NETWORKS ~ . s ; 1
NS PAT 9817933 , U.s. PTO Utility

 

 

 . 4. tuitXEDnRADtx ANDI’GR MEXEQnMODE §0ct. 17,2017 §Patents — —
gsvtiiTCI-i NATRtx ARCHITECTURE AN0 2 2 : 2

gtNTEGRATEs CERCUET AND METHGD 6F
EQPENATING SAME .8'
2us PAT 9793898 U. s. PTO Utility

 

 
 
 ; 5. VLSE LAYOUTS 0F FULLY CONNECTED Dec. 27, 2016 Patents — —

EGENERALEZEB AME PYRAMEE} NETWORKS I 3 E 3
EWETH LOCAL”? EXPLOETATEGN 192.3. 1--
EUS PAT 9529958+ , U.S. PTO Utility
  
 

 

 

  
. FAST SCHEEULENG AME} OPTMEZATEGN (3F 3 Nov. 29, 2016 3

MULTln STAGE HlERARCHECAL NETWORKS ' 3

9509634+ , U.s. PTo Utility

 
— 217. MEXEflvRABEK ANBI’DR I‘mXED-MGBE Nov. 22, 2016 §Patents — _ ‘

2$WETCH NATRtx ARcHiTECTuRE 8N0 : 2 e a
gtNTEGRATED CIRCUIT AND NEH-{=09 0F

ESPERATENG 3AME
§US PAT 9503092 U. S. PTO Utility

 

 
 
 ‘ 8. OPTIMEZATIQN 0F NULTt-8TA88 §June 21,2016 §Patents — — L

§HIERARCH3€3AL NETWORKS FOR PRACTICAL 2 2 E i

EROUTENQ APPLECATEONS mi
EUS PAT 9374322+ , U.S. PTO Utlllty

 

  

 . 9. VLSELAYOUTS m: FULLY CQNNECTEQ Nov. 25, 2014 Patents — —

EGENERALEZED ANtzi PYRAMIQ 8181890888 2 2 e 3
EWETH LOCALET’Y’ EXPLOETATEQN 5:
US PAT 8898611 ,U.S. PTO Utility

 

 

 
; o. V1.35 LAYGLITé; OF FULL‘t' CUNNECTED gJan. 31, 2019 §Patents — —
gGENERALEZEt‘} ANB PYRAMEE} NETWQRKS 2 2 i 3

2mm LGCALEW EXPLOETATEQN
gus PAT APP 20190036844 , U.s. PTO Application

 

 



Page 88 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 88 of 626 IPR2020-00262 VENKAT KONDA EXHIBIT 2005

PATENT APPLICATION FEE DETERMINATION RECORD Application of Docket Number
Substitute for Form PTO-875 16/202,067

APPLICATION AS FILED - PART I OTHER THAN

Column 1 (Column 2) SMALL ENTITY OR SMALL ENTITY

BASIC FEE)(37 CFR1.16(a

SEARCH FEEb)
(37 CFR1.16(k) (i)o

EXAMINATION) REE:(37 CFR116(O

If the specification and drawings exceed 100
APPLICATION SIZE sheets of paper, the application size fee due is
FEE $310 ($155 for small entity) for each additional
(37 CFR1.16(s)) 50 sheets or fraction thereof. See 35 U.S.C.

41 (a)(1)(G) and 37 CFR1.16(s).

MULTIPLE DEPENDENT CLAIM PRESENT (37 CFR 1.16(j))

* lfthe difference in column 1 is less than zero, enter ”0” in column 2.

APPLICATION AS AMENDED - PART II

OTHER THAN

(Column 2) (Column 3) SMALL ENTITY
CLAIMS HIGHEST

REMAINING NUMBER ADDITIONAL ADDITIONAL
AFTER PREVIOUSLY FEE($) FEE($)

AMENDMENT PAID FOR
Total

(37 CFR1.16(i))

Independent(37 CFR 1 16(h))

Application Size Fee (37 CFR1.16(s))
AMENDMENTA

FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR1.16(j))

TOTAL
ADD'L FEE

(Column 2) (Column 3)
CLAIMS HIGHEST

REMAINING NUMBER ADDITIONAL ADDITIONAL
AFTER PREVIOUSLY FEE($) FEE($)

AMENDMENT PAID FOR
Total

(37 CFRI. 16(i))
Independent

(37 CFR 1 16(h))

Application Size Fee (37 CFR1.16(s))
AMENDMENTB

FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR1.16(j))

TOTAL
ADD'L FEE ADD'L FEE

* lfthe entry in column 1 is less than the entry in column 2, write ”0” in column 3.
** lfthe ”Highest Number Previously Paid For” IN THIS SPACE is less than 20, enter ”20”.

*** If the ”Highest Number Previously Paid For” IN THIS SPACE is less than 3, enter ”3”.
The "Highest Number Previously Paid For" (Total or Independent) is the highest found in the appropriate box in column 1.
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UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Addl’ESS. COMMISSIONER FOR PATENTSPO Box 1450

Alexandria, Virginia 22313-1450wvwmlspto .gov

APPLICATION FILING or GRP ART
NUMBER 371(0) DATE UNIT F FFF REC'D ATTY.DOCKET.NO TOT CLAHVIS 1ND CLAIMS

20 116/202,067 11/27/2018 2819 1660 V-0070US

 
 
   

CONFIRMATION NO. 8134

38139 UPDATED FILING RECEIPT

ES?§%§XSB°€§EW$ IIIIIIIIIIIIIIIIIIIIUIIIIMIMIIIIIILIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
SAN JOSE, CA 95135

Date Mailed: 02/21/2019

Receipt is acknowledged of this reissue patent application. The application will be taken up for examination in

due course. Applicant will be notified as to the results of the examination. Any correspondence concerning the

application must include the following identification information: the US. APPLICATION NUMBER, FILING DATE,

NAME OF APPLICANT, and TITLE OF INVENTION. Fees transmitted by check or draft are subject to collection.

Please verify the accuracy of the data presented on this receipt. If an error is noted on this Filing Receipt, please

submit a written request for a Filing Receipt Correction. Please provide a copy of this Filing Receipt with the

changes noted thereon. If you received a "Notice to File Missing Parts" for this application, please submit

any corrections to this Filing Receipt with your reply to the Notice. When the USPTO processes the reply

to the Notice, the USPTO will generate another Filing Receipt incorporating the requested corrections

Inventor(s)

Venkat Konda, San Jose, CA;

Applicant(s)

Konda Technologies Inc., San Jose, CA, Assignee (with 37 CFR 1.172 Interest);

Assignment For Published Patent Application

Konda Technologies Inc., San Jose, CA

Power of Attorney: The patent practitioners associated with Customer Number 38139

Domestic Priority data as claimed by applicant

This application is a REI of 12/601 ,275 05/31/2010 PAT 8269523
which is a 371 of PCT/U808/64605 05/22/2008

which claims benefit of 60/940,394 05/25/2007

Foreign Applications for which priority is claimed (You may be eligible to benefit from the Patent Prosecution

Highway program at the USPTO. Please see http://www.uspto.gov for more information.) - None.

Foreign application information must be provided in an Application Data Sheet in order to constitute a claim to

foreign priority. See 37 CFR 1.55 and 1.76.

Permission to Access Application via Priority Document Exchange: Yes

Permission to Access Search Results: Yes

Applicant may provide or rescind an authorization for access using Form PTO/SB/39 or Form PTO/SB/69 as

appropriate.

page 1 of 3
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If Required, Foreign Filing License Granted: 12/04/2018

The country code and number of your priority application, to be used for filing abroad under the Paris Convention,

is US 16/202,067

Projected Publication Date: None, application is not eligible for pre-grant publication

Non-Publication Request: No

Early Publication Request: No
** SMALL ENTITY **

Title

VLSI Layouts of Fully Connected Generalized Networks

Preliminary Class

326

Statement under 37 CFR 1.55 or 1.78 for AIA (First Inventor to File) Transition Applications: No

PROTECTING YOUR INVENTION OUTSIDE THE UNITED STATES

Since the rights granted by a US. patent extend only throughout the territory of the United States and have no

effect in a foreign country, an inventor who wishes patent protection in another country must apply for a patent

in a specific country or in regional patent offices. Applicants may wish to consider the filing of an international

application under the Patent Cooperation Treaty (PCT). An international (PCT) application generally has the same

effect as a regular national patent application in each PCT-member country. The PCT process simplifies the filing

of patent applications on the same invention in member countries, but does not result in a grant of "an international

patent" and does not eliminate the need of applicants to file additional documents and fees in countries where patent

protection is desired.

Almost every country has its own patent law, and a person desiring a patent in a particular country must make an

application for patent in that country in accordance with its particular laws. Since the laws of many countries differ

in various respects from the patent law of the United States, applicants are advised to seek guidance from specific

foreign countries to ensure that patent rights are not lost prematurely.

Applicants also are advised that in the case of inventions made in the United States, the Director of the USPTO must

issue a license before applicants can apply for a patent in a foreign country. The filing of a US. patent application

serves as a request for a foreign filing license. The application's filing receipt contains further information and

guidance as to the status of applicant's license for foreign filing.

Applicants may wish to consult the USPTO booklet, "General Information Concerning Patents" (specifically, the

section entitled "Treaties and Foreign Patents") for more information on timeframes and deadlines for filing foreign

patent applications. The guide is available either by contacting the USPTO Contact Center at 800-786-9199, or it

can be viewed on the USPTO website at http://www.uspto.gov/web/offices/pac/doc/general/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you may wish

to consult the US. Government website, http://www.stopfakes.gov. Part of a Department of Commerce initiative,

this website includes self-help "toolkits" giving innovators guidance on how to protect intellectual property in specific

countries such as China, Korea and Mexico. For questions regarding patent enforcement issues, applicants may

call the US. Government hotline at 1-866-999-HALT (1-866-999-4258).

page 2 of 3
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LICENSE FOR FOREIGN FILING UNDER

Title 35, United States Code, Section 184

Title 37, Code of Federal Regulations, 5.11 & 5.15

GRANTED

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN FILING

LICENSE GRANTED" followed by a date appears on this form. Such licenses are issued in all applications where

the conditions for issuance of a license have been met, regardless of whether or not a license may be required as

set forth in 37 CFR 5.15. The scope and limitations of this license are set forth in 37 CFR 5.15(a) unless an earlier

license has been issued under 37 CFR 5.15(b). The license is subject to revocation upon written notification. The

date indicated is the effective date of the license, unless an earlier license of similar scope has been granted under
37 CFR 5.13 or 5.14.

This license is to be retained by the licensee and may be used at any time on or after the effective date thereof unless

it is revoked. This license is automatically transferred to any related applications(s) filed under 37 CFR 1.53(d). This
license is not retroactive.

The grant of a license does not in any way lessen the responsibility of a licensee for the security of the subject matter

as imposed by any Government contract or the provisions of existing laws relating to espionage and the national

security or the export of technical data. Licensees should apprise themselves of current regulations especially with

respect to certain countries, of other agencies, particularly the Office of Defense Trade Controls, Department of

State (with respect to Arms, Munitions and Implements of War (22 CFR 121-128)); the Bureau of Industry and

Security, Department of Commerce (15 CFR parts 730-774); the Office of Foreign AssetsControl, Department of

Treasury (31 CFR Parts 500+) and the Department of Energy.

NOT GRANTED

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN FILING

LICENSE GRANTED" DOES NOT appear on this form. Applicant may still petition for a license under 37 CFR 5.12,

if a license is desired before the expiration of 6 months from the filing date of the application. If 6 months has lapsed

from the filing date of this application and the licensee has not received any indication of a secrecy order under 35

U.S.C. 181, the licensee may foreign file the application pursuant to 37 CFR 5.15(b).

 

SelectUSA

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location for

business investment, innovation, and commercialization of new technologies. The US. offers tremendous resources

and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation works to

promote and facilitate business investment. SelectUSA provides information assistance to the international investor

community; serves as an ombudsman for existing and potential investors; advocates on behalf of US. cities, states,

and regions competing for global investment; and counsels US. economic development organizations on investment

attraction best practices. To learn more about why the United States is the best country in the world to develop

technology, manufacture products, deliver services, and grow your business, visit http://www.SelectUSA.gov or call
+1 -202-482—6800.
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To: venkat@kondatech.com,vkonda@gmail.com,

From: PAIR_eOfficeAction@uspto.gov

Cc: PAIR_eOfficeAction@uspto.gov

Subject: Private PAIR Correspondence Notification for Customer Number 38139

Feb 21, 2019 03:27:29 AM

Dear PAIR Customer:

Konda Technologies, Inc
6278 GRAND OAK WAY

SAN JOSE, CA 95135
UNITED STATES

The following USPTO patent application(s) associated with your Customer Number, 38139 , have
new outgoing correspondence. This correspondence is now available for viewing in Private PAIR.

The official date of notification of the outgoing correspondence will be indicated on the form PTOL-90
accompanying the correspondence.

Disclaimer:

The list of documents shown below is provided as a courtesy and is not part of the official file

wrapper. The content of the images shown in PAIR is the official record.

Application Document Mailroom Date Attorney Docket No.
16202067 APP.FILE.REC 02/21/2019 V-0070US

To view your correspondence online or update your email addresses, please visit us anytime at
https://sportal.uspto.gov/secure/myportal/privatepair.

If you have any questions, please email the Electronic Business Center (EBC) at EBC@uspto.gov

with 'e-Office Action' on the subject line or call 1-866-217-9197 during the following hours:

Monday - Friday 6:00 am. to 12:00 am.

Thank you for prompt attention to this notice,

UNITED STATES PATENT AND TRADEMARK OFFICE

PATENT APPLICATION INFORMATION RETRIEVAL SYSTEM
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Electronic Patent Application Fee Transmittal

Title of Invention: VLSI Layouts of Fully Connected Generalized Networks

_—

Filing Fees for Utility under 35 USC111(a)

Sub-Total in

Description Fee Code Quantity USD($)

Basic Filing:

1111mm RE1SSUEDES1GNCPASEARCH 111 2114

1REISSUE OR REISSUE DESIGN CPA EXAM. FEE 2314 1100 1100

Pages:

Claims:

Miscellaneous-Filing:

LATEHUNG 1111011011111 011 DECLARAmN 2051 -nn

Patent-Appeals-and-lnterference:
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. . . Sub-Total in

Post-Allowance-and-Post-lssuance:

Miscellaneous:

Total in USD (5) 
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Electronic Acknowledgement Receipt

“—

——

Title of Invention: VLSI Layouts of Fully Connected Generalized Networks

——
——

Payment information:

Submitted with Payment no

File Listing:

Document Document Descri tion File Size(Bytes)/ Multi Pages
Number p Message Digest Part /.zip (if appl.)

 
Fee Worksheet (SBO6) fee—info.pdf 22e18476d2ee7c06c7350fc163ddac7f7784

05c7 
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Total Files Size (in bytes) 35302

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)—(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

If a timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

If a new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and of the International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
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Electronic Patent Application Fee Transmittal

Title of Invention: VLSI Layouts of Fully Connected Generalized Networks

_—

Filing Fees for Utility under 35 USC111(a)

Sub-Total in

Description Fee Code Quantity USD($)

Basic Filing:

1111mm RE1SSUEDES1GNCPASEARCH 111 2114

1REISSUE OR REISSUE DESIGN CPA EXAM. FEE 2314 1100 1100

Pages:

Claims:

Miscellaneous-Filing:

LATEHUNG 1111011011111 011 DECLARAmN 2051 -nn

Patent-Appeals-and-lnterference:
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. . . Sub-Total in

Post-Allowance-and-Post-lssuance:

Miscellaneous:

Total in USD (5) 
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Electronic Acknowledgement Receipt

“—

——

Title of Invention: VLSI Layouts of Fully Connected Generalized Networks

——
——

Payment information:

 
——

The Director of the USPTO is hereby authorized to charge indicated fees and credit any overpayment as follows: 
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File Listing:

Document Document Descri tion File Size(Bytes)/ Multi Pages
Number p Message Digest Part /.zip (if appl.)

1 Fee Worksheet (SBO6) fee—info.pdf 2d3b9f4c59d00197e2b9ec8f78779ff32166
de0

Information:

Total Files Size (in bytes)

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)—(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

If a timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

If a new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and of the International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
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Electronic Patent Application Fee Transmittal

Title of Invention: VLSI Layouts of Fully Connected Generalized Networks

_—

Filing Fees for Utility under 35 USC111(a)

Sub-Total in

Description Fee Code Quantity USD($)

Basic Filing:

REISSUEORREISSUEDESIGNCPASEARCH FEE 2114

1REISSUE OR REISSUE DESIGN CPA EXAM. FEE 2314 1100 1100

Pages:

Claims:

Miscellaneous-Filing:

LATEHLING FEEFOR OATH 0R DECLARATION 2051 -nn

Patent-Appeals-and-lnterference:
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. . . Sub-Total in

Post-Allowance-and-Post-lssuance:

Miscellaneous:

Total in USD (5) 
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Electronic Acknowledgement Receipt

“—

——

Title of Invention: VLSI Layouts of Fully Connected Generalized Networks

——
——

Payment information:

Submitted with Payment no

File Listing:

Document Document Descri tion File Size(Bytes)/ Multi Pages
Number p Message Digest Part /.zip (if appl.)

 
Fee Worksheet (SBO6) fee—info.pdf aee7a4c70e632ce46e279515d699cc48e70

c9520 
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Total Files Size (in bytes) 35302

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)—(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

If a timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

If a new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and of the International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
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UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Addtess. COMMISSIONER FOR PATENTSPO Box 1450

Alexandria, Virginia 22313-1450WVWSZUSptOgOV

APPLICATION NUMBER F ING OR 371 (C) DATE FIRST NAMED APPLICANT ATTY. DOCKET NO./TITLE

 
 
   

16/202,067 11/27/2018 Venkat Konda V-0070US

CONFIRMATION NO. 8134

38139 FORMALITIES LETTER

Konda Technologies, Inc

6278 GRAND OAK WAY IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIJIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII0 0 0 9
SAN JOSE, CA 95135 0000 25895

Date Mailed: 12/06/2018

NOTICE TO FILE MISSING PARTS OF REISSUE APPLICATION

Filing Date Granted

An application number and filing date have been accorded to this reissue application. The item(s) indicated

below, however, are missing. Applicant is given TWO MONTHS from the date of this Notice within which to file all

required items and pay any fees required below to avoid abandonment. Extensions of time may be obtained by

filing a petition accompanied by the extension fee under the provisions of 37 CFR 1.136(a).

. The application search fee must be submitted.

. The application examination fee must be submitted.

' Surcharge as set forth in 37 CFR 1.16(f) must be submitted.

The surcharge is due for any one of:

' late submission of the basic filing fee, search fee, or examination fee,
' late submission of inventor's oath or declaration,

' filing an application that does not contain at least one claim on filing, or

' submission of an application filed by reference to a previously filed application.

SUMMARY OF FEES DUE:

The fee(s) required within TWO MONTHS from the date of this Notice to avoid abandonment is/are itemized

below. Small entity discount is in effect. If applicant is qualified for micro entity status, an acceptable Certification

of Micro Entity Status must be submitted to establish micro entity status. (See 37 CFR 1.29 and forms

PTO/SB/15A and 158.)

' $ 80 surcharge.
' $ 330 search fee.

- $1100 examination fee.

' $( 0) previous unapplied payment amount.
' $1510 TOTAL FEE BALANCE DUE.
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Replies must be received in the USPTO within the set time period or must include a proper Certificate of Mailing

or Transmission under 37 CFR 1.8 with a mailing or transmission date within the set time period. For more

information and a suggested format, see Form PTO/SB/92 and MPEP 512.

Replies should be mailed to:

Mail Stop Missing Parts
Commissioner for Patents

PO. Box 1450

Alexandria VA 22313-1450

Registered users of EFS-Web may alternatively submit their reply to this notice via EFS-Web, including a copy

of this Notice and selecting the document description "Applicant response to Pre-Exam Formalities Notice".

https://sportal.uspto.gov/authenticate/AuthenticateUserLocalEPF.html

For more information about EFS-Web please call the USPTO Electronic Business Center at 1-866-217-9197 or

visit our website at http://www.uspto.gov/ebc.

If you are not using EFS—Web to submit your reply, you must include a copy of this notice.

Questions about the contents of this notice and the

requirements it sets forth should be directed to the Office

of Data Management, Application Assistance Unit, at

(571) 272-4000 or (571) 272-4200 or 1-888-786-0101.

/cmhayw00d/
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PATENT APPLICATION FEE DETERMINATION RECORD Application of Docket Number
Substitute for Form PTO-875 16/202,067

APPLICATION AS FILED - PART I OTHER THAN

Column 1 (Column 2) SMALL ENTITY OR SMALL ENTITY

BASIC FEE)(37 CFR1.16(a

SEARCH FEEb)
(37 CFR1.16(k) (i)o

EXAMINATION) REE:(37 CFR116(O

If the specification and drawings exceed 100
APPLICATION SIZE sheets of paper, the application size fee due is
FEE $310 ($155 for small entity) for each additional
(37 CFR1.16(s)) 50 sheets or fraction thereof. See 35 U.S.C.

41 (a)(1)(G) and 37 CFR1.16(s).

MULTIPLE DEPENDENT CLAIM PRESENT (37 CFR 1.16(j))

* lfthe difference in column 1 is less than zero, enter ”0” in column 2.

APPLICATION AS AMENDED - PART II

OTHER THAN

(Column 2) (Column 3) SMALL ENTITY
CLAIMS HIGHEST

REMAINING NUMBER ADDITIONAL ADDITIONAL
AFTER PREVIOUSLY FEE($) FEE($)

AMENDMENT PAID FOR
Total

(37 CFR1.16(i))

Independent(37 CFR 1 16(h))

Application Size Fee (37 CFR1.16(s))
AMENDMENTA

FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR1.16(j))

TOTAL
ADD'L FEE

(Column 2) (Column 3)
CLAIMS HIGHEST

REMAINING NUMBER ADDITIONAL ADDITIONAL
AFTER PREVIOUSLY FEE($) FEE($)

AMENDMENT PAID FOR
Total

(37 CFRI. 16(I))
Independent

(37 CFR 1 16(h))

Application Size Fee (37 CFR1.16(s))
AMENDMENTB

FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR1.16(j))

TOTAL
ADD'L FEE ADD'L FEE

* lfthe entry in column 1 is less than the entry in column 2, write ”0” in column 3.
** lfthe ”Highest Number Previously Paid For” IN THIS SPACE is less than 20, enter ”20”.

*** If the ”Highest Number Previously Paid For” IN THIS SPACE is less than 3, enter ”3”.
The "Highest Number Previously Paid For" (Total or Independent) is the highest found in the appropriate box in column 1.
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UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Addl'fiss. COMMISSIONER FOR PATENTSPO Box 1450

Alexandria, Virginia 22313-1450wvwmlspto .gov

APPLICATION FILING or GRP ART
NUMBER 371(0) DATE UNIT F FFF REC'D ATTY.DOCKET.NO TOT CLAHVIS IND CLAIMS

20 116/202,067 11/27/2018 2819 150 V-0070US

 
 
   

CONFIRMATION NO. 8134

38139 FILING RECEIPT

ES?§%§XSB°€§EW$ lullllllIllllllllltllllltllllltlilllllllllllllllll
SAN JOSE, CA 95135

Date Mailed: 12/06/2018

Receipt is acknowledged of this reissue patent application. The application will be taken up for examination in

due course. Applicant will be notified as to the results of the examination. Any correspondence concerning the

application must include the following identification information: the US. APPLICATION NUMBER, FILING DATE,

NAME OF APPLICANT, and TITLE OF INVENTION. Fees transmitted by check or draft are subject to collection.

Please verify the accuracy of the data presented on this receipt. If an error is noted on this Filing Receipt, please

submit a written request for a Filing Receipt Correction. Please provide a copy of this Filing Receipt with the

changes noted thereon. If you received a "Notice to File Missing Parts" for this application, please submit

any corrections to this Filing Receipt with your reply to the Notice. When the USPTO processes the reply

to the Notice, the USPTO will generate another Filing Receipt incorporating the requested corrections

lnventor(s)

Venkat Konda, San Jose, CA;

Applicant(s)

Konda Technologies Inc., San Jose, CA, Assignee (with 37 CFR 1.172 Interest);

Assignment For Published Patent Application

Konda Technologies Inc., San Jose, CA

Power of Attorney: The patent practitioners associated with Customer Number 38139

Domestic Priority data as claimed by applicant

This application is a REI of 12/601,275 05/31/2010 PAT 8269523
which is a 371 of PCT/U808/64605 05/22/2008

which claims benefit of 60/940,394 05/25/2007

Foreign Applications for which priority is claimed (You may be eligible to benefit from the Patent Prosecution

Highway program at the USPTO. Please see http://www.uspto.gov for more information.) - None.

Foreign application information must be provided in an Application Data Sheet in order to constitute a claim to

foreign priority. See 37 CFR 1.55 and 1.76.

Permission to Access Application via Priority Document Exchange: Yes

Permission to Access Search Results: Yes

Applicant may provide or rescind an authorization for access using Form PTO/SB/39 or Form PTO/SB/69 as

appropriate.
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If Required, Foreign Filing License Granted: 12/04/2018

The country code and number of your priority application, to be used for filing abroad under the Paris Convention,

is US 16/202,067

Projected Publication Date: None, application is not eligible for pre-grant publication

Non-Publication Request: No

Early Publication Request: No
** SMALL ENTITY **

Title

VLSI Layouts of Fully Connected Generalized Networks

Preliminary Class

326

Statement under 37 CFR 1.55 or 1.78 for AIA (First Inventor to File) Transition Applications: No

PROTECTING YOUR INVENTION OUTSIDE THE UNITED STATES

Since the rights granted by a US. patent extend only throughout the territory of the United States and have no

effect in a foreign country, an inventor who wishes patent protection in another country must apply for a patent

in a specific country or in regional patent offices. Applicants may wish to consider the filing of an international

application under the Patent Cooperation Treaty (PCT). An international (PCT) application generally has the same

effect as a regular national patent application in each PCT-member country. The PCT process simplifies the filing

of patent applications on the same invention in member countries, but does not result in a grant of "an international

patent" and does not eliminate the need of applicants to file additional documents and fees in countries where patent

protection is desired.

Almost every country has its own patent law, and a person desiring a patent in a particular country must make an

application for patent in that country in accordance with its particular laws. Since the laws of many countries differ

in various respects from the patent law of the United States, applicants are advised to seek guidance from specific

foreign countries to ensure that patent rights are not lost prematurely.

Applicants also are advised that in the case of inventions made in the United States, the Director of the USPTO must

issue a license before applicants can apply for a patent in a foreign country. The filing of a US. patent application

serves as a request for a foreign filing license. The application's filing receipt contains further information and

guidance as to the status of applicant's license for foreign filing.

Applicants may wish to consult the USPTO booklet, "General Information Concerning Patents" (specifically, the

section entitled "Treaties and Foreign Patents") for more information on timeframes and deadlines for filing foreign

patent applications. The guide is available either by contacting the USPTO Contact Center at 800-786-9199, or it

can be viewed on the USPTO website at http://www.uspto.gov/web/offices/pac/doc/general/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you may wish

to consult the US. Government website, http://www.stopfakes.gov. Part of a Department of Commerce initiative,

this website includes self-help "toolkits" giving innovators guidance on how to protect intellectual property in specific

countries such as China, Korea and Mexico. For questions regarding patent enforcement issues, applicants may

call the US. Government hotline at 1-866-999-HALT (1-866-999-4258).
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LICENSE FOR FOREIGN FILING UNDER

Title 35, United States Code, Section 184

Title 37, Code of Federal Regulations, 5.11 & 5.15

GRANTED

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN FILING

LICENSE GRANTED" followed by a date appears on this form. Such licenses are issued in all applications where

the conditions for issuance of a license have been met, regardless of whether or not a license may be required as

set forth in 37 CFR 5.15. The scope and limitations of this license are set forth in 37 CFR 5.15(a) unless an earlier

license has been issued under 37 CFR 5.15(b). The license is subject to revocation upon written notification. The

date indicated is the effective date of the license, unless an earlier license of similar scope has been granted under
37 CFR 5.13 or 5.14.

This license is to be retained by the licensee and may be used at any time on or after the effective date thereof unless

it is revoked. This license is automatically transferred to any related applications(s) filed under 37 CFR 1.53(d). This
license is not retroactive.

The grant of a license does not in any way lessen the responsibility of a licensee for the security of the subject matter

as imposed by any Government contract or the provisions of existing laws relating to espionage and the national

security or the export of technical data. Licensees should apprise themselves of current regulations especially with

respect to certain countries, of other agencies, particularly the Office of Defense Trade Controls, Department of

State (with respect to Arms, Munitions and Implements of War (22 CFR 121-128)); the Bureau of Industry and

Security, Department of Commerce (15 CFR parts 730-774); the Office of Foreign AssetsControl, Department of

Treasury (31 CFR Parts 500+) and the Department of Energy.

NOT GRANTED

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN FILING

LICENSE GRANTED" DOES NOT appear on this form. Applicant may still petition for a license under 37 CFR 5.12,

if a license is desired before the expiration of 6 months from the filing date of the application. If 6 months has lapsed

from the filing date of this application and the licensee has not received any indication of a secrecy order under 35

U.S.C. 181, the licensee may foreign file the application pursuant to 37 CFR 5.15(b).

 

SelectUSA

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location for

business investment, innovation, and commercialization of new technologies. The US. offers tremendous resources

and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation works to

promote and facilitate business investment. SelectUSA provides information assistance to the international investor

community; serves as an ombudsman for existing and potential investors; advocates on behalf of US. cities, states,

and regions competing for global investment; and counsels US. economic development organizations on investment

attraction best practices. To learn more about why the United States is the best country in the world to develop

technology, manufacture products, deliver services, and grow your business, visit http://www.SelectUSA.gov or call
+1 -202-482—6800.
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MULTIPLE DEPENDENT CLAIM
FEE CALCULATION SHEET

Substitute for Form PTO—1360
(For use with Form PTO/SB/06)

CLAIMS AS FILED AFTER FIRST AFTER SECOND
AMENDMENT AMENDMENT

VENKAT KONDA EXHIBIT 2005

Application Number

1 6202067

Applicant(s) Ve nkat Konda

Filing Date

* May be used for additional claims or amendments
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Document Description: Application Data Sheet to update/correct info
Doc Code: ADS.CORR

CORRECTED ADS FORM

Application Number
16202067

Title of Invention

VLSI Layouts of Fully Connected Generalized Networks 
Inventor Information

**If no data is shown, no data has been corrected**

Data of Record Updated Data

Order Number

Name  
Residence Information

Residency

City

State

Country of
Residence

Mailing Address of Inventor

Address 1

Address 2

City,State/Province,
Postal Code

Country

Corrected ADS 1.0
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Document Description: Application Data Sheet to update/correct info
Doc Code: ADS.CORR

Application Information

Data of Record Updated Data

Title of Invention

VLSI Layouts of Fully Connected Generalized Networks 
Attorney Docket
Number V-OO7OUS

Entity Type
Small

Domestic Benefit/National Stage Information

**If no data is shown, no data has been corrected**

This section allows for the applicant to either claim benefit under 35 U.S.C.119(e),120,121,365(c),or 386(c) or indicate National Stage

entry from a PCT application. Providing this information in the application data sheet constitutes the specific reference required by 35 US.
C. 119(e) or 120, and 37 CFR1.78(a).

Data of Record Updated Data

Prior Application Status .
pending

Application Number PCT/USO8/64605

Continuity Type '0 :00

Prior Application
Number W

Filing Date
(YYYY-MM-DD)

Patent Number

2007-05-25Igllllllll
Issue Date

(YYYY-MM-DD) 0001-01-01

Corrected ADS 1.0
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Document Description: Application Data Sheet to update/correct info
Doc Code: ADS.CORR

Data of Record Updated Data

Prior Application Status

Application Number 16202067

Continuity Type n|oZ

Prior Application
Number PCT/USO8/64605

Filing Date
(YYYY-MM-DD)

Patent Number

2008-05-22

Issue Date

(YYYY-MM-DD)

Data of Record Updated Data

Prior Application Status

Application Number 12601275

Continuity Type

Prior Application
Number PCT/USO8/64605

Filing Date
(YYYY-MM-DD)

Patent Number

2008-05-22

Issue Date

(YYYY-MM-DD)

Data of Record Updated Data

Prior Application Status
patented

Application Number 16202067

Continuity Type :0 E

Prior Application
Number 12601275

Filing Date
(YYYY-MM-DD)

Patent Number

2010-05-31

8269523

I%llllllllllllllllllllllll
Issue Date

(YYYY-MM-DD) 2012-09-18

Corrected ADS 1.0
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Document Description: Application Data Sheet to update/correct info
Doc Code: ADS.CORR

Foreign Priority Information

**If no data is shown, no data has been corrected**

This section allows for the applicant to claim priority to a foreign application. Providing this information in the application data sheet

constitutes the claim for priority as required by 35 U.S.C. 119(b) and 37 CFR 1.55. When priority is claimed to a foreign application

that is eligible for retrieval under the priority document exchange program (PDX) the information will be used by the Office to

automatically attempt retrieval pursuant to 37 CFR 1.55(i)(1) and (2). Under the PDX program, applicant bears the ultimate

responsibility for ensuring that a copy of the foreign application is received by the Office from the participating foreign intellectual

property office, or a certified copy of the foreign priority application is filed, within the time period specified in 37 CFR1.55(g)(1).

Data of Record Updated Data

Application Number

Country

Filing Date

Access Code

Applicant Information

**If no data is shown, no data has been corrected**

Providing assignment information in this section does not substitute for compliance with any requirement of part 3 of Title 37 of CFR to

have an assignment recorded by the Office.

Data of Record Updated Data

Applicant Type

Ifapplicant is the legal
representative, indicate the

authority to file the patent
application, the inventor is

Name of the Deceased or

Legally lncapacitated
Inventor

Applicant is an

Organization

Name

Organization Name

Address 1

Corrected ADS 1.0



Page 116 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 116 of 626 IPR2020-00262 VENKAT KONDA EXHIBIT 2005

Document Description: Application Data Sheet to update/correct info
Doc Code: ADS.CORR

Address 2

City,State/Province,Postal
Code

Country

Phone Number

Fax Number

Email Address

Assignee Information including Non-Applicant Assignee Information

**If no data is shown, no data has been corrected**

Providing this information in the application data sheet does not substitute for compliance with any requirement of part 3 of Title 37 of

the CFR to have an assignment recorded in the Office

Data of Record Updated Data

Order

Applicant is an

Organization
Name

Organization Name

Mailing Address

Address 1

Address 2

City,State/Province,Postal
Code

Country

Phone Number

Fax Number

Corrected ADS 1.0
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Document Description: Application Data Sheet to update/correct info
Doc Code: ADS.CORR

Email Address

Signature

NOTE: This Application Data Sheet must be signed in accordance with 37 CFR1.33(b).

This Application Data Sheet must be signed by a patent practitioner if one or more of the applicants is a juristic entity (e.g., corporation

or association). If the applicant is two or morejoint inventors, this form must be signed by a patent practitioner,a_Hjoint inventors who are

the applicant, or one or morejoint inventor-applicants who have been given power of attorney (e.g., see USPTO Form PTO/AIA/81) on

behalf ofa_Hjoint inventor-applicants.

See 37 CFR 1.4(d) for the manner of making signatures and certifications.

Signature Registration Number
/venkat Konda/

First Name Last Name

konda 

Corrected ADS 1.0
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Electronic Acknowledgement Receipt

“—

——

Title of Invention: VLSI Layouts of Fully Connected Generalized Networks

——

——
——

Payment information:

Submitted with Payment no

File Listing:

Document Document Descri tion File Size(Bytes)/ Multi Pages
Number p Message Digest Part /.zip (if appl.)

 
Application Data Sheet to update/

correct info CorrectedADS.pdf e15ad24bb86cc648475b58233e98fc5626e
2739b 
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Total Files Size (in bytes) 83253

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)—(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

If a timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

If a new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and of the International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
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To: venkat@kondatech.com,vkonda@gmail.com,

From: PAIR_eOfficeAction@uspto.gov

Cc: PAIR_eOfficeAction@uspto.gov

Subject: Private PAIR Correspondence Notification for Customer Number 38139

Dec 06,2018 03:30:10 AM

Dear PAIR Customer:

Konda Technologies, Inc
6278 GRAND OAK WAY

SAN JOSE, CA 95135
UNITED STATES

The following USPTO patent application(s) associated with your Customer Number, 38139 , have
new outgoing correspondence. This correspondence is now available for viewing in Private PAIR.

The official date of notification of the outgoing correspondence will be indicated on the form PTOL-90
accompanying the correspondence.

Disclaimer:

The list of documents shown below is provided as a courtesy and is not part of the official file

wrapper. The content of the images shown in PAIR is the official record.

Application Document Mailroom Date Attorney Docket No.
16202067 NTC.MISS.PRT 12/06/2018 V-0070US

APP.FILE.REC 12/06/2018 V-0070US

To view your correspondence online or update your email addresses, please visit us anytime at

https://sportal.uspto.gov/secure/myportal/privatepair.

If you have any questions, please email the Electronic Business Center (EBC) at EBC@uspto.gov

with 'e-Office Action' on the subject line or call 1-866-217-9197 during the following hours:

Monday - Friday 6:00 am. to 12:00 am.

Thank you for prompt attention to this notice,

UNITED STATES PATENT AND TRADEMARK OFFICE

PATENT APPLICATION INFORMATION RETRIEVAL SYSTEM
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PTO/SB/08b (07-09)
Approved for use through 07/31/2012. OMB 0651-0031

US. Patent and Trademark Office; US. DEPARTMENT OF COMMERCE
Underthe Pa en/vork Reduction Act of 1995 no ersons are re uired to res ond to a collection of information unless it contains a valid OMB control number.

Complete if Known

INFORMATION DISCLOSURE —2-4-2018
STATEMENT BY APPLICANT Venkat Konda

——(Use as many sheets as necessary)

——

NON PATENT LITERATURE DOCUMENTS

Examiner ' Include name of the author (in CAPITAL LETTERS), title of the article (when appropriate), title of
lnitials* . the item (book, magazine, journal, serial, symposium, catalog, etc.), date, page(s), volume-issue

number(s), publisher, city and/or country where published.

C. Clos, “A Study of Non-Blocking Switching Networks,” Bell System

Technical Journal, 32:406-424, 1953.

Substitute for form 1449/PTO

A. DeHon, "Balancing Interconnect and Computation in a Reconfigurable Computing

Array,” ACM Int. Symp. on FPGA, pp. 69-78, Feb. 1999

Chihming Chang, Rami Melhem, “Arbitrary Size Benes Networks”, Journal:

Parallel Processing Letters — PPL , vol. 7, no. 3, pp. 279—284, 1997.

HODA EL—SAYED and ABDOU YOUSSEF; "The r—truncated Benes Networks and their Randomized

Routing Algorithms"1997 Intl Conf on Parallel and Dist Sys, Seoul, Korea, December 1997.

Guy Lemieux and David Lewis, "Using Sparse Crossbars within LUT Clusters", Procds of the
ACM/SIGDA Intl Symp on Field Prog Gate Arrays 2001, Feb. 11—13, 2001, Monterey, CA.

P. Manuel, W. K. Qureshi, A. William, A. Muthumalai, “VLSI layout of Benes networks,”,

J. of Discrete Math. Sci. & Cryptography, vol. 10, no, 4, pp. 461 -472, 2007

Quinn, Michael J, "Parallel Computing: Theory and Practice", 2nd. ed., 1994, McGraw Hill
Series in computer Science, Networks, and parallel computing, ISBN 0-07-051294-9

Ronald I. Greenberg, "The Fat-Pyramid and Universal Parallel Computation Independent
of wire delay" IEEE Trans. Computers, 43(12):1358—1364, December 1994.

Hypertree: A Multiprocessor Interconnection Topology , by James R. Goodman and Carlo H
Sequin, Computer Science Technical Report #427, Dept , of EECS, University of California

Data Movement Techniques for the pyramid computer, Russ Miller and Quentin F. Stout,

SIAM Journal on Computing, Vol. 16, no. 1, pp. 38 - 60, Feb. 1987.

Examiner Date

Signature Considered
*EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw line through citation if not in conformance and not
considered. Include copy of this form with next communication to applicant.
1 Applicant’s unique citation designation number (optional). 2 Applicant is to place a check mark here if English language Translation is attached.
This collection of information is required by 37 CFR 1.98. The information is required to obtain or retain a benefit by the public which is to file (and by the USPTO
to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 2 hours to complete, including
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be made in accordance with the GSA regulations governing inspection of records forthis
purpose, and any other relevant (i.e., GSA or Commerce) directive. Such disclosure shall not
be used to make determinations about individuals.

8. A record from this system of records may be disclosed, as a routine use, to the public after
either publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent
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Arbitrary Size Benes Networks

Chihming Chang and Rami Melhem

University of Pittsburgh

Department of Computer Science

Abstract

The Benes network is a rearrangeable nonblocking network which can realize any ar—

bitrary permutation. Overall, the r—dimensional Benes network connects 2’" inputs to 2’"

outputs through 27“ — 1 levels of 2 X 2 switches. Each level of switches consists of 2’”—1
switches, and hence the size of the network has to be a power of two. In this paper, we

extend Benes networks to arbitrary sizes. We also show that the looping routing algo—

rithm used in Benes networks can be slightly modified and applied to arbitrary size Benes
networks.

1 Introduction

A multistage network consists of more than one stage of switching elements and is usually

capable of connecting an arbitrary input terminal to an arbitrary output terminal. Multistage

networks are classified into blocking, rearrangeable, or nonblocking networks. In blocking

networks, simultaneous connections of more than one terminal pair may result in conflicts in

the use of network communication links. A network is a rearrangeable nonblocking network if it

can realize all possible permutations between inputs and outputs. However, if the connections

in a permutation are established in the network sequentially, the establishment of a connection

may require rearranging the existing connections. A network which can handle all possible

permutations without rearranging connections is a nonblocking network [3].

The Benes network [I], which is a special instance of CLOS networks [2], is an excellent

example of a rearrangeable network. Overall, the r—dimensional Benes network has 27‘ — 1

levels of switches, with 27—1 switches in each level. Figure 1 shows the Benes network with

7‘ : 3. Given any one—to—one mapping, II, of 27 inputs to 27° outputs, there is a set of edge—

disjoint paths from the inputs of an r—dimensional Benes network to its outputs connecting

input 2' to output lI(i) for 0 S i S 27° — 1 [1, 4].

The Benes topology is specified such that the number of input or output terminals has to

be a power of 2. In practical terms, this is a severe restriction on the sizes of systems that will

use the network. If the size of the needed network is not a power of 2, a larger than needed

network has to be used, and many of the resources in the used network will remain idle. In this

paper, we present a constructive way of building an arbitrary size Benes network (AS—Benes)

for any number of terminals. The routing algorithm presented for the AS—Benes is nearly as

simple as the looping algorithm for the regular Benes network [5].
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Figure 1: A 8 X 8 Benes network with 7‘ : 3

1 x 1 network
  
 
  

      

   
  

 

   
2 x 2 network

Figure 2: A 3 X 3 AS—Benes network

2 Construction Strategy

Multistage interconnection networks are usually constructed from a single type of modular

switching elements. Each element is a 2 X 2 switch which can be set by a control line into a

direct—connection state or a crossed—connection state, thus realizing all permutations from two

inputs to two outputs. Three 2 X 2 switches can be used to construct a network which can

relize any 3 X 3 permutation as shown in Figure 2. If we consider a simple wire to be a network

that can realize any 1 X 1 permutation, we can view the 3 X 3 network in Figure 2 as being
built from a 2 X 2 network and a 1 X 1 network.

The procedure used to construct a network of size 3 can be generalized to recursively con—

struct a network of any size. Specifically, an AS—Benes of size n is constructed recursively from

an AS—Benes of size Lg] and an AS—Benes of size [gl When n is even, the construction is

similar to that of the Benes network where the n inputs are connected to % switches and each

switch is connected to two AS—Benes networks of size %. Similarly, the n outputs are connected

to % switches and each switch is connected to the two % AS—Benes networks (see Figure 3(a)).
TL

To construct an AS—Benes of an odd size, the first To — 1 inputs are connected to L5] switches

and each switch is connected to the AS—Benes of size Lg] and the AS—Benes of size [gl

Similarly, the first To — 1 outputs are connected to L3] switches and each switch is connected
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Figure 3: Constructions of AS—Benes networks

to the two AS—Benes networks. The last input and the last output are connected directly to

the [%l AS—Benes as shown in Figure 3(b). This process is illustrated in Figure 4 where an
AS—Benes of size 5 is built from an AS—Benes of size 2 and an AS—Benes of size 3. To build an

AS—Benes of size 6, two size 3 AS—Benes can be used, and in general, an AS—Benes of size n,

for any n, may be constructed.

3 Routing Algorithm

A quick inspection of Figure 3 reveals that, except for paths involving the last input and/or the

last output of odd size networks, a path between an input and an output may be establishedTL

through either the upper AS—Benes sub—network (of size [3]) or the lower AS—Benes sub—

network (of size [%l). Given that each switch at the first and last levels in an AS—Benes
has precisely one connection to each of the upper and lower sub—networks, the realization of

any given permutation, H, in an AS—Benes should satisfy the property that paths sharing any

switch at the first or last levels must go to different sub—networks. By enforcing this property,

it can be shown that, given any one—to—one mapping, H, of n inputs to n outputs, there is a

set of edge—disjoint paths from the inputs of a size n AS—Benes to its outputs connecting input

2' to output H(i) for 0 S i S n — 1.

As an example, we illustrate the paths in Figure 5 for the mapping

0 2 3 4 5 6 7 8

7 8 6 2 1 0 3 5

in a 9 X 9 AS—Benes network. The bold paths represent the first loop which starts at input

n — 1 and terminates at output n — 1. After this loop, there are only two pairs of input/output

i-br—t
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\ 3 X 3 network

Figure 4: A 5 X 5 Benes network

left which form a second loop. In this way, all paths can be assigned to the upper or lower
sub—networks without conflict.

4 Comparison With Benes Networks

It is important to be able to construct rearrangeable networks of arbitrary sizes with minimum

cost. In this section, we compare the number of switches used for an AS—Benes of size n with a

Benes of size 2nognl, which is the smallest Benes that can realize any n X n permutation. For

instance, to realize any 5 X 5 permutations, an 8 X 8 Benes is needed, which requires twenty

2 X 2 switches. A 5 X 5 AS—Benes requires only eight 2 X 2 switches (see Figure 4). That is more

than 100% saving. In general, if S(k) is the number of switches used for a size k AS—Benes,

then 5(1) : 0, 5(2) : 1 and

W) = 2L§i +5<i§i>+5<i§n

a2 logk — 1). That is the number of switches in AS—Benes is of order 0(k logic). The recursive
equation for S(k) may be also used to compare the number of switches needed in an n X n

AS—Benes, and an 2Tlognl >< 2Tlognl Benes. This comparison is shown in Figure 6 for n up to 32.

Clearly, when n is a power of 2, AS—Benes is identical to a Benes. The curves follow similar

trends for larger values of n.

It is easy to use induction to prove that the solution to the above equation satisfies S(k) <

Finally, we want to point out that different paths in an AS—Benes may pass through different

number of switches. However, the maximum length of any path will never exceed the length

of a path in a Benes of size 2Tlognl. In other word, the delay in an AS—Benes is at most equal

to the delay in the corresponding Benes network.
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Figure 5: Two loops in the realization of a permutation in a 9 X 9 AS—Benes

5 Conclusions

We have shown that there is a simple and efficient way for building arbitrary size re—arrangeable

networks of size n using 0(n logn) two by two switches, and for routing permutations in such
networks.
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A Study of Non-Bleeking Switching
Networks

13)? CHARLES (11,05

{Trienueeript- received Detaher 30, 1952}

This paper describes a. method of designing; arrays of ereeepmfnie fer

use in. {dash-mm switching systems in which. it -?::?I£l. always be poeeible to

estabI-ieh a cmwwetion ji‘om. can. iii—fife fillet to an. idle mil—Jet regardless- af the

n-mnber 0f sails served by; the system.

ILNTItiii'D '1'} {ZE'TION

The ilnp-eet of recent discoveries and developrnente in the electronic

art is being felt in the telephone”switching field. This: is evidenced by

the feet that many 131::0retm'iee here and abroad have research and

development programs for arriving at eenfimnie electronic. switching

Egret-tame- In. seme- of these eye-terns, such as the ECASS Systemf the

rude ef the ewimhing eroesnet array becomes nmeh more imp-orient than

in present day co-mxnereiel telephone asysterne. In that. eystenl the emn~

1mm eenin’el equipment is less expensive, Whereas-3 the croespeints whieh

a .eume some of the control funetimnsere mere. expensive. The require—

rnent-e for such a system are that the eresepointe be kept. at e.- minimunl

and. yet:- ‘ne able to pernlit the establishment of as Ina-11y eimulteneoue

eonneetions through the Egret-elm as peeeibie. Theee are oppeeing require"

11113;} Us and an eeenonfieal eyeball Image Of neeeeeit-y accept. a. emupronlise-

L In the search. for this eompremiee, a convenient starting paint; ie to sit-11d}?

the design 0f erossnet arrays: where it is: all ways poesible t0 eetahiieh a.
Billlllefltiinfl from. an idie inlet to an idle outlet I‘eD‘L 111933 of the amount

of traffic on the eyetein, Because a. efinple square aura-y with N‘ inputs,

2'5" mltpute and, N2 creeepeinte meets: this requirement, it can be taken

as an upper deeigfn limit. Hence, this paper considers non—hieeking arrays

where less than A“ eresepointe are required. Speeifieafly, this paper

describes for en in1piieit eet 0f: Genditiene, ciroeenet arrays of three, five,

"‘ i‘x-iuli.-h.ener. EV. A.,. and H. Eerie Vaughan, An Experilnentel IClertt'.-ronieai.l}-"
Controlled Switching Syetexu, Beli Bye. “Tech. J., 31, pp. aliiih-ififi, 313.39, 1952.

’13
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Nos—13110011112461 SWITCHING SYSTEME 40’?

81-30” switchiflg stages where less than by” crasspoints are required. It

then deals with conditimzs far {abtaining a. minimum nmnber of (tress-

points, cases where the A? inputs and N outputs can not. has uniformly

sssignsfi to the mvitshes, switching arrays where the inputs- do not equal

the. outputs, and iii-rays whens: smile or all of the. inputs are also Outputs?

8QITAHE ARH A3"

A simpie square array having 1V inputs and JV wisp-11th“ is Shawn. in

‘ fig. 1 . 71311.15: nunibsr of crosspoints equals 3.73 and any cambinaticm of IV

0r less simultarmuus connections can, Exist. wiithnut; blocking between

the: input-s and the output-s. "l‘he Inimihm- 0f switching stages, 3, is equal

to 1. The. number :3!" crosspoints, (3(8), is:

(fit 1.) : N2 {1)

N Du‘rsUTs

'T
  

 NUMBER OF 1CROSSP'OFNTJ 1‘ N "NINPUTS

TiI1111' 1.“ STJLG-E H 1V1TUBING JKRRALY

33.13. array where less than N3 nrnsspnint-s are required is shown in

Fig. 3.. This array has A? = 36 inputs and 3‘? 36 output-s. There are
three switching; stages, 1121x1191}; an input sizige {a}, an intermsdimy stage.

(hr), and an output- stage {a}. In stage {-51-} there are six 6 x 11 swit-cluzts;
in stage {1.3-} 13119123 are {tie V9.11 {‘3 .3; f} switches; and in stage (a) there- are
six 6 x 11 switches. In 1:431:31, there are 1188 crusspnints which are less than

the 1296 crosspoints required. by equatimn {1).
Of int-Brest. are: the derivations of the various quantities and. sisss of

ssx-‘itches In stage (a) the nurnher, n, of inpuis per switch ‘s-‘ss assumed

to be. equal to 4N1”, thus giving sip: switches and six inputs 1:113:- switch.
In a. similar 11181111131." stage: {as} was assigned six switches and sign: output-s

per switch. The: number (if switches requirm} in stage Cb} must be suil
ficient- ti) avoid blocking under the worst set- 01“: cunditiqms. The warst.

cuss occurs when bet-ween a. given switch in stage {a} and a. given switch

in stage (a): {1) five: links from the switch in stage {a} to five. cm'respm'ui—

fl
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4138 THE BELL svsTEM TECHNICAL JD URNA'L, mute]: 1953

ing switches in stage {in} are busy; {2) live links frmn the switch in

stage ((3) are busy to five additional switches in stage {13); end (3) a.

connection is desired between the given switches. Thus eleven switches

are required in stage (b). The remaining requirements, nenleiy, eleven

verticals per switch in stages (a) and (e) and six by sissivitehes in stage

(1)) are then easily derived-

The nurnbeer of erosspeint-e required for three stages; where n = N'Hg,
is: eumrnerized by the folio-Wing fornauls:

0(3) m (ENW — 1) (3N) {2)

= :3me —- 3N (3a)

In Table I. it may be noted that the number of cresspoints is less than

EV? for all cases OF N g 36. '

PRINCIPLE VIN S’DLVED

The principle involved fer determining the nulnber of switches re;
quired in the intermedialj stage is illustrated in Fig. 3- The figure is
for a specific- case from which One can generalize for n input-e on a: given
input six-itch and m out-puts en a. given out-put switch. In the figure it
is desired to establish e. connection from input- B to nut-put H, . A suf~

fieient- number ef intermedier switches are required te permit the

{n — 1} inputs- other than B en the particular input switch and the
{m _ 1) out-puts other than H on the particular nut-put switeh to'he‘ve
connections to separate intermecliery switches plus ene mere switch

for the desired connect-ion between B and H. Thus it; + m. — 1 inter-
nlediery six-*itehes are required.

TABLE I — Csessrersrs FOR 813127131131; VALUE-s OF .N  

 
3? Square Army 5"; Three-‘3 tsge Array 6N3” — SN

4 16 ' - ea
9 81 135

1 6 355 1336
253 625 HTS

36 1 J $36 1 , 188
4‘3 2,411.11 1 ,911
64 4 , 096 ' 2 , 880
Si 6 , 561 4, 131

100 10, {Kill} 5 {FOG

1 ,{Jflfl : ‘1 ,000,000 186,73?
10mm : 100,000,000 , 5,9?o,eeo ,

 'ckfiiiiii‘c-zv. ‘ . 
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Fig, :2“. -~=- Three-stage switching sir-rays.

FIVEF-ETAGE S‘VITCTEIING AB,)1KY

:1 fix-“Evfltfige Switflhing array is iiillstém'fltfid in Fig. 4: The amalgam 0f

thig :Et—l.‘ fuss can be. lllfldir‘: in the .t'c’iflau-‘ing 1113111161: Each. input. and 011 tput
~

a. .

S‘Nitijh is: :mS-tmmd iii)- have n : 331:3 11113-1113 131‘ outputs, leapectiveiy.

Coxlzitecisiml between a. given input switCh and a. given output switch

SWITCHES
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m OUTPUTS
L1H A PARTICULfi-R
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SNF‘UT SHNFTC-H

\ !'_"‘ '
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'5‘ g 7 '-t L._.n-- .r'
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xiii} TIIE 333341.. SYSTEM TECHMIEAL 3013323313, 334313.33" 1.95%

if: made: via 113231313, 334 1038i 331131233ng of ’§:}}I’€tfi interraedimw switching

3133;345:334 The {lumbar at" 11337313. required is {33.91.53 -- 1'34 E21333 have! has
353:2;3 iilitpi'uifi and tibia 31-31113 Htunber 0f output-3.. The number I)? Crosspainiis
£3: a -t-iu3ze«333ge uenmbweking 451.333.}? far 4- ’3“: inputs and 459%” (iklfiipfl‘tfl
€43.33. he: {shizained from: eatguat-iim {2} by substituting 1332’?" far N in than:
mini-mien. The fist-3.1 nunlber 9f crrjsspohlts required fm’ the fivva-firt-flgfi.

array is:

34:33 a: {33% w 1}“ 3N“ + {3413153 .4. 1:} 3.3: {3}

4.44 :1 3N‘=‘3 3.. 11:43? + 3-. T3” (33:;

T1132 number of crustal-ohms risquired for several Sizes of the firm-stage:

array is given in Tag-hie 11. The resuits are. compared ti} the square and

thugm-staga arrays. '

E§§§‘Fi!§1§i-E§13;%;E}]§l 5331?}117f3133flfifii' :1JEEIXJX'ET

A. Sevet1~stage switching array GEL-11 he analysing! by egansicharing 11:11:13.3

requiring five il'megnledim'y switching stages 3-43 paths via switclfing
aggregates. The. number (if such aggregates is (2-4. Tm - 1); Each. 34g-
grfiga'm ham 4?. "3” inputs and a like number 0f gut-puts. Fruxn Equation {3}
the. CFOSE‘IBQiI‘l-ts for each. aggregate. 33431-133 Dhtflihfld” by 4311:.b3t.i.i‘.-11t-1i11g;
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NDN—BLDQKING SWITCHING SYSTEMS 41 1

TABLE 11 (.Y-RGSSPUINTS FDR SEVElLiL V1111152121 OF 31"

N . Square sit-ray 'l'hIGEJStflge Array Five-Stag}:- Array...__--_.._-._'.._-----_..-..-..‘-‘-2.-.1—.:- -

c1 ,fli—Jfi g 2 , 530 3 , 2-12
722 5:31 ,441 1 115,911 95,012

1. , 000 1 _, mm 1 mm 1 26 , 232 146. ,320
.10 , 000 1121,1100 , mu 5 ,270 ,000 2 , 434 , 488

N33 for N’ in. that. equatirzm. The int-.111 number of (:12'1sspmi11ts required

for the SEVEII—-3t~filg{3 211323.}? 15:

0(2) 2 (21r’--‘"" —-1)3 33er + (212?“ —— :1 ‘1‘2 2N“ + (2.: 1111 _ 1321’“ (1-1}

31131?“ 2 2631" + 20 1’55““ 2 SNH (4.11.)

GEN'EIEAL LiULTIkSTJMRE SEW’ITEf‘IilfiG- giRRA_Y

Equations (1:), (if-311}, {32.) and. (4.2.) £1112 herewith 11211111111221 21.5 a series
of grub-untitnials together with the. next. pqunamial:

(.7151) = N2 m

U13} = 13.2132 — 2.1 r ' (2111

(3(5) 1632”” -— 11191? + 222‘"; (311}

(3(7) 3631?“ 2 1122:" + 2-01‘1r'3” — 3.‘.--‘1~"‘1*"‘l (11111,)

1:22) 2 7113.?” _ 1:102?" + 2631?“ ——- 211323” + 32¢“ {31}-

These 13013121011112.1511 {211:1 he cletm-Iniimd for any Illtll'lbfil‘ of ism-itching

stages from the fnlhnwhlg formula. where 2 is an odd integer:
     3+1 3!? ‘3 (“+3 4 ‘3 _ 3-221

4' f r. ‘Qfikm L'. 1*“6'5‘! (. ' rg‘:‘{ ) ‘3 “11: ‘ .‘FETI— (: - :75? +211 ) ‘3. ' r} ’v{1 ts} 2 31.. 2-1 3%- 32‘1’ — 1 + A“ .13.; ' —— 1. (in)

An alternative exprfissim). equix-‘alemi in) i3£§tl£ii1itiill {6} 1111.2 131132-11 aug—

gesmed by S. 0. Rice and J. '{itardaIL The recurrence relation used in

indi‘v‘idualiy deriving 1:151:2- fwreguiug 33111133'111'1rt1jz'fls {1311 he “fled 11-0 direetjy

(Eerive the. following forimflaz

(4121: + 11;: = '22—‘24—.......: [(5-11 — 2):;211. —— 17‘1"“1 — 211“} {1111}

where s = 2-!- + 1

N = 12"“

Table III gives 1:1(111111111‘11tive 111111111625 of crosspo-ints fur varinus mum—

  



Page 135 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 135 of 626 IPR2020-00262 ' VENKAT KONDA EXHIBIIZOOS

4112 THE. BELL 0170111001 TECHNICAL JCI-‘I‘jRE-‘QAL, ELLRCH 1953

TABLE III -~— CliOSfiPUINTS 11-111 VALE-1100.15 'N’UMBERH OF“ SWITCHING

0010.11 , 3, AND ‘1111111100“ 01+ 1‘»; 

  

  

.N i Sal 5=3 5-3-5 52'} 1-29

100 10,000 5,1500 3 0,092 7,386 0,121
200 40,000 10,37 10,017 g 10,008 03,210
500 250,000 g 00,500 ; 00,085 04,105 r 73,058

1,000 1,0m1,000 ; 13033? g 140,300 g 150,001 g 102,571
2,000 1,000,000 : 530,050 g 370,001 300,340 a 470,202

5,000 05,011,000 : 2,100,320 ; 1,008,000 ; 1,205,204: 1' 1,511,331
10,000 100,011,000 75,010,000 3,300,453.? ; 3,150,700 , 3,025,100

105 , : , . ,,,,,, , ,,,,,,,,,,,,,,,,,

 
 

 

 

 l...  utv-L—vrrtrrll‘:l.‘x
 

Nair-fig:
mum
 
 

NUMBEROFCROSSPUIMTS
 

 

mg 200 300 400 500 V 1000 ' 2000 .0000 6000 10,000
NUMBER OF INPUTS AND NUMBER m: OUTPUTS

Fig. :3 —— Crosspoints versus switching; stages.
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N'flN'vB-LQIIKIEG ENNIITCEING SYSTENIS {I213

£13,331 111 121-1ii:hhing 2439,93 1111131 3221133 111‘ N Thea: 12.111113. of '11111113 II}. 11.112 platted.
1111 1121321212 5. The. 2323111313 2:11 cum-122.3 appear to be bounded by 1111. 12111231231111,
ram-12;: 2112231112; 12 1212111111111n1 11f 21.1122133111221131‘1113 next 2213122121111 dealing with
111.;115111111 111131 ~1111=~~ that-1712171111313 311133 2311311113 13121;: 121111220113- .

$101221“ ENSNFHSUNIELE 8155153 (33" 37323313”? $335313 BUTPHT fiN-‘Ffl‘lkllifiifi IN ‘T'HE {Fi'ilii‘liin

fifii‘A’l‘i'rE 33113325171"

”373123 {31212131111133 der1v<1111111~ 11-3112 It}? imphi‘iit- 13121111311111 1211121311 ~22.-

11.1213 N, 11211-1112}? :1 31123112; 132121 (mi-:22“ 22.31- 121111: {2f 31-" , 3.122 11232-21111 11111111111111“:
11121113111? 11I 1*1'11—1311121111$ 11. 21213123 «12111211121 11311213121123.2223.) 223‘- recmifefl. F1}? 123112

{13111-112- 113-11ge 13115I11h121g313121‘1y 1113123 213:.

{Iii—ix} a: {211 H" 13 (353: “(- m) {'3'}.
N73113:) '22 2:- N‘” 12211111I32111 {T} 11313211333 “t0 8&11121'Eri1311 I2}

P12? 11 1113- 1311 121-131113- 11I‘3, 13113 11121111111111} 121111133231 of 1111111321217211123 11121111113

when {itsfiin 2.»: I} winch 1132121223:

212.3 —+ 21312" + .2N 2:2: I} 1:8}

This: equaticm has the foilzjwing 31. 21.1 pairs of integral 1131312323:
I.

21 2:: :3, .N" w 1.6 and 21.. 2: 2.3, IV 2‘3 2?

.233 N approaches 11112313. 1111111123 1221111113011 1: ‘3‘} «2.3111 he 2.1.1111112112311141.2311,by:

1N" & 2215'" I 1
2‘\

{32113113115 GI 13113111123221213 {#3} 21.1111 {E1,1 11112 shun-'11211 Fig. {1. .111. T2311113 LIN-1:111?
1111111111113 111“: 11262131111112.1213-111'12 based (111 the 11131-111331“. 111.1.12g1111 32213121323 (11"22 fur

222121312 1-‘112211223 211' .N’

‘13:113213 (211111.31111212121223 (-222.13. 3:113 1211215111 Table IV 21117122211333: £91112): {311123312121133
13111.13 23231412 312121113 1, 33:12.3 Isaci 2312I1e 11:11.3. 2:19.12. 2.13 131112311131: 12:13:13113‘1’ H32'
eii112i21111-1113; 1-1. 511-1 12212121i51:12-13 {2?} 21.11111 {9}, 1318 21331113 £121 311322;.2. 1.222.21.11.=2 121;.N
i .M

a.'-

NEG??? .1213" EZQIELAJBLE SNN’ITCH’ SIESES. 32'? TIME FIW°1§*§§TA{€-E $313,521?

If 21 71213 the 1112111321131 231’ "11111.1 :3 1131* input .3 N’itifh 13.1113. 131131112322 11121? 2111333111:-

sur'iteh, 21121:}, 111: I213 the 1111;111:2131": (21': 213332133 per- mritch 22-1 21:11.12: 3112121111113 3113,?

 



Page 137 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 137 of 626 IPR2020-00262 " VENKAT KONDA EXHIB-IIZOOS
 

«3-3.3: THE BELL SYSTEM: TECHNI3M1 JOERNAL, 33.313313 19553:

'1 0GD

BOG

 
 
 

51:13 5

40:1: ----------3...-.. 1
1 =3‘.v.5

  
 

 

 
 E

;»»

 
12*O

3 1

'5 ‘ t 7 : ::
a 21m . 1 1
1—- § 1 ii1‘3 1 ‘5
'3 3 3 ‘:3 i '

.1" 1 1

11:: 10c: ; I:3 A 1 E
n; 1 ,,,s_
3 33 rm“ a
-J 1' ’\

gy.
33
3' h0

w. fl

away.” 1.“-

20

I
I

I
I

f
.4“10 I ,

1

a 3 - 4 5 s a K} 21:: SO
n=lP4PUTS {JR OUTPUTS PER SWETCH

Fig.6 R333t3u11$31§p between 35? and 11. im- 31133133119. in crosspflinta: 3.311131,£3353
33:33..

T313111: Ti" n»- {:5 iii-(3'31-1911};va FHR fihY‘fi‘RsL VA:I‘:£‘-'E$ :5}? EV

   

11-. 22-5
_ 6:333

J:6:13:35 >
9 ,331 31.093

11 5.1133 3 3333

E N1“ 3 ‘31:.

13 : z: 333 5331
2,5,: ‘ 3‘23} {3'35

19 .1 1 , 31111 1 , 2311
11-1- 1 1,3233 1 133.
1 -° 3.1‘1‘33 g 2,3?3
133 s 333:1 11,333

“-1 1): 31-133:'392::fit:3::j
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1.10.11121.111.1119. swrmafinm 2112121111111; 4351

113:3 {rut-puts: per awiteh 31:: 313121 3012113. fat-age, than 331+: 1113301141131; 6231111332111

gum-1‘. the? tatql 1.111113161' :13” (‘PONKP-Diniff

. “ {3’27" A )3“- ‘_ -
{3(5) :- (ii'n. .._. I} L12\’-1{3112.m Ii} (m???-1 ‘2. )1 £11}

 

21 1111112

The: 1111133111 derw13111‘ {11' this nquaiiqn with respect: to. 112 11331911 1183:.

212311113 31:. 229-111 $111365.

1'1... 13 
-"<. :3: -1113-..“ 1‘ st; .L” 21113 K” “:3

737.311? pea-13171113 (hark-113231.321 111" 2.3131; 22121131213011 with 1": 111213 to '11 when 11213:
15:12:12}. 1-2) 21612:.) yifilds the fsflk's‘evixag 81211111331121:

 123113" 211.2 - ‘31::- — l} .
“.3" ~-J. “‘ “““‘_ **“"“‘-"'_""‘""""

i".3112. w 1392. ~13

'13.}211'2131311113{3‘.33 31.1113333%} 1121.11 311:. 2.113va 323?: 1'1 13,1213. 1221 2.1.1. 1.1121119.- of given}
V11312e12 (if .352". 1*{11' (1111111133121 far 3".- m 241’}, 11321 15313311111 11 1»... {3533. and :m. 11
3.3313.

1111311111211 1'01: THE 3111;111:3111 -"-' 111.311 .1 {3-11'1331: 11' 32-1111 TIiE' Tflflflifiv

1'1111111 .1311 112'

Fur 1‘2. given vaii'ue: 311' '31 equatfifin {2'"'3 11111138112111 .1 1'011..11311 for loan-ting
3:331:11}. gigs: 11f 1.3111111123211111: 11'1"}332213632311; aura-3r “high. 3111.1 3‘1".. 231" flawer $101113

paints. 337313.11 can 3:121 (3121111 3:13;! set-3.111;; 2.211111111531113 {‘1’} 21:31:11 ts) 3253:
1" 1-"

._._. .. . . -.. . 2‘." ° '1- .121.. - 13 f :3.» + 1.... 1.2.1}
' 1,. '3'1'.2-

11.2113 511313-3112; 3‘01" .33" in teams (1101131339. 1163113532111 1.14:

:3“ "-3 ':}_ ' - \ -
1 1 .112. 3.112. —- E 3- _.

3‘2" :3. «"mw—u—m ‘ {‘7 15:1)
.1... - 1:.

 

31311131231313. 111111.95: :31" A?” fur given 153111921 of '32- 111-12 Eyed in Table V.
This. 331133313 13.31323 33.125311. 31221 11:33:2- hzghebt =.‘. e)$111135" siifi-‘laibk‘ by 222.. E11311;

this 1.1131311 33'. 1111;112:1111 1.311112 111312111 .235 2: '34,. we 31:12:19: 13111 1113;133:111 1113311311111,

112111.35." fin" an'hieh 13: 111113: 331‘: 3111121233131- tu 331335113 323-13.: 32.311211 ‘2." 1.3111125119321112.
33.3.1111-‘(113211'1131‘ .3." m 1-7351. 211131111113 31: T113131: I, 81:21:111231111 {3-} gives 333.3113. than

32.1123'1'1211133aimt11. The 3112131311111 11:11:11? 111‘ finding 11:3. 111-111.}: 3‘11}: 3%" = 1.5112131]:

{Ewer 1.311111 3V?- 2:::2'{2321}:2s):§11‘izs.. Fur this: 111113 13.33 (faces-'1 3112301111, 3331': 111211. 21:16—

341121 indicates that it is prufituble 1:21 consider Situmzicz-zls where 32." 311 uni:

222121211134}? 111291113119 1):. 1'1.
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+2116 1211.12: 2111:1111-1- II-IIITIaI-I TECB’NI-f-FAL Ji‘)-HRN;&IL{. 3-15-3811! 1953

«flu-1b 1152' TIMI. THR’i-Ilfiivfi’l‘fif-‘ifl 13111191111111 ARRAY ‘W’HERE N :“:‘5- rig-1:112: 1:}

THEIR I itzdicaii-Ed 131111.11 filil' I"? If: ‘35 and n a: I“: a taut-21.1 (If :1"? :5“:- firm-£5522

p:;:,i11t-s were requimd. I": square: 11.121221}? requires (11113512 525. Fig. "Es-111.0111, I:

layout :11" sxxr’irmhess 11211111121131? r— 25 1111121 11 m 3 In this (2413:! mm 12131112.: :i:

left- ()E-‘EI when 223 inputs are Iii.»ided. 1111:: threes The-1:111:32 input res-3:111:05

three- pat-hs 1.1) the. iIltfiI'IImsriian' E‘Efi'f’ihili’ ’1his is in accuriiatmE- with

F1323;. 3.111118 1:311:31 0111-13111:- 11355 1213131111133 flanges 3311-1113: fizzy-€211.11 Jiltfi‘irlflNhflI‘V

Ewitches. 19113:: £11111): Fig. 3 111:; 1011:; 1113;111:2- II: the 10121:: (1111233111.- Imp-111213»:

unis-2 one pat-11. 1.1123.1.212 these HIIISI has: (31:11:. 412211121: 1113131111318 :zrt‘ (2:1I13112-(‘Hus‘

i119; 1011:: input- izs.) the 1531::- 13111331111, 11111.1 11111211111212- Bf 11.122055531011113 III-quirgd.

is: {2115 which is 1:225:11 12119.11: £13451 5‘35 TEQUil‘E‘Bi‘l by this square 11121211312. T1111;

111111111116 can. be extended. to any case 2111-2111112 =2 A“ a: 1232:. '+- 12, whee 12:: the re“

mainder 1213 III: $.121teger g:IIIII‘ELI2-I2 111311 2:22:25 but 1:283 than II. The fin-11111151

1121-12 the 112111111111“ (:3? 12131;31101111» when: 1’: 133131111“. 21:31:] :12 gutput h“111121195 {11‘
11219512 1.2.: and {111.922 input: 21121:}. mgtput MA 3112211 (315151531: 12' 13:32:53 use-2:1 i2:

—- __ 3 3‘32 1... ‘3:

{7" m- S} 1211 1-.- 1;~{E\~' “ 12} +13%: +2.12 1-.- §.}-12 + {-31 ——---r} (-11-..-Iii-

{112:}

   +[Tf'1‘f—"1\(V.)"—TL+?‘
I. {3} \Vilafln has poiu'tfid (22:11:- that for :1 1:21-31:22 input. the :3111353101111'23 13::

the. internmdiamr swiI-fihflé (1:111 he used 1.1:: 111111511215: its: 1102-2611113 :23:::I:II{2:2§2-icmg-

1161163 111:: erasesgmhltfi 11.123 (Esquire-d in the: 1113:3111:- aii-age. This likmafisa 111.323»

311-5523131132 11-. 101212 01:13:11,113 VIE-211:1: this IIIIIIfif‘utaieiIHI the? 11.123211}? in Fig. ”I? 1'1112311112121-2:

231:1: fewer {trimeptteénizs- FIN“ 1133.15 :32 I—Je, 33211-12121 12 11-:- 1 _.. flie- 111111111012 :11“ (112211111

32111311123 i3:

. V __. 3
2*: 3(21‘: -— 1311.35 --. 1‘) + (p: —— l} (“1-) -

~ ,- _ 2 {165-1}

‘5‘ ”2 (Lg: 2i "12 I) 11 I: + I
'-“-’- .3 Few-12 11.. v1-11 .- I .- 21.- 1:12.11: 32“- III-2;: :1:211111111- T: fihxnt‘I-“II ‘i YEEF‘: 11: V I 111 1'. £211: 1 $.12. (11-. 

fl N per Equaiinn SS 3:“ a I} {mud n)

3 . 1125 :2:

=1- ; :34 - 9- 23

{73 ‘ 3.1 . T" . g .311”a‘-- --- -----------u--w------u----- --- ------ --- --- - -- - - ------w-M“-w-... -------------W-----------------,-v
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33‘ 03:“. -*-.'£§§'.\'T_3CEI§¥G SYE’ITCE{N{i- EYflTEE‘ifi-‘c ‘3: 1 2'!

J. 1-15.0mia1n has {mum} a mare- eii‘ufient: arraugtmlema far cases ‘m‘hfifi-‘fi'

3. =3»- 5-5113"; :3: In 131351315 {if using fl: gwimhes {sf seize $2. 53111 mm: switah of

sir-Lie $3 he ‘pi’f’fipiméfi- that: {ff-c *r 1 ---u- n -+- ‘3’} switchea (“sf Sififi an. and =1:T; w r}
sswiizciifaea a? {sir-e 2': m 1 be magi; Farthis case; the; Eunihffi? {sf (il‘i'fifiiffiflifltfi
9:

v

\ 3" i .-
(23‘ m: .;.{S£-3-;i m in}: "r 2% $2. -§- fin 'T’ii‘ézn m 33} {R w affix}? M ii}

{1 f 3V
4}." {32?}; «w a??? +- 2!}1 41-- “- {Fa--;—1}£?~-—}r- l w- n vim T}

t

EHPU T 5123' ERMEbl-fitfl‘f OUTPUT
; 'Ni'Tt'é-IEES SFJ'ETELHES- 51‘5“ Cfifi'fi.J'i

 
 

 

 

 
 
 

  

   
. .‘....:,.: , ~"«"2\"\‘jfi
x}? ~r\.\\‘._~“ \Kif_‘.

. . . . . .
= i ‘ I i 1. Q5%.-“' i i : I

:3...th 1.5.35,“. . | .
g._.’--,’u1“ ‘5»...

l : ' E

 
l

J
7-4,. iI'.?

£15.»

I

Irdrc.-
Jl

'rir.

fI

 
‘. s - . v.

w#_.§_-. .4..+..g_.‘ ~ . u. 
 
  
 

ertJaa
l

I
"M

MacI I

 
 

”(7'
Ir

{Dug-nu?" “i.--. I

Fig. 7:” m“ Tl’hree-Btssgg:array. 2:113:31. {mtgd 32-, A}; eqsfiva‘ieni gurx'ungemant‘ is t-c:
pray-{tie two- 3 x 3 and £12 rim: '3} x {If ifltsfirll'ifiiilifir}: s-wstczhéfi. Twn {rt this: 2} 3; 5} 3m flashes-
hisw}. 0:233: 813' cratséa‘g'mintm .

 



Page 141 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 141 of 626 IPR2020-00262 ' VENKAT KONDA EXHIBITZOOS
 

418 33:33: BELL EYSTEE-I Tfitcxifircan J'sit'EFRN'Ai‘J, 3:15qu! IQS-B

£33" ' : Signage: 33:33-
 

23 52; *
2 -- a 53?;

35 3 625
23 g 3%
2? 5
:23
:39
3:1}

31: s s
3‘3 -----

34 s —- m»
35 E

5333* 3 53.33 E -----
= 8333- g

336'? t

m; 3
= $35 3

: Tfifi“ E T33 E: ,
355 C. . ‘“ 8.2-1 5'; 3131-3

~-—— 53$}. 536w 91.1
$399 5 53:36” 33:31
342%" 33.5? {a}:

, ' my a 1:131
: __ 19333 1 10?;
E ---- E 1080 a lfiTl *“ 1 1- 23

3? ~ m '5 1 1 , "3 1 11143“ 11 ”Ff!

38 § - g - § 1195 g 1333* g 3233

; Q! } —-— «m a 1 1335 a 1:323” 32:33,-

.('5.I?
o:13- m -an,

”IV“V
4‘

-m-
H!"

{

'5

.‘03’5 9-4
2

v,"an“.......
)v“ I

l
al

E
3-“ A:q‘u! it... t6

3!}

40 —uA 3 1314 3 1233* a 1396  

"Tm : ' ‘ I'm~~~~~~‘--------------.:"nun“ :r—u.................................................
33 g 1319 3 3339* 3 1539

68 s 2315 s- 23?6* i 232a
tL

3

S

.u..«nun
33 E 3329 E 3334* 3763
90 = 3 4536

ME} = —« i 5333
113 E —_
123

4455*? 53-1199 ,
smu3 , an5

"“ 61913 3 5339

mm g 3943 3933
13” ——- i ——- 3 Sfl?6 3933+
1*” ““' i 3 ~# § 8833* saga
.150 -- .333. m» E 991,38 9-31 1 *

160 v“ E “w E “u ; 19939 g 19503*

lfifi i 3153 § 3323* 3056 i gm 3 ,#
Slfifi

6335*
$33?.m...au.nafirruflfi... .-_._.........u.._.,.,-””

Lea-.xst.“£“ .kssxks..““‘ mas-.mu-pq—w“u.““ma-A—‘s--—-——uu.l.m-;-WLL.L“a...“

5" B-i-inimum xtssiues,

Equaticm. (I?) is; ide’mtical 1:0 equatiml (16) when *r 2:: n w 1. T111311}

are twm raw-3k .flEK-mfily, when. n 2: 2 and 35- m 3- vfihere equation {H323}

gives. fewer crimgpaints than. (3633;; ‘93} 1331335132} {3T3

SEARCH FOR THE M'L‘NIM'tu-i NUMBIML cm“- CRGSSPGIN‘I‘S BETWEEN 3%" ~—

3:3 32:13 N" 2:: iii-D

The equaisimm 03' this jp-rtwstiing Sfiéflfiifllfi 333.139.3831 a 1319:1113: for fiésfi‘i‘flhr

Eng; ffl-I‘ 11131353111311): (:z’osmrmt 3117333323, {375333333 Y1 3:133“:er 'izim ‘r'esui'ta {3f $1163.13. :1.

$39,136.31 up to: N ~=== 2160,. Res-3111155 are indicated in unit steps f‘rmn N’ 2:

133 it: 3"?” =3 >16 and f3}? {flier}? hawth- isflflrval 33319332311333: .533; N =3 161 , 3.

331336333th a-_:’.!‘§s}-‘ requi‘EES “him fewefil Bi’flfiffipflinifi‘
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that a. Eliminating shank} occur far 3? .4; 1.4443,. Wis-BI]: :2. :4 6.81, amt} m. 2::
356 131 Tahie VII the Inmiraun1 91231533; What: #3. === G and m. m 4. It.

{45.129443 neg-em at» 5-2: :4»: '3 becaflse 2-433 is not. exact-i3" divifiiifle 3'33“ ’3. Except-

fm‘ this aiflmtifin} the: 'Inininxum await} hax‘fi {31:63:3erde gas predictai

REm.&NIEIFI¢A13. :Kfiflé T.
-r 3'

Referring to Fig. 1, if than: were sn‘ mputes and AH outputs, a si-n‘zpie

rectangular Mira}? wank! result which wank} ha capable. (If Sust-aitfing 131;:
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expressiTmn :

I“ § Afgf n + layixfiii- {} {(3“{}> {I w W H W 335‘. 3—1;

I"? + .35!" 352’ + 3:}?

“Eben A? m 3"! this equating I’edufies t0 {Equittifikii {S}. _

The» threeafi'ny relatimfihips 0f 1%, 3.1" and .31! are Shim-":1 in Fig. '8

 



Page 144 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 144 of 626 IPR2020-00262 VENKAT KONDA EXHIBIT 2005

Emma}:Loqz‘rstlwez S‘WITGHENGE EYETE3I3 4.131

I
tA-;AA..,-.--__--_-
  

 

 

 
 

EJQDQ

4900 “mm“ , ‘ .:

T 3” 1 I

55mm? «mmmp . MN-.. ‘ “4::

teams .Q

1n
“wfil-n.-.f-n tIIi I

 
 
 

 
 

.."unfin-nI1II1I

if:
 ...."._____-_....m.

 
..uttxttrt-Ir
  

u”,,,,_._._._._._............... 
“1...nu.

.1:T44v.4)JJJJMMAJJIJA.‘.lIA-A-A- 3.'rJAIJIJIJIJI.‘A.‘AA“--ll 1l1ll1'
......I,

IIIIIJiiiiii

  
 

   

 A.»
u I I I I I l I . l | l

w3 ..
iiliilII Jx5

«((m'vl}
f . . 1 . 13

"g..."
4IJ II 

i;!!§9§!!!dl "nun,"rill/{JJIIIIJ u
“pm,-5“ ““4..“““-_ ......

................ l . . l . I I I r t l tIIII5raa

nun-gape".- ..“an"...
. l n . ‘i l . n . n . .

”nun”.... : - I 'I : . 1
. . 2 ~ .. : . i"‘ ‘ ‘ ““u, - , ‘ . ‘ _ . fiVVfi ‘3‘..- u. ‘1‘w-

“3 “3.3353 “nun“..“I‘x \ . : I I : ‘t 3: : W1»...—.n.. . g . I - - . . :
‘ - : ‘ - = . . - ‘ . : .- ‘: |

...-.-.-.-.-.-.r.-'..,"w":w"."n"n.-.a”mu”...

n»............. uuuu».-.-.-.-.-..   
- , ‘5“ - ‘i 1 1. . ____:.____ _ . . I. :- . ; .

5:;- 2(3- 353 2:23 22:3 8-D so 203 2m: 3% «am: am 2005
NE: TOTAL. DUTFNJ‘E'S

iag-‘earnnahig: m? 33- {:53 N inputs and 3f Quilpuis far a rssinimnisl in; are: up
95 stage arrays.

Fig. >3 Ra
3.3131 nim- m 9.- thr

TE} éfiéffi‘f} Lit it. 311131;?{3T ..

Ii‘ 3.. «use exists wheaerss. 2111 input-3 sure $3.331} tha: wartimtfij. tic'zms. em are

raggamsa-nt- such as is shu-w;:: is: 1~“ig. 8 can he nixed. The. sarcnbza-Lpuinis in
time .izitemmdiusury switchfls pearxnit (ifilfilfifiiitii‘iiliilfi bet-wean 5:11 fixx-‘i'tuima (In
the left hand; 33:352. F131" Manna-{31:30:13 befiweean twu 13353313313 ('13:: the. EiEE-RIIE:

S‘L-‘a'iafir-Iifii it is: asssumeatl than: cram; {If the links {1} n intezr‘mfiiisuy switnh flan

 



Page 145 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 145 of 626 IPR2020-00262 VENKAT KONDA EXHIBIT-2005

€132» THE 33133131; SYSTEM: TIE}03113313313 JULURNAIL, 3313313115151 1953

be used to fiBti‘thEh the: Gourmet-inn. but; wit-130333333113333:ng 3333:}; of 1.1133:

Cl‘t)33pfliuta cm. the infarrnedimry switch. The. nuxnher {3f enmspointa far
1313in«2315333 133:.

   - TE 5” ..
*r a}. M. 3.-L {1”, l) CT+ 2-333 2-33.; {Mgr}

331383331“ m 33133.13ha (3% tws)wax-T trunk;
13;: 311113363?utiafmn, r‘mniitwnk fer (Ibtai31in-n‘ minim23133:: 13133332393» Of

{Efflfifipflifltfi can 1.113 deierminfld. ’1138 333‘:‘z313ge;133333:§.- can 353.1339 he: {ext-Etudmi

$20 cit-331333 Yrs-1333113 ext-3'33- gwitchhig stage-:3 33-33?- required.

{3:51.}f-1V3’53Y INK-”031135333 03,333r-XVAY {11m§£)1.fi{1- {LN}?!- TX?'{3-—1¥_é-.Y ii1111§.fi1°$

31 33031313333‘313033 331’ the triinguhsr array (31’ Esg. 13 £33311 0:? 3333E£333331 in“

331313' 3333(1 {mi-3313333 13hwith""13 in ig. 18. 1.33. this 1333333348, (23313433333! 1333(33::t3::i:£3g,

iNP'iJT AMI) QUTPUT ENTERMEQEARH‘

SEWSFCHES SWJTEHES

 

 
L 1“.LJ..   

l

sum.mw~www:fiunnu.__...,............_.._.._..“..
2’T 3..

Twcwxww
'rguw KS

mu.”a,“uu-ugu
”hung,

FJ

.....

C )

AKIJJIJJHMWMWIH-wmmwmn“:..
Fig. 9 ----- Triangfilar array.



Page 146 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 146 of 626 IPR2020-00262 VENKAT KONDA EXHIBIT 2005

1193—3113-1311135511 Eéfir‘lTiZ'HINf} 5511:1311“ 4532

‘1‘-

wit-huut: E}i‘:}ek§1:1g;."‘i‘}:ze :tmmhei-r {1f argmpnints {(131 this: 1111599.. 511:

.3161 3.7“? .3 V 2.7

1‘:1f: 4* 13}_ 4? 3; 3:1“: :3
is" " 113‘} 12:32.3 22'1J

1::11es-wvay’ midguing and invaumfisqr 11311111111 (€21.13 be freefiv “i13.ts:-{53113172111111.1111

\.

{3‘ w “-2233. 11.. 1} {if i- T —§« 3-f- +
Tim mnmxmznts i€=i}i£3(?£¥fiiiflg the 1:3rigzng11is11' 11.111111? 111111;: 313311? far this 11111111..

{Ti-13*}; Rafi-RIfiflN "if." IT'li‘. EXIST'IISG- E Fir13‘“£13,313

Few 12x§stis1g araasmet- 111111311 are 111::n—hlnc-ki11g. A11 exafityle is time fear“
wire intertflfl 1137112131.. (smgzz.(‘ientratEng, SETS-$1831. In one: (12f 112,11 at-suxéa-mi 111151131

11m 1331139113301111‘3an: reiguirai fur 1m} inaaming trunks 11111:} iii} {mt-gain 12.
ii‘fllfll‘t-QH 1:11;; mks; .7 Pram: Fig 8 for A?" =2 1m and .51"! m 4th it may 1111 {HIE-{Ed
tirmt: 1113,11. 111311111111‘: iii-1:31:13} 11:11:18 f1)? '31. 11: 31' B}? gubstiizuifngag this; 121151111 311

i.) P”
aquatign {22.}, a. I).G$1—bii-)Cki3il§§ threevstage switsfiling infra}: 0f figflfi arms-:3—

:‘HTERMEDKAR‘Y 'GHE.“WAY
SWiTEi—RES _ QUTGGWG THUNS'ES

 
 

:2- H E A‘W‘AYm tow! ms THU N115

 
"_._‘.1

4....1.........«-.-.-..m-.,.......
In"

{NA 32M.uwMWMM-..~{i~11--........m..mpi
 
 

   
  

TI
I
EI

1 Mn“ II
i
F
i
i{

_ 35ii
, t.

_ A“ “a My.“ .9

S ‘ I
2 G—ifi I
i- “L“ I ‘
J . i» “ ‘ “214‘, ‘4‘“!-
- "in“ 1}» 1113141141. o._.§._.§-_%-_§u§u u.= rs :3 a)~—»~+~$—4‘—~4‘«~ +4-444-—

“L3... 7&‘14“L+‘4“ 2 1::
g a ,- - :2 I!

Fig. 31} ”A (:511‘3—EQ‘ELE' 2512611113131, mm L- 151}? matgoiug £11143 {wry-way tru‘mkm

 



Page 147 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 147 of 626 IPR2020-00262 VENKAT KONDA EXHIBIT 2005

9134 THE. ' HELL EmTEM TECHRIQAL JQEENAL, mam-:3 1953

Quinta: is found whit-h cuuid has used for the congenirating S‘Wit-(‘EIL In this ‘

£353 £3113 new apprmmh m the gwitehing Izetwerk pr-rohlezn 1113-}? prism-'3 it}

be 03: value.

Gamparim’nw with: existing arrays having blocking are: £116.93}? tea has

uzngaxarable hfifefl'flgt’s they gmfles of service are. 1143?; the same For in~

stanem 23, N43,, 1 .csrflssimr dist-rictfiaoaffiee 333393113 (3?: 3.41m (list-rim. jtumigfirs

and KIRK} trunks requires Sflfififi crosspainfis. This iayout can handle
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naethnds Ina-3r prcwe to be. valuable especiafly for use in. the developnwnt

{if electrmlie marital-ling- syfitanls Where the: contra-1. nmchmlisrn Ina-y not
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Abstract

Benes networks have the potential for balanced

trafiic. fewer conflicts, and can route any permutation in

one pass due to their multiplicity of paths. Omega

networks , on the other hand, have fast set-up and low

hardware cost, but could take more than one pass to route

a permutation. This paper introduces a new class of

networks referred to as r-truncated Benes, which is a Benes

network with r randomization stages eliminated. Using
randomized routing, we will show that r—truncated Benes

networks is an excellent trade-017r between Omega and

Benes networks. In particular, it will be shown that the I-

truncated Benes network outperforms Omega and is also

superior to Benes and other truncated Benes networks in

cost andperformance.

1. INTRODUCTION

The study of interconnection networks has become one

of the most popular research areas in parallel processing,

as communications overhead is one of the most impmtant
factors affecting the performance of parallel computer

systems. Multistage interconnection networks (MINS)
[6,4,16] can be divided into three classes: blocking,
nonblocking, and rearrangeable networks [5]. In blocking
networks, simultaneous connections of more than one

terminal pair, input and output, may result in conflicts
over communication links. Examples of blocking
networks are Omega[7] and baseline networks.
Nonblocking networks, such as certain Clos [3] networks,

can handle all possible one-to—one connections without

conflict A network is rearrangeable if it can perform all
possible connections between inputs and outputs by
rearranging its existing connections so that a connection
path for a new input-output pair can be established. Benes

network is a well—known network that belongs to this

class [21- There are two main disadvantages of Bene/Clos
networks namely, high hardware cost and slow routing
speed. Although Benes/Clos networks have received less

attention due to their disadvantages, recent advances in

76

all classes of permutation [9].

technology and‘routing techniques have largely eliminated
those dimdvantages, thus making Benes/Clos networks

competitive alternatives worthy of further study.
Specifically, large crossbar switches can be built
atfordably due to the advances in VLSI technology. An

implementation of optical Clos network has been recently
reported by Lin, Krile, and Walkup [11]. In routing,a
recent study by Youssef [18] has developed efficient
universal randomized self-routing algorithms for Clos
networks.

The two main disadvantages of the Clos/Benes
networks have been Several other parallel algorithms

were developed that take less time. Lee developed a Benes

control algorithm that takes 0(N) parallel time, which is
still slow [8]. Nassimi and Sahni came up with a self.

routing parallel algorithm for fast set~up in switches that
takes O(logN) time; however, the algorithm does not
work forall permutations [13]. Lenfant followed another

approach that restricts the algorithm to a set of frequently
used bijections. Hence the algorithm still does not realize

Lev , Pippenger, mu

Valiant implemented an algorithm that takes 0(N10g2N) '
serial time for one processor and 0(10g2N) parallel time
[10]. Later, Nassimi and Sahni developed another parallel '

routing algorithm for Benes networks. The algorithm ;-

routes Lenfant class of permutations and takes 0(log2N), :
and does realize all permutations. Youssef and Artist '
introduced a new approach for fast routing control. The

algorithm self—routes several classes of frequently mad '

permutations, and takes 0(10g2N) time to route arbitrary ,
permutations on Benes-Clos networks [17]. Raghavendra
and Boppana developed a self-routing algorithm for self-

routing the linear class of permutations, but does not '
realize all permutations[15]. Mitra and Cieslak [12] f’
introduced a randomized routing scheme on extended

Omega networks. Their algorithm, however, uses single
randomization and in this paper we use multiple 3
randomization on r—truncated Benes networks. 3

Omega networks are more frequently used due to their fast?
routing and low hardware cost. Those networks, however,ég
are blocking and therefore could take more than one pass

(which means longer delay) in routing a permutation.

 t‘

r

'S.V
\‘E.§.§:\-'\.ks
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Figure 1. Benes Network B(q , n)

This is mainly due to their single path property,
which leaves no room for randomization. On the other

hand, Benes networks realize all permutations in single
passes. Benes networks[2], however, have more stages
than Omega networks[7]. This has given rise to having
multiple paths between any pair of nodes in a Benes

network, which allows randomization. On the other hand,
the increased number of stages mused Benes networks to
have longer routing delay and more hardware cost than

Omega networks. Due to those conflicting properdes,
cost of hardware and the ability of randomization, we ae
motivated to study a new network. This network, which
is called hére the r -truncated Benes network, is a trade-OE
between Omega and Benes networks.

Our performance evaluation shows that with only one
stage of randomization, an r-truncated Benes network,,
with r = l, is superior to comparable Omega networks.
The rest of the paper is organized as follows. The next
section gives a brief overview of r-truncated Benes

networks. Section 3 will discuss the routing algorithm
uwd on r-uuncated Benes networks. Section 4 will

present the details of the performance analysis. Section 5
contains the conclusions and some ideas for future work

2. OVERVIEW OF R-TRUNCATED
BENES NETWORK

77

A Benes network. B(q,n), has N (= q") inputs and N

output terminals, and consists of 2n-1 stages of N/q
crossbar switches each, where each switch is size qxq
crossbar. Such network canbe definedrecursively. For
n =1, B(q,1) is a single qxqcrossbar. For n 2 2, the

recursive structure is shown in Figure I specifically, the
middle stage consists of q copies of B(q,n-1) numbered
0,1,...,q-1 from top to bottom; the first stage connects
the i-th output port of the j-th switch (in the first

column) to the j-th input of the i-th B(q,n-1) of the
middle stage; and the last stage is the mirror image of the
first stage. The stages are numbered from 1 to 211-] from
left to right. .

In this paper a high-performance routing algorithm for r-

truncated Benes networks is devebped through
randomized self-routing algorithms. in this randomized

approach. switches that are in stages from 1 to n-I are set
randomly. On the other hand, switches that are in the

stages n through 2n-1 of the network are set according to
a self-muting mechanism using the destination address. It

is lmown that after a message crosses the first 12-] stages,
the message can be self-routed using the destination

address. This can be illustrated by considering a three
stage Benes network B(q,2) where the input or output y
of a switch x in any stage has a global label [xy].
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r~Truncated Bane! Network
Using Multiple Randomized Circuit SwitchingOn Random Permutations Will: H - 4096 Processor:
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Figure 2. r-Truncated Benes Network Using Multiple Randomized Circuit Switching 0n Random
Permutations With N:

Suppose that a message is to be sent from output

port 1ny in the first stage, to the output terminal [x’y'] in
the last stage. The message first enters the input port 1ny
in the middle stage, then. using the digit x’ of the
destination address [x'y']. the message exits through

output port [yx'] in the middle stage. Afterwards, it enters
the input port [x'y] of the last stage and then using digit y'
of the destination address [x'y']. it reaches output port
[x'y’] of the last stage, which is the desired destination.
Consequently, to go from any input terminal [vu] of
B(q,2) to any output terminal [x’y’], we can select a digit
2', 0 52’ _< q-I, and form the control tag z'x’y’ to find a

path from [vu] to [x’y’] in B(q,2) [17]. The same is

applied generally to any number of stages in B(q,n). To
go from a source s to a destination d, 3 forms a control

tag 6162czn1 whem the part 6162Cu1 is selected

HEWandis called the randprt. and the part
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1-0

r-t

7-2
7-3

7-4
[I5

1024 Processors

CnCn+1---CZn-I is the destination addressd in q-ary, an ,1.-

is called thefixedprt. Every ci is a q-ary digit and is used

by stage i to exit the paths through output port 01' of the

appropriate switch. 4‘“
A truncated Benes network is derived mainly from a Benes
network and we will refer to it as an r-tnmcated Benes

B(q,n,r) network. By deleting the first r stages of a
Benes(q,n), where 0 S r S 11-}. we obtain the r—trunmted
Benes network When r = n-1 , the network becomes

Omega, and when r = 0, the network is a Benes network
Thus, in a 5-stage Benes network B(2,3), with a 2x2
switch size, the first two stages are for randomization

,w‘ufinurr‘tWW!4~<“:1§“wwflmWWW.We
3. RANDOMIZED ROUTING ON R-

TRUNCATED BENES
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Figure 3. r-Truncated Benes Network Using Multiple Randomized Circuit Switching On Random
Permutations With N = 4096 Processors

Multiple randomized circuit—switched routing is used with
different values of r (number of stages to be truncated) to
determine the optimal value of r. In this randomization

approach, switches that are in stages 1 to n-I -r are set
randomly and r is any value 0 Sr 5 11-1. The number of

stages for randomization in an r-truncated Bones network

is n-I—r as oppowd to 12-1 stages in a Benes network.

On the other hand, switches that are in the remaining
stages of the network are set according to a self-routing
mechanism using the destination address. In multiple
randomization, new output ports are selected randomly for
the stages 1 5 stage S 12-] for each message after each
failed attempt to send the message due to a conflict.

Randomized routing is performed on SIMD routing
(permutations) for different values of r .

4. PERFORMANCE EVALUATION

The following parameters are used in the simulation:

N = machine size (number of input/output processors)
L = length of the message (in flits)
M = message size (in bits)
p = number of pins on each side of a switch

q = number of ports on each side of a switch (qxq is
the logical switch size)

W = width of the channel (i.e., number of wires per
channel, where each wire

holds one bit)

Note that p = qw and L = M/W = Mq/p

79

For practical considerations, we have considered the

following values for p, N, and M :
. p = 256 pins
- N=1024 and 4096 '

' M= 128 bits forN =1024, andM =64 bits forN =
4096.

Accordingly, L = g-
N=4096. Alsorecallthat (N=q”)
Using this set simulation set up, we study permutation
routing using randomized routing on r-tmneated Benes

networks to determine the optimal value of r. This study
does not only compare rammized routing on Omega
versus Benes, but also quantifies the trade-off aid
identifies the optimal hybrid.

In the simulation, latencies are measured for several

permutations with respect to the different parameter values

of q, n, L, and r. Each permutation is performed using
multiple randomized circuit switching. Figures 2 and 3
show the average latencies determined for several different

random permutations when N = 1024 and N = 4096 ,
respectively, as a function of the different values of r

(truncated stages) for different networks. With N = 1024,

the network is eapable of having 3-stages, 9-stages, aid
l9-stages, with different channel width and switch sizes.

From the graph in figure 2, where the permutations are

randomly chosen with N = 1024, the following
observations are made. The latencies decrease as the

number of stages decreases for r = 0 to r = 12-2, and then

moves up when r = n - 1 (corresponding to Omega). For

forN=1024, and L=§- for
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the 3-stage network. r can be either 0 or 1. The latency
is lower when r = 0, than when r = 1. As mentioned
before, when r = 0, the network is a Benes network.

while with r = 1, the network becomes an Omega. In
other words, keeping the randomized stage will give better

performance in the network. For the 9-stage network, r
can have different values from 0 up to 4. The latency has

the lowest value when r = 3,. that is, when having, only

W. For the 19-stage network . r

ranges from 0 to 9. It is obvious from the graph that the
latency decreases as the number of eliminated stages

increases (r values). However, the latency has the lowest

value when r = 8, which corresponds to only one stage
for randomization. The optimal design parameter with N =
1024 on random permutations is with a 4x4 switch size
in a 9-stage network and the optimal r is with r = 3.

From the graph of figure 4, the following observations are

made. In the 3-stage network, r =0 has lower latency

than when r = I, which is the Omega. For the 5-stage
network, r = 1 has the lowest latency, that is, with one

stage for randomization. In the 7-stage network, r = 2 has

the lowest latency, that is lower than the Omega when
r =3. In the ll-stage network, r = 4 has the lowest
latency. which is with one stage of randomization.
The optimal design parameter is with an 8x8 switch size

of 7-stages, and the optimal value of r is with r = 2.

5. CONCLUSIONS

In this paper we introduced and studied a new
network called the r-tmncated Benes network as a trade-off

between Benes networks and Omega networks.

Simulations results show that with only one stage of
randomization, the message delay is even lower than the
Omega network and the r-truncated network becomes

superior to Omega as well as other r-truncated Benes for r

> 1. This is in addition to the multiplicity of paths in the

r-truncated Benes which can also offer fault tolerance.
This demonstrates that the traffic balancing aid
performance benefit from randomization is fully achieved

with one stage of randomization. Adding more stages,
simply increases the latency without offering any

additional performance benefits. Therefore. it is highly
recomenm that high-performance. It was also observed

that when using random permutations for 1024
processors. the 4x4 switch size is optimal, and for 4096
processors, the 8x8 switch size is optimal. Randomized
routing has also been used on r-tmncated Benes networks

using uniform MIMD traffic, and our preliminary results
show that Omega performs better than Benes and r-
truncated Benes network. That is due to the fact that the

network traffic is already uniform and randomization will

be of no use in this case (as randomization provides
natural traffic load balancing). It is anticipated, however,
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that when using non-uniform MIMD traffic, r-truncated
Benes network will perform better than Omega.
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Abstract

FPGA users often view the ability of an FPGA to route designs with
high LUT (gate) utilization as a feature, leading them to demand
high gate utilization from vendors. We present initial evidence
from a hierarchical array design showing that high LUT utilization
is not directly correlated with efficient silicon usage. Rather, since
interconnect resources consume most of the area on these devices

(often 80-90%), we can achieve more area efficient designs by al-
lowing some LUTs to go unusediallowing us to use the dominant
resource, interconnect, more efficiently. This extends the "Sea-of-
gates" philosophy, familiar to mask programmable gate arrays, to
FPGAs. Also introduced in this work is an algorithm for "depop-
ulating" the gates in a hierarchical network to match the limited
wiring resources.

1 Introduction

The ability of an FPGA to support designs with high LUT usage
is regularly touted as a feature. However, high routability across a
variety of designs comes at a large expense in interconnect costs.
Since interconnect is the dominant area component in FPGA de-
signs, simply adding interconnect to achieve high LUT utilization
is not always area efficient. In this paper, we ask:

0 Is an FPGA with higher LUT usage more area efficient than
one with lower LUT utilization ?

0 That is: Is LUT usability directly correlated with area effi-
ciency?

Our results to date suggest that this is often not the casei
achieving high LUT utilization can often come at the expense of
greater area than alternatives with lower LUT utilization. While
additional interconnect allows us to use LUTs more heavily, it often
causes us to use the interconnect itself less efficiently.

To answer this question, we proceed as follows:
1. Define an interconnect model which allows us to vary the rich-

ness of the interconnect.

2. Define a series of area models on top of the interconnect model
to estimate design areas.

3. Develop an algorithm for mapping to the limited wiring re-
sources in a particular instance of the interconnect model.

To appear in the Seventh International Symposium on Field-
Programmable Gate Arrays, February 21723, Monterey, CA.

4. Map circuits to a range of points in the interconnect space, and
assess their total area and utilization.

5. Examine relationship between LUT utilization and area.

2 Relation to Prior Work

Most traditional FPGA interconnect assessments have been limited

to detailed population effects [1] [15]. In particular, they let the
absolute amount of interconnect (i. e. number of wiring channels
or switches) float while assessing how closely a given population
scheme allows detailed routing to approach the limit implied by
global routing. They also assume that the target is to fully populate
the LUTs in a region of the interconnect.

Instead, we take the viewpoint that a given FPGA family will
have to have a fixed interconnect scheme and we must assess the

goodness of this scheme. To make maximum use of the fixed inter-
connect, in regions of higher interconnect requirements where the
design is more richly connected than the FPGA, we may have to use
the physical LUTs in the device sparsely resulting in a depopulated
LUT placement. This represents a “Sea-of—Gates” usage philos-
ophy as first explored for FPGAs in University of Washington’s
Triptych design [4].

For the sake of illustration, consider a design which has a small,
but heavily interconnected controller taking up 20% of the LUTs
in the design. The rest of the design is a more regular datapath
which does not tax interconnect requirements. If we demanded full
population, we would look at the interconnect resources necessary
to fully pack the controller, and those requirements would set the
requirements for the entire array. However, the datapath portion of
the chip would not need all of this interconnect and consequently
would end up with much unused interconnect. Altemately, we can
spread out the controller, ignoring some LUTs in its region of place-
ment, so that the whole FPGA can be built with less interconnect.

Now, the controller may take up 30% of the device resources since
it cannot use device LUTs 100% efficiently, but the whole device is
smaller since it requires less interconnect.

Recently, NTT argued for more wires and less LUTs [l7], and
HP argued for rich interconnect which will meet or exceed the re-
quirements of logic netlists [2]. Earlier Triptych showed density
advantages over traditional alternatives with partially populated de-
signs [4]. The NTT paper examined two points in the space, while
HP and University of Washington each justified a single design
point. In this paper, we build a model which allows us to explore
the tradeoff space more broadly than a few isolated design points.
The model is based on a hierarchical network design and captures
the dominant switch and wire effects dictating wire area. This gen-
eralization, of course, comes at the cost of modeling the design
space more abstractly than a particular, detailed FPGA design.
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Figure 1: Tree of Meshes

We will be using a hierarchical interconnect scheme as the
basis of our area model. Agarwal and Lewis’s HFPGA [l] and
Lai and Wang’s hierarchical interconnect [l l] are the most similar
interconnect schemes proposed for FPGA interconnect. As noted
above neither of these studies made an attempt to fix the wiring
resources independent of the benchmark being studied as we are
doing here. To permit a broad study of interconnect richness, our
interconnect scheme is also defined in a more stylized manner as
detailed in the next section.

3 Interconnect Model

The key requirements for our interconnect model is that it:
0 represent interconnect richness in a parameterized way
0 allows definition of a reasonable area model

To meet these goals, we start with a hierarchical model based
on Leighton’s Tree of Meshes [13] or Leiserson’s Fat Trees [14].
That is, we build a tree like interconnect where the bandwidth grows
toward the root of the tree (See Figure I). We use two parameters
to describe a given interconnect scheme:
1. c = the number of base channels at the leaves of the tree

2. p (a) = the growth rate of interconnect toward the root
Note that we realize p by using one of two kinds of stages in the
tree of meshes:

o non-compressing (2: 1) stages where the root wires are simply
equal to the sum of root wires from the two children so there
is no net bandwidth reduction

0 compressing (lzl) stages where the root wires are the same
as each of the root wires from the children, so that only half
of the total children wires can be routed upward

By selecting a progression of these stages we can approach any
bandwidth growth rate (See Figure 4).

If we use a repeating pattern of stage growths, we approximate
a geometric bandwidth growth rate. That is, a subtree of size 2 - n
has 2P times as much bandwidth at its root as a subtree of size

n, or every tree level has a 2 2p more wires than its immediate
children. This is roughly the model implied by Rent’s Rule [12]
(IO = c - NP). More precisely, it represents a bifurcator as defined
by Bhatt and Leighton [3] (See Figure 2).

Intuitively, p represents the locality in interconnect require-
ments. If most connections are purely local and only a few connec-
tions come in from outside of a local region p will be small. If every
gate in a region had a unique signal coming from outside the region,
then p —> 1.0. So think ofp as describing how rich our interconnect
needs to be. If p = l, we are effectively building a crossbar with no
restrictions. If p = 0, we are building a 1D systolic array or pure
binary tree whose IO bandwidth does not grows as the array grows.
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Figure 2: (F,a)—bifurcator

4 Area Effects

For our basic area model, we perform a straightforward layout of
the elements shown in Figure 4. That is, we have:

0 Logic Block of size APe
o Switches of size AW

0 Wires of pitch WP
Each subtree is built hierarchically by composing the two children
subtrees and the new root channel. Channel widths are determined

by either the area required to hold the switches or the width implied
by the wire channels, depending on which is greater. We assume
a dedicated layer for each of horizontal and vertical interconnect.
The result is the “cartoon” VLSI layout as shown in Figure 3.
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Figure 3: “Cartoon” Layout of Hierarchical Interconnect
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   p=0.67 p=0.75

 
Note that the number of base channels (0) is 3 in all these examples.

Figure 4: Programming Growth for Tree of Meshes
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Figure 5: 0 choose k LUT Input Population (0 = 5, k = 3)    
Typical values for an SRAM programmable device:1

0 APC = 40K/\2 7 this would hold 16 memory bits for a 4-LUT

 
    

(16><1.2KA2/SRAM-bitz20KA2) plus a the LUT multiplexor M-!._..-M M-!.=.=.M
and optional output flip-flop (l3K/\2 in [5], 15K/\2 in [8]). =*.-h-“=i r-‘h-“r

0 AW 2 2.5K/\2 for a pass transistor switch (including its ded-
icated SRAM programming bit) 7 to model mask or antifuse Figure 6: Linear Switchbox Population for Hierarchical
programmable devices, we would use a much smaller size for Interconnect
this parameter.

0 WP = 8/\ for the metal 2 or metal 3 wire trace and spacing
We assume the channels are populated with 0 choose k input

selectors [7] on the input and have a fully populated output con-
nection (See Figure 5). Switch boxes are either fully populated or
linearly populated (see Figure 6) with switches.

Figure 7 shows cartoon layouts for 3 different choices of p,
highlighting the area implied by each choice. Two things we can
observe immediately from this simple model comparison:

0 For reasonable parameters, interconnect requirements dominate
logic block area; e.g. at c = 6, p = 0.67, a design with 1024
LUTS has only 5% of its area in LUTs (estimated area per LUT
including interconnect is z750K/\2) 7 while this is a simple
area model, the area and ratio are not atypical of real FPGA

it“; \E

devices; they are also consistent with prior studies (6. g. 6% for I) Z 0-67 I) 0-75
600 4—LUT design in [5]), Rel. Area = 0.25 Rel. Area = 0.37 Rel. Area = 1.00

Figure 7: Effects of p on Area at lK LUTs

      
1/\ = half the minimum feature size for a VLSI process. Assuming linear scaling

of all features, /\2 area should be the same across processes.
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Figure 8: “Pulling” design up tree to match fixed wire schedule

0 Interconnect parameter richness has a large effect on total area.
To further build intuition, let’s assume for a moment that a design

can be perfectly characterized by a growth exponent p. If the growth
exponent for the interconnect matches the growth of the design
(pinterwnnect = pdesign), then the network will require minimum
area. What happens if these two are not perfectly matched? There
are two cases:

0 pinterwnnect > pdesign 7 we have more interconnect than
necessarily. The design can use all the LUTs in the network,
but the network has more wires. As a result, the area per LUT
is larger than the matched caseithat is, mapping the design
on the richer interconnect takes more area than the matched

design case.

0 pinterwnnect < pdesign 7 we have less interconnect than
necessary. We cannot pack the design into a minimum num-
ber ofLUTs in order to fit the design. Instead we must pull the
design up the tree, effectively depopulating the logic blocks,
until the tree provides adequate connectivity for the design
(See Figure 8). As a result, we have leaves in the tree which
are not fully utilized. As we will see, this also takes more
area than the matched design case.

Figure 10 shows the area overhead required to map various designs
onto interconnects with various growth factors. As we expect,
it shows that the matched interconnect point is the minimum point
with no overhead. As we go to greater or lesser interconnect offered
by the network, the area overhead grows, often dramatically.

5 Design Requirements

In practice, of course, 0 and p values are a rough characterization
of the interconnect requirements for a real design. With multiple
subgraphs of a given size (subtrees at the same height in the tree) we
get more than one 1/0 to subgraph relationship. Further, the growth
is seldom perfectly exponential. Finally, even asking if a graph has
an (F, a)-bifurcator is an NP-hard problem. So, the bifurcations
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Figure 9: I/O versus Partition size graph for i1 0

we construct are heuristic approximations biased by the tools we
employ.

Figure 9 shows the I/O versus subgraph relationship for the one
of the IWLS93 benchmark (i l O).

o Mapped for area with SIS [l6] and Flowmap [6]
o Recursively bisected using a single Eigenvalue spectral parti-

tioner

The recursive bisection approximates the natural bandwidth versus
subtree sizes which exist in the design. We see the 1/0 to subgraph
relationship is not 121. We also see that the max and average
contours can be matched well to a geometric growth rate (6. g. Rent’s
Ruleiaverage c = 5,p = 0.7; max 0 = 7,p = 0.7).

The left of Figure l 1 shows the I/O versus subgraph relationship
for all the IWLS93 benchmarks area mapped to 2000 or fewer
LUTs using SIS, Flowmap, and spectral partitioning as above. On
the right it shows the distribution of Rent parameter estimates for
these benchmarks. Here we see that while we may be able to pick
“typical” 0 and p values, there is a non-trivial spread in interconnect
requirements across this set of designs.

6 Mapping to Fixed Wire Schedule

We have now seen that we can define a parameterized interconnect
model with a fixed wire schedule. Designs have their own re-
quirements which do not necessarily match the fixed wire schedule
available from a device’s interconnect. When the device offers more

interconnect than a design needs, mapping is easy, we simply place
the design on the interconnect and waste some wires. However, if
the design has more interconnect needs than the device provides,
how do we map the design to the device?

As suggested in Figure 8, we can start with the recursively bi-
partitioned design and simply pull the whole design up the tree until
all the interconnect wires meet or exceed the design requirements.
However, keeping the groupings originally implied by the recursive
bisection is overly strict. In particular, re-associating the subgraphs
based on interconnect availability can achieve tighter packings (See
Figure 13). That is, we do not really want a bisection of the LUTs,
but a bisection of the total capacity including both interconnect
and LUTs. Intuitively, the size of a subgraph is determined by the
greater of its LUT requirement and its interconnect requirement
relative to the fixed wire schedule of the device.

To attack the problem of regrouping subtrees to fit into the fixed
wire schedule, we introduce a dynamic programming algorithm
which determines where to split a given subgraph based on the
available wire schedule. That is, we start with a linear ordering
of LUTs. Then, we ask where we should cut this linear order-
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Figure 10: Theory: effects of mismatched between interconnect network p and design requirements
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Figure 11: U0 versus Partition size graph for Benchmark Set

// size[start,finish] represents the smallest subtree which will
// contain the set ofLUTs between position start andfinish
// uniqueio(o,i,j) returns the number of unique nets which appear both in the subrange i—>j,
// and outside of that range
0 = order all LUTs

for i=0 to o.length
size[i,i] (— size(l,unique(o,i,i)) // base case E single LUT subtrees

for len=2 to o.length
for start=0 to o.length-len // process all subranges of specified length

minsize=MAX
end=start+len-l

isize=uniqueio(o,start,end)
for mid=start+l to end // searchfor best split point

msize=l+max(size[start,mid],size[mid+l,end])
size=max(msize,iolevel(isize))
minsize=min(size,minsize)

size[start,end]<—minsize
// final result is size[0,o.length-l]

Figure 12: Dynamic Programming Algorithm to Map to Fixed Wire Schedule
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Figure 13: Re-associating Subgraph clusters to match Fixed Wire
Schedule

ing of LUTs into two subtrees in order to minimize the total area
requireditypically, minimizing the heights of the two subtrees.
Each of the subtrees are then split in a similar manner. To make
the decision of where to cut a subtree, we examine all cut points.
As long as we have a single linear ordering for LUTs, this is very
similar to the optimal parenthesis matching problem. In a similar
manner, we can solve this problem with a dynamic programming
algorithm.

The dynamic programming algorithm (Figure 12) finds the 0p-
timal subtree decomposition given the initial LUT ordering. The
trick here, and the source of non-optimality, is picking the order of
the LUTs. For this we use the 1D spectral ordering based on the
second smallest Eigenvalue which Hall shows is the optimal linear
arrangement to minimize squared wire lengths [10].

Figure 14 shows why the single linear ordering is non-optimal.
Here we see a LUT B placed to minimize its distances to A, C,
and D. The order is such as to keep B, C, and D together for cut
3. However, if we take cut 4, then it would be more appropriate to
place B next to A since we have already paid for the wires to C and D
to exit the left subgroup. However, as long as we are using a single
linear ordering, we do not get to make this movement after each cut
is made. In general to take proper account of the existing cut, we
should reorder each of the subgraphs ignoring ordering constraints
originally imposed by the wires which have already been cut.

To avoid this effect, we would have to reorder each subtree

after each cut is made. In addition to increasing the complexity
of each cut, this would destroy the structure we exploited to apply
dynamic programmingithat is, the sub-problems would no longer
be identical. Of course, since the spectral partitioning does not even
give an optimal cut point for the bisection problem, the ordering
effect alone is not the only element of non-optimality here.

There is certainly room for algorithmic improvement here. The
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Figure 14: Example showing the limitations of a Single Linear
Ordering

results are, nonetheless, good enough to give us interesting depop-
ulations as we will see in the next section.

7 Results from Mapping

Putting it all together:
0 Start with the area targeted SIS and Flowmap 4-LUT networks

for the IWLS93 benchmarks under 2000 4-LUTs.

0 Order using the second smallest Eigenvalue.
0 Map to fixed schedule with the dynamic programming algo-

rithm; The results are shown in terms of relative number of

LUTs in the top left of Figure 15.
0 Apply an area cost model such as shown in top right ofFigure 15.
0 Result is the relative area map shown at the bottom of Figure 15.

Figure 15 shows that there is a minimum area point across the
benchmark set. For our linear switch population model, this occurs
at c = 6, p = 0.6. As our theory predicts, too much interconnect
and too little interconnect both account for area overheads over the

minimum. Notice that the only points where the entire benchmark
achieves full utilization are c = 10, p 2 0.75 andp = 0.8, c 2 7,
all points which are above the minimum area point.

Table 1 examines the effects of picking a particular point in the
c-p-design space. For each design in the benchmark set, we can
compute the c,p-p0int which has minimum area. We can then look
at the overhead area required between the “best” 0, p, picked for
the individual design, versus the best 0, p for the entire benchmark
under certain criteria. For the linear switch population case, we
see that average overhead between the benchmark minimum and
each benchmark’s best area is only 23% and that corresponds to
an average LUT utilization of 87%. Similarly, we see that picking
the smallest point where we get 100% device utilization results in
almost 200% area overhead. We see different absolute numbers,
but similar trends with other area models.

Given the range of partition ratios and cut sizes we saw in
Figure 11, it is not that surprising that the full utilization point
is excessive for many designs and leads to many area inefficient
implementations. Figure 16 shows a slice in p-space for the single
design ilO whose I/O versus subgraph size curve we showed in
Figure 9. Notice that even for this single design, the minimum area
point does not correspond to full utilization. In fact, the minimum
area point is actually only 50% of the area of the full utilization
point. So, even for a single design allowed to pick the network
parameters c, p which minimizes device area, full LUT utilization
does not always correspond to better area utilization. We see here
that the effects of varying wire requirements, which we described
in Section 2, do actually occur in designs.

In the previous section, we noted that the fixed wire schedule
mapping algorithm in use is not optimal. It is worth considering
how a “better” algorithm would affect the results presented here.
A “better” algorithm could achieve better LUT utilization for the
points where depopulation occurs. For the points on the graph
where no depopulation occurs, a better algorithm could offer no
improvement. As a result, we expect a better algorithm to magnify
these effectsimaking the depopulated designs tighter and take less
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Figure 15: Area Utilization Results Mapping Benchmark to Fixed Wire Schedules
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Figure 16: p-space slice for i l 0 showing that area minimization is not directly correlated with high LUT usage
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Wire Dominated WP : 8A, AW : 64/\2
Minimization params

Objective C P
relative area

max relative area
area with full utilization 10 0.75

relative area

Elm—— 0.87
n-—— 0.93

Sigma Max LUT
relative area Utilization

 
3.23 6.94 1.00

Linear WP : 8A, AW : 2500A2
Minimization params

Objective C P
relative area

max relative area
area with full utilization 10 0.75

relative area

nun—— 0.87
n-—— 0.89

Sigma Max LUT
relative area Utilization

 
2.98 4.87 1.00

Switch Dominated (Quadratic)

WP : 8A, A3,, : 2500A2
Minimization params

Objective C P
relative area

max relative area
area with full utilization 10 0.75

relative area

min—— 0.87
0.49

Sigma Max LUT
relative area Utilization

 
4.25 11.5 1.00

Table 1: Compare Effects of Various Network Selection Points

area, while the full utilization designs stay at roughly the same
point.

8 Limitations and Future Study

We have only scratched the surface here. As with any CAD effort
where we are solving NP-hard problems with heuristic solutions
there is a significant tool bias to the results. Flowmap was not
attempting to minimize interconnect requirements, and there is a
good argument that LUT covering and fixed-wire schedule parti-
tioning should be considered together to get the best results. At the
very least, it would be worthwhile to try different LUT mapping
strategies to assess how much these results are effected by LUT
covering.

The area model used assumes a purely hierarchical, 2-ary inter-
connect. Two things one would like to explore are (l) the effects
of different arity (flattening the tree) and (2) the introduction of
shortcut connections (6. g. Fat Pyramid [9]). The shortcut connec-
tions will tend to reduce the need for bandwidth in the root channel

and may shift the balance in interconnect costs. Further, shortcuts
appear essential for delay-mapped designs, which we have also not
studied here.

We suspect the hierarchical model captures the high-level re-
quirements of any network, but it will be interesting to study these
effects more specifically for mesh-based architectures. The key
algorithmic enabler needed for both shortcuts and mesh-based ar-
chitectures is to identify good heuristics for spreading in two di-
mensions rather than the one-dimensional approach we exploited
here.

An important assumption we have made here is that interconnect
growth is geometric (power law). The c, p estimates shown in Fig-
ures 9 and 11 support the fact that a geometric growth relationship
seems fairly reasonable. Nonetheless, we have not directly ex-
plored wire-schedules which deviate from strict geometric growth,
and there may be better schedules to be found outside of the strict
geometric growth space explored here.

We concentrated on global wiring requirements here and have
not focussed on detailed switch population. The robustness of the
general trends across different area and population models shown
in Table 1 suggests that the major effects identified here are inde-
pendent of the switch population details. While this does show us
the relative merits of a given interconnect richness within a partic-
ular population model, we cannot, however, make any conclusions
about the relative merits of different population schemes without
carefully accounting for detailed population effects in both the area
model and routability assessment.

9 Conclusions

We see that wires and interconnect are the dominant area compo-
nents of FPGA devices. We also see that the amount of interconnect

needed per LUT varies both among designs and within a single de-
sign. Given that this is the case, we cannot use all of our LUTs
and all of our interconnect to their full potential all of the timeiwe
must underutilize one resource in order to fully utilize the other. If
we focus on LUT utilization, we waste significant interconnecti
our dominant area resource. This suggests, instead, it may be
more worthwhile for us to focus on interconnect utilization even if

it means letting some LUTs go unused. Answering our opening
question, we see that higher LUT usage does not imply lower area
and that LUT usability is not always directly correlated with area
efficiency.
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A Mapped Benchmarks Statistics used for Experiment

Mapped Max Avg. Mapped Max Avg. Mapped Max Avg.
Design LUTs c p c p Design LUTs c p c p Design LUTs c p c p
5pr 83 7 0.35 6 0.42 ex2 90 6 0.5 5 0.56 s208 27 6 0.34 5 0.29
9sym 177 6 0.57 5 0.63 ex3 33 6 0.4 5 0.52 s27 6 5 0.20 0 0

9symml 80 6 0.45 5 0.47 ex4 41 7 0.36 6 0.42 s298 40 6 0.35 5 0.41C1355 74 7 0.64 5 0.67 ex5 27 6 0.36 5 0.41 s344 4] 6 0.34 4 0.44
C17 2 0 0 0 0 ex6 71 6 0.51 6 0.4 s349 41 6 0.34 4 0.44

C1908 136 7 0.56 5 0.56 ex7 36 6 0.51 5 0.54 s382 53 6 0.44 5 0.48
C2670 218 6 0.7 4 0.75 example2 139 6 0.69 4 0.74 s386 74 7 0.32 6 0.36C3540 382 7 0.54 6 0.56 f51m 98 7 0.53 5 0.58 s400 53 6 0.38 5 0.42
C432 79 7 0.53 6 0.57 frg] 282 6 0.62 6 0.51 s420 62 7 0.31 5 0.39
C499 74 7 0.63 5 0.67 frg2 744 8 0.61 5 0.65 s444 53 6 0.37 5 0.39C5315 590 7 0.66 5 0.69 i] 19 5 0.66 4 0.74 s510 105 7 0.45 6 0.47

C6288 522 8 0.44 6 0.47 i10 906 7 0.68 5 0.71 s526 84 7 0.39 5 0.41
C7552 723 7 0.63 5 0.68 i2 77 6 0.82 5 0.86 s526n 90 7 0.39 5 0.42
C880 116 6 0.65 5 0.65 i3 46 5 0.88 5 0.89 s5378 522 7 0.63 5 0.66

a 1 0 0 0 0 i4 97 5 0.77 4 0.82 s64] 79 5 0.6 4 0.68
alu2 279 8 0.49 6 0.54 i5 153 6 0.67 4 0.75 s713 80 6 0.61 5 0.67

apex] 799 8 0.62 7 0.6 i6 144 5 0.76 4 0.78 s8 1 0 0 0 0
apex3 900 9 0.54 6 0.58 i7 215 6 0.71 4 0.77 s820 166 7 0.48 6 0.52
apex6 258 6 0.71 5 0.68 i9 347 7 0.63 5 0.65 s832 169 7 0.48 6 0.52
apex7 108 6 0.61 4 0.64 keyb 209 8 0.43 6 0.48 s838 124 7 0.44 5 0.5b] 4 4 0.40 3 0.67 kirkman 133 8 0.35 6 0.37 s9234 439 8 0.56 5 0.63

1312 377 7 0.55 7 0.46 la] 67 7 0.56 5 0.6 s953 182 7 0.5 6 0.54
b9 56 6 0.62 4 0.69 ldd 50 7 0.46 5 0.5 sand 406 7 0.57 5 0.61

bbara 34 6 0.43 5 0.44 lion 3 0 0 0 0 sao2 121 7 0.47 6 0.5
bbsse 70 8 0.32 6 0.36 lion9 5 0 0 5 0.1 sbc 332 7 0.57 5 0.6
bbtas 9 5 0.25 4 0.3 majority 4 5 0.13 5 0.17 scf 663 9 0.53 6 0.57beecount 21 6 0.43 5 0.49 mark] 52 7 0.41 4 0.66 set 69 7 0.48 5 0.52

c8 87 7 0.54 5 0.58 me 9 5 0.21 4 0.33 shiftreg 2 0 0 0 0
Cr: 33 5 0.65 4 0.73 misex] 24 6 0.37 5 0.41 sqrt8 45 7 0.46 6 0.37
cht 68 5 0.71 4 0.69 misex2 54 6 0.57 5 0.59 sqrt8ml 40 6 0.58 5 0.47
clip 243 7 0.53 6 0.44 mm30a 327 6 0.57 6 0.47 squar5 50 8 0.27 6 0.34clmb 369 2 1 2 1 mm4a 118 9 0.28 7 0.31 sse 70 8 0.32 6 0.36

cm] 38a 9 5 0.44 5 0.48 mm9a 96 6 0.48 6 0.38 styr 341 7 0.59 7 0.47cm] 50a 15 5 0.67 4 0.75 mm9b 120 6 0.51 5 0.53 t481 735 8 0.55 6 0.6
cml51a 8 5 0.53 4 0.63 modulol2 1 0 0 0 0 table3 513 9 0.52 7 0.55
cm] 52a 11 5 0.41 5 0.43 mult16a 32 5 0.36 4 0.36 table5 522 7 0.66 7 0.53
cml62a 14 6 0.49 5 0.56 mult16b 31 5 0.25 4 0.16 tav 12 5 0.23 4 0.50
cm] 63a 12 5 0.60 5 0.65 mult32a 64 5 0.39 4 0.38 tbk 616 9 0.5 6 0.54
cm42a 10 5 0.45 5 0.45 mult32b 62 6 0.41 5 0.43 tcon 16 4 0.78 3 0.88
cm82a 4 4 0.5 4 0.5 mux 45 6 0.51 6 0.47 term] 246 8 0.48 6 0.52
cm85a 12 5 0.42 5 0.44 my_adder 32 4 0.61 4 0.61 train] 1 19 6 0.48 4 0.76cmb 19 6 0.49 5 0.53 064 46 5 0.84 4 0.88 train4 3 0 0 0 0
comp 45 6 0.52 5 0.57 opus 50 6 0.51 5 0.57 ttt2 198 9 0.42 6 0.45
con] 6 5 0.31 5 0.33 pair 567 8 0.6 5 0.65 unreg 32 5 0.67 5 0.7
count 37 6 0.58 4 0.64 parity 5 5 0.73 5 0.75 vda 517 8 0.55 6 0.58
cps 821 9 0.62 6 0.67 pcle 23 5 0.5 4 0.59 vg2 277 9 0.42 6 0.47
cse 134 6 0.57 5 0.58 pcler8 33 5 0.6 4 0.68 x1 76] 9 0.48 6 0.57
cu 24 6 0.51 5 0.56 planet 410 9 0.45 6 0.5 x2 23 6 0.39 5 0.53

daio 3 0 0 0 0 planet] 410 9 0.45 6 0.5 x3 44] 7 0.61 5 0.6
dalu 502 8 0.55 6 0.59 pm] 28 6 0.54 4 0.61 x4 294 7 0.61 5 0.63decod 18 5 0.49 4 0.52 rd53 36 6 0.38 5 0.4 xor5 21 6 0.38 5 0.46
dk14 51 7 0.35 7 0.24 rd73 190 6 0.56 5 0.57 24m] 80 7 0.39 5 0.41
dk15 31 6 0.39 6 0.22 rd84 405 7 0.63 5 0.67 alu4 1756 8 0.58 6 0.63
dk16 171 8 0.42 6 0.47 rot 467 7 0.65 5 0.71 apex4 1284 7 0.69 5 0.72
dk17 30 6 0.38 5 0.41 s] 317 8 0.52 6 0.56 apex5 1241 9 0.63 6 0.66dk27 5 5 0.15 4 0.35 s1196 226 7 0.53 6 0.45 cordic 1381 9 0.62 8 0.52

dk512 25 6 0.17 5 0.22 s1238 253 7 0.52 7 0.46 dsip 1175 7 0.65 6 0.64
donflle 1 0 0 0 0 s1423 162 6 0.51 5 0.40 ex5p 1348 9 0.61 6 0.64duke2 274 8 0.48 6 0.53 s1488 289 7 0.55 4 0.76 i8 1242 8 0.57 5 0.60

e64 386 7 0.6 5 0.64 s1494 295 7 0.59 6 0.51 k2 1138 8 0.69 6 0.58
ex] 164 6 0.6 5 0.64 sla 6 1 1 1 1 seq 2004 10 0.53 7 0.58

B Lsize and Level

When mapping to a hierarchical array, or any array for that matter, one problem to address
is how we count area used. Do we charge the design for the smallest tree hierarchy used?
If so, we only get a logarithmic estimation of size. Designs which are slightly larger than
a tree stage are charged the full cost of the next tree level. This could skew measures as
::l LUT at a power-of—two boundary has a big difference in metric, but elsewhere near
factor-of—two differences hardly matter. For the data shown here, we have counted size in
terms of the span of LUTs used (lsize 7 See adjacent diagram). That is, if we number the
tree LUTs in a linear order; we pack starting at LUT 0 and use the position of the highest
placed LUT to account for the capacity used. The LUTs above the last used subtree are
all free. Intuitively, if we consume all of a subtree of size 128 and one more subtree of
size 64, we still have a subtree of size 64 available for additional logic, so we charge the
design to be only of lsize 192. In practice, when we use level as a metric instead of lsize,
we see similar trends to those reported here but a larger benchmark-wide mismatch penalty, Leve| = 3
especially when requiring full population, due to the logarithmic granularity effects.

 

Lsize = 5

10
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ABSTRACT

A new interconnection topology for incrementally expansiblc

multiprocessor systems is described which combines the easy

expansibility of tree structures with the compactness of an n-
dimensional hypercube. The addition of n—cube links to the binary

tree structure provides direct paths between nodes which have fre—

quent data exchange in algorithms such as sorting and Fast
Fourier Transforms. The derivation of a family of such Hypertree

structures is outlined, and the basic properties such as average

path length, uniformity of the distribution of message traffic and
routing algorithms are analyzed.

KEYWORDS: Multiprocessors. Communication networks, Message

trafi'ic, Routing algorithms. Tree structure. Hypercube.
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1. INTRODUCTION

One of the problems that is still impeding the emergence of general pnr=

pose multiprocessors is interprocessor communication. For efiectivo cocpera=

tion of several processors on the same task. or for fast access to distributed

data. high communications bandwidth is typically required. If all processors are

simply connected onto one and the same bus, this shared resource become: a

bottleneck preventing simultaneous communication between difi’erent pairs of

processors. and the effective throughput of the system may actually go down as

the number of processors is increased. A suitable interconnection network is

thus needed which provides as much bandwidth as possible between any pair of

processors. The classical crossbar switch between separate banks of processors

and banks of memories. requires a high pin—to-logic ratio. and is therefore not

very amenable to VLSI exploitation. One possible approach is to combine one

processor and its memory with one node of the switching network. thus creating

a regular network of computers.

1.11. Classical Switching Networks

Many people have addressed the problem of switching networks. Much Work

has been done in particular to allow multiple, simultaneous connections between

processor banks and memory banks to permit sharing of data or concurrent

cooperation on the same tasks. Among the better known networks are lattice

structures [Bouknight '72], the flip net [Fletcher '76]. the Omega net [Lawrie '75].

the indirect n—cube [Pease '7'7] [Benes 65]. the perfect shuffle [Golomb 61]

[Stone '71], the augmented data manipulator [Feng '74], the de Bruijn net

[Schlumberger '74] [de Bruijn 46], the generalized connection network [Thempe

son '78]. the Banyan partitioner [Goke '73]. and the n-cube network [Batcher '76}

[Siegel '7'7].
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It is understood that one of the chief properties of many of these networks

is the efficient interconnection of nodes in the n-dimensional hypercube. or a.

cube. configuration. The n-cube is particularly compact. The worst case dis-

tance between any two nodes is only n. the dimension of the structure, and

nodes which difier in their node addresses by only one bit are direct neighbors.

In addition, this logical structure is extremely useful because of the wide range

of algorithms that fit it particularly well. For many problems such as Fast

Fourier Transforms or sorting, it is possible to map the logical structure of the

problem directly onto the physical structure, and large quantities of data are

exchanged between nearest neighbor pairs.

For the more general switching network, where many arbitrary pairs of ele-’

ments may wish to communicate simultaneously. the n-cube topology is also

suitable. The routing algorithm to reach a particular node is trivial: For every

bit in the target node address which differs from the current node address. a

corresponding link that complements that bit has to be traversed.

LB. Tree—Structured Networks

The emergence of a technology for very large scale integration (VLSI).

which within five years will allow the fabricationof a single silicon chip c‘ontaim

ing approximately one million active devices. also changes the constraints on a

multiprocessor interconnection network. With the advances of this technology,

the active devices themselves get smaller, faster and consume less power.

Unfortunately, at the same time the disparity increases between the speeds of

signals completely internal to the chip and signals which have to pass through

the package pins. Proper systems partitioning onto several chips becomes ever

more important. and high bandwidth signal paths should be kept completely

internal to the silicon chips as far as possible. Thus a proper 'VLSI building block

may be a self—contained computer on a single integrated circuit [Sequin 79].
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Once a complete computer fits on a chip, such computers can he placed at all

interconnection points of a switching network. This makes particular sense with

VLSI technology since the switch by itself tends to have a low logic-to-pin ratio°

making it unattractive to VLSI. The switching network then is no longer the tints

" between a discrete bank with p processors and a separate bani: with In memory

modules, and we no longer need to consider only switching networks with p con~

nection points on one side and in ports on the other. A whole set of networks

such as lattices or trees can now also be considered. Since we believe that

future computing systems should be easily expansible these latter structures

look even more attractive. It is therefore not surprising that recently a lot of

interest has been generated in tree-structured. networks. [Swan Ti] [Despain

78] [Mago '79] [Browning 79].

L3. Requirements tor a new structure

The disadvantage of the previously mentioned n-cube network. from this

point of view, is the fact that it is not truly expansible. Whenever the number oi

nodes grows beyond a power of two. all nodes have to he changed since they

have to he provided with an additional pert? Thus the "module" of this network,

is not a constant, predefinable building block; [Mereoverr a useful expansionist
this structure has to occur by doubling the nunr‘per of nodes. An incompletely

populated n-cube lacks some of the above mentioned properties which make the

n-culoe attractive in the first place. Tree structures are expansible in. a natural

way, and even unbalanced trees still retain most of the properties that make

trees attractive.

The number of package pins does not grow at the same rate as the number

of active devices within. The package periphery thus represents another physin

cal bottleneck, and we should look at interconnection topologies which need

relatively few ports per node. If the number of ports per node has to he limited
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Figure 7. Binary tree with full-ring connections. When the dashed;
branches are emitted, a half—ring tree is obtained. The chosen
numbering scheme gives all nodes on the same level addresses of
the same length. The root of the tree has node address "1”, and
the children of node K have node adresses 2x and 2K+1 respec-

tively.
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a binary tree structure, requiring only 3 ports per node, looks particularly

attractive. Additional links, however, are required to provide redundant paths

which are the basis for a system with some fault tolerance in message routing.

At the same time these links can be used to reduce the average distance

between nodes and to provide a more uniform message density in all links. An

extensive search for the optimal placement of these additional links has shown

the half~ring and full-ring binary trees (see Fig '1) to be attractive contenders,

primarily because of their simple routing algorithms [Sequin 78].

For tasks in which remote leaves have to communicate extensively with one

another, however, the ringed tree structures have their disadvantages. There is

a lack of direct long distance connections at the lower levels of the tree. This

forces messages between remote leaves to travel rather high up in the tree in

order to reach their target along the shortest paths, which in turn can lead to

serious congestions of some of the links below the third level of the tree. It is

conjectured that a more optimal placement of the additional links could allevif

ate those problems. Hypertree is the result of the search for such a structure.

It combines the best features of the binary tree and of the n~dimensionel hyper—

cube.

2. THE HWERTREE STRUCTURE

The basic skeleton of Hypertree is a binary tree structure. In the following

we will assume that the nodes are numbered as shown in Fig. 1. The root has

node address 1. Addresses of left and right children are formed by appending a

”D" and "1" respectively to the address of the parent node; Le. the children of

node a: are numbered 2.2: and 2.2: + 1. As in the half—ring or fullwring structures.

additional links in Hypertree are horizontal, and connect nodes which lie in the

same level of the tree. In particular. they are chosen to be a sot of n-cube con"

nections, connecting nodes which differ by only one bit in their addresses. We
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will discuss the cases of nodes with four and five ports, permitting connections

of one and two additional horizontal links at each node, respectively. Thus each

level of the tree can accommodate either one or two sets of n~cube connections.

and the resulting structures will be called Hypertree l and II. It should be obvi-

ous from the following description how the concept can be expanded to more

than two sets of n~cube connections per level.

Ki. Seiection of iii—cube Interconnectiohs

With only one or two ports per node available for the n~cube connections, a

choice has to be made as to which set should be chosen at each level. In a

heuristic manner we start at the root of the binary tree and progress in a top

down manner. We select at each level the set(s) of connections from which the

most benefit can be derived: For each pair of nodes for which the addresses

differ in exactly one bit, the path length, expressed in number of links, is calcu~

lated in the Hypertree structure existing above this level. Figures 2 and '3 show

these distances for a binary tree. The longest connection(s) on each level are

circled, and in these places a direct n-cube interconnection is introduced. Any

such connection will effectively reduce the number directly below it to the value

3 , because the corresponding connections in this lower level can now be made

by traveling up one level, accross the n~cube connection and down again.

Correspondingly the number two levels below an n-cube connection can he no

larger than 5, and so on. This has to be taken into account in determining the

longest path between n~cube pairs on each level. This path is then bypassed by

the addition of the corresponding set of nu—oube connections. While it is clear

that this selection procedure will result in a local optimization. it will be shown

later. that the selected n—cube interconnections also optimize the overall tree

structure in a global sense.
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Figure 2. Selection of n~cube connections in Hypertree 1. Shown
are the distances between nodes on the same level which differ
only by one bit in their addresses for the ordinary binary tree.
Gach circle represents a set of nwcubc connections. chosen in such
a manner that the longest distance between a pair of nodes with
Hamming distance 1 at that level gets reduced to one.
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In Hypertree 11 there are occasionally levels where a choice exists for the

placement of the horizontal link, when two longest paths are of equal length.

However, even from the links which are placed with no free choice. a regular

pattern of these interconnects appears, and the choice is always made in order

to follow this pattern. For Hypertree I all n-cube connections fall on slanted

lines or "rays", starting at the location of the most significant bit on levels which

are a power of two (Fig. 2). The slope of subsequent rays doubles and is equal to

twice the level number on which it starts. For Hypertree H the pattern is more

complicated. All n—cube connections appear in diagonal pairs. which themselves

fall again on slanted lines (see Fig 3). The resulting interconnection pattern for

a small Hypertree l is shown in Fig. 4.

2.2.. Formal Description of Hypertree I

If we number the levels downward, starting with the root as 0, we notice

that the level number, n, for each node is the number of binary digits after the

most significant one in its address. An inspection of Fig. 2 ShOWS that the

number of consecutive trailing zeros, z, in the level number, expressed in

binary, defines the ray number.

7' =2 + 1. (1)

on which the set of n—cube connections on this particular level lies. e.g. on level

10100 the n—cube connections belong to ray 3. The specific bit I) which is

afiected by the n‘cube connections at level, m, can then be determined by the

intersection of the proper ray with this level. For ray 1",

m 1

0:?4‘E (2)

where b is the bit number. counting from the left with the redundant. most

significant "1" in the node address counted as bit 0.

Several observations can be made which follow an inspection of Fig. 2. "Ray
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HypertreeI 1-1yperlree 11

level above whole above whole

1 1 1 1 1

10 2 2 1 1

11 3 3 2 2

100 4 3 3 3

101 5 4 3 3

110 6 5 4 3

111 7 5 5 3

1000 8 6 5 4

1001 9 7 6 5

1010 10 7 7 5

1011 11 8 7 5

1100 12 9 8 5

1101 13 9 9 6

1110 14 10 9 7

1111 15 11 10 7

10000 16 11 11 7

10001 17 12 11 7

10010 18 13 12 8

10011 19 13 13 9

10100 20 14 13 9 

Table 1. Worst case distances between nodes with Hamming dis—

tance 1 for Hypertree I and 11. Two cases are considered: "above".

where messages only travel above the two nodes, as is appropriate

for leaf—to—leaf traffic. and "whole". where messages can find the

best path above or below, assuming an infinitely large tree.
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1” goes through the middle bit of the significant part of the node address on

every level with an odd number of significant bits (excluding the redundant lead-

ing one). This means that the n-cube connections always complement a bit in

the more significant half of the node address, while the structure relies upon the

skeleton of the binary tree for changes in the less significant half. In addition it

turns out that for a tree of any size, exactly one representative of each such an

n—cube connection is found in the lower half of the tree. Since the lower half of

the tree also contains all the necessary connections to make any change in the

least significant half of the address, it follows that messages originated at a leaf

node need never travel higher than half the height of the tree in order to reach

any other leaf.

3.. PROPERTIES OF HYPERTREE

In this section some of the relevant properties of Hypertree as an intercon-

nection network will be discussed and compared to other previously described

multiprocessor topologies.

3.11. Worst Case Distance-

One important measure of the power of an interconnection network is the

distance messages must travel in the network. It is advantageous to make this

parameter as low as possible, since it will not only reduce travelling time for

messages, but also minimize message density in the links. Absolute worst case

distances between any two nodes in Hypertree I can be based on the observation

made in section 2.2: it is equal to m, the number of levels above the lower of the

two nodes. Worst case distances between n~-cube pairs can be determined by

inspection of Fig. 2 and 3 and are summarized. in Table I. For Hypertree I and 11

worst case distances are listed for a) the case where only connections higher in

the tree can be used, as is the case for leaf—to—leaf communication. and b) the
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case where we assume to be in the middle of a large tree, so that messages can

find suitable n-cube connections above as well as below the current level. For

Hypertree I the longest distance is 1/2 and 1/3 of the distance in a simple

binary tree, and for Hypertree II they are reduced to 1/3 and 1/5, respectively.

3.2. Average Distances

Of even more importance may be the average path length travelled by all

messages. In order to obtain a meaningful comparison between different net-

works, some normalization has to be made, in particular if networks between

processors with difierent numbers of ports per node are considered. With no

limits on the number of ports, a fully interconnected network could be designed,

which would lead to an average distance of one. In order to take into account

realistically the limitations in the number of pins and in the amount of power

available to drive communication lines, Despain [Despain '79] has proposed that,

in the context of single—chip computers, a constant communications bandwidth

per node should be assumed. Under this assumption, the bandwidth available

through each port is then B/p, where p is the numer of ports and B is the total

bandwidth available from that processor. Using the same idea. we propose that

the average message path length, L, be normalized by multiplying it with the

number of ports, p, in order to permit a meaningful comparison of graphs of

different degrees. Thus the normalized average message path length, L’, then

becomes

L ’EL ><p. (3)

Another factor influencing the average message path length is the distribw

tion of pairs of communicating nodes. In the absence of any specific information

about the communication patterns required by particular task. one might

assume a uniform distribution in which all nodes send messages with equal pro-

bability to all other nodes. More appropriately, for tree—structured networks



Page 178 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 178 of 626 IPR2020-00262 VENKAT KONDA EXHIBIT 2005

WWW-“WW“

  

 

  

   

 

   
  

Structure L L’

B' T 2n-2+~2- 6n~6+§inary ree N N

. o 139 31 139 31

Half Ring 27L 32 41V 77. 8 N
-___._._____,_.._..__J....____.__ -.________.__..__T____....___.___.__.____._....._.._

. 0

Full ngT 2n — 5 + f? 107; —— 25 + ~37—W-fifimm' -___._ ""‘“"'
2

n—Cube g- 1%-

fm 4 4 nmod 2 16 16 nmod 2T —. + _ L .—. _ + m .. WHypertree I 4 3 SN 12 5n 3 3N 3

 
Table II. Average distance between nodes for various networks as
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where all I/O points and all secondary memory are connected to the leaves of

the tree [Despain ’78]. a set of messages running between all pairs of leaf nodes

will be studied.

3.2.1. Leaf-to-leaf trafi'ic

Table II shows the average distances between leaves for the binary tree. the

half—ring tree, the full—ring tree, Hypertree I, and the average distance between

all nodes for the n-cube. The n-cube is assumed to have N52” processors. and

all tree structures have N527L leaves and thus a total of 2N—1 processors. The

derivation of the average path length is trivial for the binary tree and the n"

cube, but for Hypertree it is rather tedious and thus deferred to appendix A.

Average distances for the half—ring and full—ring trees have been determined

through an exhaustive count on the computer. Table 11 includes the normalized

average distances, L’, for the same structures, which are also plotted in Fig. 5 as

a function of n. Note that the normalized average path length in Hypertree is

always shorter than in the binary tree, and eventually becomes even less than

that of the n-cube.

3.2.2.. N-cuhe nearest neighbors

The n~cube interconnection, i. e. the paths between nodes that have a Ham—

ming distance of 1, can play an important role in problems such as Fast Fourier

Transforms and sorting. These connections are the basis for many interconnec—

tion networks in SIMD architectures [Batcher 78] [Siegel '76]. It is therefore

worthwhile to study these special interconnection paths in the above structures.

For balanced binary trees we use the node numbering scheme of Fig. 1. so that

the leaf nodes are numbered from 2" to 2n+1~1. We then define n-cube nearest

neighbors to be those pairs of leaf nodes which have a Hamming distance of one.

and assume uniform traffic among them. The average distance between those
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n-cube nearest neighbor nodes for the binary tree turns out to be n. For Hyper'

tree I, this value is n/2. while for the n~cube. of course, it is 1. Normalizing

these numbers as before with the number of ports per node gives:

binary tree: 3n

Hypertree 1: 2n

n—vcube: n

Thus the Hypertree I structure is only a factor of two worse than the n-cube,

which, in this particular case, is the ideal structure. For the binary tree the

above numbers are valid also for nvcube nearest neighbors within the tree, while

for Hypertree the number given is only an upper bound; paths through the lower

parts of the tree may provide a more direct connection.

3.2.3. Consideration of locality in traffic

It seems reasonable to assume that an efficient and practical multiproces—

sor system will exhibit much greater traffic over short distances than over long

communication paths, since interaction among small clusters of processors may

cause a large portion of the total traflic. This may result from the fact that

tasks that can be broken up into smaller subtasks would normally be assigned to

neighboring processors. Furthermore, the way that multiple processors are

interconnected often reflects the need of the communication patterns in the

first place and takes into consideration the fact that communication costs

increase with distance. Under such conditions. the effective average message

path length may be much shorter than the numbers given in Table 11.

Without such locality in the message traffic. the amount of message com”

munication handled per processor will drop off in most multiprocessor networks
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as the number of nodes increases. This becomes clear from the following

analysis: We assume a system with N nodes with a uniform message density close

to the limit defined by the bandwidth of the links so that throughput is limited

by communication bandwidth. Given the constant bandwidth assumption. if the

number of nodes in such a system doubles, and we assume that all nodes com-

municate equally with all others, then the number of messages sent among the

processors quadruples, while the number of links in the system has only dou-

bled. Since the number of nodes that a processor can address has also doubled,

the message rate between any specific pair of processors can be at best half the

rate in the original system. This rate however can only be achieved if the aver

age path length remains the same. Any increase in the path length will result in

a further reduction in the message rate, so that each processor is actually send-

ing and receiving fewer messages. With sufl’icient locality the longer paths

obtain a much lower weight. and thus the increase in average distance can

become insignificant.

We have been unable to derive a locality function for any of the enhanced

tree structures for which a closed form expression of the average path length

could be determined. To get some qualitative understanding of how locality

afi'ects the increase of path length with increasing tree size, we will take a look

at some crude and extremely simplistic models.

As one extreme, we can assume that communication between pairs of

nearest neighbors is most important. In order to provide highest bandwidth for

this case, within the constraints of constant total bandwidth per node, the

degree of the graph of the interconnection network should be chosen as low as

possible. In the extreme this would lead to a set of isolated pairs of nodes, and

the average path length then remains constant at the value 1.

In order to get some approximation for a more practical situation. we will
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assume an arbitrary network in which each node sends one half of its maximum

possible message trafiic to nodes which are one link away. Half that many mes

sages are sent to nodes at a distance of two links. and in general an amount of

trafiic T(d)=Tmax2“d is going to nodes at distance d away from the sender. For

a graph of infinite extension, the average message path length then becomes 2.

while for graphs with a finite diameter k, the average path length will be 2— 2"“.

Thus, with the above assumtions on locality in the message trafiic, the average

path length is almost independent on the size of the network. Thus a primary

goal must be to try to map a problem onto the topology of the network, so that

the direct connections are used as often as possible, or alternatively. to provide

a network with a structure of the local interconnections for which this is easily

possible for many important problems.

3.3. Routing Algorithms

One of the desirable requirements for a large network of processors is that

messages can be routed by each intermediate processor without total

knowledge of all the details of the network, since the storage of that information

within each node can use up an exorbitant amount of memory space. Both. the

n—cube and the binary tree have simple routing algorithms which involve only

the addresses of the current location. of the message and of the target proces—

sor. In the n-cube, links are selected which reduce the Hamming distance by

one, until the target is reached. In the binary tree a message is routed upwards

in the tree (towards the root) until the target node is a descendent of the

current node; from there it is routed down. Both the half-ring and full~ring tree

structures also have simple routing algorithms which are optimal in the sense

that they always find the shortest path [Sequin 78]. Both follow basically the

binary tree algorithm, but use the horizontal links whenever the path length can

be reduced.
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3.3.1. A simple routing algorithm

Similar algorithms exist for the Hypertree structures. They are optimal for

messages between leaf nodes in a balanced tree. A simple routing algorithm

works as follows:

As in the basic binary tree, messages are routed upwards in the tree until the

target is a direct descendent of the current position. In addition, whenever the

n— cube connections at a. particular level reduce the Hamming distance between

the current position and the target. the corresponding link is traversed

This algorithm will result in a path in which all useful n—cube connections have

been traversed before the message has reached the highest point of its path.

even though any particular n~~cube connection could also have been utilized dur-

ing the downward phase of the message routing.

3.3.2. Optimal routing algorithm

There are circumstances under which the simple routing algorithm will not

lead to the shortest path.

1) For messages between non~leaf nodes, the use of n—cube connections below

either source or target node may lead to a shorter path. The simple algorithm

will not find these paths since it makes no assumptions about n—cube links below

the current node.

2) A similar observation can be made even for traflic between leaf nodes, if the

tree is unbalanced. If the target lies below the source, an n-cube link below the

target could be used for the shortest possible connection. The simple algorithm

may search much higher in the tree for a corresponding interconnection.

3) If the the .Hypertree structure is incomplete, and a particular nvcube link is

missing, the corresponding bit could be complemented by taking another n—cube

link of the same set on the way down. The above algorithm in its simplest form
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is not aware of this possibility.

Under the assumptions of a balanced, complete Hypertree, we were able to

derive a routing algorithm which always selects a path of minimum distance. It

is too complex, to be described here. but the point should be made that an

optimum algorithm exists which uses only local information and knowledge of

the size of the tree.

An algorithm. able to find the optimal path in an unbalanced tree must have

knowledge about the extension of the frontier, i.e. the position of the leaves, of

the tree. For the same reason, in order to find the shortest path. it would also

need global knowledge of any missing links, be it because the tree is incomplete

by design or because certain links have failed arbitrarily. Simulation studies

have demonstrated that in balanced trees with up to eleven levels (4095 nodes),

the simple routing algorithm yields an average path length for all pairs of nodes

which is never more than 0.42% greater than the optimal path length. rl’he slight

potential improvement must be weighed against a much more complicated algo-

rithm, requiring more detailed global information about the network, and a

more complicated routing controller.

3.4. Message Density

Another major goal in the design of an efficient network topology is to dis-

tribute traffic as evenly as possible over all existing links. The basic binary tree

and the fullring tree both have serious deficiencies in that respect. The binary

tree suffers intolerable congestion near the root. since roughly half of all traffic

must pass through the highest links in the tree if no locality exists. A similar

bottleneck exists in the horizontal links on the third level of the full—ring tree if

the simplest routing algorithm is used. Some of the same kind of bottlenecks

exist even in the Hyper-tree. but to a much lesser degree, since, as has been

shown in Section 2.2, leaf-to~leaf messages never go more than half way up the
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tree. The fact that messages are kept in the lower, wider parts of the tree,

reduces congestion considerably.

Fig. 6 shows the maximum number of messages routed through the busiest

link for the n~cube, the binary tree. half~ring and fullvring tree, and Hypertree as

a function of tree size. The data has been normalized by multiplying the derived

values with the number of ports per node. For the binary tree, the busiest links

are the two top ones, while for the nvcube, all links carry an equal amount of

traffic. For Hypertree I with 2" leaf nodes the horizontal links 1L3;- levels below

the root are the busiest, if 'n. is odd. If 'n. is even, the load is equally heavy on

horzontal links at level 12714-1 and on the vertical links immediately above that

level. The full—ring tree has a seroius bottleneck at the horizontal links on level

3, and the halfrring has almost as much congestion on the vertical links above

level 3. Of all the described tree structures, the Hypertree stucture is clearly

the best in that respect. While in the other tree structures the maximum traffic

density grows roughly as the square of the number of nodes in the tree, in

Hypertree I the growth rate is only N15.

It should be pointed out, that even for n—cube, communication density

grows beyond any fixed bound, making large systems inefficient without the reli-

ance on locality in the message traffic. Similar trends as demonstrated for

average path length exist, making the maximum message density rather

independent of the size of the network with certain models of locality. Since it is

not obvious what a proper model for locality is unless the mapping of a particu-

lar application onto the network has been worked out in detail, specific calcula—

tions of maximum traffic densities other than with uniform message traffic have

not been pursued at this point.
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4. PRACTICAL CONSIDERATIONS

4.1.. Expansibility

Among the important parameter of a multiprocessor system are its modu-

larity, expansibility, and specifically the smallest increment by which the sys-

tem can be expanded in a useful way. It is generally unreasonable to demand

that a system must remain balanced in all stages of expansion, since this may

imply that its size must be increased in large steps, i.e. powers of two. The

shortcomings of n~cube with respect to modularity and incremental expansibil~

ity have been discussed in Section 1.3.

Binary trees also require a doubling of size in order to remain balanced.

However, tree structures do not lose too much of their attractiveness if they are

not perfectly balanced. The routing algorithms discussed still reach their target

in an eflicient way even if the tree is somewhat unbalanced, as long as the skele~

ton of the binary tree is still present. Although routing in such a system may

not be optimal for all circumstances, such a structure still has its usefulness if it

reflects the nature of the problems that it is handling, and provides the links as

required by the nature of the communication patterns in that context.

Two basic approaches could readily be imagined by which Hypertree is

expanded in a "natural" way. If the particular installation is a single. cohesive

system, additional nodes should be placed on the last incomplete level, before a

new level is started. The imbalance will then never exceed one level, an amount

which causes no problems for the routing algorithm. On the other hand, if the

system needs to grow organically with the needs of a widespread and diverse

user community, many individual subtrees may develop which are connected

through a shared main tree containing the root of the system. in both cases, n~

cube interconnects could be added as soon as both the nodes, difi'ering only in

the corresponding bit that is to be complemented at that particular level, are
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present. However, the sequence of n-—cube interconnects on subsequent levels,

as derived in section 2.1, is really designed for a single cohesive system. If the

system contains many disjoint subtrees, connected in only a few points to a

main tree, it may be better to start a new sequence of n-cube interconnects

Within each subtree, thereby optimizing local communications. This would be

worth the price of storing the list of these sets as a function of the level in each

routing controller. Since the lack of interconnection between individual sub-

trees is a consequence of the way the system has been expanded, it can be

assumed that it reflects an absence of the need to communicate between nodes

belonging to different subtrees. Thus the lack of those horizontal links should

have no adverse effect on the overall performance of the system or on the

effe ctive average pathlength.

4.2. Fault Tolerance

The requirements for fault tolerance have greatly increased in recent years

as systems have become increasingly complex. Certainly an important feature

of structures such as those considered here is that it must continue to work

correctly, though perhaps with reduced performance, when one or more com«

ponents have failed. Specifically we expect such a system to continue to operate

properly in the presence of failures of a single link or even a single node with all

its attached links, as long as that particular node is not involved in the computa—

tion, i.e. is neither the source nor the destination for any messages.

The addition of the n—cube links to the binary tree creates multiple disjoint

paths between every pair of nodes. The simple algorithm described in the previ~

ous section already has some fault tolerance. It can readily cope with missing

links during its upward move through the tree, by using the following alternate

choices for missing links:
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a) If an n—cube link cannot be passed, go upwards instead.

b) If an upward link cannot be passed, go across n-cube link instead. followed

by an upward move.

Difficulties occur on the downward branch if a missing link is encountered.

Because of the lack of redundant paths over short distances, a deviation from

the proper descending path can not be corrected by traversing links of the

binary tree skeleton only. A detour into another plane of the hypercube has to

be made (Fig. 7a). Instead of the missing vertical link, the downward link to the

sibling node is taken. After traversing the n—cube link at that level. the message

is routed to the sibling node in that part of the tree, and subsequently back to

the original path across another n'cube link at the same level. During this whole

detour the message has to remember that it is being rerouted and can not sim~

ply follow the standard routing algorithm. This extra information has to be car-

ried along in the message header. The decoding and proper treatment of this

information will increase the complexity of the routing algorithm.

Additional features can be built into the simple routing algorithm in order

to enhance its efficiency in the case of single element failures in balanced

hypertrees. The unsuccessful attempt to use an n-cube interconnect during the

upward branch could be remembered in the message header. and the

corresponding bit could be complemented in the downward branch of the mes"

sage path. Alternatively a local detour similar to the one described above could

be built into the path (Fig. 7b). Through the common parent node the message

is shipped to the brother of the node with the unavailable n~cube link. from

where the the n—cube traversal is now executed. At the other end, the desired

path can be reached again in one or two steps by going through the parent node.

The trade-offs between the efficiency of these fault tolerant routing algorithms

and the complexity of the necesseray hardware to implement them will have to
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be evaluated individually for each realization of such a system.

in summary, this algorithm will successfully route messages in the pres—

ence of no more than one failed link or node, provided that the failed node is not

itself the source or target. This is true even in somewhat unbalanced trees, pro~

vided that the expansion has been performed in a "natural" manner. This

implies that a complete binary tree skeleton exists above the two nodes, that

each node has a brother node, and that brother nodes are connected to another

pair of sibling nodes through two n—cube links. Thus, at least two disjoint paths

should have existed before the failure.

While the addition of the long—distance n-cube interconnections is useful for

certain algorithms. the lack of redundant paths to nearby nodes, such as the

extra links in a full-ring or half—ring tree, may be disadvantageous if there is a

lot of locality in the message traffic and also for generating a simple fault—

tolerant routing algorithm. If five ports per node can be afforded, it may there—

fore be advisable to use only one set of hypercube connections per level and

reserve the other extra port for a half—ring connection.

5. RELATION TO OTHER NETWORKS

Other people have studied various structures in the context of the questions

addressed in this paper. Schlumberger[74] analyses the dc Bruijn network,

which may be introduced as the state diagram for an n~bit, Ic-ary shift register.

where k is the number of unidirectional links leading in and out of each node.

He has shown that the worst case path length for N:2” nodes is n and that the

average path length, when all nodes communicate equally with one another, is

slightly less than that. The structure has an elegant routing scheme, requiring

only local information. and also has reasonable fault tolerance. By considering

the special case of a binary shift register (k=2> and making all links bidirec-

tional paths, we obtain graphs for processor with four ports which have many
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similarities to the networks discussed here. The de Bruijn network can also be

drawn as a binary tree with one additional node and with feedback paths from

leave nodes to the higher parts of tree (Fig. 8).

The average distance in this network is about 15 to 25% shorter (for trees

with up to eleven levels) than in Hypertree I. The reason for this is that this net«

work uses all of its links for communication and none for input, output or con~

nection to secondary memory. In the tree structures discussed, all leaf nodes

have two free ports, while the de Bruijn network has no ports available. For a

fair comparison. a fifth port should be added to each node in the de Bruijn net-

work, and this network should then be compared to Hypertree II. not Hypertree

I. It turns out that the average path length of Hypertree II is indeed slightly

shorter than that of the de Bruijn graph. Alternatively, if we use the two ports at

the leaves of Hypertree I for additional connections. and place a perfect shufi’le

network [Stone '71] at the bottom of the tree, the average path length drops to 5

to 10% below that of the de Bruijn graph.

However, the additional paths in the de Bruijn network break the nice sym-

metric properties which are inherent in the other tree structures. It is not

apparent that algorithms can be derived to take advantage of this unusual net-

work, and it therefore appears to show less promise than Hypertree.

Pease[Pease 77] has proposed an ”Indirect Binary n~Cube" array, a struc—

ture which has been suggested numerous times in various contexts [Beizer 62]

[Benes 65] [Lawrie '75] [Goke 73], for use with microprocessors. In this struc—

ture, each stage implements one dimension of the n—cube interconnection, i. e.,

each level provides the exchange corresponding to one bit in the node address.

If each level of edges in the simple binary tree is thought of as one "stage" of a

switching network, it will be seen that the binary tree has the same characteris—

tic. The bottom level provides the exchange corresponding to the least
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Figure 8. De Bruijn network represented as a binary tree with an
extra node and additional feedback links.
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significant bit, the next level the next least significant bit, etc. The horizontal

connections in Hypertree at each level also provide the exchange corresponding

to one bit in the node address. Although Pease did not propose it this way, it

would seem possible to implement a network of single—chip computers with

switching circuitry in the form of an indirect n—cube. The two ends of the net-

work could be tied together, forming a cylinder, and the links could all be

bidirectional. Such a network has some very interesting properties and is being

analyzed for its possibilities.

Both of the above mentioned structures contain one property that made

them unacceptable in our application: lack of incremental expansibility. A

minimum increment in the case of the de Bruijn network requires a doubling of

the number of processors, and even worse, a total reconfiguration of the nodes.

A minimum increase in the size of the indirect n-cube requires doubling the cir-

cumference of the cylinder and increasing its height by one extra stage. Nei~

ther structure appears to maintain its nice properties if it is not complete.

6.. CONCLUSIONS

A new network topology for multiprocessor systems has been derived in an

attempt to combine the best features of easily expansible tree structures and

the rather compact n—dimensional hypercube. The two underlying structures

permit two distinct logical views of the system. Thus problems which map par-

ticularly nicely onto a tree structure can take advantage of the binary tree.

while those that can use the symmetry of the n-cube can be assigned to proces-

sors in a way that efficiently uses the n*cube links.

The regular structure allows the implementation of simple routing algo-

rithms, which require no detailed knowledge of the network interconnections.

With a relatively small additional overhead, a routing algorithm can be con-
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structed that is robust enough, so that messages will arrive at the proper node

even for grossly unbalanced trees or in the presence of failing nodes or links.

This is a requirement for easy expansibility of the system and for graceful

degradation in the presence of communication hardware failures.

The network is readily expansible in an incremental way. All nodes have a

fixed number of ports regardless of the size of the network. These two proper“

ties make this topology particularly attractive for implementations of multi-

microprocessor networks of the future. where a complete computer with a sub-

stantial amount of memory can fit on a single VLSl chip.
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APPENDDK ll: AVERAGE PATH LENGTH IN HYPERTREE

In this section we will derive the expected path length in Hypertree l for a

,message between arbitrary leaf nodes. This is equivalent to deriving the average

path length when all leaf nodes send messages to all leaf nodes. We shall include

the useless case of a node sending a message to itself since it results in simpler

formulas if it is left in. If desirable it can easily be removed.

For a graph consisting of a balanced, binary tree plus the additional links

defined in this paper as Hypertree I, we number the nodes in the natural way:

top to bottom, left to right, starting with the root as ”node 1" on "level 0". These

node addresses. expressed as binary numbers with coefficients $5, will then take

the form

X=r0$1$2---:rm

where m is the level number of the node. and where 2:0 = 1 and xj = O or 1. for

j = 1,2,3. ' ' ' m. In particular, for leaf nodes 771. = n. where 'n. is the number of

levels below the root.

and a = m mod 2. so that We now define a "half~way” level l: [—73
m-Hz

l = 2

 

One can convince one—self, e.g. by looking at Fig. 2 in the paper. that

any bit in a leaf node address can be complemented by following a path which

stays in the lower half of the tree. Some bits get complemented by using the

skeleton of the binary tree only. While others make use of one of the horizontal

n—cube links. Now consider the path between two leaf nodes X1 and X2, and

define the address difiere’nce as

Y1,2= Dylyaya 2%.

where yj, is the modulo~v2 sum between $11 and $12.

We now rename the bits in this address difference so that bj are bits which

can be complemented by staying on the binary tree links in the lower half of the
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tree, and hj are bits for which the shortest path leads across a n—cube link:

Y1.2 = 0 [he hi' ' ' hl-1]bl—a bl—a—‘l ‘ ' ' b2 b1-
rI‘he indices of the bits denote how many levels above the leaf the path has to

climb in order to make the complementation of that bit possible. Thus if the bit

position to be complemented is among bits bf, i.e. bj = 1. the the shortest path

between the two nodes uses only links of the simple binary tree. going up j lev-

els, then back down. and the minimum distance d is 23'. If the difiering bit is

among bits hj, then the shortest path between the two nodes goes up the binary

tree j levels, across the horizontal link, then down through the binary tree, and

d = 2j+1. While the indices of the bits bj appear in decending order in 1,1,2. the

bits hj are an unordered set. It is important to note. however. that every term

from ho to hl_1 appears exactly once for a tree with n = Bl—a levels below the

root.

In the general case where the source and the target addresses differ in

several bits. the minimum path length d is achieved by climbing the tree to the

highest level necessary. then going back down, traversing the horizontal links

for the necessary exchange of bits hj on the appropriate levels, either on the

way up or on the way down.

The highest level to which the path must climb is determined by t, the larg-

est value ofj for which either hi or bj is 1. Then. if we define the number of her

izontal links to be traversed as

H=Zm,
i=0

the path length becomes

(1 2 2)! +H.

For random messages among the loaf nodes, we must now calculate the

expected values OH and H.
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For the random message ease, each bit in thecdares-z; (lifjeienrteis equally

likely to be 0 or 1. Since there are I, bits of the relative addrem’: that result in a

traversal of a horizontal link, one can calculate

 1 m +0,
: ""X l :-_- .

H 2 4

Each hj is equally likely 1.01520 or 1, andsimilarly bl,” will, be 1 with proba-

bility X1. Note that If can reach its maximum value I, only if r; I: 0, Le, m is even,

and E); = 1. Thus

Thus if a. -10, 2? (l with piooaollit/,~5_ lilegcrrlless of the value of 57, however, if

t < I, then f :: lwl .Vll'l’l mohamhry;-§', '11.sa., when either 1711-1 or“ bzwl is 1. Thus

 

 

We») gamma;1)]-- 3% $4594] $3411.”).J

and in gener allotj“ 1,13,? ~ ~ ,lwil,

. 31:1 lC \
Mtzw) = ~11~2,-Wej>1=«,-,;,~~Lixfl La' r

The ersipe etc (1 verii:luiatarma If, is then

‘1 . . i. .
i‘ = ZJ'Z’(1"=J): (ZIP(HJ)

j:0 j=1

or more explicitly.

,1 3(Ll‘UL ,. 3(1.~-’- (2') 3/ +11) 1 , 3( 5—3,) 1M5]t :1__..W__. ’3. n.--“ ......1. 1,.2 M-..\....~.:..l.il__+. [1.1 .~.__. 4,114", 1. MM. 1--2":t— 1 21AL" ( ) 2.4:: ( > 2-4 2

which can be expressed. as

3(1—1—0.) ‘1}. - lvrzIf :2 "m~~~~~~ 41 ll -1-

2.4! jag] 2
Now any 0 it holds in gen: ral for q > 1

k—l

'31] q] “ r —,~[(fc~1)q’“—kn""1+1
{:1 ([1 “1V V 1

it follows that
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-Eitligli _ z_.z-1 ”.111;
t- 2.4! 9[(11)4 l4 +1]+z 2.

Collecting terms. rearranging and noting that

2E=a+1

weget

m 2 2 a,
_———-—-—+—— “WI—m-

t 2 3 32 6

Thus the average leaf-to leaf path length in Hypertree I is

d : 2t+H = __571‘_—i€+i2"M-3—
4. 3 3 12

This formula has been used to plot the curve in Fig. 5 in the paper.
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Abstract

This paper shows that a fat—pyramid of area @(A) requires only O(log A) slowdown to simulate any
competing network of area A under very general conditions. The result holds regardless of the processor

size (amount of attached memory) and number of processors in the competing network as long as the
limitation on total area is met. Furthermore, the result is valid regardless of the relationship between
wire length and wire delay. We especially focus on elimination of the common simplifying assumption
that unit time suffices to traverse a wire regardless of its length, since the assumption becomes more and
more untenable as the size of parallel systems increases. This paper concentrates on simulation using

transmission lines (wires along which bits can be pipelined) with the message routing schedule set up off
line, but it also discusses the extension to on—line simulation. This paper also examines the capabilities

of a fat-pyramid when matched against a substantially larger network and points out the surprising
difficulty of doing such a comparison without the unit wire delay assumption.

1 Introduction

This paper shows that the fat-pyramid network is a good candidate as the basis for a general-purpose parallel

computer, because it can efficiently simulate any network of comparable area under general conditions. The

basic structure of the fat—pyramid network was suggested by Charles Leiserson and Tom Cormen and is

related to the fat—tree introduced by Leiserson [18]. The fat—pyramid may be viewed as a fat—tree in the style

introduced in [12, Sec. 7] (the butterfly fat-tree) augmented by hierarchical mesh connections as illustrated

in Fig. 1. (A variation on the butterfly-fat—tree has recently been adopted for the network structure of the

CM-5 parallel computer of Thinking Machines Corporation [20].)
Ignoring the mesh connections, shown with thick lines, the fat—pyramid may be viewed as based upon a

4—ary tree in which each internal node is replaced by a collection of switches and processors are placed at

the leaves. A collection of wires corresponding to an edge in the underlying 4—ary tree is referred to as a

channel, and the number of wires in a channel is called its capacity. By using two types of switches with a

constant number of inputs and outputs, it is possible to build fat-pyramids with essentially arbitrary channel

capacities as illustrated in [19]. In this paper it suffices to make only a simple modification to the network

shown in Fig. 1, in which channel capacities double at each level of the 4—ary tree.1 A precise mathematical 

*Supported in part by NSF grant CCR—9109550.
1The choice of the name “fat—pyramid” for this network stems from the observation that if all channel capacities were equal

to one, the result would be a network which has been called the “pyramid” by Tanimoto (and earlier a “recognition cone” by
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Figure 1: A fat—pyramid. Processors are placed at the leaves, represented by circles; the squares are switches.

This network is obtained by superposing hierarchical mesh connections on a butterfly fat—tree. The original

fat—tree connections are represented by thin lines and the mesh connections by thick lines. (A different layout

of the fat-pyramid is used to obtain results independent of wire delay.)

description of the interconnection pattern for the switches in Fig. 1 can be given as follows. We begin with

a collection of ordinary two-dimensional meshes at levels 0, 1, . . . , log2 x /n/4 representing distance from the

leaves in the underlying tree structure. At level h, there are 2h copies of a x/n/4/2h >< x/n/4/2h mesh. We

then denote a switch by an ordered 4—tuple (h, c, x, y), where h is the level, 0 is the copy number of the mesh

(0 g c < 2") at this level that contains the switch, and x and y specify a mesh position in an ordinary

Cartesian coordinate system (0 g m,y < x/n/4/2h). Then for 0 g h < log2 x/n/4, switch (h,c,x,y) is

connected to (h+ 1,0, [m/2] , [y/2]) and (h+ 1,c+ 2h, [m/2] , [y/2]).
An important feature of the fat—pyramid is its status as a universal network without the usual assumption

that unit delay suffices to traverse a wire of any length. This issue becomes more and more important as we

move towards increasingly massive parallelism. In this regard, the fat-pyramid has an advantage over the

fat-tree, though these networks are both appropriate to a view in which hardware cost is measured as area

or volume under standard VLSI models. By accounting for the difficulty of running the wires in a massive

network, these VLSI models provide a more realistic measure of cost than merely bounding processor count

and node degree. Though the results in this paper are stated in terms of area in a two—dimensional design

space (constant number of chip layers), the extension to three—dimensions is fairly straightforward [9] using

the ideas in [11].
The basic mode of operation assumed for fat-pyramids and any other parallel computer will be as in the

distributed random—access machine (DRAM) model of Leiserson and Maggs [21]. All memory is local to the
processors, and a processor can read, write, and perform arithmetic and logical functions on values stored

in its local memory. It can also read and write memory in other processors by routing messages through

an underlying network. In the bulk of this paper, messages are viewed as being composed of indivisible

“packets”, and delay along wires is measured in terms of the time to transmit a complete packet; the end of

Section 3 explains why there is limited change to the results if we switch from this “word model77 to a “bit

model”. There is also no need to worry about messages having varying length; we can think of messages as

being divided up into packets of standard size and henceforth treat “message” as synonymous with “packet”. 

Uhr) [25, p. 3]. The addition of mesh connections to the fat—tree is also similar to the introduction of “brother” connections in
trees to obtain the X—Tree network [8, 23]. (The term “fat—pyramid” should not be confused with a recent independent use of
the term by other authors.)
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It is also convenient to assume that operation of competing networks is divided into separate (alternat-

ing) phases of intraprocessor computation and interprocessor communication. Thus, to bound asymptotic
simulation time, it will suffice to take the maximum of the overheads for simulation of the computation and

simulation of the communication. In fact, this approach is valid even if the competing network interleaves

computation and communication in a more complicated fashion. The validity of the simplification is estab—

lished rigorously in [9, Sec. 4.5] in the case of unit wire delay; the case of nonunit delay can be handled by

a similar approach of prioritizing instructions and packet deliveries according to their completion times in

the competing network. Throughout this paper, we shall say that network A can simulate network B with

overhead u if, for any 75, the operations performed by network B in time t can be performed by network A

in time 75/1.

Intuitively, the fat-pyramid combines the strengths of the fat-tree and the mesh. A fat-tree can efficiently

simulate any network of comparable area under the unit wire delay assumption [3, 12, 14, 18]. But the

straightforward layout of the fat-tree has wires of length @(VA) near the root (and little improvement is
possible). If the fat—tree is used to simulate a mesh, any mapping of processors in the mesh to processors

in the fat—tree will place on “opposite sides of the root’7 some processor pairs that are adjacent in the

mesh. If the time to transmit a packet is a linear function of wire length, the fat-tree will require Q(\/A)
time to route messages between such a pair of processors. But the mesh network could be performing

a computation requiring only nearest neighbor communication so that the fat-tree simulation would have

polynomial (Q(\/A)) overhead, which is much worse than the polylogarithmic overhead attainable in the
unit wire delay case. The mesh, on the other hand, is universal in the case of linear wire delay. But if

delay is less sensitive to wire length, the mesh may also suffer polynomial slowdown as can be seen by

considering simulation of a tree. Since a tree of area A (using the H-tree layout illustrated in e.g. [17])

contains essentially the same number of processors as a mesh of area A, the mapping of tree processors to

the mesh will expand some routing path between processors from O(log A) switches in the tree to @(VA) in
the mesh. The fat—pyramid, in contrast to the fat—tree or the mesh, can achieve polylogarithmic simulation

overhead under essentially any interesting model of wire delay.

The remainder of this paper is organized as follows. Section 2 discusses the fat-tree variation used as the

basis for the fat-pyramid and its ability to efficiently simulate any network of comparable area given unit

wire delay. Section 3 shows how the fat-pyramid can be used to extend the ideas of Section 2 to nonunit wire

delay. Section 4 considers the overhead required by a universal network to simulate a network of larger area;

these results are proved only for unit wire delay. Section 5 contains concluding remarks and open questions.

2 Routing and simulation overhead on the fat-tree

To facilitate explanation of the universality properties of the fat—pyramid, we first examine details and

properties of the particular variation of the fat—tree used as its basis in this paper. In this section, we retain

the assumption of unit wire delay.

We begin by considering the area requirements of the fat-tree. A standard modeling approach involves

thinking of network nodes as points in a grid and wires as edge-disjoint paths through the grid, but it is

somewhat unrealistic to view the network nodes as occupying constant area. Since we generally want each

processor to be capable of addressing each other processor, a fat—tree of area A should have 9(log A) memory

per processor?

In order to pack in a maximum number of processors of area @(log A), we consider a fat-tree with

channel capacities doubling at increasing levels of the underlying 4-ary tree as in Fig. 1, except that each

circle in that figure is replaced by an H—tree layout of log2 A processors. Each such H—tree block is of size

@(log A) X @(log A), and we can derive the area of the fat—tree by solving a recurrence relation for the side 

2The requirement is actually Q(log n), where n is the number of processors. But log n is Q(log A) unless u is 0(A6) for every
6 > 0, which would imply that competing networks of the same area could not be simulated in reasonable time since they could
have w(A1’€) times as many processors. Comments preceding Theorem 2 and in the beginning of the proof of Lemma 3 provide
some justification for assuming henceforth that processors occupy a square of area @(log A); if more area is required to include
sophisticated operations in the processor instruction set, the situation can be handled as in [9, 10].
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length S(b) of a fat-tree with b H-tree blocks. Since the channel capacities above the H-tree blocks double

at every level, we have a channel capacity proportional to \/h at the root, and we can write the recurrence

8(1)) 2 2S(b/4) + 0M3) , and 3(1) 2 @(log A) ,

with solution

S(b) = (90/13 log A) .

Thus, we can build a fat-tree on A/ log2 A processors of area @(log A) in area @(A) since that corresponds to

b:A/ log: A. (Two notes are in order. First, the recurrence assumes switches of constant area, but switches
of area @(log A) to examine and compare full processor addresses or message priorities can be accommodated

in the modified layout discussed in Section 3. Second, because of the need to precisely bound the wire density,

we should think of packet transmission as occurring in a bit—serial fashion. We can still think of unit time

as the time to transmit a packet of @(log A) bits along a wire.)
Now we can examine the simulation overhead required by a fat-tree of area A to simulate other networks

of area A. We can perform this comparison without placing any restriction on the number or size of

processors of the competing network. Here, processor size refers solely to the amount of attached memory;

we assume that processors of networks to be compared have the same instruction set and are equally well—

engineered to provide the same operations at the same cost in time and space. If the competing network

has larger processors than the fat-tree, we can subdivide the memory of these processors and view them

as a larger number of smaller processors, so we concentrate on the situation in which the processors of the

competing network are no larger than those of the fat—tree. We can use a straightforward geometric mapping

of processors of the competing network to fat—tree processors and powerful packet routing results [15, 16] to
show that the fat-tree is universal under unit wire delay. For now, only the off-line result is considered, i.e.,

that there exists an efficient means of scheduling the messages of competing networks on the fat-tree. For

this result, the following packet routing lemma suffices; the term congestion refers to the maximum number

of packets that must cross a single edge (wire) in the network, and dilation refers to the maximum number

of edges that must be traversed by a single packet.

Lemma 1 ([15]) For any set of packets with edge-simple paths having congestion e and dilation d, there is

a schedule having length O(c+d) and maximum queue size 0(1) in which at most one packet traverses each

edge of the network at each step.

We can now proceed with the fat—tree universality result:

Theorem 2 A fat-tree F of area @(A) can simulate any network of area A with 0(log A) overhead.

Proof. Given a competing network R of area A, we recursively bisect it in the straightforward geometric

fashion, cutting nonsquare pieces in the shorter direction, until we have A/ log2 A pieces. These pieces of R

are mapped to the n = A/ log2 A processors of F so that the recursive bisection of R matches the natural

recursive bisection of F obtained by cutting at the root and then at the roots of the subtrees and so on. This

yields at most log2 A processors of R whose computation must be simulated by a single processor of F.3
Having obtained a computation overhead of O(log A), we now analyze the communication overhead

involved in routing messages of R through F. The message traffic in channels of F can be bounded by using

an assumption that is certainly reasonable for VLSI technologies: the number of packets that can leave an

area in unit (packet transmission) time is proportional to the perimeter of the area. The perimeter of a piece

of R corresponding to a subtree of n/2l processors in F is O(\/A/2l/2) (excluding the perimeter of R itself
if R is nonsquare). Since the capacity of a channel on top of a subtree of n/2l processors in F is at least

\/ (n/ log2 A)/2l and n = A/ log2 A, the number of packets entering or leaving a subtree in unit time divided 

3A processor that is split by one or more of the bisection lines in R can be mapped to any one of the processors in F to which
its pieces would correspond. This does not alter the bounds on computation or communication overhead, because a bisection
line can only split a number of processors equal to its length and because the extra number of messages generated by the split
processors in unit time is at most proportional to the number of such processors.
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by the number of wires in the corresponding channel is O(log A). In fact, the packets can be routed through

F so that there are O(log A) packets on any single wire. Indeed, this outcome occurs with high probability if

each message is routed by picking at random the root switch it should pass through (which fully determines

its path) [14, 16].
We have now established that for a set of packets traveling in R during any unit period of time, at most

O(log A) packets must traverse any given wire in F. Furthermore each packet must traverse at most O(log A)

wires to get from its source to its destination in F. In other words, the congestion and dilation are at most

O(log A). Thus, by Lemma 1, in O(log A) time steps, we can completely route in F all the messages that

travel in R during any unit of time. I

3 The fat-pyramid and nonunit wire delay

In this section we consider the effect of dropping the unit wire delay assumption. The general graph layout

framework developed by Bhatt and Leighton [6] shows that there is enough room in our fat-tree layouts to

build sufiiciently large drivers for each wire to keep the wire delay constant in the capacitive model. This

section shows that even if this constant switching time is not the dominant determiner of wire delay, an

appropriate layout of the fat—pyramid yields a universal network with O(log A) simulation overhead. The

key to this result is that a routing path of length 6 in a competing network of area A corresponds to a path

of length 0(6 + log A) in the fat-pyramid.

It should be noted that it is reasonable to assume wire delay to be no worse than linear in wire length,

since repeaters (extra switches) can always be used to reduce delay to linear. Linear wire delay would be the
correct model if technology could be improved to the point where only speed of light limitations constrain

the time to switch a length of wire. Then, the measure of unit time would be much smaller, but linear wire

delay would be required of any competing network.

It is also helpful to assume a mild “regularity” condition on the wire delay function. (Similar regularity

conditions are used elsewhere in the literature (e.g., [5, 7, 17],]1, p. 280]) in order to obtain results about

large classes of functions.) Specifically, let w(6) denote the time required to transmit a packet along a wire

of length 6; then we seek two properties for the function w. First, w should be nondecreasing, and second it

should satisfy the following condition:

Definition: A function w is said to satisfy Condition C1 if there exists a constant c such that

w(6+1;)<log26+1;
w(6) _ log26

for all 1; Z 0 and 6 Z c.

It should be noted that Condition C1 is satisfied by most functions likely to be of interest in the context

of wire delay. For example, it is satisfied by all functions w(6) of the form 68110ng for constants c, q, and
k such that either (1 < 1, or q = 1 and k g 0. One way to see that all of these functions satisfy Condition

C1, is to observe that they satisfy a simpler regularity condition C2, which implies C1.

Definition: A function w is said to satisfy Condition C2 if there exists a constant c such that

w(6+$) 6+$

w(6) 3 5

 

for all x Z 0 and 6 Z 0.

Condition C2 implies condition C1 because 1 + 90/6 3 1 + 30/ log2 6 for any x Z 0 and 6 > 0.

(Without changing the asymptotic results given below, we can actually weaken conditions C1 and C2

in order to admit an even larger class of functions than already mentioned. Specifically we could define
conditions C1 and C2 to be that the old conditions are satisfied to within a constant factor. Then the
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Figure 2: Embedding the fat-pyramid in the tree of meshes. The squares represent switches of the fat-

pyramid, laying out the edges connecting switches in the butterfly fat-tree requires using each edge of the
tree of meshes at most twice.

conditions are satisfied by any function 11) satisfying 616‘] log]; 6 S w(6) S 626‘] log;c 6 for sufficiently large 6,
with q and k as before and positive constants 61 and 62.)

To obtain results independent of wire delay, we must consider a regular layout of a fat-pyramid, that

is, one in which the switches at any given level of the tree are regularly spaced throughout the layout. We

can produce such a layout by using the “fold—and—squash” technique of Bhatt and Leighton [6, pp. 3257

326] and Thompson [26, pp. 36738]. To see the effect on wire lengths in the fat—pyramid, it is helpful to
think of embedding the butterfly fat-tree into the tree of meshes graph, performing the fold-and-squash

transformation, and then adding the fat-pyramid’s hierarchical mesh connections. We will actually embed

just the switches shown as black squares in Fig. 1, while keeping in mind that each such bottom—level switch

must be attached in the final layout to four @(log A) x @(log A) H—trees composed of log2 A processors of

area @(log A). Fig. 2 illustrates the embedding of switches of the fat—tree into a 4 X 4 tree of meshes. The

fold-and-squash transformation of the tree of meshes is performed by first folding the connections between

the mesh at level zero (comprised of all the nodes labeled zero in Fig. 2) and the meshes at level one so that

the two smaller meshes fit on a second layer directly over the large mesh. Then the meshes at level two are

folded onto a third layer and so forth up to log2(A/ log; A) = O(log A) levels. Finally, the layers are offset
and projected onto the plane as illustrated in Fig. 3. The maximum length of tree—of—meshes edges becomes

O(log A) even with the four @(log A) X @(log A) H-trees clustered around the bottom-level switches of the

fat-tree.4 Finally, only a constant factor increase in area is required to add the fat-pyramid’s hierarchical

mesh connections. (In addition, since the switches at any given level are separated by a distance of @(log A),

there is room to expand the switches to occupy area @(log A); the layout can also be massaged to make such

switches square if desired.)

In the regular layout of a fat—pyramid of area A, wires connected to a switch h levels up from the H—tree

blocks in the underlying 4-ary tree, are of length O(2h log A). To see this, observe that each edge of the

fat-pyramid that is h levels up is mapped to a path of O(2h) tree-of—meshes edges.
Messages in the fat—pyramid are routed over the same paths as in the fat—tree, except that we allow each

message to take one shortcut via one or two of the new hierarchical mesh edges. More precisely, the routing

path is formed by going up fat—tree edges towards a randomly selected switch at the root of the underlying

4-ary tree until a switch is reached that is adjacent horizontally, vertically, or diagonally in the mesh at that

level to a switch from which the destination can be reached by going down fat-tree edges. Certainly the

dilation is not increased by incorporating such shortcuts, and, in fact, the congestion for any set of messages

in the fat—pyramid is also within a constant factor of the congestion in the fat—tree. The congestion in tree 

4An explanation at greater length of the fold—and—squash technique can be found in [11].



Page 208 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 208 of 626 IPR2020-00262 VENKAT KONDA EXHIBIT 2005

 

  

'6
'I."

I... r‘
a I

 

  

    
  

 
Figure 3: Layout of the fat-pyramid after folding and squashing. As before, the squares represent fat-pyramid

switches, and fat—tree edges are routed through the tree of mesh edges shown with thin and thick solid lines.

(The connections between the layers obtained through folding, the thin lines7 are routed by using an auxiliary

row or column located in the direction of the corresponding fold and lying parallel to it.) The insertion of

the fat-pyramid’s hierarchical mesh connections is illustrated with dashed lines.
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edges does not increase, because when a message takes a shortcut, it does not traverse any tree edge it was

not already destined to traverse; in each mesh edge, the messages that pass may arrive from only from a

constant number of tree edges.

Now we can show that the mapping of competing networks to a fat—pyramid does not stretch any wires

by very much.

Lemma 3 Any network R of area A can be mapped to a fat—pyramid F of area @(A) so that any message

following a path of length 6 in R travels only 0(6 + log A) distance in F.

Proof. First note that we can assume R is square. (If R is not square, it can be converted to a square layout

of at most 1.8 times as much area with each wire at most 3 times as long as in the original layout [2].) Now
we can map the processors of a square network R to F in a straightforward geometric fashion as in Section 2.

Then two processors separated by distance 6 in R are at most [6/ log2 A] H-tree blocks apart horizontally

or vertically in F. Since two subtrees on ([6/ log2 A])2 H-tree blocks in the underlying 4-ary tree that are

physically adjacent (horizontally, vertically, or diagonally) must suffice to cover such a pair of processors,

the routing path connecting these processors needs only to go up log2([6/ log2 A]) levels above the H—trees

and use two mesh edges. Since any wire connected to a switch h levels up is of length O(2h log A), and the

distance traveled within H-tree blocks is O(log A), the length of the routing path connecting processors at

distance 6 in R is 0(6 + log A). I

We can now state our main result for nonunit wire delay, relying only on our regularity condition for wire

delay. As before, we focus on off-line scheduling in the packet model; extensions are discussed afterwards.

It is also important to note that the availability of transmission lines is assumed, so that wires can contain

a number of packets equal to the delay of the wire at any given time. Though it is natural to think of a

transmission line as a device for pipelining bits, it is only more conservative to think of pipelining packets

and to continue measuring delay in terms of packet steps. (Use of transmission lines is occurring in real

parallel machines, e.g., see the references in [22].)

Theorem 4 Using transmission lines, a fat—pyramid F of area @(A) can simulate any network of area A

with O(log A) overhead.

Proof. To apply the packet routing results of Leighton, Maggs, and Rao [15, 16], we can imagine additional
switches on each wire of the fat-pyramid in number equal to the delay for that wire. With the inclusion of

these imaginary (and trivial) switches, we can view the routing problem as fitting into the unit wire delay

framework; we have simply increased the maximum distance (in terms of switches) that packets must travel.
Now consider any set of messages generated by the competing network in which the maximum physical

distance that a message travels in the competing network is 6. Let T be the time required to deliver the

set of messages in the competing network, and note that T Z w(6). Also, the congestion created by this

message set is O(T log A). Furthermore, the maximum number of fat-pyramid edges which a message must

traverse is 2 log2 6, each containing at most w(6 +log2 A) real and imaginary switches. (Actually, the number

of switches should be w(O(6 + log A)), but the results below remain valid because w is at most linear.) Thus

the communication overhead p can be bounded as follows, based on Leighton, Maggs, and Rao’s result that

routing can be performed in time proportional to congestion plus dilation:

O(TlogA+w(6+log2 A)log6)
 

 
H _ T

TlogA w(6+log2 A)10g6
o( T )+0( W)

S O(logA)+O(W)log6

S O(logA)7

where the third line follows from regularity condition Cl. The computation overhead is also O(log A) as in
Section 2. I
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The simulation can also be performed on-line, albeit with some loss of efficiency in the case of nonunit

wire delay. In the unit delay case, there is no loss of efficiency, due to analysis of packet routing on a “leveled”

network [14, 16]. With nonunit wire delay, however, it is not apparent how to make use of the framework

of leveled networks. But the algorithm of Leighton, Maggs, and Rao for routing on—line in O(c + d log(Nd))

steps (with high probability) in general networks, where c is congestion, d is dilation, and N (g A here)

is the number of packets [15], can be applied to yield a simulation overhead of O(log2 A).5 In fact, the
overhead can be improved to O(log2 A/ log log A) using a variation on their technique appearing in [13, 24].
(The question of routing in networks without transmission lines is also considered in [13], and the results

there may prove useful to the construction of universal networks without transmission lines.)

Finally, it is desirable to consider the overhead in bit—times for on—line routing, since on—line routing

schemes may need to tack O(log A) address bits onto messages that are of constant size in the competing

network. The overhead in bit-times for nonunit wire delay is O(log2 A), which can be shown as in the proof
of Theorem 4 by using the following proof that for unit wire delay, O((c + d + log N) log(Nd)) bit steps

suffice to route packets of log2 N bits with high probability (1 — O(fi». We begin by assigning each packet
an initial (integral) delay chosen randomly and uniformly from the interval [1,ac], for a constant a to be
specified later, and consider the “schedule” in which there is no other waiting except that the bits of any

given message are sent one after another. This yields a “schedule” of length O(c + d + log N) bit-steps

in which there may be bits from several different messages traversing an edge at a given time. But the

probability that more than log2(Nd) packets have a bit traversing a given edge at a given bit—step is at most

C log2N log2(Nd) < (E)10g2(Nd) .
log2(Nd) ac _ a

This probability multiplied by the number of choices for an edge and a bit step is less than fi for a sufficiently
large constant a. So with high probability, we can obtain a schedule of length O((c + d + log N) log(Nd)) in

which only one bit traverses an edge at a time, by having switches cycle through incoming packets forwarding
one bit at a time.

 

4 Simulating larger networks

This section obtains upper bounds on the time required by a fat-tree to simulate networks that occupy

more area but have the same amount of area devoted to processors. The reason for the latter restriction is

that for any significant difference in memory, there are computations which can be performed in the larger

amount of memory space but not in the smaller amount of memory space. Rather than placing restrictions

on the type of computation, it is probably more meaningful to look at restrictions on the way that space is

allocated. That is, if the larger network uses the same amount of processor area (including memory) and

simply uses more interconnect area, then we can make meaningful comparisons between the networks. As

would be expected, simulation difficulty increases as the area of the competing network does, but only up to

a certain threshold beyond which extra area does not help the competition.

In this section we return to a reliance on the unit wire delay assumption due to a change in the means

of mapping competing networks to the universal network. The results are, of course, applicable to the fat—

pyramid as well as the fat-tree, but it is an open problem to show that unit wire delay is unnecessary when

a universal network simulates a larger network.

As we open up the issue of restricting the processor area used by competing networks, it may seem

natural to ask about situations in which the competing network has less processor area than is allowed for

the universal network. Indeed, we could have considered this question earlier when comparing networks of

the same total area. But when the processor area of competing networks is so restricted, the best results are

obtained by tailoring the universal network to the particular mix of processor and interconnect area, with

the most difficult case occurring when the competing network has no less processor area than the universal 

5Actually, the universal network should also be modified to have processors that are larger and fewer (both by a factor of
@(log A)) in order to accommodate the necessary queues of O(log(Nd)) packets.
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network. Thus, the results given so far are worst-case results for simulating networks of essentially the same

total area. In this sense, the universal networks described above are the best known to build in a given area.

Rather than digress to networks tailored to particular mixes of processors and interconnect, we now ask how

well the networks discussed so far can do when they are actually matched against networks with larger area

but no greater processor area.

In what follows, we let AX represent the area of network X. We are, of course, interested in the case

where the competing network R has at least as much area as F, i.e., AR 2 AF; when AR 3 AF, our earlier

results apply.

We use the same basic strategy as before for demonstrating universality results; that is, we recursively

bisect the competing network and map appropriate pieces to the fat—tree processors. But when the competing

network may have greater area than processor area, extra care is required to ensure that the decomposition

is balanced; that is, when we bisect the area of the competing network, we must also bisect the set of

processors of the competing network. Fortunately, we can invoke the general theory developed by Bhatt and

Leighton [6] and, in a fashion that is cleaner for our purposes, by Leiserson [18]. (It is not desirable to use
this approach when unnecessary due to a “loss of locality” in the mapping, which destroys the results on

nonunit wire delay in Section 3.) These results tell us that since the competing network of area AR has a

decomposition using cuts of size \/A—R/2l/2 at level l, it has a balanced decomposition using cuts of the same
size (up to a constant factor). Keeping this fact in mind, we can prove the following theorem:

Theorem 5 A universal fat—tree of area 0(AF) can simulate any network of total area AR 2 AF and

processor area at most AF with 0(w/AR/AF log AF) overhead.

Proof. Using a balanced decomposition as described above for the competing network R, we find that the

ratio of messages to channel capacity for a set of messages delivered by R in unit time is

/AR/2l/2

VAF/10g2 AF/2l/2

at level l from the root of the fat—tree. Thus, the communication overhead, as determined by congestion plus

dilation, is 0(x/AR/AF log AF), which dominates the 0(log AF) computation overhead. I

When the area of the competing network is much larger than the area of the universal fat-tree, we can

actually do better than is suggested by Theorem 5. When AB is (Mfg), the competing network is limited
more by the restriction on processor area than by its total area. This is true because communication out

of a piece of network R is limited not only by the perimeter of that piece but also by the perimeter of

the processors in the piece. Thus, only 0(AF/2l) messages can leave a piece of R at level l in a balanced
decomposition. Dividing by fat-tree channel capacity to determine the congestion, we obtain the following
result:

0

Theorem 6 A universal fat—tree of area 0(AF) can simulate any network having processor area at most AF

with O(\/AF log AF) overhead. I

5 Conclusion

This paper has shown that a fat—pyramid network can efficiently simulate any other network built in the

same amount of area. The results allow an essentially arbitrary relationship of delay to wire length and allow

arbitrary processor size and density in competing networks.

This paper has also obtained bounds on the time required by a universal network to simulate larger

networks of the same total processor area. Unfortunately the latter result is not readily extended to the case

of nonunit wire delay, due to the use of decomposition trees that are balanced. It is an open question whether

or not this extension can be achieved. Perhaps it could be shown that there is a balanced decomposition tree

which will not force nearby processors to be mapped too far from each other in the universal fat-pyramid.

10
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Another open question is whether on-line simulation by a universal network can be performed with

overhead better than O(log2 A) bit times. Of the known on—line results, only the overhead in the word model
for unit wire delay (0(log A)) is known to be optimal (by an AT2 lower bound of Bay and Bilardi [3, 4]).

Finally, it would be desirable to find networks that have good universality properties without using
transmission lines.
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ABSTRACT

In FPGAs, the internal connections in a cluster of lockup tables
(LUTs) are often fully-connected like a full crossbar. Such a high
degree of connectivity makes routing easier, but has significant area
overhead. This paper explores the use of sparse crossbars as a
switch matrix inside the clusters between the cluster inputs and the
LUT inputs. We have reduced the switch densities inside these
matrices by 50% or more and saved from 10 to 18% in area with
no degradation to critical-path delay. To compensate for the loss
of routability, increased compute time and spare cluster inputs are
required. Further investigation may yield modest area and delay
reductions.

1. INTRODUCTION

A recent trend in FPGA architectural design is to use a clustered
architecture, where a number of lookup tables (LUTs) are grouped
together to act as the configurable logic block. The motivation for
using clusters is manifold: to reduce area, to reduce critical path
delay, and to reduce CAD tool runtime [l, 2, 9, 10]. This trend is
followed by FPGAs from Xilinx’s Virtex and Spartan-II families,
as well as Altera’s APEX and ACEX products. All of these FPGAs
are based on clusters of 4-input lookup tables.

In a clustered architecture, the LUT inputs can be chosen from
two sources: 1) a set of shared cluster inputs, which are signals
arriving from other clusters Via the general purpose routing, or 2)
from feedback connections, which are the outputs of LUTs in this
cluster. It has been common to assume that these internal clus-

ter connections are fully populated or fully connected, meaning ev-
ery LUT input can choose any signal from all of the cluster inputs
and feedback connections combined. This arrangement can also
be Viewed as a full crossbar, where a switch or crosspoint exists at
the intersection point of every LUT input and every cluster input or
feedback connection.

In this paper, it is assumed that the connections within the cluster
are made by multiplexers driving the LUT inputs, called LUT input
multiplexers. These multiplexers tend to have a large number of in-
puts and, after including the requisite input buffers and controlling
SRAM bits, contribute significantly to FPGA area.
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not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
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A clustered FPGA is composed of a number of cluster tiles
which are repeated in a simple array pattern during layout. Each
tile is complete in that it includes the cluster logic (the flip-flops,
LUTs, and LUT input multiplexers) as well as the general routing
to interconnect them. Based on an area model stated later in Sec-

tion 2, the LUT input multiplexers alone can consume 24 to 33%
of the transistor area in a cluster tile. A breakdown of the area

estimates for a number of such tiles is provided in Table l.
The significant amount of area required by the LUT input multi-

plexers motivated the idea of removing switches from the full cross-
bar, or depopulating it, to result in a sparse crossbar. Naturally,
depopulating the cluster raises the following questions:

1. Will depopulation save area, require greater routing area, or
create unroutable architectures?

2. Will depopulation reduce or increase routing delays?

3. What amount of depopulation is reasonable?

4. How much area or delay reduction can be attained, if any?

5. What are the other effects of depopulating the cluster?

This paper addresses these questions using an experimental pro-
cess of mapping benchmark circuits to clustered FPGA architec-
tures and measuring the resulting area and delay characteristics.

1.1 Comparison to Prior Work
The use of fully-connected clusters likely stems from previous

work [12] which suggests that inputs of a 4—LUT be fully connected
to the routing channel. This provides enough routing flexibility to
obtain minimum channel widths in non-clustered architectures, the
area metric in use at that time. Since then, clustered architectures

have become prevalent, CAD tools have improved, and area metrics
have become more detailed.

Reducing the amount of connectivity within the cluster was re-
cently explored using a simple striped switch layout [11]. Rather
than modify the router, the T—VPACK packing algorithm was al-
tered in such a way that routability of the cluster was still guar-
anteed. Unfortunately, the area improvement obtained using this
technique was limited to 5% and delays increased up to 30%.

In this work, the packing algorithm was left unchanged. In-
stead, improved switch patterns were used, spare cluster inputs
were added to the cluster, and modifications to the router were

made to support these architectural changes. Although these spare
inputs contribute to additional area, they also improve routability
and reduce channel width requirements. Overall, a net area reduc-
tion of up to 18% with no degradation to critical-path delay was
obtained.
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Figure 1: Details of the cluster tile architecture.

1.2 Tradeoffs

Sparse clusters give the promise of reduced area, but one impor-
tant tradeoff that must be made to realize this savings is increased
routing time. In our experience, an approximate runtime increase
of three to four times was observed. This increase may not be toler-
able during early prototyping stages when design changes are fre-
quent, but a less costly device could offset this inconvenience when
an FPGA design shifts to volume production. Consequently, the
premise of this paper is to evaluate the limits of area reduction that
can be obtained using a high degree of CAD tool effort.

The remainder of this paper is organized as follows. In Section
2, the FPGA architecture is described along with the area and de-
lay models. Section 3 discusses the experimental methodology and
CAD tools used. Section 4 presents the results, and Section 5 con-
cludes.

2. FPGA ARCHITECTURE

This section describes assumptions made about the FPGA archi-
tecture and the area and delay models.

2.1 Architectural Model

The architecture used in this study is a symmetrical, island-style
FPGA containing interconnected clusters. The basic FPGA tile

k LUT size
N cluster size

I number of cluster inputs

[spare number of additional cluster inputs,
used for routing only

Table 2: Cluster organization parameters.

F61." cluster input to LUT input density

Fcfl, LUT feedback to LUT input density
FC routing channel to cluster input density

cluster output to the routing channel density

Table 3: Switch density parameters.

formed by a cluster and its routing channels is shown in Figure 1.
This tile is drawn in a way to suggest a step-and-repeat layout that
is possible, with wires on the left edge of one tile lining up with
wires on the right edge of the adjacent tile.

One cluster contains N basic logic elements (BLEs), where one
BLE contains a k-input LUT and a register. Each cluster has

I = Lk(N + 1) /2J primary inputs which are used during packing [2].
As well, a cluster has [spare additional cluster inputs which are re-
served only for routing. These extra inputs are required to improve
routability due to the restrictions imposed by sparse clusters. All of
these cluster organization parameters are summarized in Table 2.

The cluster inputs are assumed to be logically equivalent, but
they may connect to only some of the LUT inputs. The cluster
input (and output) pins, which connect the cluster to the general
routing, are evenly distributed on the four sides of the tile. Later
in Section 4.3, we shall partition the cluster inputs into four groups
based on which side they are placed.

2.2 Routing Architecture Details
Detailed routing architectural parameters were set to be the same

as earlier studies [2, 4]. In the detailed routing architecture, 50% of
the tracks are length-4 segments using tri-state buffers, the remain-
ing tracks are length-4 segments using pass transistors, and clocks
were assumed to be routed on a global resource. The disjoint switch
(S) block was used, so signals entering the routing on track i must
remain on that track number until the destination is reached. The

number of i/0 pads per cluster tile pitch was set to 5 for N = 6, and
to 7 for N = 10.

The routing switch sizes (i. 6., buffer and pass transistor
sizes) and wiring RC properties were computed assuming double
minimum-spaced wiring and a fully-populated cluster tile size. For
the k = 4,N = 6 architecture, the buffer was 6.1 times the minimum
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size and the pass transistor was 12.2 times the minimum. The other
architectures had larger tile sizes and used buffer sizes of 6.6, 7.6,
8.9, and 11.8. The pass transistor sizes were always chosen to be
twice the corresponding buffer size.

Within a BLE, the LUT inputs are assumed to be logically equiv-
alent and hence freely permutable. These inputs can select signals
from two independent sources: either cluster inputs or feedback
connections. The density of switches for these two regions, F61."

and Fcfb, respectively, are independently controlled. These two pa-
rameters control the sparseness of switches inside the cluster.

For connections to outside the cluster, the inputs from and out-
puts to the general routing channels are selected using switch ma-
trices with densities of FC and ch, respectively. The part of the
general routing channel that connects to the cluster is commonly
referred to as the connection block or C block.

The parameters controlling switch densities inside and outside of
the cluster are summarized in Table 3.

Each BLE output directly drives a cluster output and a local feed-
back connection. The BLE outputs are assumed to be logically
equivalent, allowing any function to be placed in any of the BLEs
of the cluster. To achieve this output equivalence, every BLE is

given the exact same input switch pattern.1
To improve routability, the routing tool takes advantage of the

input and output equivalences just described. It may also replicate
logic onto multiple BLEs in the same cluster, provided there are
empty BLEs available.

2.3 Area Model

The area model used in this paper is the same buffer-sharing
model used previously [2, 4], with a few minor changes described
below. This model is based on the unit area of a minimum-width

transistor (T), including the spacing to an adjacent transistor. As
mentioned in [4], discussions with FPGA vendors have suggested
that this, and not wiring, is the area-limiting factor.

All of the logic structures in the FPGA are modeled, including
BLEs, the LUT input multiplexers, and the cluster routing, but not
the padframe. For example, the area contribution of a pass transis-
tor depends on the transistor width, and a buffer chain depends on
the number of inverter stages as well as the required drive strength
of each stage.

The drive strength requirement for a buffer is based on fan-out
and is computed as follows. In general, it is assumed that a size B
inverter in a buffer is sufficient to drive another inverter of size 43,

or a total transistor gate width of SB. However, buffers driving the
LUT input multiplexers, i. e., the cluster input bufi‘ers, were sized
differently. These buffers must drive a larger load created by the
many levels of the LUT input multiplexer tree. This load is larger
not only due to the depth of the tree, but also because diffusion is
being driven. For these buffers, a size B was selected if the first

level fan-out of the buffer 2 was loaded by a total diffusion width
of 23, with the exception that drive strength was limited to be at
least 7x and at most 25x minimum size. These approximations were
made after examining HSPICE results [Ahmed and Wilton, private
communication].

There were a few additional improvements made to the area

1An alternative architecture with different input switch patterns for
each BLE can be built. Such an architecture would require a full
permutation stage to reorder all of the BLE outputs to the cluster
outputs and feedback connections. This could be done by fixing
Fcfl, = ch = 1.0, for example, or by using N additional N —to — l
multiplexers. We did not consider such an architecture here.

2Note that this fan-out can be significantly lower in a sparsely pop-
ulated cluster, and this area savings is counted.
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model described in [4]. The previous LUT area model was slightly
pessimistic and used the largest buffer required for all LUT inputs.
In addition, it was optimistic when estimating cluster input buffer
load, and this produced slightly understated area results. In this
paper, every LUT input buffer and every cluster input buffer was
sized according to its unique load requirements, yielding a slightly
smaller LUT area but a larger cluster tile area than previously re-
ported.

One simplification made while employing this area model was
that the routing switch sizes were chosen beforehand based on the
tile size of a fully populated cluster. As a result, the switches are
larger than required, since any area saved by employing a sparse
cluster would surely shrink the tile size. If recomputed using the
smaller sparse cluster tile size, the routing switch sizes, hence the
overall tile size, would be reduced. However, this simplification
merely implies that area savings reported in this paper are conser-
vative.

2.4 Delay Model
The delay model used here is the same path-based, critical-path

delay model used previously [2, 4]. Timing parameters for all delay
results were obtained using 0.18pm TSMC process information and
detailed HSPICE circuit models. The precise delays along each
path are computed in one of two ways, as described below.

Routing delays from the cluster output buffer to the cluster input
buffer are computed using the Elmore delay [6] of the RC-tree net-
work. The delays inside a cluster, however, are modeled as constant
worst-case delay times (either rise or fall) extracted from HSPICE
simulation results of a fully populated cluster. For example, these
constant delays measure propagation from a cluster input to a LUT
input, or the delay through the LUT.

Delay results in this paper are very conservative and may be
overstated for two principal reasons. First, the routing delay results
are overestimated because they ignore the tile size shrink that was
mentioned in Section 2.3. Consequently, the routing wirelength
parasitics and switch sizes are larger than required. Second, due to
reduced loading and smaller cluster input buffers, internal cluster
delays might be reduced if this simulation was repeated for sparsely
populated clusters.

For these two reasons, the delay model used tends to produce
pessimistic results for both components of delay: internal cluster
routing and general purpose routing. Since internal cluster routing
alone accounts for 35% of the critical-path delay on average [14],
any savings from either component would lead to a measurable
overall delay reduction.

3. METHODOLOGY

In general, the experimental methodology from [2, 4] was used.
Benchmark circuits were optimized using SIS [l3], mapped into
LUTs using FlowMap and FlowPack [5], packed into clusters us-
ing T-VPACK [9], and placed using VPR [3, 4, 10] onto the small-
est square FPGA that fits the circuit. In all experiments, the same
packing and placement was used for each unique combination of
circuit, LUT size and cluster size.

Below, the remainder of the CAD process is described, begin-
ning with details about the routing stage, then a description of the
router enhancements, and lastly a note on CAD tool parameter se-
lection.

3.1 Routing Step
The last step of the CAD flow involves routing a placed netlist

in the detailed routing architecture. The routing tool used here is
based on a modified version of VPR 4.30 which was tailored specif-
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ically for sparse clusters. This version of VPR includes the latest
timing-driven packing and placement enhancements [9, 10].

During routing, the minimum channel width required to route,
Wmm, was found using a binary search. Afterwards, a final low-
stress routing was done with W = 1.3 - Wmm tracks to compute area
and delay statistics. This procedure models the way FPGAs are
actually used; designers are seldom comfortable working on the
edge of capacity or routability.

The final low-stress routing actually failed in 34 out of 3980
(0.9%) circuit/architecture combinations, usually due to slow con-

vergence or switch pattern interference.3 To resolve this, one, two,
then three additional tracks were added to the channel. This strat-

egy was sufficient to route all but four of the troublesome cases 7
the three underlying architectures for these cases were deemed un-
routable, so they were abandoned from further consideration in this
paper.

Also, if the binary search was unable to find a reasonable min-
imum channel width (Wmm S 240) for any of the circuits, the ar-
chitecture was deemed unroutable and abandoned. Consequently,
every architectural result presented in this paper was obtained by
routing all of the benchmark circuits.

All area and delay results are averages obtained from placing and
routing the 20 largest MCNC benchmark circuits [7]. Area is com-
puted as the geometric average of the active FPGA area, which is
defined below. The geometric average ensures that the circuits are
all weighted equally, independent of the size of the circuit. Delay
results are also the geometric average of the critical-path delay for
each benchmark circuit.

Active FPGA area is the area, in units of minimum-width transis-

tor areas, of one cluster tile (including its routing) times the number
of clusters actually used by the benchmark circuit. This measure-
ment was used in [l, 2] to better distinguish packing efficiency. We
have chosen to use the active FPGA area metric here to be consis-

tent with those results.4

3.2 CAD T001 Enhancements

Originally VPR routed only to cluster input pins because fully-
connected clusters could guarantee the routability of cluster inputs
and feedback connections. Extensive modifications to VPR were

necessary to route sparsely populated clusters. For example, the
routing graph, timing graph, and netlist structures had to be altered
to accommodate the cluster feedback nets and the location of every
BLE sink. As well, other changes were necessary to permit nets to
enter a cluster more than once to improve routability.

The switch pattern generator from [8] was integrated into VPR
to create the switch patterns for the LUT input multiplexers. This
generator first distributes switches to balance the fan-in and fan-out
of each wire, usually in a random pattern. A greedy improvement
strategy is then followed which roughly maximizes the number of
distinct output wires reached by every pair of input wires. To ac-
complish this, switches are randomly selected, first in pairs, then
singly, and moved only if the fan-inl-out constraints are kept and
the aforementioned cost improves. Using this technique, the switch
patterns within a cluster are individually well-designed.

Other switch patterns in the routing fabric, namely the cluster
input and output patterns, use the original VPR switch placement
generators. Additionally, we have not attempted to optimize the
cascading of the the cluster input multiplexers and LUT input mul-
tiplexers, except as noted below in Section 4.3. This extension to
the work is nontrivial and left for future investigation.

3Of the failed combinations, 20 of them had [mm = 0 and the
remainder had F61." S 0.25.
4Note that the results in [2] use a different process technology.
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Cluster feedback connections are also sparsely populated, and
this may cause some problems during routing. In particular, there
may be too few switches to satisfy all possible feedback connection
patterns, so feedback signals are also permitted to leave the clus-
ter and re-enter through the cluster inputs. This may cause speed
degradation, or some netlists may become unroutable because all
cluster inputs are used.

There is no immediate solution for the speed degradation prob-
lem, but we address the routability problem by assuming there are
spare cluster inputs in the architecture. These spare inputs improve
routability by providing the router with more choices [8]. The num-

ber of spare inputs given, [Spam is specified prior to routing as a
fixed part of the architecture. For convenience, the packing tool
adds these as part of the netlist and the router automatically uses
them.

The effectiveness of the modified VPR router was validated

against the original version of VPR. Both routers obtained similar
delays, channel widths and area results for fully populated clusters
using a variety of cluster and LUT sizes.

3.3 T001 Parameters

In general, the packing, placement and routing tools were run
in timing-driven mode using their default parameters. Some non-
standard command line switches were used for routing 7 these are
shown in Table 4 and described in further detail below.

The number of router iterations had to be increased beyond
the default value of 30, partly because sparsely populated clus-
ters require additional routing effort. As well, large variations
were observed in delay results because the router parameter
that increases the cost of nets sharing wires between iterations
(pres_fac_mult) was too high.

The impact of reducing this parameter on runtime and average
critical-path delay of the low-stress route can be seen in Figure 2.
As well, the range of average delay values (across all benchmarks)
for each architecture is shown using error bars. This wide range
made it difficult to distinguish architectures with low delay from
those with higher delay. Clearly, increased routing effort was re-
quired to reduce the delay variation, but we feel this was time well-
spent. Without this effort, we would be unable to conclusively com-
pare the delay results of the different architectures.

For this experiment, the maximum number of router iterations
was set to 300. On average, however, the number of iterations used
increases from 23 to 160 in a manner that very closely follows the
increase in runtime. The router values shown in Table 4 were cho-
sen in reference to these results.

4. RESULTS

This section gives the area and delay results from placing and
routing 20 MCNC benchmark circuits. In all cases, only the geo-
metric average is used for FPGA area and critical-path delay. Initial
experiments determined the best routing parameters, then these pa-
rameters were used to evaluate the area and delay of sparse cluster
architectures.

4.1 Key to Curve Labels
In the following graphs, each curve represents a family of archi-

tectures pararneterized along the x—axis. Each curve label describes
the specific architecture parameters in the following order:

k N [spare Fe," Fcfb

These parameters are fully described in Tables 2 and 3. Where
the value of a parameter is given as ‘X’, that simply means the
parameter is being varied along the x—axis.
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-—| Aumon Parameters

V ' ' ninary searc *pres_fac_mult 1.3 *max_router_iterations 250 
I

|u__
I
I *pres_fac_mult 1.05 *max_router_iterations 300

Table 4: CAD tools and non-default parameters used.

 
1200 . - . - . . .- . . 1.9e-O8

average runtIme 4%
1100 min/avg/max of (avg delay) 77777x77777
1000 1.86-08
900

E 800 1.79-08 ’0?
CD 700 5
E >-

33 600 1 %
3 500 .6e-08 U

400

300 1.56-08

200 7
‘00 1.4e-O8

   
1 1.11.21.31.41.51.61.71.81.9 2

router sharing penalty factor

Figure 2: Variation in average critical path delay is shown as
a function of the router sharing penalty factor. To reduce the
variation (and the delay), longer runtime is required.

4.2 Routing Architecture Selection
To explore the sparse population of switches inside the Cluster,

it is first necessary to establish a good routing architecture outside
of the Cluster. Hence, the best values for FC and ch need to be
selected beforehand. We Chose to find the best switch density that
would give minimum area rather than delay. To generate the results
for this expediently, the number of router iterations was limited to
75, but all other parameters were left at their default values.

4.2.] Selecting F6 for minimum area

The density of switches connecting Channel wires to Cluster in-
puts in the C blocks is called FC. We wish to determine the value of
FC that would result in a minimum-area FPGA.

The Choice of FC depends on the effectiveness of the CAD tools
and the size of the C block, determined by the Channel width, W,
and the number of Cluster inputs, I . It has been our experience that
I is the most important factor influencing the Choice of FC.

Routing experiments were done for k = 7 architectures, varying
N from 2 to 9. This large LUT size was Chosen because we are
mostly interested in the effects of having a large number of Cluster
inputs. Both full (100%) and sparse (50%) population levels in-
side the cluster were tried. The 50% density was Chosen because
this was almost always routable without adding spare inputs, hence

[Ware 2 0 here.
The average low-stress Channel width required to route the

benchmark Circuits, W, is presented in Figure 3 for a variety of
FC values. Only three Cluster sizes are illustrated, but the other re-
sults are similar. From these results, it can be seen that Choosing
FC > 0.4 has little impact on Channel width. Although not shown,
this is particularly true for N > 3.

Interestingly, the Channel width results are very similar for both
sparse and fully-populated Clusters. Sparse Clusters typically re-
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Figure 3: FC impact on channel width.

quired only 2 to 4 more tracks than the corresponding fully popu-
lated ones. Hence, the sparse architecture is still quite routable at
the 50% population level.

Although Channel width is not hindered by a large value of FC,
having more switches than necessary will contribute to an area in-
crease. Figure 4 also shows the active FPGA area versus F6 for

Cluster sizes 2 and 9.5 Again, similar results were obtained for
Cluster sizes 3 through 8.

One unexpected area result is that the 50% sparse Cluster near
FC 2 1.0 always uses fewer transistors than the minimum-area
fully-populated Cluster. This can be seen in Figure 4 where point
B is lower than A, and D is lower than C. This trend holds for the

other Cluster sizes as well. Hence, it is better to sparsely populate
the Clusters than the general routing, a non-intuitive result. One
reasonable explanation for this is there are about twice as many
LUT input multiplexers as Cluster input multiplexers, even though
the Cluster input multiplexers can easily have twice as many inputs
(based on the Channel width).

Another result shown in Figure 4 is a significantly larger area
reduction for N = 9 than N = 2. The reduction is so large that
the N = 9 architecture goes from using more area (curve C) than
the corresponding N = 2 architecture (curve A) to using less area
(curves D and B). This result shows how sparse Clusters can shift
the optimum design point towards larger Clusters. For example,
in this k = 7 architecture, the fully-populated Cluster should con-
tain between 4 and 6 LUTs to be area-efficient. However, the 50%

sparsely-populated Cluster should contain between 4 and 9 LUTs.
Further investigation of different Cluster sizes is left as future work.

The values of FC producing the lowest area for each Cluster size,
i. e., for each value of I , are shown in Figure 5. It is remarkable that

5Notice that the sparse FC 2 1.0 result is missing for N = 9 in Fig-ures 3 and 4 because VPR was unable to route the clma Circuit

under low-stress conditions due to slow convergence.
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Figure 4: FC impact on area for cluster sizes of 2 and 9. Intermediate cluster sizes gave similar results.

the sparse and fully populated cluster results are so similar. This
can be partly attributed to the relative flatness near the minimum
area. For N = 9, varying FC from 0.1 to 0.5 causes less than 5%
change in area. Hence, precise FC selection is not critical, provided
it is large enough to be routable, yet not wastefully large.

For the remainder of the results in this paper, it was determined
that a fixed value of FC would not significantly hinder area results.
Rather than using the minimum-area FC values from Figure 5, we
felt that having a few more switches in the routing (by having a
slightly larger F6) would be helpful as clusters were made even
more sparse (internally). This is especially important because no
effort was made to tune the two switch patterns together and we
wished to avoid possible interference patterns. Hence, we chose
to set FC 2 0.5 for the N = 6 architectures and FC 2 0.366 for the

k = 7,N = 10 architecture. These particular values were chosen
because they were used in previous work [2, 4] and this gives us
the most comparable results.

4.2.2 Selecting Fem

Previous experiments have shown that ch = l/N is adequate
for routing in fully populated architectures [4]. Considering the
similarity of the FC area results between sparse and fully popu-
lated architectures, it was decided that modifying ch would have
insignificant impact in a sparsely connected architecture. Hence,

ch = l/N was used for all results.

4.3 Partitioning of Cluster Inputs
Additional net delay can be caused by sparsely populated clus-

ters because some LUT inputs may not be reachable from particu-
lar sides of the cluster. For example, consider the case when some
LUT input connections have already been formed, and the last re-
maining input signal is being made. A lack of switches inside the
cluster may cause that net to enter the cluster from a more distant
side. The result is increased delay.

We investigated this problem by trying a single switch matrix for
all cluster inputs, and one which was partitioned into four smaller
switch matrices, one for each input side. The partitioned matrix
addresses the above problem by ensuring that all of the cluster in-
puts from any particular side can reach all of the LUT inputs. It
also has a weakness though: these smaller switch matrices are not
carefully designed to couple together well. Each partitioned matrix
is derived from the same basic switch pattern, but each has its own
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Figure 5: Best FC corresponding to minimum area as a function
of I cluster inputs.

permutation of the rows (or outputs) to balance the fan-in of the
LUT inputs. These matrices, but not the permutation pattern, are
illustrated in Figure 1.

Both switch designs were routed in a k = 7, N = 10, Fem ==Fcfb
0.43 architecture. Both designs required identical transistor area,
and the partitioned matrix was only about 1% faster. Although this
is not significantly faster, it was used for subsequent results in this
paper since it may help with some pathological cases.

4.4 Sparse Cluster Area Results
The primary motivation for depopulating clusters is to reduce the

area, and subsequently the cost, of an FPGA. In Section 4.2, it was
determined that simply depopulating the cluster to 50% is more
effective at reducing area than choosing the proper value of FC. In
this section, further depopulation of the cluster is explored.

To reduce the number of routing experiments, it was decided to
fix the cluster size to N = 6 and vary the LUT sizes from 4 through
7. That particular cluster size was selected because it generated
near-minimum area and area-delay results for fully populated clus-
ters with all of these LUT sizes. The larger LUT sizes are especially
interesting because they require larger input switch matrices, hence
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Figure 6: Active FPGA area of fully and sparsely populated clusters.

offering more potential for depopulation. One additional architec-
ture with k = 7,N = 10 was chosen to study an even larger number
of inputs entering the Cluster.

A number of preliminary routing experiments were run with a

wide range of values for Fem and Fcfb. From these results, which
are not shown here, it was confirmed that Fcfl, has less influence on
area. As Fm was reduced below 50%, a number of circuits would
no longer route. It was determined that Fm of 50% (or 3/7 = 43%
for k = 7) was as low a value as could be tolerated. Similar prelim-
inary sweeps indicated that Fem 2 0.5 was nearly always routable,
so area reduction should concentrate on more sparse values.

The area results from routing the four LUT sizes are shown in
Figure 6. In these graphs, each curve represents the geometric av-

erage of active FPGA area for a fixed value of Fcin' The number
of spare inputs is varied along the x—axis. The sparse cluster re-
sults should be compared against the bold curve representing the
fully-populated cluster area.

The most apparent trend in these curves is a gentle dip, then a

general upward climb in area as [mm is increased. The upward
trend is an expected result, since the spare inputs will require addi-
tional cluster input multiplexers. The dip is caused by a rapid initial
decline in average Channel width, which then gradually reaches a
5% to 20% reduction (10% is typical).

A number of data points are missing in Figure 6, specifically for

small [spam values. This is because one or more benchmark circuits

could not be routed on the architecture. Hence, although they con-
tribute to area reduction in only a few cases, it is essential to have
these spare inputs to make sparse clusters routable. Typically, be-
tween two to five spare inputs are required to make the architecture
routable and attain the lowest area.

The lowest-area architectures from Figure 6 are summarized in
Table 5. As well, the large N = 10 cluster architecture is included.
With these architectures, a 10 to 18% area savings is achieved. As
mentioned earlier, between two and five spare inputs is sufficient
to achieve most of this savings, which is surprising since this only
about one spare input per side.

A breakdown of the cluster tile area is given Table 6. For 4-
input LUTs, there was a slight decrease in routing area because
the spare inputs helped reduce average Channel width. The 5- and
6-input LUTs cases did not achieve the same benefit because the
spare inputs contributed more to area than the amount saved by the
slight Channel width reduction. The two 7-LUT architectures had
an increase in routing area due to the spare inputs and a Channel
width increase. However, the sparse switch populations produced a
net area savings of 14% and 18%, with the larger cluster benefitting
more. With respect to the entire tile, depopulating the clusters was
very effective at reducing the relative LUT input multiplexer size
from the 2433% range down to 12718%.

One very interesting result from this data is that a sparse cluster
of six 6-input LUTs is slightly more area-efficient (3%) than six
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Table 5: Active FPGA area savings obtained by depopulating switches inside the cluster.

Fully Populated Cluster
Total LUT+FF Routing

Architecture
N

2267
3080
4109
5146

11765
 

Tile Area (Number of Minimum-Width Transistor Areas)
Best-Area Sparse Cluster

LUT Input MuX Total LUT+FF Routing LUT Input MuX

(24.4%) 1430
(27.4%) 1753
(28.7%)
(26.2%) 1928
(33.5%)

(17.1%)
(17.6%)
(17.1%)
(11.4%)
(15.0%)

6732 2115

12990 4298

Table 6: Breakdown of cluster tile area. The routing area is an arithmetic average for all circuits.
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Figure 7: Delay decreases with LUT size.

4-LUTs in a sparse cluster. This is a departure from previous work
which has consistently shown that 4-LUTs achieve lower area, al-
beit in fully populated clusters. The reason for this difference is
simple: larger LUTs provide more opportunity for depopulation.
This concept is supported by previous work which has shown that
sparse crossbars with more outputs require fewer switches for the
same level of routability [8].

4.5 Sparse Cluster Delay Results
As mentioned earlier, reduced switch densities may cause an in-

crease in delay due to an increase in bends or wire use to achieve
routability. Although delay may decrease for other reasons such
as reduced loading, we chose to be conservative and ignore these
possible benefits.

The curves in Figure 7 show the impact that varying the LUT size
has on delay for a few of the N = 6 architectures. The curve labels
identifying the architectures have been omitted for clarity, since
only trends need to be observed. The important thing to notice is
that, for all architectures, delay goes down as k increases.

 

delay(3)

  
Figure 8: Delay is not influenced by Fcin' Similar results indi-

cate it is not influenced by [spam or Fm.

Similarly, Figure 8 shows the change in delay as the switch den-

sity Fcin is varied. It is apparent in the graph that curves of the same
LUT size are all grouped together. In particular, the 4- and 5-LUT
data is easily distinguished from the 6- and 7-LUT data. The flat-

ness of all of these curves illustrates how little impact Fcin has on
delay.

Analysis of delay while varying [spam or Fcfl, shows the same re-
sult: delay is independent of these parameters. Even though sparse
clusters present a challenge to the router and remove many choices,
and even though some feedback connections must leave the clus-
ter and re-enter through the general-purpose routing, the router still
has enough freedom to ensure that nets on the critical path remain
on the fastest paths to the critical sinks.

4.6 Sparse Cluster Area-Delay Product
The previous two sections presented results indicating the 6-LUT

had the lowest area and the 7-LUT had the lowest delay. When the
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Figure 9: Area-delay product results for fully-populated and best-area sparse architectures.

Average Runtime (seconds) | Average # Routing Iterations 
VPR 4.30 Modified VPR I VPR 4.30 Modified VPR

k N Fully Populated —| Fully Populated
70 84 86
 
 72  
 

 
 93 91

84 86
88
96

Table 7: Average runtime and number of routing iterations for the final low-stress route (arithmetic averages of 20 benchmarks).
Runtimes were collected on an 866MHz Pentium III computer with 512MB of SDRAM.

area and delay results are combined in the form of an area-delay
product, the 6-LUT emerges as the superior logic block choice.
This metric is important because it indicates when the best trade-
off is being made between using an additional amount of area for a
similar relative gain in clock rate (or vice versa). For example, it is
directly useful in FPGA-based computation because the computa-
tion rate is a product of both the clock rate and parallelism.

The best sparse area-delay product organizations are compared
to their fully-populated versions in Figure 9. The area-delay prod-
uct improves for every LUT size due to the area reduction. The
overall best sparse architecture containing 6-LUTs is about 14%
more efficient than one containing 4—LUTs, and about 22% more
efficient than the traditional fully-populated 4—LUT cluster.

4.7 Routing Runtime with Sparse Clusters
The removal of switches inside the cluster also removes the

routability guarantee of the cluster. Consequently, the router must
pay attention to all of the wires and switches within the cluster, so
it is expected that additional runtime effort is required to complete
the route.

The average runtime and average number of iterations required
for routing the different architectures are shown in Table 7. Results
are presented for fully populated clusters to compare the original
VPR 4.30 to the modified one. As well, the modified VPR can be

compared against itself to study the additional impact of routing the
best-area sparse clusters.

Generally, the modified VPR currently runs about three to four
times slower than the original version when fully populated clusters

are used. Even though runtime has increased, the number of router
iterations used is practically unchanged. The main reason for the
slowdown comes from the increased number of wires and switches
in the architecture that must be examined with each iteration: all

cluster inputs now have connections to many LUT inputs, and nets
are allowed to enter a cluster more than once. This causes the router

to evaluate many more routing paths before making a decision.
It is worthwhile to note that having larger LUT sizes and clus-

ter sizes reduces the amount of work that VPR 4.30 must do, so
runtime decreases. This benefit was not realized in the modified

VPR because the amount of wiring inside the cluster also increases,
keeping runtime relatively flat.

The additional runtime needed to route the best-area sparse ar-
chitectures is also shown in Table 7. For k = 4,5,6 the runtime
and the number of iterations is similar, for k = 7 runtime nearly

doubled and the number of iterations increased by 25730%.6 This
increase in the average is caused by a large increase in four of the
normally difficult-to-route circuits. The need for more router it-
erations indicates these architectures are barely routable, probably
because Fem is so low, even though these circuits are being routed
using the low-stress channel width.

Increasing routability by increasing [mm to 15 for the
k = 7, N = 10 architecture reduced runtime to 210 seconds and 97

iterations. Hence, the amount of area savings can also be balanced
against the runtime effort.

6The amount of searching done in each iteration may increase as
the search space expands, so each iteration’s runtime may increase.
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5. CONCLUSIONS

This work has studied the area and delay impact of sparsely pop-
ulating the internal cluster connections in a clustered architecture.
At the expense of three to four times the compute time, an area
savings of 10 to over 14% was realized by sparsely populating the
cluster internals of 4-, 5-, 6—, and 7-input LUT architectures con-
taining 6 LUTs per cluster. A larger cluster size of ten 7-LUTs
obtained an 18% area savings. It was also observed that the addi-
tional router effort and reduced routing flexibility did not degrade
critical-path delay.

A fixed number of spare inputs were added to each cluster.
These inputs are used only by routing, and are not used or re-
quired for packing. By adding up to 15 spare inputs, the channel
width decreased by about 10% in most architectures, whether full
or sparsely populated. Although sparse clusters on their own im-
pose a small increase in channel width, the spare inputs reduce the
channel width, resulting in a small, net savings.

The channel width reduction typically produced a net savings in
routing area alone when up to seven spare inputs were added, but
resulted in a net increase thereafter. Of course, the cluster area (ex-

cluding the routing) always increased with the addition of spare in-
puts. However, this area increased at a slower rate in more sparsely
populated clusters, as expected. When added to the routing area,
most architectures became less efficient after more than five spare
inputs were employed.

The increase in routability and decreases in channel width and
area indicate that it is best to force the packing algorithm to leave a
few spare inputs (two or three) for the router.

One interesting outcome of this work is that, contrary to popular
belief, it is more area-efficient to depopulate only the LUT input
multiplexers than it is to depopulate only the cluster input multi-
plexers (i.e., the C blocks) in the general routing. The reason for
this is that, due to input sharing in a cluster, there are about twice as
many LUT input multiplexers than cluster input multiplexers. Of
course, depopulating both regions provides even more savings.

Another interesting observation is that 6-LUTs become more
area efficient than 4-LUTs when sparse clusters are employed. This
was entirely attributable to the more sparse pattern that could be
used in the 6—LUT case.

The area and delay results in this paper used conservative esti-
mates and ignored secondary effects which would improve results
further. In particular, the tile size and the subsequent routing switch
size reduction from sparse cluster use should lead to additional area
and delay reduction. Delay improvement may also come from re-
duced loading inside the cluster and by generally using larger clus-
ter sizes, which are more area-efficient when using sparse clusters.

It is reasonable to expect that larger cluster sizes may produce
an even larger area savings due to the large amount of area concen-
trated in the LUT input multiplexers.

Future work in this area will include effort to jointly design the
LUT input switch matrices with the cluster input multiplexers to
avoid switch pattern interference. Additional constraints such as
carry chains or other local routing may impact sparse cluster de-
sign and should be evaluated. A wider variety of cluster sizes,
particularly the effectiveness of large clusters, should also be ex-
plored. The area savings from sparely populated clusters will re-
duce tile size, but the subsequent area and delay reduction from us-
ing smaller routing switches should also be quantified. The delay
improvements arising from reduced loading and larger cluster sizes
should be investigated. Also, efforts should be made to improve the
runtime of the router while still retaining the area savings.

An interesting extension of this work would involve tighter cou-
pling with the packing stage. For example, under special circum-

VENKAT KONDA EXHIBIT 2005

stances, it may be reasonable to have the packing tool use the spare
inputs reserved for routing. Before doing this, it could first do a
routability test to verify whether the potential cluster of logic blocks
is routable. Since this shouldn’t be a common case, it can be done

with reasonable CPU effort. This may increase the usefulness of
the FPGA architecture for subcircuits which have wide fan-in (or

poor input sharing), such as finite state machines.
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Abstract — The Benes network consists of back-to-back butterflies. There exist a number of topological

representations that are used to describe butterfly - like architectures. We identifiv a new topological representation

ofBenes network. The significance of this representation is demonstrated by solving two problems, one related to

VLSI layout and the other related to robotics. An important VLSI layout network problem is to produce the smallest

possible grid area for realizing a given network. We propose an elegant VLSI layout of r-dimensional Benes

networks using this representation. The area of this layout is O(22r) whereas the lower bound for the area of the
VLSI layout ofBenes networks is O(22r). This lower bound is estimated by applying Thompson result.

Keywords: Butterfly network, Benes network, VLSI layout problem

1.0 Introduction and Background

A multistage network consists of a series of switch stages and interconnection patterns, which allows N

inputs to be connected to N outputs. A multistage network uses dynamic interconnection to allow

communication paths to be established as needed for the transfer of information between 1/0 nodes. In

massively parallel computing, interconnection networks remain to be one of the most critical components.

Multistage interconnection networks (MINs) have long been used as the communication network for

parallel computers. The main advantages of MINs are their high bandwidth O(N), low diameter O(log N),

and constant degree switches. Multistage networks have been used in commercial machines, such as the

BBN, CM 5 and Meiko [8]. The butterfly and Benes networks are important multistage interconnection

networks, which possess attractive topologies for communication networks [10]. They have been used in

parallel computing systems such as IBM SPl/SP2, MIT Transit Project, and NEC Cenju-3, and used as

well in the internal structures of optical couplers, e.g., star couplers [10, 13].

We represent networks as undirected graphs whose nodes represent processors and whose edges

represent inter-processor communication links. An embedding of undirected graph, G, in another, H,

comprises a one-to-one assignment of the nodes in G to nodes in H, plus a routing of each edge of G

within H that is, an assignment of a path in H connecting the images of the endpoints of each edge in G.

The set of nodes V of an r-dimensional butterfly correspond to pairs [w, i], where i is the

dimension or level of a node (0 S i S r) and w is an r-bit binary number that denotes the row of the node.

Two nodes < w, i > and < w ’, i’> are linked by an edge if and only ifi’ : i + 1 and either:

1. w and w ’ are identical, or

2. w and w ’ differ in precisely the ith bit.
The edges in the network are undirected. An r-dimensional butterfly is denoted by BF(r).
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An r-a’t'menstonal Benes network has 2r+l levels, each level with 2r nodes. The level zero to level

r vertices in the network form an r-dimensional butterfly. The middle level of the Benes network is shared

by these butterflies [9]. As butterfly is known for FFT, Benes is known for permutation routing

(rearrangeable network). An r-dimensional Benes is denoted by B(r). Figure 1 shows a B(4) network. All

the results in this paper are discussed only for Benes since the results corresponding to butterfly can be

derived as a particular case.

One of the important parameters used to evaluate parallel architectures is symmetry. Other

considerations are: bisection width, wire length (layout aspects), existence of optimal communication

techniques such as routing and broadcasting, node disjoint paths (fault tolerance), and recursive

decomposition (or scalability). Symmetry is helpful for solving issues related to VLSI design. A VLSI

layout for a network is characterized as an embedding within a two-dimensional grid, which assigns

nodes of a graph G to points in the grid together with an (incidence preserving) assignment of the edges

of G to paths in the grid. The paths of the layout are restricted to follow along grid tracks and are not

allowed to overlap for any distance (although a vertical path segment may cross a horizontal path

segment). If they change direction at this point, it is called a knock-knee [5]. In addition, the paths may

not cross nodes to which they are not adjacent [2].

1.1 Mathematical Definition of a VLSI Layout

Following [1], a VLSI layout L(0L, p) of an N—node graph G(V, E) in an m X n grid M, where N S mn, is

an embedding (a, p) of G into M[m, n] where a is a one — one mapping from V(G) into V(M) and p =

{P(u, v) / (u, v) is an edge of E(G) and P(u, v) is a path of M joining (1(u) and a(v)}. The routing paths of

p collectively satisfy the following conditions:

0 Distinct routing paths in the grid are edge-disjoint, so that the embedding that embodies a layout

has unit congestion in the grid.

0 A routing path P(u, v) traverses over no image node (1(w) where w is in V(G) and w 7’: u, v.

A VLSI layout problem of a graph G is to produce an area-efficient layout for G. It is shown that a VLSI

layout problem of a forest of trees is NP - Complete [2]. The butterfly graphs have different

representations including Omega network, the flip network, the baseline, and the reverse baseline

networks. Each representation exhibits different characteristics [1, 5, 9, 13]. In other words, the butterfly

network is drawn in different ways to exhibit different properties. In this paper, we introduce a new

representation of Benes network, which helps solving the VLSI layout problem in Benes networks. We

focus on laying out the Benes network on a square grid. Our aim is to produce an efficient VLSI layout of

Benes without knock-knees. Our VLSI layout of B(r) is a square area. The area of this layout is (26m — 1)

(20m 5 l) which is O(22r). This is satisfactory since the lower bound of the area of a VLSI layout of B(r)
is O(2 1).

2.0 Proposed VLSI Representation of Benes Network

In this section, we discuss a representation of Benes network, which is suitable for VLSI layout. The

proposed representation is shown in Figure 2. To avoid confusion between the two representations of

Figure l and Figure 2, the representation in Figure 1 will be called Rearrangeable representation of

Benes and the representation in Figure 2 will be called VLSI representation of Benes. A similar

representation for butterfly is studied by Dinitz et. al. [5, 15].

The proposed VLSI representation of Benes network is constructed recursively as follows: Two

(r-l)-dimensional Benes networks B(r — 1) form mirror images with respect to an array of level 0 and

level 2r nodes. Each 4-cycle is drawn as a diamond. Particularly, the level 0 and level 2r nodes are the
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vertices belonging to chordless 4-cycles in the diamond formation bridging the two (r-l)-dimensional

Benes networks B(r — 1). See Figure 2. This representation provides a structural visualization, an in-

depth understanding about the cyclic properties and the organization of spanning trees of Benes networks.

The description of cyclic structures is an important problem in graph theory. The following

observations of Benes network, which are similar to butterfly, are straightforward from the VLSI

representation given in Figure 2.

Lemma 2.1 [10]:

A Benes network is bipartite.

2. No two 4-cycles of B(r) have a common edge.

1.

3. The edge set E of B(r) is disjoint union of 4-cycles, that is, there are 2r X 2072) number of 4-
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Figure 1: Rearrangeable representation of Benes B(4)
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Even though the Benes network consists of back-to-back butterflies, there is a subtle structural difference

between Benes and butterfly. See Figure 7. The removal of level 0 nodes of BF(r) leaves two disjoint

copies of BF(r — 1). In the same way, the removal of level r nodes of BF(r) leaves two disjoint copies of

BF(r — 1). This recursive structure can be viewed in another way. The removal of level 0 nodes and level r

nodes (removal of all nodes of degree 2) of BF(r) leaves 4 disjoint copies of a BF(r — 2). However the

removal of level 0 nodes and level 2r nodes (removal of all nodes of degree 2) of B(r) leaves 2 disjoint

Page 227 of 626 IPR2020-00262

copies of a B(r — 1). In other words, the butterfly has dual symmetry, which the Benes does not have.

3 1

i ..a,:44.1.H...c9.,WW-.EL.«H, N
w 

Figure 2: VLSI representation of Benes B(4).

Proof: We apply induction on the dimension of Benes B(r). Both l-dimesional Rearrangeable

representation and l-dimesional VLSI representation are cycles of length 4. Let us assume that (k-l)-

dimensional Rearrangeable representation and (k-l)-dimensional VLSI representation of Benes are

Lemma 2.2: The Rearrangeable and VLSI representations of Benes are isomorphic.

isomorphic.

Now let us show that the k-dimensional Rearrangeable representation and the k-dimensional

VLSI representation of Benes are isomorphic. Remove nodes of degree 2 (level 0 nodes and level 2k

nodes) from both k—dimensional Rearrangeable representation and k-dimensional VLSI representation. By
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induction hypothesis, the resultant Benes networks are isomorphic. The nodes of degree 2 (level 0 nodes

and level 2k nodes) of both k-dimensional Rearrangeable representation and k-dimensional VLSI

representation are organized in the same way as follows: The level 0 nodes [0u2---uk,0] and [1u2---uk,0] are

adjacent to level 1 nodes [0u2---uk,1] and [1u2---uk,1] respectively. In the same way, level 2k nodes

[0u2---uk,2k] and [1u2---uk,2k] are adjacent to level (2k — 1) nodes [0u2---uk,2k — 1] and [1u2---uk,2k — 1]

respectively. Vloreover, these nodes form a chordless cycle of length 4. These 4-cycles are edge disjoint

with the rest of the graph. Hence both Rearrangeable representation and VLSI representation are

isomorphic.
    

3.0 A Simple VLSI Layout of Benes Network

Avior et. al. [1] have estimated that the r-dimensional butterfly network can be laid out in area (1 +

o(1))22r while no layout of the network can have area smaller than (1 — 0(1)) 225 Dinitz et. al. [5, 15] have
presented a layout whose encompassing rectangle is of area (1/2) 22r+o(22r), but this rectangle is 45°
slanted w. r. t. the grid axes. There are different models of VLSI layouts for butterfly-like architectures

[14, 15, 16]. Even though Benes network consists of back-back butterflies, these models of VLSI layouts

of butterfly are not extendable to Benes. In this paper we provide a simple square VLSI layout without

knock-knees for Benes which is of course applicable to butterfly networks too.

In the VLSI representation of Benes network, each 4-cycle is represented as a diamond. The 4-

cycles with level r nodes of B(r) are in pairs. We call them “Nested diamonds Other 4-cycles are called

“Normal diamonds In Figure 2, the siX vertices [0000,3], [0000,4], [0000,5], [0001,3], [0001,4] and

[0001,5] form a pair of nested diamonds. Notice that a pair of nested diamonds contains 6 nodes inducing

two 4-cycles. Similarly, the four vertices [0000,2], [0000,3], [0010,2] and [0010,3] form a normal
diamond.

VLSI Layout Algorithm and its Proof of Correctness

Our construction of VLSI layout of Benes is done in 3 steps:

Step 1: Draw the VLSI representation of Benes as in Figure 3.

Step 2: Each normal diamond is stretched to a rectangle as in Figure 4.

Step 3: Each pair ofNested diamonds is stretched along the grid lines as in Figure 5.

 
Figure 3: Step 1 — Drawing Benes B(3) on a Grid
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Figure 5: Step 3 - A pair of Nested Diamonds is stretched on grid axis.

The resultant layout is given in Figure 6. Now we claim that this grid embedding is indeed a VLSI layout.

The proof of correctness is straightforward using induction hypothesis. Suppose it is true for (k — 1)-

dimensional Benes. For a k-dimensional Benes, it is enough to consider the 4-cycles (normal diamonds)

at level 0 and level 2k nodes. By the very structure of the VLSI representation of Benes, it is easy to see

that the 4-cycles (normal diamonds) at level 0 and level 2k nodes can be drawn as a rectangle without

violating VLSI requirements.
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Figure 6: A VLSI layout of Benes B(3)

Area of this layout and Lower Bound for the Area of the VLSI Layout of B(r)

Let us now estimate the area of this VLSI layout of B(r). All the level 0 and level 2r nodes are placed in

one horizontal grid axis with exactly one vertical grid axis between any two of these nodes. In the same

way, all the level r nodes are placed in a vertical grid axis with exactly 3 horizontal grid axes between any

two of these nodes. This observation is straightforward and it can be easily proved by induction. Thus, the

area of this layout of B(r) is (20m — 1) (20m — l) which is 0(22r). Thompson [12] showed that, up to a
constant factor, the layout area can be no less than the square of the bisection width. Since the bisection

width of r-dimensional Benes network is 0(2‘) [8], the lower bound for the area of VLSI layout of Benes

networks is 0(22r).
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4.0 Conclusion

Even though this paper focuses on Benes networks, all the results are applicable to butterfly too. We

provide a simple VLSI layout without knock-knees for Benes network. This VLSI layout of B(r) is laid in

a square area. The area matches with the lower bound up to a constant factor.

Though wrapped butterfly is a butterfly-like architecture, it is not straightforward to extend these

results to wrapped butterfly. The NP complete problems such as achromatic number problem and

minimum crossing number problem [2,6] are open for Benes and butterfly networks. It is interesting to

see whether these problems can be solved using this representation.
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DATA MOVEMENT TECHNIQUES FOR THE PYRAMID COMPUTER*

RUSS MILLER'l‘i AND QUENTIN F. STOUTT§

Abstract. The pyramid computer was initially proposed for performing high—speed low—level image

processing. However, its regular geometry can be adapted naturally to many other problems, providing
eflective solutions to problems more complex than those previously considered. We illustrate this by
presenting pyramid computer solutions to problems involving component labeling, minimal spanning forests,
nearest neighbors, transitive closure, articulation points, bridge edges, etc. Central to these algorithms is
our collection of data movement techniques which exploit the pyramid’s mix of tree and mesh connections.

Our pyramid algorithms are significantly faster than their mesh-connected computer counterparts. For

example, given a black/ white square picture with n pixels, we can label the connected components in 0(n lM)
time, as compared with the 0011”) time required on the mesh-connected computer.

Key words. pyramid computer, graph-theoretic algorithms, image processing, component labeling,
mesh-connected computer

AMS(MOS) subject classifications. 68Q25, 68Q20, 68U10

1. Introduction. Pyramid—like parallel computers have long been proposed for

performing high-speed low-level image processing [4], [17], [24], [32], [34]. The

pyramid has a simple geometry which adapts naturally to many types of problems,

and which may have ties to human vision processing. The pyramid can be projected

into a regular pattern in the plane, which makes it ideal for VLSI implementation,

providing thousands or millions of processing elements. At least three pyramid com-

puters for image processing are currently being constructed [12], [23], [30].

There is no reason to limit pyramid computers to low—level image processing.

They can be adapted to many other problems, and should be considered as alternatives

to machines such as the mesh—connected computer. To show this, we present several

new fundamental pyramid computer algorithms which are significantly faster than

their mesh-connected computer counterparts. These algorithms solve problems in graph

theory, image processing, and digital geometry.

The pyramid computer we consider is a combination of tree and mesh structures.

Complete definitions appear in § 2, with the essentials being that a pyramid of size n

has an nl/zx n”2 mesh-connected computer as its base, and log4 (n) levels of mesh—

connected computers above. A generic processing element (PE) at level k is connected

to 4 siblings at level k, 4 children at level k — 1, and a parent at level k+ 1. (See Fig. 1.)

To date, the literature on pyramids primarily consists of two classes of algorithms.

The first concentrates on the tree structure, using child—parent links. Examples of this

are the component labeling in [6], [29], the feature extraction in [20], the median

filtering in [3 1], the selection in [25], the single-figure convexity in [15], and the polygon

construction in [21]. These algorithms work efficiently only when the amount of data

* Received by the editors August 23, 1983; accepted for publication (in revised form) Janaury 20, 1986.
This research was supported by the National Science Foundation under grant MCS-83-01019.

T Mathematical Sciences, State University of New York, Binghamton, New York 13901.
iPresent address, Department of Computer Science, State University of New York, Buffalo, New York

14260.

§ Present address, Department of Electrical Engineering and Computer Science, University of Michigan,
Ann Arbor, Michigan 48109.
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level 2

level 1

base levelo

 
FIG. 1. A pyramid computer ofsize 16.

can be drastically reduced; otherwise too much data must pass through the apex,

creating a bottleneck. The second class of algorithms concentrates on the mesh,

essentially ignoring everything above the base. Examples of this are the sorting and

median filtering in [25], matrix multiplication, and the multiple-label convexity in [15].

Reference [25] shows that the excessive data movement requirements of sorting force

any pyramid algorithm to take 001‘”) time. Since the base mesh can sort in 0(n1/2)

time, the mesh oriented approach to sorting is within a multiplicative constant of being

optimal.

In this paper, we consider a third class of algorithms which utilizes both types of

connections. The basic approach is to reduce 0(n) pieces of intial data, stored one

piece per base PE, down to O(n'/2) pieces of data from which the desired result can
be obtained. As has been noted for other models [10], [16], [18], this final information

should be quickly moved to a region where interprocessor communication is as fast

as possible, and once the answer has been obtained the results should be quickly

moved to their final locations. For the pyramid this suggests moving the 0(n1/2) pieces
to the middle level, which is an n 1”x n”4 mesh. The movement to and from the middle

level is often the most time-consuming part of the algorithm, so we have developed a

collection of efficient operations for performing these data movements, as well as

techniques for reducing the amount of movement required.

These new data movement operations are presented for several algorithmic

strategies, such as divide—and-conquer, and for various formats of the input data. They

are used in several difierent algorithms, some of which solve various versions of the

connected component labeling problem defined in § 2. In § 3, we use the pyramid read

and pyramid write operations in an algorithm which labels the components of a graph

of 0(n1/2) vertices in BM”4 log (11)) time, where the graph is given as unsorted edges
stored one per base PE. In § 4, we show that if the input is organized as an adjacency

matrix, then the faster pyramid matrix read and pyramid matrix write Operations reduce

the time to 0(n1/4). In § 5, we consider input which is a digitized black/white picture,
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for which we wish to label the black figures. Since each black pixel is a vertex, there

may be 0(n) vertices, but the geometry of the situation allows us to use the funneled

read operation to complete the labeling in 6(n1/4) time. These times are far better than
the 0(nl/2) required on a mesh-connected computer of size n [2], [18], [37].

Section 5 also introduces the operation of reducing a function over a cross-product.

This is used to solve a nearest neighbor problem in which for each black component

we wish to determine the label of and distance to the nearest black component. This

operation is somewhat unusual in that once the relevant data has been collected at

the proper level of the pyramid, it is then spread downward to finish the calculations.

In § 6, we give the detailed implementations of the data movement operations

and also consider the optimality of our algorithms. In § 7, we extend the operations

to pyramids of other dimensions. Throughout the paper we also solve related problems,

such as marking minimal weight spanning forests, finding the transitive closure of a

symmetric boolean matrix, marking articulation points, and deciding if a graph is

bipartite.

2. Definitions. The mesh-connected computer (MCC) ofsize n is a single instruction

stream-multiple data stream (SIMD) machine in which n processing elements (PEs)

are arranged in a square lattice. (We assume that n is a perfect square.) PE (i, j),

léi,j§n”2, is connected via unit-time communication links to PBS (ii1,j) and

PBS (i,j:t 1), assuming they exist. See [7], [14], [16], [18], [33] for an overview of the
MCC.

A pyramid computer (PC) of size n is an SIMD machine that can be viewed as a

full, rooted, 4-ary tree of height log, (n), with additional horizontal links so that each

horizontal level is an MCC. A PC of size n has at its base an MCC of size n, and a

total of (4/3)n—(1/3) PBS. The levels are numbered so that the base is level 0 and

the apex is level log4 (n). A PE at level i is connected via bidirectional unit—time

communication links to its 9 neighbors (assuming they exist): 4 siblings at level i, 4

children at level i— 1, and a parent at level i + 1. (See Fig. 1.) We make the standard

assumptions that each PE has a fixed number of words (registers), each of length

6(log (n)), and that all operations take unit time. Each PE contains registers with its

row, column and level coordinates, the concatenation of which provides a unique label

for the PE. (These registers can be initialized in 6(log (n)) time if necessary.)

We will illustrate the use of our data movement techniques by giving solutions to

a variety of problems. Each problem involves a graph G =(V, E) where V is the set

of vertices and E is the set of edges. The graph can be expressed in various forms:

(a) Unordered edge input. The edges of the graph are initially distributed in a

random fashion throughout the base of the PC, no more than one edge per PE.

(b) Adjacency matrix input. PE(i, j) at the base of the PC contains entry A(i, j)

of the adjacency matrix A of the graph.

(c) Digitized picture input. A digitized black/white picture is initially stored one

pixel per PE in the base of the PC. The vertex set consists of the black pixels, where

neighboring black pixels have an edge between them.

The problems we solve are the following:

(1) Component labeling. The input to the problem is an undirected graph G:

(V, E), given in any of the three input formats. We assume that the elements of V

have a linear order. The component labeling algorithm assigns to each vertex a

component label, where two vertices receive the same component label if and only if

there is a connected path between them. In this paper, the component label will be

chosen to be the minimum label of any vertex in the component.
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(2) Minimal spanningforest. Given a weighted undirected graph, mark the edges

of a minimal weight spanning tree for each component of the graph. The input format

can be unordered edges or a weight matrix.

(3) Nearest neighbor. Given a digitized picture at the base of the PC with its

components already labeled, calculate for each black component the label of the

component nearest to it and its corresponding distance. Any 1,, metric can be used to
measure the distance.

(4) Transitive closure. Compute the transitive closure of a symmetric boolean

matrix initially given at the base of the PC.

(5) Bipartite graphs. Given an undirected graph G = (V, E ), decide if G is bipar-

tite. That is, decide if V can be partitioned into sets V1 and V2 so that each edge of

G joins a member of V1 to a member of V2.

(6) Cyclic index. Compute the cyclic index of an undirected graph G=(V, E),

where the cyclic index of G is the largest number s so that V can be partitioned into

sets V(0), . . . , V(s—l), such that for any edge (x, y), if x is in V(i) then y is in

V((iil) mod s).

(7) Bridge edges. Given an undirected graph, decide which edges are bridge edges,

where a bridge edge is an edge whose removal increases the number of components.

(8) Articulation points. Given an undirected graph, decide which vertices are

articulation points, where a vertex is called an articulation point if its removal (along

with its incident edges) increases the number of components.

(9) Biconnectivity. Given an undirected graph, decide if all components are bicon-

nected, where a component is said to be biconnected if, for any two points in the

component, there are two disjoint paths between them.

3. Graphs as unsorted edges. In this section, we assume that the graphs are given

as unsorted edges stored one per PE at the base of the pyramid, where edges may be

represented more than once. This format is the most general, including the others as

special cases.

3.1. Data movement operations. There are several well-known data movement

operations for the MCC. Two of these, the random access read (RAR) and random

access write (RAW), will be defined here for the MCC and then extended to the PC.

These operations involve two sets of PBS, the sources and the destinations. Source PEs

send zero, one or two records, each consisting of a key and one or more data parts.

(The upper limit of two records simplifies our algorithms. Most authors allow only

one, in which case the operation needs to be repeated.) Destination PEs receive zero,

one or two records sent by the source PEs. We allow the possibility that a PE is both
a source and a destination.

MCC Random Access Write (RAW): In a RAW the destination PEs specify the

number of records they wish to receive. At the end of the RAW, the number of records

received by a destination PE is between zero and the number requested. Each record

sent by a source PE is received by a destination PE, with the exception that if two or

more source PEs send records with the same key then only the minimum such record

is received. (In other circumstances the minimum could be replaced by any other

commutative, associative, binary operation computable in 0(1) time.)

MCC Random Access Read (RAR): In a RAR no two records sent by source PES

can have the same key. Each destination PE specifies the keys of the records it wishes

to receive, or it specifies a null key, in which case it receives nothing. Several destination

PEs can request the same key. A destination PE may specify a key for which there is

no source record, in which case it receives a null message.
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Both the RAW and the RAR can be completed in 0(n1/2) time on an MCC of

size n [19]. On the PC, the RAW and RAR extend to the pyramid write and pyramid

read, respectively. We now describe the actions of these operations, deferring the

details of their implementations to § 6.1.

A pyramid write has the source and destination PEs playing the same roles as in

the MCC’s RAW. Furthermore, all destination PEs must lie on one level and all source

PEs must lie on the same level or some level below. (If both levels are the same then

a given PE might be both a source and a destination.) As an example, consider the

following “sample” call:

Pyramid write from level L up to level M,

For all PEs on level L,

if test] then send(A1,B1,C1), send(A2,BZ,C2);

For all PEs on level M,

if test2 then receive(D,E,F);

Since source PEs are descendents of destination PEs it must be that LéM in this

example. test] and test2 are arbitrary boolean tests. For a PE on level L, if test] is

true then the PE creates and sends two records, one whose key is the value of A1,

with the values of BI and C1 as data, and a second with key A2, with data B2 and

C2. (The key is always the first component.) If test] is false then the PE does not

send any records. A PE on level M will not try to receive any record if test2 is false.

If test2 is true it will try to receive a single record, where the key goes into D and

data parts go into E and F. If no record is received then the values of D, E, and F
become 00.

A pyramid read parallels the RAR in the same way that the pyramid write parallels

the RAW, except now the destination PEs are descendents of the source PEs. As an

example, consider

Pyramid read at level L from level M,

For all PEs on level M,

if test] then send(A,B)

For all PEs on level L,

if testZ then receive(C,D);

If a PE on level L requests a key C which has not been sent then D is set equal to 00.

In § 6.1, we show how to implement the pyramid write and pyramid read. If the

top level is an MCC of size m and the bottom level is i— 1 levels below, then the time

for both operations is 6(i+(m * 01/2).

3.2. Component labeling. Except for obvious diflerences in the computer model

and the data movements operations, our component labeling algorithm is similar to

those in [9], [11], [13], [18], to which the reader is referred for proofs and further

details. The algorithm proceeds through a series of stages, where at each stage the

vertices are partitioned into disjoint clubs. Vertices are in the same club only if they

are in the same component of the graph. We say that a club is unstable if it is not an

entire component.

Initially each vertex is its own club. During a single stage of the algorithm, unstable

clubs are merged together to form larger clubs, and the number of unstable clubs

decreases by at least half. This is repeated until no unstable clubs remain. Since each

stage reduces the number of unstable clubs by at least half, at most [logz (v)] stages

are needed for a graph with v vertices.
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Each club has a unique label, which is the minimum label of any vertex in the

club. During the algorithm, let L(x) denote the current label of the club containing

vertex x. Initially L(x) =x. During a stage, clubs are merged as follows: let u be a

label of an unstable club. Compute M(u) = min {L(y): (x, y) E E, L(x) = u}. The graph

whose vertices are the labels of unstable clubs and whose edges are of the form

(u, M(u)), u an unstable club, is called a min-tree forest. In this forest each unstable

club is connected to at least one other, which guarantees that the number of unstable

clubs is at least halved after each stage. For each tree in the min-tree forest, we form

a new club which is the union of all the clubs in the tree. For each unstable club a,

let N(u) denote the resulting label of the tree containing u. Since N(u) is the minimum

label of any club in u’s tree, it is the minimum label of any vertex in the new larger

club which contains all the vertices originally in it. For each vertex x, the new value

of L(x) is N(L(x)), and the stage is completed.

Our component labeling algorithm for a PC is given in Fig. 2. It incorporates an

integer function count_keys which counts the number of distinct keys in the base. The

operation of count_keys is similar to that of the pyramid write, and is given in detail

in § 6.1.

An important point of the implementation is moving the data to a place where

the min-tree forest relabeling can be done quickly. The forest is essentially upward

directed, in that M(u) g u, and this makes it easier to label. Reference [18] showed

that if the forest has f vertices then the relabeling can be done in 9(f1/2) time on an
MCC of size 6(f). If the forest data remained at the base, then the relabeling would

take 6( n 1/2) time. However, by first moving the data up the pyramid and then relabeling

it, this step will take only 6(v1/2) time. We use forest_level to indicate the level of the

PC on which the forest is formed. Initially, this level must have at least v PEs. Each

stage reduces the size of the forest by at least half, so after 2 stages forest_level can

be increased by 1. Without this upward movement, the time would increase by a factor

of log(n).

THEOREM 1. Given a pyramid computer of size n, ifthe base contains the unsorted

edges ofan undirected graph with v vertices, then the above algorithm labels the components

in 6 (log(n) + v1/2[1 +log(n/v)]1/2) time.

Proof. Proposition 3 of § 6.1 shows that count_keys finishes in the time claimed.

Within the loop, at the start of an iteration, let k be the number of PBS at level

forest_1evel. The pyramid read and write take 0(forest_level+ k1/2[1 +forest_level]1/2)
time and the min-tree forest relabeling takes 6(k1/2) time. Since k= n/4fores‘mleve], the
time for this iteration of the loop is

6(forest._level + nl/2[1 + forest_level]1/2/2f0’e“-'e"el).

The initial value of forest_leve1 is [log4(n/v)j and forest_level increases every 2

iterations, so the total time of the algorithm is

log4(n) -+ 1/2 + - 1/2 1/2

6( Z #)=6(log (n)+vl/2[1+log (2)] ). El1': [1034(n/v)l D

In the worst case, when 12 = 6(n), our PC algorithm takes 0011/2) time, which is

better than the Mn”2 log (n)) MCC algorithm of[18]. This situation arises, for example,

when considering planar graphs, for which v§3e——6 edges. For smaller values of v

our improvement over MCC algorithms becomes even more pronounced. All MCC

algorithms must take 0(n1/2) time, but for a dense graph with v = 6(n1/2) our pyramid
algorithm requires only 6(n1/410g”2 (n)) time.
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For all base PEs,

Label1 :=Vertex1; Label2:=Vertex2;

if Vertex1<oo then create a record with key Vertex1,

create a record with key Vertex2;

v:=count_keys; {v is the number of vertices}

iorest_|evel:=Llog4(n/v)J;

tor stage:=1 to LlogQ(v)J do

Pyramid write from the base upto level forest_level,

For all base PEs,

send(LabeI1, Label2), send(LabeIZ, Label1);

For all PEs at level forest_level,

receive(Vertex1, Vertex2);

Relabel the min—tree forest, so that each PE on level forest_leve| has

Label1:=N(Vertex1).

Pyramid read at the base from level torest_leve|,

For all PEs on level forest_level,

if Vertex1<oo then send(Vertex1, Labelt );

For all base PEs,

receive(LabeI1, temp_labe|1), receive(Label2, temp_labe|2);

For all base PEs,

it temp_label1<oo then Labe|1:=temp_label1,

if tempfilabel2<oo then Label2:=tempfi_Label2;

If (stage mod 2)=0 then forestmlevel:=forest_level + 1;

end {for};

FIG. 2. Component labeling algorithm.

3.3. Minimal spanning forests. The strong similarities between component labeling

algorithms and minimal spanning forest algorithms are well knowu. In particular,

others have noted that small changes to a component labeling algorithm for a parallel

computer can give a minimal spanning forest algorithm for the same computer [3],

[10], [22]. There are two changes that must be made to our component labeling

algorithm. First, one must keep track of which edges are used. Second, when clubs

are being merged each club must use an edge of minimal weight, rather than an edge

to a club of minimal index. Furthermore, a club may have more than one minimal

edge, which may introduce Cycles. We prevent this by ordering the edges. We say that

weighted edge (wl, x1, yl) is less than weighted edge (w2, x2, 322) if wl < w2, or if
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W1 2 w2 and min (x1, y1)<min (x2, y2), or if W] = w2, min (x1, yl) =min (x2, y2),

and max (x1, y1)<max (x2, y2).

Incorporating these changes is quite straightforward, giving the following result:

THEOREM 2. Given a pyramid computer ofsize n, ifthe base contains the unsorted

weighted edges of an undirected graph with v vertices, then the above algorithm finds a

minimal spanning forest in 6(log (n)+ v1/2[1+log (n/v)]1/2) time.

Even if the edges are unweighted, spanning forests can be quite useful. We illustrate

this with an example. To decide if an undirected graph G = (V, E) is bipartite, let each

edge have weight 1 and use Theorem 2 to select a spanning forest. Using a pyramid

write, write the edges of the forest to level [log4 (n/v)]. In each tree of the forest,

select the vertex of minimum label as the root, and use the MCC algorithm in [27] to

determine the depth of each vertex in its rooted tree. (This algorithm takes 0(v1/2)
time.) Say that a node is in V1 if its depth is even, and is in V2 if its depth is odd. It

is easy to show that G is bipartite if and only if this particlar choice of V1 and V2 is

such that every edge of E joins a member of V1 and a member of V2. To check

whether this property is true, have the base PEs use pyramid reads to determine the

depths of the vertices of the edges they contain. Finally, pass these results to the apex,

combining them along the way.

The above algorithm takes 6(log (n) + vl/z[1+log (n/v)]’/2) time. Furthermore,

we can solve several graph-theoretic problems by using Theorem 2 to pick a spanning

forest, moving the forest to level [log4 (n/v)] , using an MCC algorithm at that level,

and using pyramid reads and writes to move data up and down. MCC algorithms for

several graph-theoretic problems are given in [27], and these can be incorporated in

a PC algorithm as described, yielding:

COROLLARY 1. Given a pyramid computer ofsize n, if the base contains the unsorted

edges ofan undirected graph G with v vertices, then in 6(log (n)+ v1/2[1 +log (n/v)]1/2)
time one can

(a) decide ifG is bipartite,

(b) determine the cyclic index of G,

(c) find all bridge edges of G,

(d) find all articulation points of G,

(e) decide if G is biconnected.

We should mention that some of the MCC algorithms of [27] are patterned after

MCC algorithms in [2], with the difference that the algorithms in [2] require matrix

input while those in [27] use only edge input. The algorithms of [2] are unsuitable

because there may not be v2 PBS to hold the adjacency matrix. More important, the

algorithms of [2] are too slow because they use matrix calculations that take 0(v) time
on a PC.

4. Graphs as adjacency matrices. In this section, we consider undirected graphs

with n”2 vertices, where the graph is given as an adjacency matrix or weight matrix.

We assume that the (i,j) entry of the matrix is stored in base PE (i,j). Because the

input is now more structured, we are able to give algorithms which are slightly faster

than those of § 3.

4.1. Data movement operations. The algorithms of this section require two new

data movement operations, pyramid matrix write and pyramid matrix read. A pyramid

matrix write performs the same basic action as a pyramid write and comes in two

versions, one for rows and one for columns. In the row (column) version source PEs

lie in the base, and those in the same row (column) send the same key. The pyramid

matrix read performs the same basic action as a pyramid read, and also comes in two
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versions. For the row (column) version, all destination PEs lie in the base, and those

in the same row (column) request the same key.

Detailed implementations of these Operations appear in §6.2, where it is shown

that if a pyramid matrix write (read) has its destination (source) PBS at a level which

is anJ-MCC of size k, k §2n1/2, then the time used is 6(log (n) + kl/2[1+log (n/k2)]1/2).
(Though we never have more than n”2 keys, we must allow k : 2n”2 since the highest

level holding n”2 PEs actually has 2n”2 PEs when n > 256 is an odd power of 4.)

4.2. Matrix algorithms. Our algorithms for graphs given as adjacency or weight

matrices are simple adaptations of-our algorithms for unsorted edges. We merely start

with the previous algorithms, remove the call to count_keys, replace pyramid read

with pyramid matrix read, and replace pyramid write with pyramid matrix write. The

resulting algorithms are faster than those of § 3 by a factor of logl/2(n).

THEOREM 3. Suppose the adjacency matrix of an undirected graph with n”2 vertices

is stored in the base of a pyramid computer of size n. Then the above algorithm labels

the connected components in 0(n1’4) time.

THEOREM 4. Suppose the weight matrix ofa weighted undirected graph with n”2

vertices is stored in the base of a pyramid computer of size n. Then the above algorithm

marks a minimal spanning forest in 6(n1’4) time.

COROLLARY 2. Suppose the adjacency matrix of an undirected graph G with n”2

vertices is stored in the base ofa pyramid computer ofsize n. Then in 6(n1/4) time one can

(a) decide ifG is bipartite,

(b) determine the cyclic index of G,

(0) find all bridge edges of G,

((1) find all articulation points of G,

(e) decide ifG is biconnected.

Determining the transitive closure of a symmetric boolean matrix stored in the

base of a PC is a simple adaptation of component labeling. First perform component

labeling for matrix input. For PEs which are storing off-diagonal entries (i.e., for which

the row and column are difierent), the new entry is 1 if the row label equals the column

label, while otherwise it remains 0. For PEs on the diagonal, if the original entry was

1 it remains so, while if it was 0 then it becomes 1 only if some other entry in the row

is 1. Pyramid matrix reads and writes can be used to determine the proper diagonal

entries, giving the following result:

COROLLARY 3. Suppose an nl/QX nl/2 symmetric boolean matrix is stored in the

base ofa pyramid computer of size n. Then the transitive closure can be determined in

6(n1/4) time.

S. Divide-and-conquer algorithms. In this section, we use a divide-and-conquer

approach to solve a variety of geometric problems involving black/ white pictures stored

one pixel per PE at the base of the PC. The use of divide-and-conquer for geometric

problems is well known, but a naive use of this strategy on the pyramid computer does

not necessarily produce good results. We demonstrate some efficient implementations

of this strategy on the PC.

Throughout this section we will often divide the MCC at some level into squares

of some size S. What we mean by this is that we will completely partition the MCC

into disjoint squares of size S, where S is a power of 4. Using this partitioning, the

concept of the square ofsize S at level I containing PE P is well defined (assuming that

level 1 is of size S or greater). The term picture square will be used to refer to a square
in the base.
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The computations for our divide-and-conquer solutions will proceed in a bottom-

up fashion. The first stage will involve analyzing picture squares of size 4", for some

small constant c which depends upon the particular problem. In general, stage i has

analyzed picture squares of size 4C+i“‘, and stage i+ 1 combines the results together

to analyze picture squares of size 4”". An important point of our solution strategy is

that at the end of stage 1', each picture square of size 4”""1 has been reduced to 0(2i)

records of data, from which stage i+ 1 can produce the analysis for picture squares

of size 40“. Our algorithms proceed rapidly by moving the data that represents a

picture square up through the subpyramid whose base is the picture square.

For a picture square of size 4”"‘1, the square of size 4"”“21” at level [i] which

contains all level [5'] ancestors of the PBS in the picture square is called the data square

corresponding to the picture square. Notice that when stage i is working on picture

squares of size 4"+i—1, the corresponding data squares have enough PBS to contain the

results from stage i— 1, so all the work is performed in the data squares. Further, the

data square corresponding to a picture square is either the union of the data squares

corresponding to the picture’s quadrants, or else it is the union of the parents of the

quadrants’ data squares. This means that the data from one stage is either already in

place, or must move up only one level, for the next stage.

The last stage of the divide-and—conquer algorithm is stage log, (n) — c + 1, during

which the entire picture is analyzed. Since the intermediate results are scattered in

data squares throughout the pyramid, a final step is needed to move these results back

down to the base. This final data movement is accomplished via a funnel read, described

in §5.1. Section 5.1 also introduces a data movement operation called reducing a

function. This operation allows data squares to perform some calculations (such as

computing the nearest neighbor for each point from a set of points) in time linear in

the edgelength of the square, even though we do not know of an MCC algorithm

which finishes in this time. The operation of reducing a function uses PEs below the

data square to help perform the calculations in the desired time.

5.1. Data movement operations. We now describe data movement operations that

will be used to implement divide-and-conquer algorithms on the PC. '

Funnel read. Assume each base PE knows the key for data it wishes to read from

its stage 1 data square. For a stage 1' data square which is responsible for supplying

the data for a given key, there are three possibilities: either one of its PEs has the data,

or it must read the data from its stage i+ 1 data square (where by its stage i+ 1 data

square we mean the data square it supplies data to), or one of its PEs has an alias for

the key and must read the data for the alias from its stage i+1 data square. (If 1' is

the last stage, then the square must have the data.) Further, a data square of size S

never receives more than S requests. The funnel read ultimately obtains the data for

all of the base PBS in 6(SUZ) time, where S is the size of the data squares at the final

stage. Figure 3 is a picture of a funnel read, and its detailed implementation is in § 6.3.

Reducing afunction. Given sets Q, R, and S, let g be a function mapping Q x R

into S, and let * be a commutative, associative, binary operation over S. Define f, a

map from Q into S, by f(q)=*{g(q, r): re R}. We say f is the reduction of g. For

example, if Q and R are sets of points in some metric space, if S is the real numbers,

if g(q, r) is the distance from q to r, and if * is the minimum, thenrf(q) is the distance

from q to the nearest point in R.

Suppose the elements of Q are stored one per PE in a square of size m at level

i, and the elements of R are also stored one per‘PE in the square. (A PE may contain

an element of Q and an element of R.) Suppose g and * can both be computed in
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stage 5 data square

stage 3 data square

stage 1 data square

 
FIG. 3. A single PE’S view ofafunnel read.

6(1) time. Then the operation of reducing a function will compute f(q) and store it

in the PE containing q, for all q E Q, in 0(m1/2+ m/4i) time. The detailed explanation
of this operation appears in §6.3.

5.2. Component labeling for digitized pictures. As was noted in § 2, a digitized

picture can be viewed as being an undirected graph, where the black pixels are the

vertices, and adjacent black pixels have an edge between them. Upon termination of

our component labeling algorithm for digitized pictures, every base PE containing a

black pixel will also contain the label of the pixel’s component.

ALGORITHM. We follow the basic divide—and-conquer strategy outlined above.

Our algorithm is similar to the MCC algorithm of [18], but is significantly faster.

First, each base PE P containing a black pixel generates a record (p, (1,00) for

each neighbor Q containing a black pixel, where p is the index of P, q is the index

of Q, and the third component of the record will be used to store the component label

ofp and q generated at this stage. Thus, each PE may generate as many as four records,

one for each of its neighbors.

At stage 1, picture squares of size 256 are labeled. (That is, c =4 in the generic

divide-and-conquer strategy.) This is accomplished by performing the component

labeling algorithm for unsorted edge data, as described in § 3.2, simultaneously for

every picture square of size 256 by using the edge data just generated in each picture

square. That is, for each picture square we can apply the unsorted edge data labeling

algorithm only to those records (x, y, 00) for which both x and y are in the picture

square, i.e., we omit those records for which x is on the border of the square and y is

in an adjacent picture square. (Since x and y are concatenated coordinates of PBS, in

6(1) time a PE containing (x, y, 00) can decide whether or not x and y are in the same

picture square.)

When the edge data labeling algorithm is completed, those PBS with a record

(x, y, 00) use a RAR in their picture square to determine the (possibly) new label of

x. The label is stored in the third field of this record. (If the third field was 00 at the

end of the edge data labeling algorithm, it must be that y lies outside of x’s stage 1

picture square.) These records have all of the information needed for the next stage
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of the algorithm, since the only components for which a single label has not yet been

assigned are those which lie in two or more stage 1 picture squares. All records generated

originally are kept in their stage 1 data squares, and each PE containing a record

(x, y, z) with y outside the picture square generates a record (2, y, 00) for use in the

next stage. There are at most 64 such records generated within a single picture square

of size 256. (Each corner pixel may generate 2 such records, and all other border pixels

may generate 1.) These records are now spread out in their stage 1 data squares so

that no PE holds more than one such record. This concludes stage 1.

At stage i, the algorithm labels picture squares of size 43“, using data squares of

size 43+W21 at level [5:] . If i is odd, then all of the data needed (the records generated
at the end of the previous stage) is already present, while if i is even, then the data is

in the four data squares one level below. In the latter case, the data is moved up and

distributed so that no PE has more than one record. (This can be done in 0(2i/2) time.)

Next, component labeling is performed for this edge input, again using only edges

both of whose vertices lie in the picture squares. When finished, a PE containing a

record with a vertex outside of the picture square generates a record for the next stage.

Since we are working on picture squares of size 43“, at most 25+i records can be

generated for the next stage.

After stage log4(n)—3, all of the labels have been decided. Notice that if P’s

component extends outside of P’s stage 1 picture square, then the labeling information

in the stage 1 data square may be incorrect, and P would need to consult later stages.

The component may extend outside of P’s picture square for many stages, so in advance

P does not know which data square has the needed labeling information. This is where

a funnel read is used, moving labels from the data squares of the last stage back down

towards the base, taking 6(n1/4) time. This gives the following result:

THEOREM 5. The component labeling problemfor digitized picture input on a pyramid

computer of size n can be solved in 0(n1/4) time.

This represents a substantial improvement over the 0(n1/2) MCC algorithm in

[18]. Reference [29] recently presented a different PC algorithm for labeling com-

ponents in a digitized picture. This algorithm is designed to label “convex blobs,” but

because it uses only child—parent links it takes 0(n1/2) time to label a D x n ”2 rectangle,

for any constant D. In contrast, our algorithm will label any digitized picture, and

hence all “convex blobs,” in 0(n1/4) time.

5.3. Nearest neighbors. The solution to the nearest neighbor problem is quite

similar to the solution just presented for the component labeling problem. Therefore,

we will describe in detail only those aspects of the algorithm that change.

In the nearest neighbor problem, we wish to find the kin of each component,

where the kin of a component is the label/distance pair representing the nearest labeled

component with a different label. (In case of ties, the component of smallest label is

chosen.) The input to the nearest neighbor problem is a digitized picture with its

components already labeled, and at the conclusion of the algorithm each black pixel

will have the kin information for its component.

O—ur divide-and-conquer algorithm is based on the following observation: assume

that the 4 quadrants within a picture square have been analyzed. When combining the

4 quadrants, the only components whose kin could lie in a quadrant other than their

own are those components that have at least one pixel that is an extreme point. An

extreme point is a black pixel that is, relative to its component, either the northernmost

or southernmost black pixel in its column, or the easternmost or westernmost black
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pixel in its row. Within a quadrant, components with no extreme points must have

determined their kin in earlier stages since they are totally surrounded by other

components within their quadrant.

We again analyze squares of size 256 at stage 1. Within each picture square, for

each .component C we determine the closest component within the square, and store

this in a record (C, kin (C)). (This kin information may be incorrect, but the final

funnel read will bring the correct information down from a data square above.) For

each column i in the picture square, form the records (1, 1', tr (i), t1 (i)), (2, i, br (i),

bl (i)), where tr(i) (br(i)) is the row of the topmost (bottommost) black pixel in the

column restricted to the square, and t] (i) (bl (i)) is the label of this pixel. (If the

column has no black pixel then set the coordinates to 00.) Similarly, for each row j

we form records (3, j, lc (j), 11 (j)), (4, j, rc (j), rl (j)) for the leftmost and rightmost

black pixels in the row. These are the records needed for the next stage.

In general, at stage i+ 1 we first find, for each black pixel represented in one of

the records passed on from stage i, the nearest black pixel (represented in a record)

of a different label. We use the operation of reducing a function to do this, where Q

and R are the records, S is the real numbers, * is the minimum, and g is the distance,

with the exception that g gives an infinite distance if the two points have the same

label. When the operation is finished, we use an RAR to form a record (C, kin (C))

for each component C represented by one or more pixels. To generate the records for

the next stage, notice that for each column in the stage i+1 picture square there are

two type 1 records. The one representing the topmost pixel is passed to the next stage,

and similar reductions occur for records of types 2, 3 and 4.

Finally, after the last stage of the algorithm, a funnel read brings the correct kin

information back to the base, giving the following result:

THEOREM 6. The nearest neighbor problem for digitized picture input on a pyramid

computer of size n can be solved in 0(n1/4) time.

We note that if one is interested only in determining, for each black pixel, the

location of the nearest black pixel, then the PC needs only 6(log (n)) time [26].

6. Data movement operations. In this sectiOn, we describe how to perform the

data movement operations used in earlier sections. We also discuss the optimality of

our algorithms.

6.1 Pyramid read, pyramid write, and count-keys. A pyramid read starts with

records stored at some level i, each with a difierent key, and moves them down to

level j where they can be read. Let m=n/4i and S=4* [log4['"/""j+l)]J. In this

algorithm, we use the term square to mean “square of size S”, and we divide levels

j- - - i into squares. The squares on level i are numbered from 1 to m/S using a

snake—like ordering. (See Fig. 4.) All of the data starting in square k on level i is called

packet k.

By a cycle we mean CS“2 time units, where the constant c, independent of n and

S, is chosen so that in one cycle a square can perform all of the following functions:

1. Exchange packets with the next square on the same level (where next is with

respect to the snake-like ordering).

2. Copy a packet to the four squares on the level below.
3. Perform an MCC RAR.

We now describe the pyramid read algorithm. Packets are first passed backwards

along level i towards square 1, using the snake-like ordering, one square per cycle.

Once at square 1, a packet is moved forwards along level i, again using the snake—like

ordering. Each time a square at level 1' receives a packet moving forwards, it first copies
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FIG. 4 Snake-like ordering.

it to the four squares below before passing it along, all in one cycle. Each square at

level (j+ 1) . . . (i— 1) which receives a packet just copies it to the four squares on the

level below. Finally, each time a square on level j receives a packet it does an MCC RAR.

PROPOSITION 1. In a pyramid computer of size n, a pyramid read from level i to

levelj takes 6(i—j+1 +[m * (i—j+ 1)]1/2) time, where m = n/4f.

Proof. The operation is finished when packet m/ S has moved backwards to square

1, forwards to square m/S, down to level j, and all level j squares beneath square m/S

have doneaRAR. This takes2 * m/S—1+i—j cycles, or 0(i-j+1+[m * (i-—-j+1)]1/2
time. El

For the pyramid write, assume that the destination PEs are on level i, the source

PEs are on level j, and m and S are defined as above. The pyramid write is basically

performed by running the pyramid read in reverse. Slight differences arise because

several base PEs can send records with the same key, but perhaps diflerent data parts,

in which case we need to take a minimum. Also, it is not initially known which packet

a given record will end up in.

To accommodate these problems, in general a square Z will have a packet’s worth

of data from each square feeding into it (either the four squares below, or, for squares

at level i, the four squares below and the preceding square in the snake-like ordering).

From this, Z has enough to make at least one packet’s worth of data. However, since

the square to which it is feeding data may have some leftover data from the previous

cycle, the square it is feeding informs Z how many records are needed. In one cycle,

Z supplies the necessary data and informs each square feeding into it how many of

that square’s records need to be replaced. Since it takes one cycle to receive the data,

and one cycle for Z to pass on data after the new data is received, each step of the

pyramid write takes two cycles.

Making these minor changes to the pyramid read, we obtain:

PROPOSITION 2. In a pyramid computer of size n, a pyramid write from levelj to

level i can be performed in 0(i—j+1+[m * (i—j+ 1)]1/2) time, where m = n/4i.
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Recall that count_keys is a function responsible for counting the number of distinct

keys present in the base of a PC. If each key were represented only once, then count_keys

could finish in 0(log (n)) time. However, keys in general are duplicated, so count__keys

uses the pyramid write to eliminate duplicates. It first tries to determine if the number

of keys is g K, where K = 4“°54(1°34("m, by doing a pyramid write to level L = log4 (n/ K),

where each destination PE requests one record. When finished, all PEs below level L

use a pyramid read to check whether their key was passed all the way up to level L.

If this is so for all PEs, then the number of keys is the number of records at level L.

Otherwise, count_keys sees if the number of keys is 5.4K by doing a new pyramid

write to level L-1. It continues multiplying the number of keys by 4 at each stage

until it reaches a stage where the pyramid write succeeds in moving all the keys to

level L. This gives us the following result:

PROPOSITION 3. Ifthere are k diflerent keys present in the base ofa pyramid computer

of size n, then in 0(log (n) + k1/2[1+log (n/k)]1/2) time count_keys will count them.

6.2. Pyramid matrix read and pyramid matrix write. Assume that a pyramid matrix

write has its destination PBS at level i, and let m = 11/4". (Recall that m§2n”2.) The

pyramid matrix write has two steps: the first moves the data to level j =1og4 (m), and

the second moves it to level i. (Note: if m = 2n”2 then setj= i instead of i+ 1.)

To perform the first step of the row version of the pyramid matrix write (the

column version is similar), we partition the PBS at level j into strings of k = 2} PEs all

in the same row, and call such a string and all PEs beneath it a prism. Notice that a

prism includes parts of k rows in the base, and hence sits over no more than k different

keys. In each prism, at time j the first string PE receives the minimum record sent

from any base PE beneath it in the first row of its prism. This PE passes the record

on to the next PE in its string. In general, the computations are pipelined so that at

timej+ r —- 1 +p — 1 the pth PE in the string of each prism receives the minimum record

sent from any PE beneath it in the rth row of the prism, and also receives from the

preceding string PE the minimum record sent from any base PE in the rth row beneath

any of the preceding string PBS. The pth PE in the string takes the minimum of these

two values and passes it to the p+ lst PE in its string.

At time j+k —— 1 the last PE in each string forms the minimum sent by any base

PE in the first row of its prism, and this value is sent back towards the first PE of its

string. These reverse messages are passed simultaneously with the previously mentioned

ones. Finally, at time j+2 * k—2 the last string PE (the kth one) finds the minimum

record sent by any base PE in the kth row of the prism. Simultaneously, the minimum

record sent by any base PE in the first row of a prism has moved back to the first PE

of its string, and the first step of the algorithm is finished.

The second step is just a pyramid write from level j to level 1'. This gives us the

following result:

PROPOSITION 4. In a pyramid computer of size n, a pyramid matrix write to level i,

i: [log4 (n)/2J, takes 6(log (n)+ m1/2[2+log (n/m2)]1/2) time, where m = 4".
Proof. If mg ml”, then the time for the first step is 6(m1/2), and the time for

the second step is 6(i —wj+ 1 + m1/2[i—j+ 1]‘/2). Sincej = log, (m) and i =log4 (n/m),
we have the desired result. Otherwise, if m 2 2n1/2, then the time is 6(m1/2). In this

case, log4(n/m2)=—1, which is why there is a 2 instead of the usual 1 inside the
brackets. El

For a pyramid matrix read, assume that the source PEs are at level i, and let

m = n/4". Again we describe just the row version, which takes 3 steps. The first step

uses prisms of height j, where j is as above. By using the first step of the matrix write,
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in 0(m1/2) time the top row (string) of each prism contains the keys needed by the

rows beneath. The second step is a pyramid read from level i to level j. The third step

reverses the first one, taking the data to the base.

PROPOSITION 5. In a pyramid computer of size n, a pyramid matrix read from level
i, i: |_log4 (n)/2J , takes 6(log (n)+ m1/2[2+log (n/m2)]1/2) time, where m = 4'.

6.3. Funnel read and reducing a function. The funnel read is straightforward. If

the final stage of an algorithm is stage i, then we first have each stage i— 1 data square

use a pyramid read to obtain the data from its stage i data square. (Notice that this

runs in time linear in the size of the stage i data square.) We continue downwards,

each stage j—l data square using a pyramid read to obtain its data from its stage j

data square. When going down, the squares get smaller by a factor of 4 (see Fig. 3),

so we obtain the following:

PROPOSITION 6. Assume that thefinal stage of an algorithm is stage i, and that the

stage i data square is an MCC of size S. Then afunnel read runs in 6(51’2) time.

Let g, Q, R, S, *, f, m, and I be as in the description of reducing a function in

§ 5.1. We use the notation G(A, B) to denote the function defined on a subset A of

Q whose value at a e A is given by G(A, B) (a) = *{g(a, b): b e B}. Notice that f is

G(Q, R).

For a set of PES S, by computing G(A, B) in S we mean that for each element a

in A there is a PE in S which computes and stores the value of G(A, B)(a). Notice

that if a set A: Q is partitioned into subsets A1, A2, A3, and A4, then

G(A, B) = G(Al, B)U G(A2, B) U G(A3, B) U G(A4, B),

where we view a function as a set of ordered pairs. Also, if a set B <: R is partitioned

into subsets Bl, B2, B3, and B4, then

G(A, B)(a) = G(A, Bl)(a) * G(A, 32)(a) * G(A, B3)(a) we G(A, B4)(a)

for any a E A.

Using these observations, our operation of reducing a function is also straightfor-

ward. If m = 1, then obviously the single PE just computes its value in 6(1) time. If

l=0 (i.e., if all of the data is at the base), then we merely circulate all values of R

among all PES holding members of Q, and each such PE calculates the associated f

value. This takes time proportional to m, the number of PBS. Otherwise, Q is partitioned

into 4 subsets (as equal as possible), 01, Q2, Q3 and Q4, and these are arranged in

the four quadrants of level I, as in the left-hand side of Fig. 5. The quadrant holding

Qi is responsible for computing G(Qi, R). It does this by first having each PE copy

its element of Q into the PES four children. The quadrant also copies all of R to the

square beneath it, creating the situation as in the right-hand Side of Fig. 5. A square

ofsize m/4 on level l~ 1 holding Qi and R] is now responsible for computing G(Qi, Rj),

which it does recursively. When this is finished, beneath each quadrant of level I the

four squares of size m/4 at level l— 1 send up their results. A PE at level I holding an

element q e Q receives G(Q, R1)(q), G(Q, R2) (q), G(Q, R3) (q) and G(Q, R4) (q)

from its children, and by taking the * of these computes G( Q, R) (q).

PROPOSITION 7. Suppose the elements of Q are stored one per PE in a square of

size m at level I, and the elements of R are also stored one per PE in this square, and

suppose g and * can be computed in 0(1) time. Then the reduction ofg can be computed

in 0(m1/2+m/41) time.

Proof. It takes G(m) time to copy the values of Q and R from level I to the

appropriate places on level I — 1. Since the Size of the squares reduces by a factor of

4 at each level, it takes 6(m) time to copy the values all the way down to the base.
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level 1' level i-l

FIG. 5. Reducing afunction.

(If m < nUz, then the data does not even reach the base, instead only moving down

log4 (m) levels until the problem has been broken into squares of size 1.) The squares

on the base have size m/4', so they take 0(m/4’) time to compute their values. It now

takes only 0(1) time per level to combine results and move them up. CI

6.4. Optimality. In this section we show that some of our results are quite close

to being optimal.

PROPOSITION 8. In a pyramid computer of size n, the time needed to move B: 1

bits of data from thefirst column of the base to the last column of the base is Q(log(n) +

(B/103(n))”2)-

Proof Assume Bélogz (n), and let L= [log., (n * log2 (n)/B)j and E = n1/2/2L.
For each column of PBS at level L, call the entire column and all of its descendents

a prism. The data initially resides in the leftmost prism and must move to the rightmost

one. If a bit only moves along communication links involving PBS at level L or below,

then at least E — 1 communication links must be traversed, since there are E prisms,

and each communication link either keeps the bit in the same prism or moves it to an

adjacent one.

Figure 6 shows a side View of the PBS at level L and above. The usual way of

drawing the pyramid has been slightly altered so that all PBS in the same column and

level are represented by a single PE. The time spent traversing any vertically drawn

wires (communication links) will be ignored. The weights along all other wires indicate

the number of steps that could be saved by using the wire. There are (13/2) * (E/2 — 1)

horizontal wires labeled 1, (15/4)2 * 2 slanted wires labeled 1, (13/4) * (E/4— 1)

horizontal wires labeled 3, and so forth. Since each wire can carry at most C * log2

(n) bits per unit time, for some constant C, in 1 unit of time the maximum number

of bits moved by the nonvertical wires above level L is

log4(n)—L Iog4(n)~—L-1

C*log (n)*[ z (Zi—1)(E2/4i——E/2‘)+ Z 2(2i_1)(E2/4i+1)],i=1 i=1
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FIG. 6. Another view of the pyramid computer.

which is less than C * E2 * log2 (n). Therefore, in t units of time the total savings is

less than C * 52 * t * logz (11).

On the other hand, a bit of data that reaches the rightmost prism in t units of

time must have crossed wires with a total weight of at least E — 1 — t. Furthermore, if

all B bits of data reach the rightmost prism in t units of time, the total savings must
be at least B * (E — 1 — t). Therefore, t must be such that

B*(E—1—t)< C*E2* t*log2(n),

or

t > B * (E —-1)/(C * E210g2 (n)+B) = 6((B/log (n))“2).

Since the pyramid computer of size n has a diameter (maximum distance between

any two vertices) of 2 * log4 (n), we also have t: log (11). Hence we have the desired
result. [I

For each of the problems considered in this paper, it is easy to devise inputs to

which Proposition 8 applies. For example, suppose one is performing component

labeling of digitized pictures, and the input is known to be of the form in Fig. 7, where

an X indicates a pixel which may or may not be black and a Y indicates a pixel that

IIIIIIIIIIIIII

 
FIG. 7. An image requiring extensive data movement.



Page 249 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 249 of 626 IPR2020-00262 VENKAT KONDA EXHIBIT 2005

56 RUSS MILLER AND QUENTIN F. STOUT

is always white. Notice that if the two black PEs neighboring a PE marked Y end up

with the same label, then the PE marked X which is in Y’s row must be black. Since

a Y can determine if its black neighbors have the same label in 0(1) time after the

component labeling algorithm is finished, the component labeling algorithm requires

at least as much time as it takes to transmit 0(n1/2) bits from one edge to the opposite

edge of the pyramid. By Proposition 8 this is 0(n1/2/log1/2(n)). This lower bound is

a factor of log”2 (n) smaller than the time achieved in Theorem 5, showing that

Theorem 5 is at most log“2 (n) times optimal. We believe that Theorem 5, as well as
Theorems 3, 4 and 6, and Corollary 2, are all optimal, and leave the proof of this as

an open problem.

7. Extensions to other dimensions. Many of the data movement techniques that

have been presented can be extended to pyramid computers of dimensions other than

2. Define aj-MCC ofsize n to be an SIMD machine in which n PEs are arranged in

a j-dimensional cubic lattice. PE(i(1), - - - , i(j)) is connected to PE(k(1), . - - , k(j)),

provided that Z{:1|i(l)— k(l)| = 1.
Aj-PC of size n is an SIMD machine viewed as a full 2j-ary tree with additional

horizontal links. The base of the j-PC of size n is a j-MCC of size n. Each level of

the pyramid is a j-MCC with 1/2j as many PEs as the previous level. A PE at level i

is connected to its neighbors (assuming they exist): 2 *j adjacent PBS at level i, 2f
children at level i— 1, and a parent at level i+ 1.

In our analyses of algorithms for j-MCCs and j-PCs, our times considerj fixed

and n, m, i and S as the parameters. We do not determine the full dependence on j,

e.g., whether each step really needs 2i comparisons instead of a fixed number, since

a PE in a j—MCC is fundamentally different from one in a k-MCC forj # k. In this

convention, sorting can be performed on aj-MCC of size n in 0(n‘”) time [33]. Since

the MCC RAR and the MCC RAW are implemented via sorting, we can

(1) Perform an RAR in 0(n‘”) time on aj—MCC of size n,

(2) Perform an RAW in 6(n‘”) time on aj-MCC of size n.

We can also extend some of the PC data movement techniques to the j—PC. We first

consider the casej> 1, and discuss the case j = 1 separately at the end.

(1) j-PC write: Given that the destination level is a j—MCC of size k and the

source PEs are i—-l levels below, aj-PC write (j> 1) can be performed in 0(10g (n)+

[k * ij"]'”) time.

(2) j- PC read: Given that the source level is aj-MCC of size k and the destination

PEs are i— 1 levels belbw, a j-PC read (j> 1) can be performed in 0(log (n)+

[k * ij‘1]1/j) time.

(3) Count keys: In aj-PC of size n (j > 1), if there are t different keys in the base

then count_keys will finish in 0(log (n) +[t+ t * log (n/ t)j‘1]”j) time.

(4) Funnel read: Assume that the last stage (j—dimensional) data cubes are of

size S. (See the comments preceding Theorem 9 below for a discussion of the sizes of

data cubes in aj- PC.) Then aj- PC funnel read (j > 1) can be performed in 6(5'”) time.

(5) Reducing afunction: Given sets Q and R, stored 1 per PE in aj-MCC of size

m at level i, and given that g and * can be computed in 6(1) time, in 6(m1/j+m/2ij)
time aj-PC (j> 1) can compute the reduction of g.

We have omitted a discussion of the pyramid matrix read and write since the

mapping ofa matrix into aj-MCC is not natural. Given the data movement techniques

that do extend, we are able to adapt several of our algorithms to the j—PC:

THEOREM 7. Given aj-dimensional pyramid computer of size n (j > 1), ifthe base

contains the unsorted edges of an undirected graph with 1) vertices, then the extension of
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the component labeling algorithm in §3.2 labels the components in 6(log (n)+

v‘”[1 +log (n/v)j_1]‘/-’) time.

THEOREM 8. Given aj-dimensional pyramid computer of size n (j > 1), ifthe base

contains the unsorted weighted edges of an undirected graph with 1: vertices, then the

extension of the algorithm in § 3.3 finds a minimal spanning forest in 6(log (n)+ 121”

[1 +log (n/v)j_‘]1”) time.

COROLLARY 4. Given a j-dimensional pyramid computer of size n (j> 1), if the

base contains the unsorted edges of an undirected graph G with 1) vertices, then in

0(log (n)+ v1” [1 +log (n/v)j“1]1”) time one can

(a) decide ifG is bipartite,

(b) determine the cyclic index of G,

(c) find all bridge edges of G,

((1) find all articulation points of G,

(e) decide if G is biconnected.

In the component label problem with digitized j-dimensional picture input, we

again use stages of (j—dimensional) picture cubes and their associated data cubes,

where the picture cubes increase in size by a factor of 21 at each stage. We reduce a

picture cube to an amount of data proportional to the cube’s surface area, so the data

squares at the final stage have “Mi—1)”) PBS, and are on level 6((j—1)*log2(n)).

The extension of component labeling for such data is now straightforward.

THEOREM 9. Given a digitized j-dimensional picture stored one pixel per PE

at the base of a j—PC of size n (j> 1), the components can be labeled in 6(n(j_1)/j2)
time.

Despite our success in extending component labeling to the j-PC, we cannot do

as well for the nearest neighbor problem. The difficulty is that, since the final data

cubes have size 6(n‘j’lw), when we try reducing a function it takes 9(n(j”2)/j) time
for j>2, which is no better than the edgelength of the base (Ill/j). Therefore our

extension to aj— PC does not seem to be able to do any better than a j—MCC algorithm

for the nearest neighbor problem.

Finally, a l-PC behaves differently than aj—PC forj> 1. One important difference

is that a l-PC of size n can sort in 6(n/log (n)) time, versus 0(n) time for a 1-MCC

of size n, while forj> 1 a j-PC and aj—MCC sort in the same time [25]. This sorting

difference is most apparent when considering problems such as component labeling,

finding a minimal spanning forest, deciding if a graph is bipartite, etc., for a graph

with 0(n) vertices, given as unsorted edge input. For aj- PC,j > 1, these problems take

6(n1/j) time, but on a l—PC they can be solved in 0(n/log (n)) time.
Another important difference is that one—dimensional digitized pictures are simplis—

tic. Using the special properties of such input, there are easy 1—PC algorithms to do

component labeling and finding nearest neighbors in 0(log (n)) time.

8. Conclusion. Because of its similarity to some animal optic systems, its similarity

to the (region) quadtree structure, and its natural use in multiresolution image process—

ing, the pyramid computer has long been suggested for low-level image processing

[5], [6], [25], [29], [30], [32], [34], [35]. Due to advances in technology, some pyramid

computers are currently under construction [8], [12], [23], [30], leading us to believe

that they deserve further algorithm study. This paper begins that study by showing

that the pyramid computer can be used for more complex tasks than originally

considered. For instance, we have shown that the pyramid computer can be used to

efficiently solve problems in higher-level image processing, graph theory, and digital

geometry.
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A major contribution of this paper is the introduction of fundamental data

movement operations for the pyramid computer to be used with a variety of standard

input formats. These data movement operations are quite different from those used

by earlier authors, in that most previous pyramid computer algorithms either concen-

trated soley on the child-parent links (adapting quadtree algorithms to the pyramid),

or solely on the mesh-connected links of the base. In contrast, the data movement

operations that we have presented intermingle the use of both types of links. They

also make extensive use of intermediate levels of the pyramid to do calculations, store

results and communicate data. Furthermore, we have shown how to use the base of

the pyramid to aid in the computation of functions being performed at higher levels.

We have used our data movement operations to efficiently solve several geometric

and graph-theoretic problems. Since there are numerous other problems in these and

related fields which have divide-and-conquer solutions, the problem-solving techniques

and data movement operations presented here should have a wide range of applications.

For example, [15], [17] contain algorithms which use the pyramid read, pyramid write,

and reducing a function operations to compute geometric properties such as convexity,

diameter and smallest enclosing b0x.

It is interesting to compare the pyramid computer with other parallel architectures.

Using the standard VLSI model in which processing elements are separated by at least

unit distance and a wire has unit width, [5] has shown that a pyramid computer with

a base of n processing elements can be laid out in 6(n) area by a simple modification

of the standard “H tree” layout scheme. The space of a layout for an interconnection

scheme is one measure of its cost, as is the regularity of the layout. A mesh-connected

computer of n processing elements also requires only 0(n) with an extremely regular

layout, but because it has a communication diameter of 0(n1/2) it requires .Q(n1/2)
time to solve all of the problems considered here, compared with, say, the 6(n1/4) time
needed by the pyramid computer to label the connected components of an image.

(Mesh-connected computer algorithms taking 9(n 1’2) time to solve problems presented
in this paper appear in [19], [16].)

Another simple model that can be easily laid out in 6(n) area is the quadtree

machine, which is simply a pyramid computer without the nearest neighbor links. Like

the pyramid, the quadtree has a logarithmic communication diameter, but unlike the

pyramid, the apex often acts as a bottleneck. For example, it is easy to show that the

quadtree needs 0(n1/2) time to label components or find nearest neighbors of an image,
even if higher PEs have additional memory (as suggested in [1]). On the pyramid, we

have used nearest neighbor connections at the intermediate levels to circumvent this
bottleneck.

General—purpose interconnection schemes such as the shuflle-exchange, butterfly

and cube-connected cycles can be used to provide poly—log time solutions to all the

problems considered herein. (An algorithm is poly—log if it finishes in P(logk (n)) time
for some constant k.) Unfortunately, these interconnection schemes require area that

is nearly proportional to the square of that required to lay out the pyramid computer

[36]. Although this extra area and complexity provide the capability of poly—log sorting,

it is more than is needed for the problems considered here.

A more interesting model is the orthogonal trees or mesh of trees [36]. This model

has a mesh—connected base of size n augmented so that each row and column of the

base mesh has a binary tree over it, with these trees being disjoint except at their

leaves. In this model 0(n1/210g2(n)) bits can be moved from the leftmost log (n)
columns to the rightmost log(n) columns in 0(log (n)) time. This is a significant

improvement over the pyramid computer bound in Proposition 8, though not enough
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to provide poly—log sorting. This machine model has not received much consideration

as an image processing machine, but for all of the problems considered herein involving

images or adjacency matrices, orthogonal trees can solve them in poly-log time.

Orthogonal trees do have some drawbacks, however. While the pyramid computer

can be laid out in linear area, Orthogonal trees need a factor of log2 (n) more area

[36]. Further, orthogonal trees seem to have few ties to other objects of interest for

researchers in image processing, as opposed to the neural, data structure, and multi-

resolution ties mentioned above for the pyramid computer. It is because of these ties

that the image processing community is building pyramids and not orthogonal trees.

Additional models which are closer to the pyramids, and which solve all of the image

processing problems considered herein in poly-log time, have recently been suggested

[28]. These models were designed by starting with the pyramid computer and modifying

it to be much faster on the algorithms presented here.
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Abstract

Preparata and Vuillemin proposed the cube-connected cycles (CCC) and its compact layout

in 1981 [16]. We give a new layout scheme for the CCC which uses less than half the area of the

Preparata-Vuillemin layout. We also give a lower bound on the layout area of the CCC. The

area of the new layout deviates from the bound by a small constant factor. We then consider

the unfolded CCC, called the cube-connected lines (CCE), for which we give a compact layout.

This latter layout is tight when compared with the lower bound above which is also applicable

to the CCE.

Keywords: Interconnection networks, cube-connected cycles, VLSI, embedding, routing, layout.

1 Introduction

Interconnection network is an important design element in the construction of parallel computers.

Many issues are involved in deciding on a specific topology for connecting a set of processors. With

the rapid technological progresses in VLSI, it is reasonable to conceive of a huge number of processors

being integrated tightly together to solve problems in a cooperative, parallel fashion. Therefore, one

of the criteria to judge the suitability of an interconnection network for the implementation of parallel

computers is whether the network can be laid out compactly in a VLSI grid.

The cube-connected cycles (CCC) is one of the most popular interconnection networks, which

was proposed by Preparata and Vuillemin [16] as a substitute for the hypercube in 1981. In the

same paper, they gave an asymptotically-optimal layout scheme for the CCC. Their layout scheme,

however, cannot produce the minimal layout for the CCC. Our work aims at finding better layout

schemes for the CCC. Research in the fields of graph embedding and VLSI layout has developed

* Correspondence: F.C.M. Lau, Department of Computer Science, The University of Hong Kong, Hong Kong.

Email: fcmlau@cs.hku.hk / Fax: (+852) 2559 8447.
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powerful techniques [2, 5] that can produce embeddings and layouts which are quite efficient—often

within a constant factor from the optimal. However, even a modest constant factor may render an

asymptotically-optimal layout or embedding unacceptable for real implementation. It is necessary

to try to achieve the minimal. This is the motivation behind our work.

Our project has two goals: (1) to give a more compact layout for the CCC than the Preparata-

Vuillemin layout, and (2) to reduce the long wires of the layout while keeping the asymptotically-

optimal area. We have achieved the first goal—a new layout scheme which uses less than half the

area of the Preparata—Vuillemin layout. Section 2 reviews the Thompson Model and the Preparata-

Vuillemin layout. Section 3 presents the new layout and compares it with the Preparata—Vuillemin

layout. Section 4 gives a lower-bound on the layout area, which is met (save some low-order terms)

by our layout of the CCL as given in Section 5.

2 Preliminaries

2.1 Thompson Model

Among the many mathematical models that have been proposed for VLSI computations, the most

widely accepted one is due to Thompson [17, 18]. In his model, the chip is presumed to consist

of a grid of vertical and horizontal tracks which are spaced apart at unit intervals. Two layers of

interconnect are used to route the wires. Vertical wires are routed in the top layer of the interconnect

and horizontal wires are routed in the bottom layer. Hence, wires may cross each other but cannot

overlap for any distance or cross node to which they are not incident. To change direction, wires

may turn into the other layer by contact cuts or vias that facilitate connections between the two

layers. In our discussion, no knock-knees are allowed—that is, two wires cannot turn at the same

grid point [14, 15].

Formally, an embedding or layout of a graph g in a Thompson grid is an assignment of the nodes

of g to intersection points in the grid and the edges of g to paths along the grid tracks. One of the

important measures of a layout is the layout area which is defined as the product of the number of

vertical tracks and the number of horizontal tracks that the layout uses to contain all the nodes and

all the path segments.

2.2 Cube-Connected Cycles

The s—dimensional (s—d for short) cube-connected cycles (CCC ) is constructed from the s—dimensional

hypercube by replacing each node of the hypercube with a cycle of 3 nodes [13, 16]. The ith-d edge

of a node of the hypercube is then connected to the ith node of the corresponding cycle of the CCC.

For example, see Fig. 1(a,b). The resulting graph has 3 - 2‘1 nodes, each of degree 3. By extending

the labeling scheme of the hypercube, we can represent each node of the CCC by (w,i) where i
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(1 g i g s) is the position of the node within its cycle and w (an s-bit binary string with the 0th—d

at the rightmost) is the label of the node in the hypercube that corresponds to the cycle. Two nodes,

(111,2) and (w’ ,i’), are linked by an edge in the CCC if and only if either

1. w=w’andi—i’=:|:1 (mods),or

2. i = z" and w differs from w’ in precisely the ith bit.

Edges of kind (1) are cycle-edges and edges of kind (2) are cube-edges. As shown in Fig. 1(c), CCC

is often drawn in the multi-stage format which will directly give rise to the Preparata—Vuillemin

layout. The first and the last stage, stages 1 and s, are called the two end stages, and they consist

of all the nodes (111,2) for i = 1 and i = s respectively.

The CCC is closely related to the butterfly network just as the shuffle-exchange network is to the

deBruijn network. The group-theoretic relations of the four networks are well studied in [1] where the

CCC and the butterfly are proved to be Cayley graphs derivable from the shuffle-exchange network

and the deBruijn network respectively; and inversely, the shuffle-exchange network and the deBruijn

network are proved to be some coset graph of the CCC and the butterfly network respectively.

We introduce an unfolded version of the CCC. Like the butterfly network, the CCC now has the

traditional folded version and the new unfolded version. For the unfolded CCC, condition (1) in the

above definition is changed to

1. w=w’ andi—i’=:|:1.

Each cycle of the CCC is replaced by a line in the unfolded CCC. We therefore call the unfolded CCC

the cube-connected lines, denoted by CCL hereafter. The 3-d CCL is shown in Fig. 1(d).

2.3 The Preparata—Vuillemin Layout

Fig. 2(b) shows the Preparata—Vuillemin layout of a 4-d CCC, which is recursively constructed from

two 3-d CCCé (identified by the dotted lines). Based on the recursive construction, it can be easily

proved that an CCC of N = s - 2" nodes can be placed on a 2 - 2" x (2" + 1) chip. Since 3 2

log(N/ log N), the chip size is about 0((N/ log N)2). In general, we say that a network of N nodes

has asymptotically-optimal layout if it can be laid out in area 0(N2/T2), where T is the time to

execute an ascend-descend algorithm [4, 18]. CCC can execute the ascend-descend algorithm in time

0(log N) [16]. Therefore, the Preparata—Vuillemin layout is asymptotically optimal.

More precisely, for an s—d CCC with n = 2" cycles, denoted by CCC(n) hereafter, let W(s) and

H (s) be the numbers of vertical and horizontal tracks respectively—i.e., the width and the height
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<000,1> <001,1>

   
  

Figure 1: (a) 3-d hypercube. (b) 3-d CCC. (c) Another drawing of 3-d CCC: cycle-edges in in thick

lines and cube-edges in thin lines. (d) 3-d CCL.

of a layout. Then, for the Preparata—Vuillemin layout,

W(1) = 4,

11(1) = 3,

W(s) = 2W(s — 1),

H(s) = H(s — 1) + 29-1.

We get W(s) = 2"+1 = 2n and H (s) = 2" + 1 = n + 1. Hence, the area occupied by the Preparata—

Vuillemin layout, W(s) x H(s), is

2n(n + 1) = 2712 + 2n. (1)

For the “more economical” Preparata—Vuillemin layout which is shown in Fig. 2(c),

W(1) = 4,

H(1) = 3,

W(s) = 2W(s — 1),

[1(3) 2 H(s — 1) + 29—1 if s is odd
H(s — 1) + 29—2 + 1 if s is even.

The saving in the number of horizontal tracks for the case of even 3 comes from the overlapping of

some of the sth-d tracks with the embedded layouts for the (s — 1)-d CCC (see the dotted region in

Fig. 2(c)). From the above, we get W(s) = 2"+1 = 2n and H(s) = 3 + (2 +4+ 5 + - - 29—2 + (29—2 +

1)) = %29 + %s + % for even 3, and H(s) = %29 + %s +% for odd 3. For simplicity we only consider

even 3. Hence, the area is 4 8

EH2 + nlogn + in. (2)
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Figure 2: (a) Preparata—Vuillemin layout of 1-d CCC—the base case. (b) Preparata—Vuillemin layout

of 4-d CCC. (c) More economical Preparata—Vuillemin layout of 4-d CCC.
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3 New Layouts

Although the Preparata—Vuillemin layout for CCC is asymptotically optimal, it is not the minimal

layout. For real implementations, we would prefer using as tight a layout as possible. Here we give

a new layout for the CCC. It is more compact than the Preparata—Vuillemin layout; whether it is

minimal is an open question.

Referring to Fig. 2 again, there are two obvious shortcomings in the Preparata—Vuillemin layout:

0 the layout does not try to make use of the corner positions of a cycle by putting some nodes

there, and

o the layout places all the cycles along the same horizontal axis.

In the new layout, these two problems are corrected, and the resulting layout uses less area and has

a better aspect ratio.

Fig. 3(a,b,c) show the layouts of the first three CCC’s, starting from the second dimension. These

layouts use minimal areas. As our interest is in the layout of the general CCC, we omit the proofs of

these specific cases here. Like the Preparata—Vuillemin layout, the new layout is based on recursive

construction. Unlike the Preparata—Vuillemin layout for which the recursion begins at the first

dimension, the base case for recursion in the new layout is the 4-d CCC (Fig. 3(c)). The reason for

this is that the layout of the 4-d CCC is the first one (starting from the first dimension) that puts a

node in every corner of a cycle. This layout is correct in the sense that it is indeed a valid CCC that

is being laid out. This can be easily verified by examining the connections against the labels of the

cycles in Fig. 3(c). Similarly for the smaller cases.

3.1 Recursive Construction

The procedure is as follows, for s 2 5.

Take two copies of the layout for the (s — 1)-d CCC; place them side by side. Stretch

every cycle vertically by an extra height of 29—3 for the embedding of the sth-d nodes

and edges.

Since there are four rows of cycles from top to bottom, a total of 29—1 extra horizontal tracks are

added. Note how the sth-d nodes and edges are embedded (refer to Fig. 3(d) and Fig. 4) within

these extra tracks: one node is added to every cycle, and its corresponding node in the other copy

of the layout of the (s — 1)-d CCC is placed at the same horizontal position, and the two are joined

by a horizontal wire. We label the cycles in the left copy by extending the original labels by a 0

on the left, and the cycles in the right copy by a 1 on the left. The correctness of the s—d layout

immediately follows from this labeling scheme. In Fig. 3(d), which is recursively constructed from

Fig. 3(c), the labels of the bottom row of cycles are shown.
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gg m m <— 1000/ 1001 / 1011 / 1010
(a) % 1100/1101/1111/1110
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Figure 3: New layouts of small CCC’s: (a) 2-d CCC needs area 4 x 4; (b) 3-d CCC needs area 8 x 6;

(c) 4-d CCC needs area 12 x 12; (d) 5-d CCC needs area 24 x 28.
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Using the procedure, the layout of the 6-d CCC can be easily constructed. The result is shown

in Fig. 4.

For an s-d CCC with n = 2" cycles,

W(4) = 12,

11(4) = 12,

W(s) = 2W(s — 1),

H(s) = H(s — 1) + 26-1.

We get W(s) = 12 x 29—4 = %n and H(s) = 2" — 4 = n — 4. Hence, the area, W(s) x H(s), is

311/2 — 3n. (3)

In the same way that a more economical layout can be derived from the Preparata—Vuillemin

layout, the new layout has a more economical version. The more economical version for the 6-d CCC

is shown in Fig. 5. For this improved layout,

W(4) = 12,

H(4) = 12,

W(s) = 2W(s — 1),

[1(3) 2 H(s — 1) + 29—1 if s is odd
H(s — 1) + 29—2 +4 if s is even.

WegetW(s)=12x2"_4=%n andH(s) =12+(16+20+64+68+---+2"_2+(29—2+4))=

%2" + 23 — 2% for even 3. Hence, the area is

in + Enlogn — 5n. (4)

3.2 Comparison

By ignoring the low-order terms in Formulae 1, 2, 3 and 4, the four layout schemes of CCC(n)

discussed above take areas of approximately 213, §n2, g1? and §n2 respectively. We compare

the new layout with the Preparata—Vuillemin layout, and the more economical version of the new

layout with the more economical version of the Preparata—Vuillemin layout. In either case, the new

layout scheme uses less than half the area of the Preparata—Vuillemin layout. The other important

advantage of the new layout is that it has a more practical aspect ratio (W(s) /H (3)), which is close

to 1, whereas the aspect ratio of the Preparata—Vuillemin layout could be as large as 3. Because of a

better aspect ratio, the new layout has a shorter maximum wire length than the Preparata—Vuillemin

layout.

The new layout also shows the superiority of the CCC in layout area over other hypercube sub-

stitutes such as the shuffle-exchange network and the butterfly network [13]. The optimal layout of
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Figure 4: New layout of 6-d CCC with area 48 x 60.
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Figure 5: More economical new layout of 6-d CCC with area 48 x 48.
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the shuffle-exchange network was due to Leighton [12]. His layout of the shuffle-exchange network,

as well as the other related ones, however, are complicated, not regular or recursive. For years, the

best known layout of the butterfly network with n inputs or outputs was that by Wise [19] which

has area 2 2n2. Recently, a more compact layout for the butterfly was found with area 2 2n2 [9].

The butterfly networks discussed in these two papers, however, are unfolded. To be fair, the folded

butterfly network (i.e., the first and the last stage are merged) [13] should be considered when com-

paring with the CCC. The corresponding areas of the folded butterfly given in [9, 19] would then

need to be doubled or quadrupled. On the other hand, as will be seen in Section 5, the unfolded

CCC can be laid out with area 2 in?

4 Lower Bound on Layout Area

We give below a lower bound of (%n — 1)2 for CCC (n). Our new layout of the CCC as presented in

the previous sections deviates from this bound by a factor of 2. The construction of the lower bound

does not consider the laying out of the cycles in a CCC (see Fig. 6), and hence the lower bound is

also valid for the CCL. As will be shown in the next section, the CCL can be laid out in an area of

(%n + 0(n))2, which is tight when compared with the lower bound.

The lower bound of (%n — 1)2 is easily seen from the bounding strategy invented in [18] which is

in terms of the bisection width of a graph.

Lemma 1 [18] For any graph G with bisection width BW(Q), AREA(Q) Z (BW(Q) — 1)2.

The proof of the bisection width, én, of CCC (n), however, is complicated. Alternatively, we can turn

to the modified bounding strategy, from [2] where a lower bound of the butterfly network layout is

proved by the same technique, but is in terms of the minimum special bisection width.

Let g be a graph having a designated set of special nodes. The minimum special bisection width

of g, denoted MSBW(Q), is the smallest number of edges whose removal partitions g into two

disjoint subgraphs, each containing half of 9’s special nodes.

The following three lemmas are due to Avior et al. [2].

Lemma 2 For any graph G with MSBW(Q), AREA(Q) 2 (MSBW(Q) — 1)2.

In order to bound the MSBW of CCC(n), the congestion argument originated in [12, 13] which

is used for bounding unknown MSBW’s from known ones is used.

Lemma 3 Let Q and H be graphs having equal numbers of special nodes. If there is an embedding

of G into H which maps special nodes to special nodes and which has congestion S C, then

MSBW(H) z (1/C)MSBW(g).

11
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The complete bipartite graph ICnm plays the role of the guest graph g with known MSBW =
12
2n.

Lemma 4 MSBWUCnm) = §n2 when all nodes of KM, are special.

Now we give an embedding of the guest graph ICnm into the host graph CCC (n).

Lemma 5 One can embed ICnm into CCC(n) with congestion 2" = n in such a way that the inputs

and outputs of KM, map, respectively, to the first stage and the last stage of CCC(n).

Proof: Consider the embedding of ICnm into CCC (n), which assigns inputs of ICnm to the first

stage of CCC (n) and outputs of ICnm to the last stage of CCC (n), and which routes the edges of ICnm

in increasing order of dimensions—i.e., from right to left.

With no loss of generality, see Fig. 6 for an embedding of [CM into CCC (8). Since the long wrap-

around cycle-edges of the CCC are not used for routing in the embedding, Fig. 6(a) is simplified

to Fig. 6(b)—i.e., CC£(8). Fig. 6(b) can be isomorphically arranged to become Fig. 6(c) in which

all stages of nodes except the first stage are reordered so that pairs of nodes connected by cube-

edges are placed together like the first stage while the cycle-edges at each stage appear to be in the

unshufiie-connection pattern [1, 8]. Fig. 6(c) can be transformed into Fig. 6(e) by replacing every

pair of nodes with a complex node as shown in Fig. 6(d). Fig. 6(e) is a reverse Omega network (or

a flip network [3]). Hence, the original CCC (n) is transformed into a reverse Omega network with

%n inputs and %n outputs.

Note that the reverse Omega network (with %n inputs and %n outputs) has the banyan prop-

erty [10]: each input node u is connected to each output node v by exactly one path of length 3 — 1.

Let e be a stage-k edge of the reverse Omega network, where 1 g k g s — 1. One end-point of 8

reaches precisely 29"“‘1 distinct output nodes while the other end-point of e reaches precisely 2’“_1

distinct input nodes. Hence, edge e lies on precisely 29—2 input-output paths. Since each input and

output contains two nodes of [Cmm edge e lies on precisely 2" input-output paths—i.e., its congestion

is 2" =n.

A further look reveals that the congestion of cube-edges of CCC(n), shown as a thin edge in

Fig. 6(d), is also 2" = n since from each input, exactly half of the paths will go through the cube-

edge of a complex node. III

Lemma 6 MSBW(CCC(n)) Z én.

Proof: Directly from Lemmas 3, 4, and 5. III

Finally, Lemma 6 combines with Lemma 2 to yield the desired lower bound, Theorem 1, on the

area of layouts of CCC (n).

Theorem 1 Any layout of CCC(n) has area at least (én — 1)2.

12
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Figure 6: An embedding of [CM into CCC (n).

5 Layout of CCE

In this section, we present the tight layout of the CCL. Avior et al. [2] gave a tight layout of the

unfolded butterfly network with area (n + 0(n))2. We borrow their technique and apply it to the

CCL, resulting in the desired tight layout of the CCL with area (%n + 0(n))2.

Theorem 2 There is a layout of CCL with area (%n + 0(n))2.

We prove Theorem 2 via a sequence of reductions.

5.1 First Reduction

We show how to construct the desired layout of CC£(4n) from four copies of a suitable layout of

CC£(n). In the following, a stage that is placed “along” a side of a grid means that each of the

nodes of the stage is either directly on the side or there is no other node that is between it and the

side.

Lemma 7 One can construct a layout L4n of CC£(4n) with the area indicated in Theorem 2, from

four copies of a layout Ln of CC£(n) that has the following properties.

0 Ln places CC£(n) in an (n + 0(n)) x (n + 0(n)) grid.

0 Ln places one end stage of CC£(n) along a vertical side of the grid and the other end stage of

CC£(n) along a horizontal side of the grid.

Proof: Assume without loss of generality that the given layout Ln places the end stages along the

bottom and the right sides; see Fig. 7(a). Flip Ln around horizontally to produce layout L; of

13
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Figure 7: (a) Layout L,, of CC£(n). (b) Layout L2,, of CC£(2n). (c) Final layout L4,, of CC£(4n).

CC£(n). To form CC£(2n), L,, (as well as Lg) must be extended by an extra stage of nodes. These

extra stages of nodes are placed alongside the vertical sides of L,, and Lg, as shown in Fig. 7(b).

Join the two layouts by placing them side by side and then connecting the two newly added stages

of nodes, resulting in L2,,, a layout of CC£(2n).

Next, flip layout L2,, vertically to produce layout L’2n of CC£(2n). Add the extra stages of nodes,

and then join layouts L2,, and L’2n by connecting these stages of nodes, as depicted in Fig. 7 (c), to

produce layout L4,,. Clearly, layout L4,, resides in a (2n+o(n)) x (2n+o(n)) grid, and thus satisfies

the conditions of Theorem 2. III

We have thus reduced the layout problem to one of producing L2,,.

5.2 Second Reduction

We now show how to construct layout L,, that is needed by Lemma 7. For convenience, we assume

that s is even. The case of odd 3 can be dealt with similarly, and the result will differ in only the

lower-order terms.

Lemma 8 Suppose that we can lay out any CC£(n) in an n x (n — 1) grid, in such a way that the

end stages of CC£(n) are along the two vertical sides of the grid. Then one can construct layout L,,

of CC£(n) as described in Lemma 7.

Proof: Let the stages of CC£(n) be numbered 1,2, ...,3 — 1,3, where n = 2", and stages 1 and s

are the end stages. We create layout L,, of CC£(n) as follows.

Let k = s/2. By cutting the edges between stage k and stage k + 1 we decompose CC£(n) into

0 CC£(n,1): the subgraph of CC£(n) bounded by stage 1 and stage k (nodes and edges), and

o CC£(n, 2): the subgraph of CC£(n) bounded by stage k + 1 and stage 3 (nodes and edges).

14
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Figure 8: L“) and L0) inside Ln.

Let L be a layout of CC£(2") in a 2’“ x (2" — 1) grid, in which the two end stages reside along

the two vertical sides of the grid. We first construct L“) of CC£(n, 1) by putting 2’“ copies of L, one

above another, along the right side of the grid for Ln. Layout LU) resides in an n x (2" — 1) grid. By

basic properties of the hypercube, CC£(n, 2) is isomorphic to CC£(n, 1) by a suitable relabeling of

the lines; we do the same for CC£(n, 2) as we just did to CC£(n, 1). The result is rotated 90 degrees

to produce L9), a layout of CC£(n, 2) along the bottom side of the grid for Ln.

It can be easily seen that the smallest grid for Ln that can hold L“) and L0) is of area (n +

o(n)) x (n + 0(n)).

Finally, we must connect L“) and L0) to re-create CC£(n). This can be accomplished by routing

a specific bijection between the two subgraphs of CC£(n) that have been laid out. It is obvious that

the unpopulated area that is left behind after placing the layouts L“) and L0) is sufficient for any

such bijection to be routed. III

5.3 Third Reduction

Our last task is to construct the layout L of CC£(n) as demanded in Lemma 8. This can be easily

done by modifying the Preparata—Vuillemin layout: all cycles become lines, and nodes can be placed

at the two ends of a line (refer to Fig. 2(b)). In particular, CC£(n) can be laid out in an n x (n — 1)

grid.

Hence, Theorem 2 is proved.

15
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6 Conclusion

We have given a simple, regular and more compact layout scheme for the CCC, which takes less than

half of the area of the Preparata—Vuillemin layout. We have also derived a lower bound on the layout

area of the CCC. Our layout deviates from the lower bound by a constant factor of 2. The lower

bound, however, is not the tightest possible because its construction does not take into account the

laying out of the cycles in a CCC. It is, more appropriately, a lower bound for the CCL. On the

other hand, our tight layout of the CCL can give rise to a layout of the CCC, but the area will be

four times that of the CCL (consider Fig. 8, and the width and the height of the grid will need to

be doubled to accommodate the cycles of the CCC). We conjecture therefore that the layout of the

CCC as we have proposed in this paper is optimal. Further work will be directed to deriving a lower

bound for the CCC that would take the cycles into account.

Our layout of the C CL reveals the superiority of the C CL over the unfolded butterfly network since

the former takes only one-fourth of the layout area of the unfolded butterfly network [2]. Another

merit of the CCL is that a CCC can be embedded into a CCL with congestion 2 and dilation 2 due

to the well-known fact that a cycle can be embedded into a line with congestion 2 and dilation 2.

Hence, the CCL can be a good substitute for the CCC and can execute the ascend-descend algorithm

with a small constant slowdown.

Another important measure of a layout is the maximum wire length [4, 11]. We have recently

succeeded in coming up with a layout of the CCC which has no long wires and yet preserves the

asymptotic-optimality of the area [7]. Our next task is to consider the tradeofl [4, 6] between area

and maximum wire length for the CCC layouts.
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Abstract—We examine the traditional, symmetric, Manhattan
mesh design for field-programmable gate-array (FPGA) routing
along with tree-of-meshes (ToM) and mesh-of-trees (MoT) based
designs. All three networks can provide general routing for lim-
ited bisection designs (Rent’s Rule with p < 1) and allow locality
exploitation. They differ in their detailed topology and use of hier-
archy. We show that all three have the same asymptotic wiring re-
quirements. We bound this tightly by providing constructive map-
pings between routes in one network and routes in another. For
example, we show that a (c, p) MoT design can be mapped to a
(2c, p) linear population ToM and introduce a corner turn scheme
which will make it possible to perform the reverse mapping from
any (c, 1)) linear population ToM to a (2c, 1)) MoT augmented
with a particular set of corner turn switches. One consequence
of this latter mapping is a multilayer layout strategy for N-node,
linear population ToM designs that requires only @(N) two-di-
mensional area for any 1) when given sufficient wiring layers. We
further show upper and lower bounds for global mesh routes based
on recursive bisection width and show these are within a constant
factor of each other and within a constant factor of MoT and ToM

layout area. In the process we identify the parameters and charac-
teristics which make the networks different, making it clear there
is a unified design continuum in which these networks are simply
particular regions.

Index Terms—Butterfly fat tree (BFT), fat pyramid, fat tree,
field-programmable gate-array (FPGA), hierarchical, hierar-
chical synchronous reconfigurable array (HSRA), interconnect,
Manhattan, mesh, mesh-of-trees (MoT), multilevel metallization,
Rent’s rule, tree-of-meshes (ToM).

I. INTRODUCTION

N THE DESIGN of field-programmable gate-arrays

(FPGAs), we have seen mesh based (e.g., [1]—[5]), hierar-

chical (e. g., [6]—[11]), and hierarchical mesh interconnection

networks (e.g., [12], [13]). We have seen numerous studies

showing the characteristics of these networks, how they scale,

and empirically how they relate on particular designs (e. g., [7],

[9], [13]). In this paper, we examine how they relate in a more

fundamental manner. We ask if we can provide any guaranteed

bounds on the size of one network given a routing solution in

another network (e. g., given a mesh-of—trees (MoT) route, how

much larger or smaller can the tree-of—meshes (TOM) route be?

Mesh route?). We further ask if there are design variables that

allow us to tune the design space between two different network

types. This allows us to underscore the ways in which these
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work was funded in part by the Defense Advanced Research Project Agency
(DARPA) Moletronics Program under Grant ONR N00014—01-O651 and by the
National Science Foundation CAREER Program under Grant CCR-Ol33102.
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of Technology, Pasadena, CA 91125 USA (e-mail: andre@cs.caltech.edu).

Digital Object Identifier 10.1109/TVLSI.2004.834237

networks are fundamentally similar and the ways in which they

are fundamentally different.

A. Why Does This Matter?

Each of these networks has interesting and useful properties.

We would like to know which of these properties are mutu-

ally exclusive and which properties might be simultaneously

achieved in a single network. For example:

0 the ToM network can be placed entirely by recursive bi-
section;

- the MoT network can be laid out in @(N) two-dimen-
sional (2-D) area when given sufficient metal layers for

routing;

- since all three networks are ultimately embedded in

a mesh, the optimal mesh placement and routing will

achieve minimum wire lengths or minimum total wiring.

We have some evidence that certain combinations are not pos-

sible. For example, the traditional switch population schemes

for meshes require asymptotically more switches than the MoT

or ToM. So, we want to know the following.

0 Is it possible to achieve the simplified placement and

routing of the TOM simultaneously with the MoT layout

guarantee?

0 How much does the strict recursive bisection placement

which the ToM uses cost compared to an optimal mesh

placement? Is it an asymptotically larger costs or just a

constant larger?

0 The MOT achieves asymptotically fewer switches than the

mesh; does it require asymptotically more wiring?

- The MoT can exploit 2-D locality better than the TOM;

what does this locality exploitation cost us?

By performing these equivalence mappings, we can answer

these questions and show when it is necessary to compromise

one good network property for another and when it is possible

to achieve good properties simultaneously in a single network

design.
Whether or not recursive bisection alone is sufficient for

placement is an important question in system-level interconnect

prediction. This shows up both in questions about the adequacy

of recursive bisection in constructive placements [14] and in

questions about the relationship between the pre-placement

and post-placement Rent parameters [15], [16] [see ( 1)]. These

relations help us provide, at least, an asymptotic answer. We

show that the pre-placement partitioning implies a constructive

layout and wiring which need never be more than a constant

factor greater than the optimal, post-placement wiring. This

gives us insight into the validity of using pre-placement parti-

tioning to predict wiring requirements; the constant factor gap

1063-8210/04$20.00 © 2004 IEEE
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Fig. 1. Equivalence relation summary.

between the upper and lower bound helps us understand the

source of variance in pre- versus post-placement wiring. This

further helps us understand the wiring tradeoffs which will be

involved when using fast-placement techniques for run-time

placement of FPGAs [17], [18].

In earlier work [10], we showed that a properly balanced

FPGA-style network may leave some compute elements un-

used in order to better utilize the expensive wiring. We demon-

strated this on a ToM network. The question remained whether
or not this result was transferable to more conventional mesh

networks. Tessier later showed that it was [19]. When we know

the fundamental equivalence relations between networks, we

will know when results such as this must necessarily transfer
between networks.

These equivalences allow us to establish the asymptotic rela-

tionships among the networks. As we consider the implications

of exponentially scaling chip and system capacities, it is impor-

tant to keep an eye on which resource requirements will fun-

damentally diverge and which are only constant factors apart.

For example, the constant factor of additional wire capacity in

the MoT or ToM may be a worthwhile expense to avoid paying

the asymptotically growing switch requirements in conventional

mesh designs.

B. Overview

Fig. 1 summarizes our key results. We start by briefly re-

viewing Rent’s Rule and the three network styles which anchor

the edges of our design space (Section II). We then show how

the MoT is contained in a linear population ToM (Section III).

We observe that a particular corner turn scheme, which only in-

creases the switches in the MoT by a constant factor, gives us

a MoT that contains a linear population ToM (Section IV); this

shows us that the designs are within a constant factor of each

other and identifies exactly the change we need to make to one

network to turn it into the other. This also shows us how to layout

a (c,p) MoT

a linear population ToM in constant area per endpoint when

given sufficient metal layers—giving us a design which can both

be placed easily and efficiently. We also use the MoT layout

to demonstrate that the MoT and linear switch population ToM

networks require, at most, a constant factor more wire channels

than the mesh. The MoT/linear-ToM layout shows us an upper

bound for mesh channels which is only a constant factor larger

than the lower bound. This further shows the cost of the easy

placement and good layout for the ToM or augmented-MOT is

bounded even in wire costs compared to the mesh. We then iden-

tify the set of parameterized differences between a pure MoT

and a traditional Mesh showing that there is a continuum design

between these two points (Section V). Combining bounds tran-

sitively, we see that all three networks require asymptotically the

same number of wires. We note that pure ToM designs require

only recursive bisection for layout, so these results suggest the

wiring benefit of full mesh placement versus recursive bisection

placement can be, at most, a constant factor effect.

II. BACKGROUND

All three network types—meshes, MoT, and ToM—are in-

stances of limited-bisection networks. That is, rather than sup-

porting any graph connectivity, like a crossbar or Benes net-

work, these networks are designed to exploit the fact that a typ-

ical N-node circuit or computing graph can be bisected (cut in

half) by cutting less than 0(N) hyperedges. This is significant
as the bisection width of a network, BW, directly places a lower

bound on the size of the network when implemented in VLSI
[20]. With a crossbar or Benes network, the bisection width is

8(N), as is the subsequent bisection of each half of the net-
work. This means the horizontal and vertical width of the de-

sign, when implemented in a constant number of metal layers,

must be (2(N) which implies (2(N2) VLSI layout area. In con-

trast, a network which only has BW < 0(N) bisection width
may be implemented in less area as noted below.
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A. Limited Bisection Model: Rem’s Rule

A common way of summarizing the wiring requirements for
circuits is Rent’s Rule [21]. Landman and Russo articulate this

model for relating the number of gates N and the total number

of input and outputs signals, IO

10 = cNP. (1)

This relationship assumes we attempt to maximize locality, i.e.,

we select the groups of N gates so as to minimize the number

of signals (IO) which connect gates in a group to gates in other

groups. Rent’s observation was that this relation can be tuned

to model the IO requirements for all such well chosen sub-

groups N < Nmax. Here (3 and p are parameters that can be

tuned to fit the IQ versus N connectivity relationship for a de-

sign; (: is a constant factor offset which roughly corresponds

to the IO size of the primitive elements (gates, look-up tables)

in a design, and p defines the growth rate. We can view 1) as

a measure of locality. With p = 1, we have a design that has

@(N) bisection bandwidth, and hence, has little locality. Note

that any group of N gates with bounded fanin, k, will have at

most (I: + 1) x N 10s to cut even if all their nets enter and exit
the partition. As p decreases, more of the possible signal nets

are contained in the partition; the design has more locality and

admits to smaller implementations. Landman and Russo, and

a large body of subsequent work, observe that typical designs

have 0.5 g p S 0.75. Rent’s Rule gives us a way of succinctly

characterizing the wiring requirements for typical, limited-bi-

section designs.

Strictly speaking, (1) captures the dominant asymptotic be-

havior of the design and the real IO versus group size rela-

tionship typically diverges from this at the high and low ends.

Landman and Russo called the broad region where (1) held

Region I and the top end where it no longer holds Region II.

Stroobandt identified the divergence at the low end as Region III

[22]. Because of this effect, the C in (1) may be different from

the actual primitive element IO in order to better fit the Region

I relationship.

Returning to our bisection based area lower bound, we can
observe that

BW(chip half) 2 I0(chip half) 2 IO (g) . (2)
If we place half of the primitive elements in our design on each

half of the chip, (2) reminds us that the total number of wires

entering each half of the chip is related to the number of prim-
itive elements in each half. To the extent our Rent relation (1)

properly captures the IO versus gate relationship, we can use it
to determine the number of wires that must cross the bisection

of the chip

P

BW(chip half) 2 10 (g) = (3 (g) . (3)
All of these wires must cross a line that runs the width of the chip

and divides the chip into two pieces. We can use this relationship

to get a lower-bound on the length of this line and hence the side
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Fig. 2. Area lower bound based on bisection widths.

length of the chip [see Fig. 2]. Without loss of generality, we
assume this line is a vertical cut of the die. Then

Wpitch >< BW(chip half)
L1, >

N...
(4)

Here, Wpitch is the wire pitch, and N, is the number of metal
layers available for vertical wiring. Equation (4) says the best

we can do is pack the wires crossing the bisection densely at the

metal pitch into the available wiring layers.

Now that we have a bound on the vertical length of the chip,

we can make a similar argument to bound the horizontal length

of the chip. We consider cutting each half of the chip with a hor-

izontal line that runs from the edge of the chip to the vertical cut

line (see Fig. 2). This line produces two groups of size N/4 in

each half of this chip half. Our Rent relation tells us the number

of wires leaving each of these halves

N N
p

BW(Chip quarter) 2 IO (1) = (3 (Z) . (5)
This allows us to make a similar argument about the length of
these horizontal lines

Lh > l/Vpitch X B W(chip quadrant)
2 Nb, (6)

We can then put these two lower bounds together to compute

a lower bound on the area of the chip due to wiring

Awire > L'U X Lh

(Wpitch)2 N ‘ N>(viNh XBW 2 ><Z><BW 4
(VI/pitch)2 N P 1 N P> (Nu >< Nh X C 2 X 2c 4
(Wpitch)2 202 2p> (N, x Nh X 81’ N ' (7)

Equation (7) gives us a lower bound on the wiring requirements

for any layout of a graph with Rent characteristics (0, p). That
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Fig. 3. ToM topology (shown as c = 3, p = 0.5).

is, any physical network which supports such a graph must have

at least this much wiring area.

To be more precise, we can allow the 105 out of each region

to exit on all four sides rather than just the one for the bisection.

Note, however, that the regions will be roughly square in order

to maximize the perimeter to area ratio, so the total perimeter

is always a small constant factor times the edge length. Conse-

quently, such refinements will not change the asymptotic wiring

requirements. This wiring area lower bound argument is adapted

from Thompson [20].

Equation (7) says our total wiring requirements are growing

faster than linearly in gate count when p > 0.5. For any fixed

number of wiring layers, Nh and NU, this means wiring area

forces the chip area to grow faster linearly for p > 0.5. If we

allow the number of wiring layers to grow with N, perhaps we

can keep Awire down to an area linear in N. Our ability to do

this will depend critically on our switch requirements and how
the switches and wires are laid out.

B. TOM, BF]: HSRA

Leighton introduced the ToM (see Fig. 3, [23]) as a stylized,

limited-bisection network which could be used as a template for

the layout of any limited-bisection design and could be the basis

of a configurable routing network [24]. Bhatt and Leighton use

(a, F) as their parameterization rather than Rent’s Rule’s (c, p),

but they define an equivalent space (F = (3 (Nmaxy), a 2 21”,
where Nmax is the total number of primitive elements in the

design). By tuning the child to parent channel width growth of

each of the tree stages, the ToM can be parameterized to sup-

port the (c, p) wiring requirements for any circuit. Significantly,
if we can recursively partition a design so that its 10 versus par-

tition size relationship does not exceed the (c, p) of a ToM net-

work, a (40, p) ToM network will always be able to route it.
Using asymptotically the same number of switches, but orga-

nizing them differently, the factor of four can be reduced. Using

a crossbar type interpretation of the ToM, a (30/2, p) network

supports the (c, p) design [25]. The ToM allows us to do place-
ment only by considering recursive bisections; this is a powerful

property that simplifies physical mapping.

Leiserson adapted the ToM into the fat tree [26] and de-

fined a linear switch population version which he called the

butterfly fat tree (BFT) [27] (see Fig. 4, left-hand side). Our

hierarchical synchronous reconfigurable array (HSRA) [11]
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BFT

C : 1, arity-4

HSRA

c : 2, arity—2

Fig. 4. BFT and HSRA topology.

 
Fig. 5. Basic MoT topology (shown c = 1, p = 0.5).

(see Fig. 4 right) is logically equivalent to a BFT. Both are

“linearly populated” in that they have only a linear number

of switches (linear in the number of child input channels) in

each hierarchical switchbox rather than the quadratic number

required by the full ToM (Fig. 3). One consequence of linear

population is that the BFT or HSRA requires a total number of

switches which is linear in the number of endpoints supported

for any p < 1. In previous work we have identified resource

and routability tradeoffs for this class of networks [25]. In [28],

we showed that a p = 0.5 BFT could be laid out in ®(N)

area using @(log(]V)) metal layers. However, we left open the
question of whether or not a p > 0.5 BFT could be laid out

in @(N) area given sufficient metal layers. Our ToM to MoT
mapping (Section IV) shows that we can provide such a layout

for any p, demonstrating that we have a network that can both

be placed simply by using recursive bisection and be laid out in

asymptotically optimal area using multilevel wiring.

C. MOT

Leighton also introduced the MoT [29], [23] (see Fig. 5).

While the ToM—BFT—HSRA style designs have a single tree

hierarchy, the MoT starts with a mesh of nodes and builds a
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Fig. 6. Manhattan mesh interconnect model (shown as W = 6).

separate hierarchical network along each row and column in the

mesh. The resulting network has the asymptotic linear switch

property of the BFT/HSRA with greater ability to exploit two-

dimensional locality. In recent work [13], we identified how to

parameterize the MoT for any Rent-style wiring requirements

(c7 1)), calculated switch and layout asymptotics, and showed
that the MoT required fewer switches than conventional Man-

hattan mesh designs. We further showed a multilayer layout for

the MoT that required only @(N) area for any p. [13] was the
first to demonstrate constant area, multilevel metallization lay-

outs for any of these limited-bisection networks.

D. Manhattan Mesh

Manhattan Meshes (see Fig. 6) have been most heavily

studied as interconnect networks for FPGAs (symmetric [4],

island-style [5]). These place a routing channel containing

W wire track between every row and column of processing

elements. Each node may connect to a subset of the wire tracks

adjacent to it through the connection box (C-Box). At the

intersection of rows and columns, there is a switch box (S -Box)

which allows wires to be linked together into longer signal runs
or make Manhattan corner turns between a row and a column.

Traditional designs have populated the switch boxes linearly in
the number of channels, W.

*5“

toOX-I- llII
C- C—Box

I Illll*l*lllll

afla Eas-g, = = g, = :-
IIIII IIIII

A mesh arranged as V N x V N primitive elements has V N +
1 horizontal and vertical channels. The total bisection width of

the mesh in the horizontal or vertical direction is then

meesh = (\/N + 1) W. (8)

To support a design characterized by Rent Parameters (c, p) , the
Mesh will need

N

2);”.meesh 2 C (K— (9)
Equation (9) is the same observation as (3)—the 10 out of each

half of the chip Inust cross the bisection. Combining (9) and (8),

we can related W to the number of primitive elements, N, and

our Rent parameters

N

2)]?-(W+1)W2c( (10)
For simplicity, we can drop the plus one without affecting the

asymptotic implications

(«away
W 2 (2%) N(P’0'5). (11)
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Fig. 7. Mapping between p = 0.5 MOT and p = 0.5 HSRA (BFT).

Equation (1 1) gives us a lower bound on channel width which

a mesh will need to support a Rent characterized ((;7 p) design.
The mesh will generally need more wire channels than this be-
cause

- this only charges for bisection wires — channels may need
to be wider to hold wires in the recursive cuts;

0 this assumes optimal wire spreading — it may not be pos-

sible to spread wires evenly across all channels without

increasing channel widths in the orthogonal channels.

Significantly, note that the mesh channel width, W, grows with

N for p > 0.5. This is directly related to the same asymptote we

saw in (7). The total wiring requirement grows faster than linear

for p > 0.5. In [13], we further showed that switch and area re-

quirements must grow faster than linear in N when p > 0.5 for

traditional mesh organizations; since switches occupy space in

the substrate, this prevents us from using multilayer metalliza-

tion in order to fully combat the superlinear wire growth require-

ments; the density of our meshes will asymptotically decrease

with increasing N.

While the mesh is perhaps the most studied and most com-

mercially exploited topology, it has the worst asymptotic growth

requirements of the three designs. This is a salient example

where it is important to know that the asymptotic savings which

the MoT and ToM achieve is at the cost of only a constant factor

in wiring compared to the mesh; this says that even if the mesh

design is smallest at a particular time, if the Rent relation con-

tinues to hold while chip and system capacities continue to grow,

the mesh will eventually be the largest design.

III. MAPPING MOT TO LINEAR POPULATION TOM

We start by showing there is a direct mapping between a

MoT with a given growth rate p and an HSRA/BFT with the

same growth rate. Leighton observed that a MoT could be em-

bedded in a ToM [23] where both are implicitly assumed to have

p = 0.5. We observe that the mapping holds even if the ToM is

linearly populated with switches as in the BFT or HSRA and

that the mapping will hold for 0.5 S p g 1.0.

A. Mapping

The observation is simply that we can embed each horizontal

MoT tree inside a single HSRA tree (See Fig. 7). Note that the

horizontal tree connecting the lowest row of the MoT (trace

(0, 0) —> sw.h0 —> h.0) is mapped to a corresponding HSRA
tree (marked with same labels). Switches A and C perform the
same roles in both trees. HSRA switches B and D are set into a

fixed configuration as shown so that switches A and C (and cor-

responding switches higher in the tree) are connected together

to match the MoT topology.

Similarly, we can embed each vertical MoT tree inside a

single HSRA tree. Here switches E and G in the HSRA link up

switches F and H in the HSRA so they can serve as switches F
and H in the MoT.

In both cases, switches in alternate tree stages in the HSRA

are simply switched into a static position (e. g., B, D, E, and G, in

the called-out example) to match the topology of the MoT, while

the other tree switches directly provide the switching needed by

the MoT (e.g., A, C, F, and H). The MoT and the HSRA both

support arbitrary r: values using multiple, disjoint trees—dis-

joint except at the leaf where they connect to the leaves. Since

we use two HSRA trees to support each MoT tree, we see that

every (26,17) HSRA contains within it a (07]?) MoT. Assuming
the same arity (number of children links per switchbox; see Sec-

tion V-A3), a MoT route will traverse twice as many switches

when implemented on the HSRA.
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B. Implications

This observation says that the number of base trees ((3) re-

quired for a BFT/HSRA can never be more than a constant factor

larger than that for a MoT. The factor of two in leaf channels will
manifest themselves as a factor of two in both the horizontal

and vertical width of the HSRA, or a factor of 4 total area due to

channel width. Both designs require a number of switches which

is linear in the number of endpoints nodes and c. This shows that

the c’ s will be linearly related so the total switches will be within

a constant factor of each other. One might have expected that the

MoTs fuller exploitation of 2-D locality would have given it an

asymptotic advantage compared to the ToM; this shows the ad-

vantage is, at most, a small constant factor.

The factor of two is an upper bound. The mapped route does

not fully use the switches in the HSRA (e.g., B, D, E, G), rather

it takes a route which exists in the MoT based on less switching

options. As a result, it is likely that any given design will route

with a smaller constant factor on the HSRA (Chsm < Zemot).

This shows that if one were to come up with a particularly

clever or fast way to place or route a MoT, there would be a di-

rect way to use it for the BFT/HSRA. That is, we simply solve

the problem quickly for the MoT, then use the equivalence em-

bedding given in the previous section to identify the switch set-

tings in the ToM necessary to implement the MoT route.

C. Technicalities

I ) Leaf Composition: For the mapping to work directly, the
HSRA must allow connections between trees in each leaf similar

to MoT corner turns. A typical MoT network connection will

route through both a horizontal and vertical tree, changing be-

tween a horizontal and vertical tree (a corner turn) at a common

leaf node. Consequently a MoT route mapped to an HSRA will
need to be able to exit one tree route at a leaf, switch to a dif-

ferent tree, and continue routing in that tree.

2) Matching Growth Rates (p’s): For the simplest HSRA’s

and MoTs, we use arity-2 trees, and we approximate a given p by

deciding whether each tree stage has single or multiple parents

(e.g., in the HSRA shown on the right of Fig. 4, the lowest level

tree switches have two parents, while the switches one level up

have a single parent). In the single tree HSRA, for arity-2 we

repeat base sequences of growths (91- ’s)

NP:(2Z)P=21p=gu><giXg2><~~gk. (12)

So, for p : 0.5, we use the sequence (2 l)*, for p = 0.75,

the sequence (2 2 2 l)*. For the MoT, we have separate trees in

every channel contributing to the total bisection bandwidth, and

each growth spans both dimensions, so we have

P

NP 2 ((2l)2> 2 22m 2 2l X 90 X 91 X 92 X mar (13)

The sequence (l)* realizes p : 0.5, and the sequence (2 l)*

realizes p = 0.75. Redistributing the 2’s

22l1’22XgUX2X91X2ngx-v-X2gl. (14)
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From this, we see that given a MoT growth sequence 9mm 2

{glliotoygyuot1 , . . .gmot, }*, we can create an HSRA growth se-
quence

ghsra : {27gm0t0727gm0t17 - - ~279m0t1}*~ (15)

That is, the directly corresponding HSRA sequence includes a

two before every growth factor in the MoT sequence. Thus our

: 0.5, (l)* MoT sequence yields our (2 1)* HSRA sequence,

and our 17 = 0.75, (2 1)* MoT sequence yields our (2 2 2 l)*

HSRA sequence. This arises because the MoT always effec-

tively doubles its bandwidth in the nontree dimension simply by

aggregating all the tree wires in the orthogonal channels. These

are exactly the wires which have fixed switch configurations in

the mapping above (see Fig. 7).

One consequence of this is that the directly mapped HSRA

growth sequence for a given p corresponds to the HSRA growth

sequence derived from the MoT sequence. In many cases this

is the same (e.g., for p = 0.5: MOT(1)* —> HSRA(2 1)*,

for p = 0.75: MOT(2 1)* —> HSR,A(2 22 1)*). However, for
some sequences there is a simpler growth sequence which one

might use on the HSRA. For example, for p = 2/3, the simplest
MoT sequence is (2 l l)*. The corresponding mapped HSRA

sequence is (2 2 2 l 2 l)*. However, the sequence (2 2 l)* is

a simpler growth sequence often used for the HSRA. If we do

not use corresponding sequences in the mapping, the embedding

may require a larger ratio between ehsra and emot. Nonetheless,
the ratio will remain a constant.

IV. MAPPING LINEAR POPULATION TOM TO MOT

Embedding the MoT in the HSRA made it clear that the MoT

has a subset of the connectivity of the HSRA. We want to iden-

tify exactly what the difference between these two networks is.

What do we have to add to transform the MoT into the HSRA?

A. MoTAagmentation

Figs. 8 and 10 show that we need to add a strategic set of

orthogonal interchanges to the trees of a single dimension of

the MoT in order to achieve HSRA-equivalent connectivity.

As shown in Fig. 9, we decompose the MoT into horizontal
and vertical channels and concentrate on additions to the hori-

zontal channels. We add vertical links between corresponding

switching nodes in different channels (see Fig. 8). Here, “cor-

responding” means that a switching node at level l is connected

to the switching node at the same logical tree point (same

logical set of decisions among up links when there is growth)

2i channels above (below) it.

The additional wires turn the single child per side, single

parent switching nodes into 5-way switches instead of 3-way

switches [the 3-way switches in Fig. 9 (53) turn into 5-way

switches like the one shown on the right of Fig. 10 (85)], and

turn the double parent switches into 6-way switches [see bottom

level switches in the MoT on the top right of Fig. 12 (86)]. As

shown in Fig. 10, we can reorganize the HSRA switching so

that it fits inside these augmented MoT switching units while

retaining all of the HSRA connectivity. This switch regrouping
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Fig. 8. Mapping between p = 0.5 HSRA and p = 0.5 augmented MoT.

Fig. 9. Extract horizontal connectivity from p = 0.5 MoT.

 
Fig. 10. Equivalence of augmented MoT switching and HSRA switching.

added to the vertical link topology recovers for us HSRA con-

nectivity for any size HSRA. Fig. 8 marks the resulting wire

correspondence.

In this transformation we simply replace every existing

switching unit with one which is a constant factor larger. The

net effect is to increase the total number of switches by a

constant factor. The total number of switches required for this

augmented MoT remains linear in the number of endpoints

supported.

B. MoT Layout

Fig. 8 shows how the MoT implements the HSRA. What is

not immediately demonstrated in such diagrams is how these

extra wires will be laid out in the MoT. Most importantly, when

the HSRA-augmenting connections in the MoT are placed,
what is the maximum channel width and maximum number

of switches per node? It turns out that we can distribute these

augmented connections across the span of a hierarchical MoT

segment so that there are a constant number of switches per
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Fig. 11. Channel layout view and signal mapping for augmented MoT.

endpoint and that the number of wires per channel grows at ex-

actly the same rate as the MOT channel wires (see middle right

of Fig. 12). Further, by using the existing wire segments in the

orthogonal routing channels, which we have been ignoring so

far in our equivalence argument, no new wires are needed—we

simply need to apply an additional set of switches which allow

us to use the existing wires in this manner (see bottom row of

Fig. 12).

To show switch and wire spreading, it is useful to view a more

detailed view of the MOT/HSRA layout which shows channel

runs and switches. Fig. 11 shows such a view alongside the log-

ical view for a p = 0.5 MoT augmented with these HSRA links.

Note here that we actually use a pair of MoT wires to implement

each single wire into the switchboxes in order to get the full con-

nectivity of the HSRA switching. In particular, this allows a full

interchange (e.g.,3 —> 2, 4 —> 1) which would not be possible

if we only used a single wire. The need for two wires arises

because the MoT wire is not segmented and switched at the
switchbox, as in the HSRA, but rather is a continuous run and

we effectively spread out the switches in the HSRA switchbox

along the length of the pair of wires.

Fig. 12 shows an augmented MoT network for p = 0.75

alongside a p = 0.75 HSRA. The p = 0.75 case makes clearer

the fact that we cannot run all the wires directly in the place

where they are shown in the equivalence diagram (see top right

of Fig. 12) without filling the channels unevenly. In fact, there

will be 0(Np) such connections at the top of the tree, whereas

the MoT layout has already spread out the existing 0 (NP) total

wires in its bisection among the W channels such that there
are only 0(N(P_0‘5)) wires per channel and demonstrated
that these can be laid out in constant width per channel given

@(N(p_0'5)) wire layers [13] [reviewed below cumulating in
(22)]-

Fig. 12 (middle row) shows a channel layout view for the aug-
mented MoT. We use a c = 2 MoT to accommodate a c = 1

HSRA as suggested above. We note here that the eight wires

which had crossed the bisection are now spread out so that there

are two wires in each of the four channels. This is accomplished

in exactly the same way we guaranteed there were only 0(1)
switches at each endpoint [13]. Here it is important that we

maximally spread out uplinks at a given level so that we do

not get multiple links to the same level at the same endpoint;

the geometric reduction in uplinks (wire) per endpoint as we

ascend the tree guarantees that this is easy to accomplish. In
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fact, once we spread out the uplinks properly, we use the place-

ment of the parent—child uplink switches as a guide for where

to place these crosslink connections. Every place we have an

uplink switch, we place a companion augmenting link to the

associated wire in the companion stage (21 channels above or
below as previously identified). In this way, we roughly double

the number of switches at each endpoint. Unlike switches, the

wires do overlap. That means the number of wires per channel

will grow as longer wires overlap shorter ones. The trick is to

notice that the wire growth exactly matches the standard wire

channel growth so that we can use existing wires for these runs.

Constructively, we note that we have a total of go X 91 X

- - - g; uplinks at the root of a height 1 row or column tree. Rear-

ranging (13)

Nup (l) = 90 >< 91 x ...g, = 2211cl = 2219—05). (16)

To convert this to a per channel uplink count, we have divided

out the 2l factor which results from combining across the 25
channels contributing uplinks. Equation (16) is exactly the per

channel row or column width at level I necessary to satisfy our
Rent relation

Np 221p

Wmot (l) 2 2l 2 2l

  
: 221(11—05). (17)

These uplinks are distributed across the segment span of

length 2‘, so each node gets

Nup
2l 2T

 

Nup_per_node (l) I (18)

The augmenting wires span length 2t . Wire channel width con-
tribution per level then is

WmOtaIIgn1ent (l) : 2ljvilp_per_node (l) : 221(p—U.5)' (19)

As suggested, this shows the same wire requirements as the

MoT needed for this level (17).
We further note that the total width of either channel is

l=log(\/1V—’)

Wmot= 2 (Wm (1)) (20)[:0

l:log(\/1\—I)

Wmot : Z (221(1)—0.5)) (21)[:0

Wmot = 20 + 22(p—0.5) __ 2400—05) __ . ..

+ 2210g(\/A_r’)(p—0.5)

= 20 + 22(p—0.5) __ 2400—65) 2log(N)(p—0.5)

     

 

: 20 + 22(P-0-5) __ 24(P-0-5) ... N(P-0~5)

N (p—U.5) N (p—0.5)

:N(P—U‘5) + (_) + <_) +...+12 4

1 1 1
_ (II—(L5) — ...—_N (1 + 2(1)—0.5) + 22(1)—0.5) + N(p—0.5))

(22)
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Fig. 12. Mapping between c = 1, p = 0.75 HSRA and c = 2, p = 0.75 augmented MOT.

For p > 0.5, (1/2)(p70'5) < 1, so the sum converges to a
p-dependent constant times N (P ‘0”) , which is within a constant
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factor of the mesh channel width lower bound (11).
Since we have noted that the number of wires added for a

stage of augmenting links is exactly the same as the number of
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wires in the parent stage to which they are connecting; and since

we are using a c = 2 MoT, we can use the wires in the corre-

sponding stage of the orthogonal tree to perform this connection

simply by adding the switches necessary to allow them to serve

as these augmenting links. The bottom row of Fig. 12 shows the

           
              

Wires Both Dimensions

Horizontal Switches and Corners Only
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Fig. 13. c = 4,1) = 0.5 augmented MoT in both dimensions corresponds to
composing two c = 1, p = 0.5 HSRAs rotated 900 relative to each other.

additional switches and highlights where the augmented paths

run over the orthogonal wire runs.

We have shown how to make one-dimension of a (Cmot =

2Chsra‘,p) MoT contain a (Chsravp) HSRA. We can populate

the augmenting link switches in both dimensions as shown in

Fig. 12 (bottom left). This makes a c = 4 MoT contain c = 1

HSRA composed with its transpose (see Fig. 13).

C. Implications

I ) Design Unification: The augmentation that turns the

MoT into the BFT/HSRA allows us to exactly understand the
difference between these two networks. We can now see the

EFT as a particular corner turn scheme applied to the MoT and

unify these two networks into a single, parameterized design.

How we might add links between horizontal and vertical

tracks in the MoT (corner turns) was an outstanding question

before we discovered this mapping. If we simply allowed every
wire to connect to the wires at the same tree level that cross it,

we would need an asymptotically growing number of switches

per node and would lose the linear switch bound of the MoT.

The BFT/HSRA wiring gives us insight into how to formulate
a limited corner turn scheme for the MoT. This corner turn

scheme does not asymptotically increase the switches or wires

in the MoT, but does provide interesting switching character-

istics. Since the BFT/HSRA only has to route up and down a

single tree, whereas the MoT without augmentation generally

has to route up and down two trees, the augmented MoT has

half the switches in the worst-case paths between a source and
a destination.

A common complaint leveled at the arity—2 HSRA topology

is the asymmetry between the horizontal and vertical connec-

tions; as shown on the right of Fig. 4, the horizontal nearest-

neighbor is one switch away while the vertical nearest-neighbor

is two. The equivalence in Fig. 13 makes it clear that the arity-2

HSRA directionality bias can be removed by overlaying the net-

work with its transpose. Since all cases where we use MoT and

HSRA networks for FPGAs have c > 1, we will always have

multiple trees and be able to alter the orientation of the trees rel-

ative to each other. This equivalence also makes it clearer that

the MoT staggering can be applied to the EFT/HSRA.

This mapping further shows us how we can apply any results

on fast HSRA mapping (e.g., [30]) to the MoT.
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TABLE I
SUMMARY OF RECURRING SYMBOLS USED IN ARTICLE

Symbol Description Intro

Aware Lower bound 011 chip area EC. 7
due to wiring requirements

BW Bisection Width Sec. II

BWmesh Wires in Bisection for Mesh Topology EC. 8
c Constant in Rent’s Rule Eq.
Chsra Number of Base Channels in HSRA (Fig. 4) Sec. 111—B
cmot Number of Base Channels in MoT (Fig. 5) Sec. III—B
9, Growth rate at level i in MoT/ToM Tree EC. 2
gham Growth Sequence for HSRA/TOM Trees EC. 5
gmot Growth Sequence for MoT Trees EC. 6
IO Total input/output from a region EC.
1 Level or Number of levels in MoT or ToM Tree EC. 2

L], Side length of chip in horizontal direction EC. 6
L0 Side length of chip in vertical direction EC. 4
N Number of Primitive elements in a region EC.
Nh Number of horizontal wiring layers EC. 6
NW) Number of uplinks at a specified level EC. 6
NU Number of vertical wiring layers EC. 4
37 Growth exponent in Rent’s Rule EC.
IV Mesh Channel Width (Fig. 6) EC. 8

’mot Width of MoT Channel EC. 22
Wpitch Wire Pitch EC. 4

TABLE II
COMIVION PARAMETERIZATION AND ANALOGS

Manhattan
MoT/BFT/HSRA Mesh Note

Flatness complete Standard mesh has flat
connectivity up all row
and column trees

Arity Lseg generally a distribution of
segment lengths

Base Channels c W W per segment length (L569)
Growth 1) may be a function of 0,1)
Shortcuts Switch Box Mesh designs typically

Corner Turns Population assume all present
Staggering Same idea
Domains Similar issues

 
2) Asymptotics and Layout: We see from (17), (19), (22),

and (11), that the p > 0.5 MoT, the p > 0.5 augmented MoT

(or the HSRA), and the mesh have the same asymptotic channel
width. None of the networks has more than a constant factor

fewer wiring tracks than any of the others.

The equivalence transformation here tells us we can apply

what we know about MoT layouts to HSRA layouts. Signifi-

cantly, the construction above showed that the HSRA can be

laid out in asymptotically the same channel width as the MoT.

We previously showed that a p = 0.5 BFT/HSRA could be laid

out in linear area given @(log(N)) wire layers [28] ; but at that
point in time the general question of laying out a BFT/HSRA

(1.0 > p > 0.5) in linear area using multilayer metallization

remained open. The equivalence above allows us to exploit our

prior construction that showed how to layout the MoT for any

1) > 0.5 in linear space using @(NUD—O‘sl) wire layers [13] in
order to also layout any HSRA in linear two-dimensional area

using 8(N(1045)) wire layers. This now gives us two networks
that have the ®(N) layout area property.

V. MOT TO MESH PARAMETERIZATION

In a companion article [13], we compared the MoT to a con-
ventional, Manhattan mesh. The most fundamental difference



Page 309 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 309 of 626 IPR2020-00262

1062

VENKAT KONDA EXHIBIT 2005

IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 12, NO. 10, OCTOBER 2004

   

315%me mfi’m‘m 2% £523 365% 3—53 WW
No Flattening (f : 1) Flattening (f : 2) Flattening (f : 4)

Fig. 14. Flatness parameter shown on single row (column) channel in p = 0.5 MoT.

Arity=2 
  
 
 

       
 
 

Arity=4                       
Fig. 15. Arity parameter on single row (column) channel in p = 0.5 MoT.

between the Manhattan mesh and the MOT is the flat endpoint

connectivity on the mesh. That is, the mesh C-Box connects the

compute element’s inputs or outputs to all of (a constant frac-

tion of) the wires in the channel, whereas the MoT only con-
nects to the base level tree channels and uses the tree connec-

tions to climb up the tree to reach longer segments. This has the

immediate impact that the MoT needs only a linear number of

switches, while the Mesh needs 0(W) switches per endpoint.
Since we have already established that W grows with N for

p > 0.5 [( 11)], we see that the mesh requires asymptotically
more switches than the MoT.

We can parameterize this difference and the other traditional
differences between the MoT and the mesh in order to define

a continuum space between the extremes. Table II summarizes

the variables. As noted in Fig. 1, we can view a mesh as a spe-

cial, degenerate case of the MoT where we tune several of the

parameters to their extreme values.

A. Parameterization

1) Flatness: We parameterize flatness by the number of

parent tree levels to which we connect each child node. In the

MoT, we connect a child at level I to a parent at level I + 1. In
the Mesh, we connect the leaf child at level 0 to all levels above

it. In general, we could provide direct connections among a

group of f levels; that is, we connect a child at level n - f to

levels TL-f+1,7L-f+2, . . .n-f—l—f = (n+1) ~f (seeFig. 14).
2) Segment Distribution: The Rent relation (1) can be ap-

plied strictly to define a set of segment distributions. We see

from the MoT designs, that we get 0 length 1 segment, (: X gmoto ,

length 2 segments, 0 X gmoto X 91mm, length 4 segments, and

so on. Recall from (13), that we pick the growth rates to corre-

spond to our target p value. This same idea could be applied to

the selection of mesh segment lengths and segment length distri-

butions. As we noted earlier [13], if these lengths are chosen ge-

ometrically in this manner, and if corner turns are only allowed

at segment ends, the mesh only needs a total number of S-Box

switches which is linear in the number of nodes supported by

the design.

Conventional mesh designs have often chosen to truncate

their hierarchy—stopping after a given segment length or

jumping from one segment length to full row/column length

lines rather than including all of the geometric wire lengths.

3) Arity: For simplicity, we have, so far, described and

shown binary trees for the MoT and HSRA. We showed an

N0 Staggering  
                                

5&5

Staggered

Fig. 16. Staggering single row (column) channel in p = 0.5 MoT.

ééééééééééééé

                           

arity-4 BFT in Fig. 4. In general, we can build trees with

any number of children levels to a parent level. For example,

Fig. 15 shows a MoT row with an arity of 4 as contrasted with

an arity-2 MoT row. The arity tunes the rate of segment growth.

So an arity-4 MoT has segments of length 1,4,16... rather

than 1, 2, 4, 8, 16. . . In this way the combination of arity and

19 defines segment distribution.

4) Staggering: When we have multiple segments of non-

unit length longer than one, it is useful, both for switch place-

ment and for routing, to spread out the switch placements (e.g.,

[31]—[33]). In the MoT, this is true as well [13]. For the MoT,

we stagger the alignment of the trees relative to each other (see

Fig. 16). In both cases, staggering minimizes the cases where a

route must use a significantly longer (higher) link than it should

take to span the distance between the source and sink.

5) Shortcuts: In the strict tree structure of the MoT and

BFT/HSRA, there are cases where two nodes are physically

close in the layout but logically distant in the tree. This ef-

fect is mitigated by staggering. It can be eliminated entirely

by adding shortcut connections which allow segments at the
same level and in the same channel to be connected to their

immediately adjacent neighbors. These shortcuts, which only

requires a constant factor more switches than the base MoT,

now guarantee that the physical distance one must travel in the

MoT or BFT/HSRA is never more than a constant factor larger

than the Manhattan distance; this was the key innovation of

the Fat Pyramid [34]. Further, the number of switches on the

path will be logarithmic in distance, making it asymptotically

fewer than any bounded-segment length mesh scheme. These

shortcuts perform exactly the same switching as the end-to-end

segment switching (E <—> W, N <—> S) which appears in the

switchpoints of standard, Manhattan, switchbox designs (see

Fig. 17). That is, in the standard diamond switchbox, the switch

which connects a segment to a single segment of the same

length in the same channel on the other side of the switchbox,

is essentially the same as the shortcut switches which we may

or may not include in MoT or ToM designs.

6) Corner Turns: Corner turn parameterization defines

where and how routes may turn between orthogonal channels

(from horizontal to vertical routing or vice-versa). In a standard

mesh switchbox, a segment has a corner turning switch to a

single orthogonal segment when it crosses that segment or to
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Li end—terend (x—x or y—y) switch

Fig. 17. Shortcut, corner turn, and switchbox population.

one segment in each direction when it arrives at a switchbox co-

incident with a segment break in its corresponding orthogonal

segment. In a standard diamond switch configuration, these are

the NW, NE, SW, and SE switches (see Fig. 17). These corner

turns make up the remaining 1—2 switches which are normally

attached to the end of each segment (compare F, = 3 in the
Toronto Model [3], [4]).

Since W is growing with N for p > 0.5 (11), as long as

we have at least one corner turn per segment per switchbox,

the number of switches per switchbox is growing, so the total

number of switches in all the switchboxes are growing faster

than linearly. It is asymptotically desirable to avoid this level

of corner turn population. The fact that we can lay out MoT

and BFT/HSRA designs using asymptotically similar wiring

requirements but without such extreme corner turn popula-

tion certainly suggests there is a viable alternative and it will

eventually be beneficial to exploit it. In the MoT, we consider
whether corner turns should be limited to the leaves or whether

we need some, limited scheme for higher level corner turns

(Section IV-Cl and [13]). In general, all the Mesh and MoT

corner turn variations make up a rich parameterized design
space.

The typical MoT layout, shown on the left of Fig. 17, al-

lows only a single corner turn at each switchbox. On the right of

Fig. 17, we show an alternate layout that overlaps adjacent seg-

ments in the same channel so that we can use simple switches

between orthogonal lines to support corner turns and allow this

inclusion of the pair of corner turns (e. g., both NE and NW from

the north input to a switchbox) typical in mesh switch popula-
tions.

7) Switchbox Population and Domains: It should be clear

that the general issues, which the mesh considers in terms of

switchbox population can be decomposed into shortcut and

corner turn issues above and shown in Fig. 17. In the preceding,

we described the most popular mesh and MoT designs where

there are a constant number of wires connecting the end (or

internal points in the mesh case) of segments. More generally,

we might ask about fuller switchbox population (e.g.,[35], [25])

and there are similar questions in both designs. The traditional

mesh design has disjoint domains which are only connected at

the leaves; similarly, the primary MoTs we have described only

allow turns between separate row and column trees at the leaves

and typically can only change among corresponding row and

 Corner Turns
:> orthogonal (x—y) switch

 
         

        
7vShor‘icuis

    
   

Corner Turns Diamond Switch
Connectivity

column trees at a corner turn, giving them this domain structure
as well.

B. Implications

1) Unified Design Space: Unifying the design space gives

us greater insight into how we can tune designs. Reconciling

the Mesh with the MoT introduces new design parameters to

explore for tuning the Mesh and the MoT. It also sheds some

light on the assumptions we tend to make in these designs—as-

sumptions which may merit reexamination, e. g. , would the MoT

be better off adopting the rich segment endpoint switching of a

typical mesh, or would the mesh be better off omitting some of

these switches? Is flat-endpoint connectivity a good assumption

to keep as we scale up to million compute-node designs? Note

that the mesh’s flat-endpoint connectivity and full corner-turn

population are each, individually, sufficient to force the number

of switches in the mesh to grow superlinearly in the number of

nodes. The MoT shows us a plausible alternative to avoid the

asymptotic growth arising from flat-endpoint connectivity, and

the ToM to MoT mapping show us a plausible alternative to full

corner-turn population.

2) Shortcuts: Our experience with MoT designs to date sug-

gests that sh01tcut connections may offer marginal additional

value compared to staggering [13]. Shortcuts do reduce the total

channel width required to route the design when we do not have

staggered segments, but only at a net increase in the total number

of switches. Once we add staggering, even the wire reduction

benefit is marginal. It may be interesting to consider shortcut

depopulation in the Manhattan mesh.

3) Pre- and Post-Layout Rent Characteristics: As shown in

the previous section, we can layout a BFT/HSRA with asymp-

totically the same channel width as a Mesh. We can use the same

layout strategy for the ToM, giving us a generalization of Leis-

erson and Greenberg’s fold-and-squash layout [36]. We know

the ToM can accommodate layouts simply by recursive bisec-

tion. As long as the bisection cuts do not exceed the tree band-

widths, the recursive bisection design will be routable on the

ToM, which we now know can be laid out with asymptotically
the same channel width as the mesh.

Put together, these observations imply that the a posteriori

global route Rent exponent for a Manhattan layout should be the

same as the a prior Rent exponent. That is, while there may be

difference in the layout-based partitions (e. g.,[15], [16]), these
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should, at most, be placement shuffles to reduce the constant fac-

tors associated with tree overlap among tree levels and will not

change the asymptotic growth rate. The MoT and ToM layout

described above tell us how to take any Rent characterized (c, p)

design and lay it out with O (CN(I’_0'5)) Manhattan channel
width. This gives us an upper bound on the global channel width

required to route a ((2,1)) design on a mesh; this upper bound is

within a constant factor of the lower bound we previously de-

rived on mesh channel width ((11)). Note that the cmot = 2c}lsra

construction above already more than accounts for the downlink

conflicts that forced us to use a (1.5a, p) ToM to accommodate

a (c, p) design, so the channel width is no higher than 2c times
the per channel width of the MoT derived in (22)

W < 2cN<P—0‘5) —1(0 5)_ p_ .

1 — 6)

2(])+0.5) , 70 5
: (—2(P_U‘5)_ 1) cN<P - >. (23)

This suggests that there is no fundamental reason for the

post-placement Rent exponent for a design to be larger than

the pre-placement Rent. However, while asymptotically tight,

the bounds are loose in absolute terms; for example, the ratio

between the lower bound in (11) and this upper bound ((23))

is around 30 for p = 2/ 3. Consequently, this leaves room for
large constant factor differences between pre-placement and

post-placement IO ratios, and it may take very large designs for

the asymptotic effects to dominate. Our construction is unlikely

to be the tightest possible, so we leave open the question of

how much it is possible to tighten the constant factors in this

mapping.

The guarantee above is made in terms of a global route and

the full population ToM, rather than the mesh detailed route

and the HSRA or BFT, because the mapping ratio for linear

population designs remains an important, open question [35],

[25]. The result is directly applicable more to custom routing

than FPGA routing for this reason. However, if we can establish

a constant mapping ratio for some variant of the HSRA/BFT,

then these observations would allow us to apply this result to
these detailed networks as well.

VI. SUMMARY

To build efficient switching networks for typical circuits, we

must use networks which allow us to exploit the locality struc-

ture which exists in these circuit graphs. Manhattan meshes,

MoT, and ToM style networks are all examples of limited-bi-

section switching networks which support this locality exploita-
tion. While these networks are different in formulation, we see

that they have the same asymptotic wiring requirements—all

requiring 0(N(p_0'5)) wires per channel in 2-D layouts when
p > 0.5. Using embeddings, we have demonstrated equivalence

mappings between the networks (MoT embedded in HSRA,

HSRA embedded in augmented MoT with corner turns, and

MoT embedded in 2-D mesh); all of these mappings require at
most a constant scale factor in wires. The MoT to TQM and ToM

to MoT embeddings are made with only a constant scale factor

in switches. From these mappings we now see how to layout
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linear-population ToM designs of any p (e.g., BFT and HSRA)

in constant area using multilayer metallization and how to pro-

duce constructive global mesh routes which are known to be

within a constant factor of optimal. We can View these networks

within a larger, unified design space which helps us understand
the tradeoffs which each network makes and aides our search

for network parameters which meet design goals.
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Abstract

FPGA users often view the ability of an FPGA to route designs with
high LUT (gate) utilization as a feature, leading them to demand
high gate utilization from vendors. We present initial evidence
from a hierarchical array design showing that high LUT utilization
is not directly correlated with efficient silicon usage. Rather, since
interconnect resources consume most of the area on these devices

(often 80-90%), we can achieve more area efficient designs by al-
lowing some LUTs to go unusediallowing us to use the dominant
resource, interconnect, more efficiently. This extends the "Sea-of-
gates" philosophy, familiar to mask programmable gate arrays, to
FPGAs. Also introduced in this work is an algorithm for "depop-
ulating" the gates in a hierarchical network to match the limited
wiring resources.

1 Introduction

The ability of an FPGA to support designs with high LUT usage
is regularly touted as a feature. However, high routability across a
variety of designs comes at a large expense in interconnect costs.
Since interconnect is the dominant area component in FPGA de-
signs, simply adding interconnect to achieve high LUT utilization
is not always area efficient. In this paper, we ask:

a Is an FPGA with higher LUT usage more area efficient than
one with lower LUT utilization ?

0 That is: Is LUT usability directly correlated with area effi-
ciency?

Our results to date suggest that this is often not the casei
achieving high LUT utilization can often come at the expense of
greater area than alternatives with lower LUT utilization. While
additional interconnect allows us to use LUTs more heavily, it often
causes us to use the interconnect itself less efficiently.

To answer this question, we proceed as follows:
1. Define an interconnect model which allows us to vary the rich-

ness of the interconnect.

2. Define a series of area models on top of the interconnect model
to estimate design areas.

3. Develop an algorithm for mapping to the limited wiring re-
sources in a particular instance of the interconnect model.

To appear in the Seventh International Symposium on Field-
Programmable Gate Arrays, February 21723, Monterey, CA.

4. Map circuits to a range of points in the interconnect space, and
assess their total area and utilization.

5. Examine relationship between LUT utilization and area.

2 Relation to Prior Work

Most traditional FPGA interconnect assessments have been limited

to detailed population effects [1] [15]. In particular, they let the
absolute amount of interconnect (i.e. number of wiring channels
or switches) float while assessing how closely a given population
scheme allows detailed routing to approach the limit implied by
global routing. They also assume that the target is to fully populate
the LUTs in a region of the interconnect.

Instead, we take the viewpoint that a given FPGA family will
have to have a fixed interconnect scheme and we must assess the

goodness of this scheme. To make maximum use of the fixed inter-
connect, in regions of higher interconnect requirements where the
design is more richly connected than the FPGA, we may have to use
the physical LUTs in the device sparsely resulting in a depopulated
LUT placement. This represents a “Sea-of—Gates” usage philos-
ophy as first explored for FPGAs in University of Washington’s
Triptych design [4].

For the sake of illustration, consider a design which has a small,
but heavily interconnected controller taking up 20% of the LUTs
in the design. The rest of the design is a more regular datapath
which does not tax interconnect requirements. If we demanded full
population, we would look at the interconnect resources necessary
to fully pack the controller, and those requirements would set the
requirements for the entire array. However, the datapath portion of
the chip would not need all of this interconnect and consequently
would end up with much unused interconnect. Altemately, we can
spread out the controller, ignoring some LUTs in its region of place-
ment, so that the whole FPGA can be built with less interconnect.

Now, the controller may take up 30% of the device resources since
it cannot use device LUTs 100% efficiently, but the whole device is
smaller since it requires less interconnect.

Recently, NTT argued for more wires and less LUTs [l7], and
HP argued for rich interconnect which will meet or exceed the re-
quirements of logic netlists [2]. Earlier Triptych showed density
advantages over traditional alternatives with partially populated de-
signs [4]. The NTT paper examined two points in the space, while
HP and University of Washington each justified a single design
point. In this paper, we build a model which allows us to explore
the tradeoff space more broadly than a few isolated design points.
The model is based on a hierarchical network design and captures
the dominant switch and wire effects dictating wire area. This gen-
eralization, of course, comes at the cost of modeling the design
space more abstractly than a particular, detailed FPGA design.
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Figure 1: Tree of Meshes

We will be using a hierarchical interconnect scheme as the
basis of our area model. Agarwal and Lewis’s HFPGA [l] and
Lai and Wang’s hierarchical interconnect [l l] are the most similar
interconnect schemes proposed for FPGA interconnect. As noted
above neither of these studies made an attempt to fix the wiring
resources independent of the benchmark being studied as we are
doing here. To permit a broad study of interconnect richness, our
interconnect scheme is also defined in a more stylized manner as
detailed in the next section.

3 Interconnect Model

The key requirements for our interconnect model is that it:
0 represent interconnect richness in a parameterized way
0 allows definition of a reasonable area model

To meet these goals, we start with a hierarchical model based
on Leighton’s Tree of Meshes [13] or Leiserson’s Fat Trees [14].
That is, we build a tree like interconnect where the bandwidth grows
toward the root of the tree (See Figure I). We use two parameters
to describe a given interconnect scheme:
1. c = the number of base channels at the leaves of the tree

2. p (at) = the growth rate of interconnect toward the root
Note that we realize p by using one of two kinds of stages in the
tree of meshes:

o non-compressing (2: 1) stages where the root wires are simply
equal to the sum of root wires from the two children so there
is no net bandwidth reduction

0 compressing (lzl) stages where the root wires are the same
as each of the root wires fiom the children, so that only half
of the total children wires can be routed upward

By selecting a progression of these stages we can approach any
bandwidth growth rate (See Figure 4).

If we use a repeating pattern of stage growths, we approximate
a geometric bandwidth growth rate. That is, a subtree of size 2 - n
has 21p times as much bandwidth at its root as a subtree of size

n, or every tree level has or = 2L7 more wires than its immediate
children. This is roughly the model implied by Rent’s Rule [12]
(IO = c - NP). More precisely, it represents a bifurcator as defined
by Bhatt and Leighton [3] (See Figure 2).

Intuitively, p represents the locality in interconnect require-
ments. If most connections are purely local and only a few connec-
tions come in from outside of a local region p will be small. If every
gate in a region had a unique signal coming from outside the region,
then p —) 1.0. So think ofp as describing how rich our interconnect
needs to be. If p = l, we are effectively building a crossbar with no
restrictions. If p = 0, we are building a 1D systolic array or pure
binary tree whose IO bandwidth does not grows as the array grows.
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Figure 2: (F,a)—bifurcator

4 Area Effects

For our basic area model, we perform a straightforward layout of
the elements shown in Figure 4. That is, we have:

0 Logic Block of size AW
0 Switches of size Am

0 Wires of pitch WP
Each subtree is built hierarchically by composing the two children
subtrees and the new root channel. Channel widths are determined

by either the area required to hold the switches or the width implied
by the wire channels, depending on which is greater. We assume
a dedicated layer for each of horizontal and vertical interconnect.
The result is the “cartoon” VLSI layout as shown in Figure 3.
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      (CBox) 4—Basechannel—>
 
 
 

Logic Block

    
 

        
   

4— Level 1 channel —>

Figure 3: “Cartoon” Layout of Hierarchical Interconnect
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p=0.67 p=0.75

 
Note that the number of base channels (c) is 3 in all these examples.

Figure 4: Programming Growth for Tree of Meshes

EK<>-ll"=l!0!< wfl-ll-|=l|!0i‘
li':|:lll=i fil'=‘=lll

  
  

Figure 5: c choose k LUT Input Population (c = 5, k = 3)    
Typical values for an SRAM programmable device:1

0 AW = 40KA2 7 this would hold 16 memory bits for a 4-LUT

 
    

(16X1.2KA2/SRAM-bitxZOKA2) plus a the LUT multiplexor M-!._..-M M-!.=.=.M
and optional output flip-flop (l3KA2 in [5], lSKA2 in [8]). =*.-h-“=i r-‘h-“r

0 Am = 2.5KA2 for a pass transistor switch (including its ded-
icated SRAM programming bit) 7 to model mask or antifuse Figure 6: Linear Switchbox Population for Hierarchical
programmable devices, we would use a much smaller size for Interconnect
this parameter.

0 WP = 8A for the metal 2 or metal 3 wire trace and spacing
We assume the channels are populated with c choose k input

selectors [7] on the input and have a fully populated output con-
nection (See Figure 5). Switch boxes are either fully populated or
linearly populated (see Figure 6) with switches.

Figure 7 shows cartoon layouts for 3 different choices of p,
highlighting the area implied by each choice. Two things we can
observe immediately from this simple model comparison:

0 For reasonable parameters, interconnect requirements dominate
logic block area; e.g. at c = 6, p = 0.67, a design with 1024
LUTS has only 5% of its area in LUTs (estimated area per LUT
including interconnect is z750KA2) 7 while this is a simple
area model, the area and ratio are not atypical of real FPGA

it“; \E

devices; they are also consistent with prior studies (6. g. 6% for P : 0-67 P 0-75
600 4—LUT design in [5]), Rel. Area = 0.25 Rel. Area = 0.37 Rel. Area = 1.00

Figure 7: Effects ofp on Area at lK LUTs

      
1A = half the minimum feature size for a VLSI process. Assuming linear scaling

of all features, A2 area should be the same across processes.
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Figure 8: “Pulling” design up tree to match fixed wire schedule

0 Interconnect parameter richness has a large effect on total area.
To further build intuition, let’s assume for a moment that a design

can be perfectly characterized by a growth exponentp. If the growth
exponent for the interconnect matches the growth of the design
(pgmerwnnect = pdesggn), then the network will require minimum
area. What happens if these two are not perfectly matched? There
are two cases:

a pmterwnnect > pdesggn 7 we have more interconnect than
necessarily. The design can use all the LUTs in the network,
but the network has more wires. As a result, the area per LUT
is larger than the matched caseithat is, mapping the design
on the richer interconnect takes more area than the matched

design case.

a pmterwnnect < pdesggn 7 we have less interconnect than
necessary. We cannot pack the design into a minimum num-
ber ofLUTs in order to fit the design. Instead we must pull the
design up the tree, effectively depopulating the logic blocks,
until the tree provides adequate connectivity for the design
(See Figure 8). As a result, we have leaves in the tree which
are not fully utilized. As we will see, this also takes more
area than the matched design case.

Figure 10 shows the area overhead required to map various designs
onto interconnects with various growth factors. As we expect,
it shows that the matched interconnect point is the minimum point
with no overhead. As we go to greater or lesser interconnect offered
by the network, the area overhead grows, often dramatically.

5 Design Requirements

In practice, of course, c and p values are a rough characterization
of the interconnect requirements for a real design. With multiple
subgraphs of a given size (subtrees at the same height in the tree) we
get more than one 1/0 to subgraph relationship. Further, the growth
is seldom perfectly exponential. Finally, even asking if a graph has
an (F, 0t)-bifurcator is an NP—hard problem. So, the bifurcations
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Figure 9: I/O versus Partition size graph for i l O

we construct are heuristic approximations biased by the tools we
employ.

Figure 9 shows the I/O versus subgraph relationship for the one
of the IWLS93 benchmark (i1 0).

o Mapped for area with SIS [l6] and Flowmap [6]
o Recursively bisected using a single Eigenvalue spectral parti-

tioner

The recursive bisection approximates the natural bandwidth versus
subtree sizes which exist in the design. We see the 1/0 to subgraph
relationship is not 121. We also see that the max and average
contours can be matched well to a geometric growth rate (6. g. Rent’s
Ruleiaverage c = 5,p = 0.7; max c = 7,p = 0.7).

The left of Figure 11 shows the I/O versus subgraph relationship
for all the IWLS93 benchmarks area mapped to 2000 or fewer
LUTs using SIS, Flowmap, and spectral partitioning as above. On
the right it shows the distribution of Rent parameter estimates for
these benchmarks. Here we see that while we may be able to pick
“typical” c and p values, there is a non-trivial spread in interconnect
requirements across this set of designs.

6 Mapping to Fixed Wire Schedule

We have now seen that we can define a parameterized interconnect
model with a fixed wire schedule. Designs have their own re-
quirements which do not necessarily match the fixed wire schedule
available from a device’s interconnect. When the device offers more

interconnect than a design needs, mapping is easy, we simply place
the design on the interconnect and waste some wires. However, if
the design has more interconnect needs than the device provides,
how do we map the design to the device?

As suggested in Figure 8, we can start with the recursively bi-
partitioned design and simply pull the whole design up the tree until
all the interconnect wires meet or exceed the design requirements.
However, keeping the groupings originally implied by the recursive
bisection is overly strict. In particular, re-associating the subgraphs
based on interconnect availability can achieve tighter packings (See
Figure 13). That is, we do not really want a bisection of the LUTs,
but a bisection of the total capacity including both interconnect
and LUTs. Intuitively, the size of a subgraph is determined by the
greater of its LUT requirement and its interconnect requirement
relative to the fixed wire schedule of the device.

To attack the problem of regrouping subtrees to fit into the fixed
wire schedule, we introduce a dynamic programming algorithm
which determines where to split a given subgraph based on the
available wire schedule. That is, we start with a linear ordering
of LUTs. Then, we ask where we should cut this linear order-
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Figure 10: Theory: effects of mismatched between interconnect network p and design requirements

Benchmark Wide I/O vs. subgraph Size
1000 .—.—.—.—.. I -—u ., . . Average

f, {'7 Percentage> ‘ 7 0.06- ,
100 7 ' 7 ..

10 7 : ' ' "777777777 77,, r . ’ 7 7. , 77 L

,

 

it:count 
  

1z ._._._._.I ... I . ._. I1 10 1 00 1 000 10000
partition size

Figure ll: I/O versus Partition size graph for Benchmark Set

// size[start,finish] represents the smallest subtree which will
// contain the set ofLUTs between position start andfinish
// uniqueio(o,i,j) returns the number of unique nets which appear both in the subrange i—)j,
// and outside of that range
0 = order all LUTs

for i=0 to o.length
size[i,i] (— size(l,unique(o,i,i)) // base case E single LUT subtrees

for len=2 to o.length
for start=0 to o.length-len // process all subranges of specified length

minsize=MAX
end=start+len-l

isize=uniqueio(o,start,end)
for mid=start+l to end // searchfor best split point

msize=l+maX(size[start,mid],size[mid+l,end])
size=maX(msize,iolevel(isize))
minsize=min(size,minsize)

size[start,end]<—minsize
//final result is size[0,o.length-l]

Figure 12: Dynamic Programming Algorithm to Map to Fixed Wire Schedule
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Figure 13: Re-associating Subgraph clusters to match Fixed Wire
Schedule

ing of LUTs into two subtrees in order to minimize the total area
requireditypically, minimizing the heights of the two subtrees.
Each of the subtrees are then split in a similar manner. To make
the decision of where to cut a subtree, we examine all cut points.
As long as we have a single linear ordering for LUTs, this is very
similar to the optimal parenthesis matching problem. In a similar
manner, we can solve this problem with a dynamic programming
algorithm.

The dynamic programming algorithm (Figure 12) finds the 0p-
timal subtree decomposition given the initial LUT ordering. The
trick here, and the source of non-optimality, is picking the order of
the LUTs. For this we use the 1D spectral ordering based on the
second smallest Eigenvalue which Hall shows is the optimal linear
arrangement to minimize squared wire lengths [10].

Figure 14 shows why the single linear ordering is non-optimal.
Here we see a LUT B placed to minimize its distances to A, C,
and D. The order is such as to keep B, C, and D together for cut
3. However, if we take cut 4, then it would be more appropriate to
place B next to A since we have already paid for the wires to C and D
to exit the left subgroup. However, as long as we are using a single
linear ordering, we do not get to make this movement after each cut
is made. In general to take proper account of the existing cut, we
should reorder each of the subgraphs ignoring ordering constraints
originally imposed by the wires which have already been cut.

To avoid this effect, we would have to reorder each subtree

after each cut is made. In addition to increasing the complexity
of each cut, this would destroy the structure we exploited to apply
dynamic programmingithat is, the sub-problems would no longer
be identical. Of course, since the spectral partitioning does not even
give an optimal cut point for the bisection problem, the ordering
effect alone is not the only element of non-optimality here.

There is certainly room for algorithmic improvement here. The
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Figure 14: Example showing the limitations of a Single Linear
Ordering

results are, nonetheless, good enough to give us interesting depop-
ulations as we will see in the next section.

7 Results from Mapping

Putting it all together:
0 Start with the area targeted SIS and Flowmap 4-LUT networks

for the IWLS93 benchmarks under 2000 4-LUTs.

0 Order using the second smallest Eigenvalue.
0 Map to fixed schedule with the dynamic programming algo-

rithm; The results are shown in terms of relative number of

LUTs in the top left of Figure 15.
0 Apply an area cost model such as shown in top right ofFigure 15.
0 Result is the relative area map shown at the bottom of Figure 15.

Figure 15 shows that there is a minimum area point across the
benchmark set. For our linear switch population model, this occurs
at c = 6, p = 0.6. As our theory predicts, too much interconnect
and too little interconnect both account for area overheads over the

minimum. Notice that the only points where the entire benchmark
achieves full utilization are c = 10, p 2 0.75 andp = 0.8, c 2 7,
all points which are above the minimum area point.

Table 1 examines the effects of picking a particular point in the
c-p—design space. For each design in the benchmark set, we can
compute the c,p—p0int which has minimum area. We can then look
at the overhead area required between the “best” c, p, picked for
the individual design, versus the best c, p for the entire benchmark
under certain criteria. For the linear switch population case, we
see that average overhead between the benchmark minimum and
each benchmark’s best area is only 23% and that corresponds to
an average LUT utilization of 87%. Similarly, we see that picking
the smallest point where we get 100% device utilization results in
almost 200% area overhead. We see different absolute numbers,
but similar trends with other area models.

Given the range of partition ratios and cut sizes we saw in
Figure 11, it is not that surprising that the full utilization point
is excessive for many designs and leads to many area inefficient
implementations. Figure 16 shows a slice in p—space for the single
design ilO whose I/O versus subgraph size curve we showed in
Figure 9. Notice that even for this single design, the minimum area
point does not correspond to full utilization. In fact, the minimum
area point is actually only 50% of the area of the full utilization
point. So, even for a single design allowed to pick the network
parameters c, p which minimizes device area, full LUT utilization
does not always correspond to better area utilization. We see here
that the effects of varying wire requirements, which we described
in Section 2, do actually occur in designs.

In the previous section, we noted that the fixed wire schedule
mapping algorithm in use is not optimal. It is worth considering
how a “better” algorithm would affect the results presented here.
A “better” algorithm could achieve better LUT utilization for the
points where depopulation occurs. For the points on the graph
where no depopulation occurs, a better algorithm could offer no
improvement. As a result, we expect a better algorithm to magnify
these effectsimaking the depopulated designs tighter and take less



Page 319 of 626    IPR2020-00262 VENKAT KONDA EXHIBIT 2005Page 319 of 626 IPR2020-00262 VENKAT KONDA EXHIBIT 2005

Relative Mapped LUT Counts Model Area @ 2K LUTS

 
Figure 15: Area Utilization Results Mapping Benchmark to Fixed Wire Schedules
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Figure 16: p—space slice for i l 0 showing that area minimization is not directly correlated with high LUT usage
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Wire Dominated WP : 8A, Am : 64A2
Minimization params

Objective C P
relative area

max relative area
area with full utilization 10 0.75

relative area

Elm—— 0.87
n-—— 0.93

Sigma Max LUT
relative area Utilization

 
3.23 6.94 1.00

Linear WP : 8A, Am : 2500A2
Minimization params

Objective C P
relative area

max relative area
area with full utilization 10 0.75

relative area

nun—— 0.87
n-—— 0.89

Sigma Max LUT
relative area Utilization

 
2.98 4.87 1.00

Switch Dominated (Quadratic)

WP : 8A, A5,, : 2500A2
Minimization params

Objective C P
relative area

max relative area
area with full utilization 10 0.75

relative area

min—— 0.87
0.49

Sigma Max LUT
relative area Utilization

 
4.25 11.5 1.00

Table 1: Compare Effects of Various Network Selection Points

area, while the full utilization designs stay at roughly the same
point.

8 Limitations and Future Study

We have only scratched the surface here. As with any CAD effort
where we are solving NP—hard problems with heuristic solutions
there is a significant tool bias to the results. Flowmap was not
attempting to minimize interconnect requirements, and there is a
good argument that LUT covering and fixed-wire schedule parti-
tioning should be considered together to get the best results. At the
very least, it would be worthwhile to try different LUT mapping
strategies to assess how much these results are effected by LUT
covering.

The area model used assumes a purely hierarchical, 2-ary inter-
connect. Two things one would like to explore are (l) the effects
of different arity (flattening the tree) and (2) the introduction of
shortcut connections (e. g. Fat Pyramid [9]). The shortcut connec-
tions will tend to reduce the need for bandwidth in the root channel

and may shift the balance in interconnect costs. Further, shortcuts
appear essential for delay-mapped designs, which we have also not
studied here.

We suspect the hierarchical model captures the high-level re-
quirements of any network, but it will be interesting to study these
effects more specifically for mesh-based architectures. The key
algorithmic enabler needed for both shortcuts and mesh-based ar-
chitectures is to identify good heuristics for spreading in two di-
mensions rather than the one-dimensional approach we exploited
here.

An important assumption we have made here is that interconnect
growth is geometric (power law). The c, p estimates shown in Fig-
ures 9 and 11 support the fact that a geometric growth relationship
seems fairly reasonable. Nonetheless, we have not directly ex-
plored wire-schedules which deviate from strict geometric growth,
and there may be better schedules to be found outside of the strict
geometric growth space explored here.

We concentrated on global wiring requirements here and have
not focussed on detailed switch population. The robustness of the
general trends across different area and population models shown
in Table 1 suggests that the major effects identified here are inde-
pendent of the switch population details. While this does show us
the relative merits of a given interconnect richness within a partic-
ular population model, we cannot, however, make any conclusions
about the relative merits of different population schemes without
carefully accounting for detailed population effects in both the area
model and routability assessment.

9 Conclusions

We see that wires and interconnect are the dominant area compo-
nents of FPGA devices. We also see that the amount of interconnect

needed per LUT varies both among designs and within a single de-
sign. Given that this is the case, we cannot use all of our LUTs
and all of our interconnect to their full potential all of the timeiwe
must underutilize one resource in order to fully utilize the other. If
we focus on LUT utilization, we waste significant interconnecti
our dominant area resource. This suggests, instead, it may be
more worthwhile for us to focus on interconnect utilization even if

it means letting some LUTs go unused. Answering our opening
question, we see that higher LUT usage does not imply lower area
and that LUT usability is not always directly correlated with area
efficiency.
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A Mapped Benchmarks Statistics used for Experiment

Mapped Max Avg. Mapped Max Avg. Mapped Max Avg.
Design LUTs c p c p Design LUTs c p c p Design LUTs c p c p

5xp] 83 7 0.35 6 0.42 ex2 90 6 0.5 5 0.56 s208 27 6 0.34 5 0.29
9sym 177 6 0.57 5 0.63 ex3 33 6 0.4 5 0.52 s27 6 5 0.20 0 0

9symml 80 6 0.45 5 0.47 ex4 41 7 0.36 6 0.42 s298 40 6 0.35 5 0.41C1355 74 7 0.64 5 0.67 ex5 27 6 0.36 5 0.41 s344 4] 6 0.34 4 0.44
C17 2 0 0 0 0 ex6 71 6 0.51 6 0.4 s349 41 6 0.34 4 0.44

C1908 136 7 0.56 5 0.56 ex7 36 6 0.51 5 0.54 s382 53 6 0.44 5 0.48
C2670 218 6 0.7 4 0.75 example2 139 6 0.69 4 0.74 s386 74 7 0.32 6 0.36C3540 382 7 0.54 6 0.56 f51m 98 7 0.53 5 0.58 s400 53 6 0.38 5 0.42
C432 79 7 0.53 6 0.57 frg] 282 6 0.62 6 0.51 s420 62 7 0.31 5 0.39
C499 74 7 0.63 5 0.67 frg2 744 8 0.61 5 0.65 s444 53 6 0.37 5 0.39C5315 590 7 0.66 5 0.69 i] 19 5 0.66 4 0.74 s510 105 7 0.45 6 0.47

C6288 522 8 0.44 6 0.47 i10 906 7 0.68 5 0.71 s526 84 7 0.39 5 0.41
C7552 723 7 0.63 5 0.68 i2 77 6 0.82 5 0.86 s526n 90 7 0.39 5 0.42
C880 116 6 0.65 5 0.65 i3 46 5 0.88 5 0.89 s5378 522 7 0.63 5 0.66

a 1 0 0 0 0 i4 97 5 0.77 4 0.82 s64] 79 5 0.6 4 0.68
alu2 279 8 0.49 6 0.54 i5 153 6 0.67 4 0.75 s713 80 6 0.61 5 0.67

apex] 799 8 0.62 7 0.6 i6 144 5 0.76 4 0.78 s8 1 0 0 0 0
apex3 900 9 0.54 6 0.58 i7 215 6 0.71 4 0.77 s820 166 7 0.48 6 0.52
apex6 258 6 0.71 5 0.68 i9 347 7 0.63 5 0.65 s832 169 7 0.48 6 0.52
apex7 108 6 0.61 4 0.64 keyb 209 8 0.43 6 0.48 s838 124 7 0.44 5 0.5b] 4 4 0.40 3 0.67 kirkman 133 8 0.35 6 0.37 s9234 439 8 0.56 5 0.63

1312 377 7 0.55 7 0.46 la] 67 7 0.56 5 0.6 s953 182 7 0.5 6 0.54
b9 56 6 0.62 4 0.69 ldd 50 7 0.46 5 0.5 sand 406 7 0.57 5 0.61

bbara 34 6 0.43 5 0.44 lion 3 0 0 0 0 sao2 121 7 0.47 6 0.5
bbsse 70 8 0.32 6 0.36 lion9 5 0 0 5 0.1 sbc 332 7 0.57 5 0.6
bbtas 9 5 0.25 4 0.3 majority 4 5 0.13 5 0.17 scf 663 9 0.53 6 0.57beecount 21 6 0.43 5 0.49 mark] 52 7 0.41 4 0.66 set 69 7 0.48 5 0.52

(:8 87 7 0.54 5 0.58 me 9 5 0.21 4 0.33 shiftreg 2 0 0 0 0
Cr: 33 5 0.65 4 0.73 misex] 24 6 0.37 5 0.41 sqrt8 45 7 0.46 6 0.37
cht 68 5 0.71 4 0.69 misex2 54 6 0.57 5 0.59 sqrt8ml 40 6 0.58 5 0.47
clip 243 7 0.53 6 0.44 mm30a 327 6 0.57 6 0.47 squar5 50 8 0.27 6 0.34clmb 369 2 1 2 1 mm4a 118 9 0.28 7 0.31 sse 70 8 0.32 6 0.36

cm] 38a 9 5 0.44 5 0.48 mm9a 96 6 0.48 6 0.38 styr 341 7 0.59 7 0.47cml50a 15 5 0.67 4 0.75 mm9b 120 6 0.51 5 0.53 t481 735 8 0.55 6 0.6
cml51a 8 5 0.53 4 0.63 modulol2 1 0 0 0 0 table3 513 9 0.52 7 0.55
cml52a 11 5 0.41 5 0.43 mult16a 32 5 0.36 4 0.36 table5 522 7 0.66 7 0.53
cml62a 14 6 0.49 5 0.56 mult16b 31 5 0.25 4 0.16 tav 12 5 0.23 4 0.50
cml63a 12 5 0.60 5 0.65 mult32a 64 5 0.39 4 0.38 tbk 616 9 0.5 6 0.54
cm42a 10 5 0.45 5 0.45 mult32b 62 6 0.41 5 0.43 tcon 16 4 0.78 3 0.88
cm82a 4 4 0.5 4 0.5 mux 45 6 0.51 6 0.47 term] 246 8 0.48 6 0.52
cm85a 12 5 0.42 5 0.44 my_adder 32 4 0.61 4 0.61 train] 1 19 6 0.48 4 0.76cmb 19 6 0.49 5 0.53 064 46 5 0.84 4 0.88 train4 3 0 0 0 0
comp 45 6 0.52 5 0.57 opus 50 6 0.51 5 0.57 ttt2 198 9 0.42 6 0.45
con] 6 5 0.31 5 0.33 pair 567 8 0.6 5 0.65 unreg 32 5 0.67 5 0.7
count 37 6 0.58 4 0.64 parity 5 5 0.73 5 0.75 vda 517 8 0.55 6 0.58
cps 821 9 0.62 6 0.67 pcle 23 5 0.5 4 0.59 vg2 277 9 0.42 6 0.47
cse 134 6 0.57 5 0.58 pcler8 33 5 0.6 4 0.68 x1 76] 9 0.48 6 0.57
cu 24 6 0.51 5 0.56 planet 410 9 0.45 6 0.5 x2 23 6 0.39 5 0.53

daio 3 0 0 0 0 planet] 410 9 0.45 6 0.5 x3 44] 7 0.61 5 0.6
dalu 502 8 0.55 6 0.59 pm] 28 6 0.54 4 0.61 x4 294 7 0.61 5 0.63decod 18 5 0.49 4 0.52 11153 36 6 0.38 5 0.4 xor5 21 6 0.38 5 0.46
dk14 51 7 0.35 7 0.24 11173 190 6 0.56 5 0.57 24m] 80 7 0.39 5 0.41
dk15 31 6 0.39 6 0.22 11184 405 7 0.63 5 0.67 alu4 1756 8 0.58 6 0.63
dk16 171 8 0.42 6 0.47 rot 467 7 0.65 5 0.71 apex4 1284 7 0.69 5 0.72
dk17 30 6 0.38 5 0.41 s] 317 8 0.52 6 0.56 apex5 1241 9 0.63 6 0.66dk27 5 5 0.15 4 0.35 s1196 226 7 0.53 6 0.45 cordic 1381 9 0.62 8 0.52

dk512 25 6 0.17 5 0.22 s1238 253 7 0.52 7 0.46 dsip 1175 7 0.65 6 0.64
donflle 1 0 0 0 0 s 1423 162 6 0.51 5 0.40 ex5p 1348 9 0.61 6 0.64duke2 274 8 0.48 6 0.53 s 1488 289 7 0.55 4 0.76 i8 1242 8 0.57 5 0.60

e64 386 7 0.6 5 0.64 s1494 295 7 0.59 6 0.51 k2 1138 8 0.69 6 0.58
ex] 164 6 0.6 5 0.64 sla 6 1 1 1 1 seq 2004 10 0.53 7 0.58

B Lsize and Level

When mapping to a hierarchical array, or any array for that matter, one problem to address
is how we count area used. Do we charge the design for the smallest tree hierarchy used?
If so, we only get a logarithmic estimation of size. Designs which are slightly larger than
a tree stage are charged the full cost of the next tree level. This could skew measures as
:|:l LUT at a power-of—two boundary has a big difference in metric, but elsewhere near
factor-of—two differences hardly matter. For the data shown here, we have counted size in
terms of the span of LUTs used (lsize 7 See adjacent diagram). That is, if we number the
tree LUTs in a linear order; we pack starting at LUT 0 and use the position of the highest
placed LUT to account for the capacity used. The LUTs above the last used subtree are
all free. Intuitively, if we consume all of a subtree of size 128 and one more subtree of
size 64, we still have a subtree of size 64 available for additional logic, so we charge the
design to be only of lsize 192. In practice, when we use level as a metric instead of lsize,
we see similar trends to those reported here but a larger benchmark-wide mismatch penalty, Level = 3

especially when requiring full population, due to the logarithmic granularity effects. Lsize 5

10
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ABSTRACT

Modern VLSI processing supports a two-dimensional surface for
active devices along with multiple stacked layers of interconnect.
With the advent of planarization, the number of layers can be large
(6 or 7 in modern designs) and more layers are feasible if the cost
is justified. Using a multilayer-wiring VLSI area model, we show
how a butterfly fat—tree (or fat—pyrarnid) with N processors can be
laid out in G) (N) active device area using 6) (log(N)) wiring layers.
This result may have practical value in laying out efficient, single-
chip multiprocessors and FPGAs. It may also provide a theoretical
basis for the rate of layer scaling empirically seen in VLSI designs.

Categories and Subject Descriptors
B.7.l [Integrated Circuits]: Types and Design StylesiVLSI; C2. 1
[Computer-Communication Networks]: Network Architecture
and DesigniNetwork Topology; C. l .4 [Processor Architectures]:
Parallel Architectures

General Terms

VLSI Layout Theory, Fat-Tree, Fat-Pyramid, Scaling, Universal
Network, Multiprocessor, FPGA

1. INTRODUCTION
Traditional VLSI area models (e.g. [10]) assume two, or a small
fixed number of, wiring layers, which was very appropriate for
early VLSI process capabilities. With this model it was possible
to identify many interesting cases where wiring limitations deter-
mined the size required by chips. Modern VLSI processes, perhaps
in response to the empirical recognition of these wiring limitations,
now offer many layers of wiring. It is, consequently, interesting
to review VLSI wiring restrictions exploiting the new multilayer
wiring model.

This paper looks specifically at fat-tree style wiring. The fat-tree
was constructed specifically to be efficient for VLSI layouts, and
the canonical 2D fat—tree is an example of a structure whose area
is wiring limited. Further, the fat-tree can be used as a universal
interconnect or wiring substrate. We show that the wiring struc-

Permission to make digital or hard copies of all or part of this work
for personal or classroom use is granted withou fee provided that
copies are not made or distributed for commercial advantage and
that copies bear this notice and the full citation on the front page.
To copy otherwise, to republish, to post on servers or to redistribute
to lists, requires prior specific permission and/or a fee.
SPAA 2000 Bar Harbor, Maine
Copyright ACM 2000 1-58113-185-2/00/07...$5.00

ture in the fat-tree is sufficiently regular to permit a layout in @(N)
area (the area dictated by the nodes and switches) using O(log(N))
wiring layers. This should be compared to an area of O(N log2 (N))
using a conventional, 2D, bounded wiring layers, layout for a fat-
tree.

The paper starts with an abstract of modern, multilayer VLSI layout
(Section 2) and a review of the butterfly fat-tree and fat-pyramid
(Section 3). In Section 4, we demonstrate the major result that a
butterfly fat-tree can be placed and routed efficiently using multiple
wiring layers. In Section 5, we look at how this result may relate to
VLSI wiring growth. We identify a few, interesting, open questions
which this raises in Section 6.

2. MODERN, MULTILAYER VLSI LAYOUT
Contemporary VLSI processes easily offer 6 layers of metalization
for wiring. With the advent of Chemical Mechanical Planari zation
(CMP) [9], it is feasible for process technology to continue stack—
ing additional metal layers as long as the cost of the extra mask
steps and processing are justified by the area benefits. This pro-
duces an interesting twist on the traditional VLSI models. With
current technology, active devices (transistors, gates, buffers) are
still largely limited to two—dimensional layout on the silicon sub—
strate. However, wire layers can feasibly be stacked on top of each
other creating a three-dimensional structure for interconnect and
wiring.

This gives us a model where:

l. Devices which actually compute upon, store, or switch data
must be laid out in two dimensions.

2. Wires which interconnect these devices have finite width and

spacing.
3. Wires on any two wiring layers can be interconnect with vias

and will take up finite space on all intervening layers.

If the active devices for some structure take up total area A, then it
is interesting to ask if the active devices can be laid out compactly
to fit in 0(A) two-dimensional surface area and be supported by
the multilayer wiring. Further, we should ask how many wiring
layers are required to support this compact active area layout.

3. BUTTERFLY FAT-PYRAMID AND FAT-

TREE

The particular structure we are interested in here is Leiserson’s Fat-
Tree [7] and, by extension, Greenberg’s Fat—Pyramid [3]. Results
from Leiserson and Greenberg show that an N—node fat-tree (and

fat-pyramid) can be laid out in 0(N log2 (N)) area [4] using the
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fold-and-squash technique of Leighton and Bhatt [1]. Figure 1
shows the Butterfly version of Leiserson’s Fat-Tree [5] (the fat-
pyramid is similar, adding a constant number of additional wires
between physical adjacent switch nodes at the same tree level) along
with its compact, fold—and—squash layout.

For this layout it is important to note that each 4-ary tree layer,
corresponding to multiplying the number of nodes in the tree by 4,
adds:

0 a constant number of wire tracks (6 as shown) per “cubie”1
o a constant number of switches (l) to some cubies

Hence we get the logarithmic growth in the side width of each cu-
bie due to wiring. Since wire width alone in the 2D VLSI model

dictates a side growth of 0(log‘2(N)), it does not (theoretically)
matter than some cubies have a switch count which is growing as
O(log‘(N)). The overall result is that the area of the N-node fat-
tree grows as O(N log2 (N)).

Active Devices
It is, however, worthwhile to note that the number of active devices

in the butterfly fat-tree (and fat-pyramid) converges to a constant in-
dependent of the number of tree levels. It should be trivially clear
that the number of endpoints nodes is N. It is also true that the
number of switching nodes is @(N). For example, if we assume
a 4-ary tree with switches with 4 down links and 2 up links, as

shown, then the total number of switches is at most %. To see
this, note that each group of 4 leaf nodes needs one switch at the
lowest level (labeled 4 in Figure 1). At the next level, we need
half as many switches (every 4 switches on the lower level needs
2 switches at the next level). This relationship continues with each
succeeding level requiring half as many switches as the level be-
fore. Consequently, the number of switches needed per endpoint
can be calculated as a classical geometric series:

N. _N+1 N +1N+1N+W<E
57““ 4 2 4 4 4 8 4 —2

(1)

Since switches and endpoints make up the entire set of active de-
vices, this demonstrates the active device area for a butterfly fat-tree
is @(N).

 

4. LAYOUT

Having established that the active device requirement for a butterfly
fat-tree is @(N), the question remains as to whether or not the
device can be conveniently laid out in this area and the wiring can
all be performed in a reasonable number of wiring layers. We also
note from our observations in the previous section that the number
of wiring channels per cubie is O(log‘(N)). Since it is necessary
to build a cubie in space 0(1) if we are to layout the entire tree in
active, two-dimensional area O(N), then that sets a trivial lower
bound of Q(log‘(N)) on the number of wire layers required to wire
the fat-tree. In fact, it is possible to organize the fat-tree so that it
can be laid out in O(N) active area and O(log‘(N)) wiring layers.
Two show this is possible, we demonstrate two things:

1. The switches can be arranged to be placed into cubies so
there are at most a constant number (2) of switches in any
cubie.

1Cubies shown here contain 4 processing nodes, but are otherwise
similar to the cubies shown in [4].

VENKAT KONDA EXHIBIT 2005

2. When we account for both the wiring per layer and the through
vias required between layers, we do not saturate any of the
wiring layers.

4.1 Switch Placement

Figure 2 shows the rearrangement of the basic fat—tree and its fold—
and-squash layout. The rearranged fat-tree is topologically equiv-
alent to the original fat-tree (Figure 1). However, when this re-
arrangement is folded up, at most 2 switches end up in the cubie
along with 4 processing nodes (Figure 8, provided at the end of the
paper, builds the tree one level higher to better show this effect).

In the original fat-tree arrangement, all the switches lie along the
same diagonal. In the new arrangement, the diagonals are comple-
mentary so that, when folded together, the next level diagonal is
always left open. Figure 3 shows the actual folding sequence to
display the basic invariant maintained by this arrangement. Each
final cubie will contain the 4 leaf processing element, the switch
associated with those four processing elements, and, at most, one
additional switch. For clarity, the processors and first switch (la-
beled 4) are not shown in Figure 3 once folding begins.

Notice, at each stage, that, after folding, the lower level(s) man—
ages to leave both main diagonals free. One main diagonal is then
consumed by the new switches added at the level onto which the
lower levels are being folded. This, in turn, leaves one diagonal
free in the folded box. As a consequence when this new level is
now folded with its peers to create the next tree level, it will also
create a structure with both main diagonals free so that the next
level of switches can be added and the folding can continue in this
manner ad infinitum.

4.2 Wires

The basic strategy for wiring is to give each tree layer its own
pair of wire layersgone for horizontal wiring and one for verti-
cal wiring. In all likelihood the constants will work out such that
more than one tree layer can share the same wiring layer, but for
the sake of clear exposition, we will use this generous assumption.

As shown, the wiring per tree layer is, at most, 6 wires wide,2 so
we immediately see we have a constant number of wires running
through each cubie side on each of the 2 ~ log(N) wiring layers.

Now, we must also show that we can accommodate all of the through
vias in constant area. Since there are at most two switches per cu-
bie, there must be at most 6 X 2 : 12 through interconnect vias

from the substrate to some routing layer in each cubie.3 We can
allocate a via track for each wire channel in each wiring layer in or-
der to make the connection down to the substrate. Further, the vias

in this channel will need to be spaced one wire channel apart to
avoid blocking the wires running the orthogonal direction (see Fig-
ure 4b). As shown in Figure 4a—b, each of the channels stacked on
top of each other on different routing layer can route out to the sin-
gle via channel and down to the substrate when it needs to connect
without creating interference with the other channels in its stack.
Note also that we assume the horizontal and vertical layers for a
given tree layer are adjacent so that via connections between them
can be made without disturbing wiring on any other wiring layers.
This composite construction shows that we can wire each cubie in

2Again, this could almost certainly be done with less wires per
channel, but that would only complicate the description.
3Actually, since 4 of those connections are to the endpoint nodes,
we only have 8 to worry about for the tree wiring layers.
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Figure 3: Fold Sequence for Rearranged Butterfly Fat-Tree
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Figure 4: Wiring Pattern

constant, two—dimensional surface area if given O(log‘(N)) wire
layers.

In practice, we would not want to run a pair of wires directly in
parallel for long runs due to potential coupling and hence crosstalk
effects. Using standard techniques for twisting wires among the
channels we can reduce the crosstalk coupling while maintaining
our asymptotic bounds. Strictly speaking, adding a shielding layers
between wiring runs would also provide such protection without
changing the asymptotic bounds, but that should not be necessary.

Together with earlier observations about switch placement, this demon-
strates our original claim that the entire butterfly fat—tree can be laid
out compactly in @(N) active area and @(log(N)) wiring layers.

5. VLSI IMPLICATIONS

The immediate implication of this result is that we can use the
butterfly fat-tree routing topology to compactly layout single-chip
multiprocessors and FPGAs (e. g. [11]). This says that, given enough

metal layers, we can layout an a : % bifurcating fat—tree [l],
which Leiserson identifies as area universal [8], in area linear in
the number of graph nodes. As noted above, this is better than the

O(N log2 (N)) area required if we limit the number of metal layers
to a constant independent of N.

Empirically, one can observe that the number of metal layers has
been steadily increasing with the active device capacity of our chips.
Bohr observes that the number of metal layers has been increasing
at the rate of 0.75 layers per IC generation [2]. Each generation
represents a feature size reduction to 0.7 X the previous generation.
Assuming die sizes stay roughly constant,4 this means each genera-
tion roughly doubles the area for active computing devices. Adding
a constant number of metal layers per capacity doubling repre-
sents a logarithmic growth, or the same asymptotic bound which
we demonstrated above for the fat-tree.

Two—dimensional VLSI layout theory would have predicated that,
if our circuits have interconnect as rich as p 2 0.5 (Rent‘s Rule
[6]) or natural bifurcators with a Z %, then the number of active

4Die sizes are not entirely constant, but this is a reasonable approx—
imation for our purposes.

device we can usefully place on a VLSI component will scale sub—
linearly as devices are pushed out to accommodate the necessary
interconnect wiring. This result and Bohr’s suggest that processes
have evolved to avoid this effect by correspondingly adding metal
layers at a logarithmic rate to accommodate the richer interconnect
requirements of our designs. Our results demonstrate that wiring
layer growth is, in fact, sufficient to allow us to wire up universal
routing structures efficiently; that is, with the logarithmic growth in
wiring layers, we can place a number of active devices on the die
which is linear in the total component area.

6. OPEN QUESTIONS

Can we layout an oz > % tree in 0(N) area with any number of
wire layers? with O(N2p’1)? how? A more general butterfly fat-
tree can have a different growth rate in aggregate channel capacity
[8] than the area-universal one where the main channel doubles

when the subtree quadruples (matching he x/Z perimeter 1/0 to
area ratio of a two—dimensional layout). For any larger geometric
channel growth rate (less than a complete doubling at every stage 7
i. e. a < l), the number of switches in the butterfly fat-tree will still
be only 0(N). So, the question here, is: is there a similarly clever
way to arrange the switches in this more general case? And, can
the wiring and through via connections also be arranged to work
out?

7. SUMMARY

We have noted that the assumption of a fixed number of wiring
layers independent of device capacity does not match technology
advances in modern VLSI. Using a multilayer model, we showed
that the fat-tree can be arranged and laid out in @(N) area using
@(log(N)) Wiring layers. Finally, we noted that the growth rate
derived here matches empirical observation of the growth rate of
wiring layers in VLSI processes, suggesting that general designs
have encountered similar wire limitations, encouraging processes
to scale wire layers to meet wiring demands.

The primary contributions of this paper are:

0 Show how to arrange the switches for folding so there is conve—
niently a constant number of switches along with each process-
ing node tile (cubie).
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0 Show that the wiring can be arranged so as not to saturate inter-
vening layers with through via connections.

0 Assemble these two results to demonstrate the aforementioned

claim for compact fat-tree layout.
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Segmented Channel Routing
Vwani P. Roychowdhury, Jonathan W. Greene, Member, IEEE, and Abbas El Gamal. Senior Member, IEEE

Abstract—Novel problems concerning routing in a segmented
routing channel are introduced. These problems are funda—
mental to routing and design automation for field program-
mable gate arrays (FPGA’s), a new type of electrically pro—
grammable VLSI. The first known theoretical results on the
combinatorial complexity and algorithm design for segmented
channel routing are presented. It is shown that the segmented
channel routing problem is in general NP-complete. Efficient
polynomial time algorithms for a number of important special
cases are presented.

I. INTRODUCTION

ONVENTIONAL channel routing [1] concerns the

assignment of a set of connections to tracks within a
rectangular region. The tracks are freely customized by
the appropriate mask layers. Even though the channel
routing problem is in general NP—complete [4], efficient
heuristic algorithms exist and are in common use in many
placement and routing systems.

In this paper we investigate the more restricted channel
routing problem (see Fig. 3), where the routing is con—
strained to use fixed wiring segments of predetemiined

lengths and positions within the channel. Such segmented
channels are incorporated in channeled field programma—
ble gate arrays (FPGA’s) [3]. In [10], III] we demone
strated that a welledesigned segmented channel needs only
a few tracks more than a freely customized channel. This
leads us to believe that segmented channel routing is fun
damental to routing for FPGA’s.

The architecture of channeled FPGA‘s [3] is similar to

that of conventional (mask programmed) gate arrays,
comprising rows of logic cells separated by segmented
routing Channels (Fig. 1). The inputs and outputs of the
cells each connect to a dedicated vertical segment. Prof

grammable switches are located at each crossing of ver-
tical and horizontal segments and also between pairs of
adjacent horizontal segments in the same track. By pro-
gramming a switch, a low-resistance path is created be
tween the two crossing or adjoining segments.

A typical example of routing in a channeled FPGA is
shown in Fig. I. The vertical segment connected to the
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P. Roychowdhury and A. El Gamal were. supported in pan by DARPA
under Contract J-FBI—89—101. This paper was recommended by Associate
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Fig. l. FPGA routing architecture. 0 denotes a programmed switch: un
programmed switches are omitted for clarity.

 

 
     
  
        
 

output of cell 3 is connected by a programmed switch to
a horizontal segment, which, in turn, is connected to the

input of cell 4 through another programmed switch. In
order to reach the inputs of cells 1 and 2, two adjacent
horizontal segments are connected to form a longer one.

The choice of the wiring segment lengths in a seg—
mented Channel is driven by tradeotfs involving the num—
ber of tracks, the resistance of the switches. and the ca—

pacitances of the segments. These tradeotfs are illustrated
in Fig. 2.

Fig. 2(a) shows a set of connections to be routed. With
the complete freedom to configure the wiring all‘orded by
mask programming, the left" edge algorithm [5] will a]—
ways find a routing using a number of tracks equal to the
density of the cennections (Fig. 2(b)). This is the case
since there are no “vertical constraints” in the problems
we consider.

In an FPGA. achieving this complete freedom would
require switches at every cross point. Furthermore.
switches would be needed between each two cross points

along a wiring track so that the track could be subdivided
into segments of arbitrary length (Fig. 2(c)). Since all
present technologies oifer switches with significant re—
sistance and capacitance. this would cause unacceptable

delays through the routing. Another alternative would be
to provide a number of continuous tracks large enough to
accommodate all nets (Fig. 2(d)). Though the resistance
is limited. the capacitance problem is only compounded.
and the area is excessive.

A segmented routing channel offers an intermediate ap—
proach. The tracks are divided into segments of varying

0278-0070(9330300 © [993 IEEE
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lengths (Fig. 2(e)). allowing each connection to be routed

using a single segment of the appropriate size. Greater
routing flexibility is obtained by allowing limited nume
bers of adjacent segments in the same track to be joined
end--t—o end by switches (Fig. 2(f)). Enforcement of sim—

ple limits on the number of segments joined. or their total

length guarantees that the delay will not be unduly in,
creased. Our results apply to the models of Fig. 2(e) and
2“)-

In Section II we formally define segmented channel
routing and summari/e the key results in the paper De
tails of the algorithms and the proofs for theorems ate

given in Sections III—V and111 the Appendix.

ll. DEFiMTioss A'\lD SLMMARY or Rist us

The input to a segmented channel routing problem. as
depicted in Fig. 3 is a segmented channel consisting of
a set 3 of T tracks. and a set G of M connections, The
tracks are numbered from I to '1‘. Each track extends from
column 1 to column N. and is divided into a set of con—

tiguous segments separated by switches. The switches are
placed between two consecutive columns.

For each segment .1. we define leftts) and rig/1m) to be

I'R1\'\'S\('lil(i\'8 ()N (UMH l'l',R~\ll)l I) |)l~Sl(i\ ()l“ l\ll(1R\ll-l)1'lkt'lll\ \Nl) SYSIFWN. \UI. II iv) |.
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the leftmost and rightmost columns in which the segment
is present 1 < [1»ft(s)< rig/Ithss) N Each connection

1;. 1 s <M. is characterized by its leftmost and righte

most columns: [cf/9(1) and rig/1n) Without loss of gen-
erality“. eassume throughout that the connections have

been sorted so that left(1',) S leftfi‘, ) for i < j.
A connection 1' may be assigned to a track I. in which

case the segments in track I that are present in the columns

spanned by the connection are considered occupied. More
precisely. a segment s in track I is occupied by the con—
nection 1' if rig/Ms) Z leftit') and leftts) s rigltt(c). In
Fig. 3 for example. connection ((1 would occupy segments
.131 and .133 in track 2 or segment s“ in track 3.

Definition I—Roun‘ng: A routing. R. of a set of con—
nections is an assignment of each connection to a track

such that no segment is occupied by more than one con
nection.

A K—scgmcnt routing is a routing that satisfies the ad—
ditional requirement that each connection occupies at most
K segments.

We can 11th define the following segmented channel
routing problems:

Prob/cm I—Unlimitm/ Segment Routing: Given a set
of connections and a segmented channel. find a routing.

To reduce the delay through assigned connections. it
may be desirable to limit the number of segments used for
each connection.

Prob/cm 2~K~chment Routing: Given a set of con»

nections and a segmented channel. find a K—segment rout—
ing

Itis often desirable to determine a routing thatis opti—
mal with respect to some criterion. We may thus specify
a weight 11(11.t) for the assignment of connection 1 to track
I. and define:

Prob/cm jiofflffi'm/ Routing: Given a set of conned

tions and a segmented channel. find a routing which as—
signs each connection 1’, to a track I, such that 2;”;
11(1). 1,). is minimized.

For example. a reasonable choice for w(('. I) would be

the sum of the lengths of the segments occupied when
connection 1‘ is assigned to track I. Note also that with
appropriate choice of 1111'. 1). Problem 3 subsumes Prob~
letn 2.

The problems defined above consider segmented Chane
nel routing with the restriction that each connection may
be assigned only to a single t1ack.lt is easy to see that
the touting capacity of a segmented channel may be in—
creased ifa connection is assigned to segments in dill‘erent
tracks. For example. consider the segmented channel
routing problem in Fig. 4. It can be easily shown that if
the assignment of each connection is Lonstrained to a sin—

gle track. successlul routing does not exist. However by
assigning connection 1. to segments .11] and 1.1. whiLh are
lo1ated in ttacks t1 and t1. suc1esstul routing may be
achieved, We refer to such a routing as generalized rout-
ing,

Definition 27(;(’I1£’I‘(1/IIZL’(/ Routing: A generalized
routing R”. of a .1111 of connections consists of an assign—
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Connections

(M)

Segment

11

luck: I;

(T) Switches
ta

1 2 3 4 5 e 7 s 9 C°l“”‘“5(N)

Fig. 3. An example of a segmented channel and a set of connections. M = 5. T : 3. N : 9. Connections: ('1. ('3. ('1. (‘4. (‘5.
Segments: 5H. 31:. X”. 3‘3], 53;. v”. v11. 33:.

06 Connections

1 2 3 4 5 6 7 8 9 Columns

Fig. 4. An example where generalized routing is necessary for successful assignment

ment of each connection to one or more tracks such that

no segment is occupied by more than one connection.
Thus a generalized routing allows each connection C =

(lefi(c), right(c)) to be split into p(p Z 1) parts: (lefi(c).
[1).(1l + 1,12), (12 + 1,13), - ~- . (1”,, + 1. right(c)),
such that each part can be assigned to different tracks. A
column 1,, where a connection is split. is referred to as a
column where the connection (7 changes tracks.

Detailed hardware implementations may be developed

to support generalized routing. For example. vertical wire
segments may be added to facilitate track changing. In
this case if a connection changes tracks. two switches must

be programmed compared to only one if the connection is
assigned to two contiguous segments in the same track.
Thus allowing connections to occupy multiple tracks

might lead to increase in area and to greater delays.
Motivated by such penalties, constraints may be im—

posed on the generalized segmented channel routing prob
lem, leading to the following potentially important specialcases.

1) Determine a generalized routing that uses at most k
segments for routing any particular connection.

2) Determine a generalized routing that uses at most 1
different tracks for routing any connection.

3) Determine a generalized routing where connections
can switch tracks only at predetermined columns.

We present preliminary results on the unconstrained
version of generalized segmented channel routing prob-
lem.

Problem 4—Generalized Segmented Channel Routing:
Given a set of connections and a segmented channel, find

a generalized routing.
In this paper we establish the following results.
Theorem 1: Determining a solution to Problem 1 is

strongly NP-complete.
Theorem 2: Determining a solution to Problem 2 is

strongly NP—complete even when X = 2.
The reductions used to prove these theorems are rather

tricky. and may have applications to problems in the area
of task—scheduling on nonuniform processors. A proof of
Theorem 1 is presented in Section III, and a proof of
Theorem 2 is given in the Appendix.

We should note here that proving a given problem as

NP-completc might not be enough to indicate its intrac-
tability. For example, many NP-complete problems such
as Knap Sack have polynomial time solutions if all the
input parameters are polynomially bounded in the input
size. Strongly NP—complete problems however, remain
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NP-complete even if input parameters are polynomially
bounded; examples include TSP. Hamiltonian circuit. etc.
(see [6] for detailed discussion on such issues). For Prob
Iems l and 2. the input parameters are indeed polynomi-

ally bounded in the number of columns (N) and tracks
(T); for example. M 5 TN and the lengths of the con—
nections and the segments are bounded above by N.
Hence. a proper approach would be to show that these

problems are strongly NP~compIete, which is what Theo—
rems l and 2 establish.

Although Theorems 1 and 2 show that segmented chan—
nel routing is in general NP—complete. several special
cases of the problem are tractable. We have developed
polynomialetime algorithms for the following specialcases:

Identical/y Segmented Tracks: Two tracks will be de—
fined to be identically segmented if they have switches at
the same locations. and hence. segments of the same

length The left edge algorithm used for conventional
channel routing can be applied to solve Problems I. 2.
and 3.

l-Segment Routing: A routing can be determined by a
linear time (0(MT‘)) greedy algorithm that exploits the

geometry of the problem. The corresponding optimization
problem can be also solved in polynomial time by reduc—
ing it to a weighted maximum bipartite matching prob-
lem.

At Most 2-Segments Per Track." If each track is sege
mented into at most two segments then also a greedy lin-
ear time algorithm (similar to the one for I‘Segment rout—
ing) can be designed to determine a routing.

We have also developed a general 0(1'IM )—time algtr
rithm using dynamic programming for solving Problems
I. 2, and 3. This general algorithm can be adapted to yield
more efficient algorithms for the following cases:

Fixed Number of Tracks: If the number of tracks is
fixed. then the general algorithm directly yields a poly
nomial time algorithm.

K—Segment Routing: The general algorithm can be

modified to yield an 0((K + I)TM )—time algorithm. Note
that for small values ofK the modified algorithm performs
better than the general one.

Fixed Types of Tracks: If the number of tracks is
unbounded but the tracks are chosen from a fixed set

where T, is the number of tracks of type 1'. then an
O((H‘iTl‘"3)M) timc (hence. a polynomial—time) algor
rithm can be designed.

Furthermore. we have developed a heuristic algorithm
based on linear programming for solving Problems I and
2 that appears to work su1prisingly well in practice.

The general algorithm and the aboveementioned special
cases are described in Section IV.

In Section V we present preliminary results on the gen—
eralized segmented channel routing problem. In particular
we show that Problem 4 admits a polynomial time algt»
rithm ifthe number of tracks is bounded. Detemiining the

exact complexity of the generalized segmented channel
routing problem remains an open problem.
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III. COMPLEXITY or THI: Sl—GMENTED ROUTIING
PROBLEM

In this section we prove Theorem I. i.e.. determining
a solution to Problem I is strongly NP—complete. The

proof of Theorem 2. i.e.. determining a solution to Probe
lem 2 is strongly NP—complete even when K = 2, is pre—
sented in the Appendix. The NPrcompleteness reductions
for both the theorems is from the Numerical Matching

Problem with Target Sums. which has been shown to be
strongly NP—complete [7].

Numerical Matching with Target Sums [7]: Given a set
S 2 {1. - -- .n}. and positive integers XI, - -- .Xn. y‘.
_\‘,,. :1. - ' - .;,, with

do there exist permutations a and ii of S such that XW, +
)3”) ; :,. for all iES‘.’

We assume without loss of generality that to < x: <
- < .r”. _\'1 < y: < ... < y”. and z] < z: < ~" <

:,y.. Furthermore. we assume that for any instance of the
problem. we have A“ i, i x, 2 n and x, + yl 2 .r,, + It.
If these conditions are not met for an instance of the prob-

letn then one can define an equivalent problem tie. the

modified problem has a solution if and only if the original
problem has a solution) for which the conditions are met
by performing the following transformations:

I) Scaling: Define m : fir/mim'x, 7 334)}.
> I then set X, k m.\',. )3 R my. and z, «4 mz,.

2) Translation." Define p : A” + n — (y, + A1). If p
> 0 then set _\', e t, +1). and :, H z, + [7.

Given an instance of the Numerical matching problem
‘31. we now show how to construct an instance of Problem

I in (pseudo)—polynomial time: we shall refer to the seg-
mented channel and the set of connections generated by
the reduction procedure as Q.

The set of connections G is defined as follows.

I) For each x, We define a connection at such that
leftt’a,) : 4. righttu,) : r, + 3. Thus. each connection a,
is of length .t, ~ I. and starts at column number 4.

2) For each yr). we define 11 connections b“. - ‘ ‘ . b)”

tone for each -",:l such that lcfttbtx) : x, + 4 + (n — k)
and righttbL/v) : (y) + .t‘/) + 4. Note that rightth) —
lef‘ttuyt = .r/ + y).

3) n connections d,. ' ' '

: l. and righttd) : ..
4) It2 e )1 connections e]. - - -

left(e,) : l. and right(e,) = 5.
5) 117 connections j}. - - ' .f}; are defined with lefttf,)

: 1,, + _\',, + 5 and righttfi) : .r,, + y” + 7.
Set the number of columns in the construction to N =

+ y” + 7.
The set 3 of II: tracks are then defined as follows.

I) For the first It tracks t]. ~ - - . t,, each track t, begins

with a segment (I. 3). followed by unit—length segments
that span the region from column 4 to column 1, + 4 (i.e..
there is a switch between every two columns between col—

Il‘ m

. dH are defined with lefttd,)

. e,,:,.,, are defined with

X,1
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umn 4 and column z, + 4), followed by a single segment
of the form (z,- + 5. N).

2) The rest of the n2 -— n tracks are best described by
dividing them into n blocks. each consisting of it ~ 1
tracks. Each such track comprises 3 segments.

The first block of n — 1 tracks, i.e., tracks tn , I, 1,, , 3.

- , t3", 1, are constructed using the definitions of the

connections b1]. 1 S j S n. The segments in the track
Int] are (l, left(b11) , 1). (left(b11). right(b.2)). and
(_right(b12) + 1. N). That is, the middle segment in the
track 1,,“ is defined such that the connections bH or bp,

can be assigned to it. In general. the segments in each

track tnaj, l Sj S n — 1. are defined as (l. left(b.,) ~
1), (left(b.]), right(b1(jt”)). and (right(b,,/+1,) + 1. N).
That is, the middle segment in the track 1,, fl. 1 S j s n
—- l, is designed such that the connections bl} or bl” . I,
can be assigned to it.

The ith block of n — 1 tracks (i.e.. tracks

I,Z+(,,1)(n_.,+ ., - - ~ .t,,+,-(,,,l)) is constructed using the
definitions of the connections by, l S j s n. The seg
ments in the track [m M”, 1m 1)) ,1 (i.e.. thejth track in
the ith block) are (1, left(b,j) — 1). (left(b,~j).
right(b,~(j+1))), and (right(b,(,-+],) + 1. N). That is, the
middle segment in the track I“, M, _ m, , m +/ is designed
such that the connections bu or b,”+ ., can be assigned toIt.

The following example illustrates this construction.
Example 1: Consider the unlimited segment routing

problem (see Fig. 5) corresponding to the instance of the
Numerical matching problem with Target Sums:

5,1”; 8, y] 9, ya, 1], y5 12.
  

X] = 2, X3

z1:ll,z2 = 17, z; : l9.

 

  
 

We might note here that our proof of the NP—complete
reduction is geometric in nature and it is helpful to use
the above example in understanding the statement and the
proof of each of the following propositions and lemmas.
Before we proceed, however. let us define the following

Two connections cl and C; will be said to overlap if
they are present in the same column(s). i.e.. lefi‘(cg) s
left(c1) s right(cz) or left(c.) s lefz(c2) S right(c.).

A connection cl is said to fit in a segment SI if lefi‘(c'l)
2 lefi‘(S1) and rig/110:.) S right(S.).

A segment is said to be available for a set of connec—
tions if it is unoccupied by the rest of the connections in
G.

Proposition 1: In any routing R of Q the following pre—
vail.

a) The connections f,-, l s i s n2, are assigned to n2
different tracks.

b) The connections (1,, 1 S i S n, and a” 1 S i S n,
are assigned to tracks I], - ’ ~ , tn. and connections e,. 1

s i s n2 — n, are assigned to tracks [n+1 through t,,z.
Proof: Claim a) follows directly from the construc-

tion; i.e.. the connections fl, 1 s i s n2 are all identical
and overlapping.

Claim b) follows from the following observations that
are based on the above reduction.

an,andek,lskSnZ—-n. J
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1) Each connection e,-. 1 S i S (n2 — n), overlaps with
every other e,. Each e, also overlaps with every connec-

tion (1,». 1 S] s n and every connection ak, 1 s k s n.
2) In tracks I. through I" a d,- and a] can be assigned to

the same track; such assignment is not possible for tracks
I,-, wherei > n.

3) Finally. it follows from 1). 2) and from the pigeon-

hole principle that if any e, is assigned to a track zj,j s
n, then there would not be a sufficient number of tracks

so as to assign all the connections d,, 1 _<_ i S n. aj, l S
 

Proposition 2: In any routing R of Q, the segments
available for assigning the connections (1,, l s i s n,

and bi]. l S i,j S n are as follows.
a) In any track t,, l s i S n, the segments in columns

4 through 2,- + 4 (i.e.. the portion that is fully segmented)
are available.

b) In any track If, n +1 sis
segment is available.

Proof: Follows from Proposition 1: a) in any track
ti. 1 s i S n, the first segment is always occupied by a

dj (for some 1 s j s n), and the last segment is occupied
by an fk, hence the only available portion is the fully seg-
mented part of the track; b) every track t,-, n + 1 s i s

n2. has only three segments, and from Proposition 1 we
know that the left segment is occupied by a connection e,»
(for some 1 s j S it2 ~ n) and the right segment by
another connection f)” l s k s nz.

The following proposition shows that in any routing R

of Q. every track has exactly one by- assigned to it.
Proposition 3: All connections bu, 1 S i,j s it, over—

lap; hence, they have to be assigned to different tracks.
Proof: Given the geometry of our construction, it

suffices to show that bl. and b1,x overlap. Now right(b.1)
= x1 + y] + 4, and left(b.,,) = x" + 4 + (n e 1) = x,,
-— n + 3. Hence, right(bH)—left(b.,,) = x, + y, — (x,
-— n — 1), which is strictly greater than 0 by our
assumptions.

We can now show one direction of the reduction pro-
cedure.

Lemma 1: 1f the given Numerical Matching problem
with target sums has a solution, then there exists a routing
R for Q.

Proof: Suppose there exist permutations a and [3

such that xam + Mari) = z, for all 1 S i s n. Then we
can define a routing R for Q as follows.

1) Connections d,, l S i S n, e, l S i S n2 — n.
andf,. 1 s i s 212', are assigned according to Proposition
1.

2) For every i. l S i S n, connections 0am and

b501,“,-I are assigned to track t,. Since xam + ygm = z,»
one can easily show that the connections can be appro-
priately assigned in the available segments (see also Prop-
osition 2).

At this stage, for every i, 1 S i S n, all except one

connection among the connections by, 1 S j S it, need
to be routed.

3) Consider the connections bl], l S j S n. Let blk be

n2, only the middle
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the connection that has been assigned to one ofthe tracks
r,. l S i S )1. Recall that the tracks t,, . I—III .. I,. _. I. were

designed using the definitions of bII, 1 S j S n. and that
the middle segment in track t,, I I can accommodate either
connection bII or connection [)13, So assign bII to track
r,, II and repeat this procedure by assigning connections
bIE—bIIISI, to tracks t,,I3—1,,-Ik.. II. Now bII has already
been assigned. hence one has to assign connections
1’1(A+ii—biI.-- By construction, however. but I I I can be as—
signed to track I, II. and this assignment procedure can
be continued by assigning bIII . 3, to track tn . II II. and
so on.

In general. for any i the unassigned n e 1 connections

among bII, 1 S j S n can be assigned to the ith block of
tracks (i.e.. tracks 1,,II,,I,I,,,I,tI, - .t,, I Hi: I.) by
following the same procedure as above :

Next we show that if Q has a valid routing then there
is a solution for the numerical matching problem 91. The
following definitions that capture the geometry of the
routing problem Q will be helpful:

It is clear from Propositions l. 2. and 3 that each track
II. 1 S l S n has one connection from (1,. 1 S 1' S n and

one connection from bII. 1 S k.j S n assigned to it.
Also, note that since the parts of the first it tracks that are
available for the connections a... 1 S i S n and bII. 1 S

k,_j S n are fully segmented. two connections, a, and bII.
can be assigned to the same track only if they do not over“
lap.

We define the length or space occupied by the connec—

tions 51,- and bIJ assigned to some track II (1 S l S n) as
equal to right(bI.I)—left(a,-). That is. the length (or space)
occupied by the two connections is the geometrical length
from the left end of the connection a, to the right end of

the connection bi,-
Claim 1.‘ It follows from Proposition 2 that the total

length (or space) available in the first It tracks for assign—
ing the connections (1,. I S i S n and /)II. I S L] S n
is ’I’ :I.

The above claim follows immediately from the obser—
vation that the only portion of each track I, to which a,

and b” can be assigned is of length 1,.
Proposition 4.‘ Connections (1, and I)“ cannot be as

signed to the same track if] < i.

Proof: lefttbw = X, + 4 + (n e k) and rightm.) :

L + 3. Thus righttaI) e lcft(bII) : .r, (Lt, t n) t k
1. However. (k e l) 2 (l. and by our assumptions x, e

(x, + n) 2 0 for all j < 1. Hence. a, and bI, overlap for
j '< i. it

Proposition 5: If a. and bk, (j Z i) arc assigned to the
same track r, (1 S l S n) then the length occupied in the

track I, is .t, + ."A (Z x, + yI).
Proof} Left(u,) : 4. and right(bk,t : .r, + y, + 4.

Hence. right(/7I,) — lcft(a,) : .rI + yI Z .r, + _\'I (because
by our assumption] 2 1‘ implies that .tI 2 .13). i.

The next two propositions Lise the definitions of the
tracks 1,,I I. r . t,,:. and determine the restrictions on

possible assignments of the connections I),, to these tracks.
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Proposition 6." None of the connections bk; for k > I
can be assigned to tracks t,I - IS,” .I,, - I ,.

Proof: Recall that the tracks INIIeIMIIHSII were

constructed using the connections bI,, 1 S j S it. Now
consider any track t,, . I. From Proposition 1 we know that
its end segments are already occupied. Hence. for any bII
to be assigned to this track. it must fit within thc middle
segment (lefttbiil. right (hm. I,)).

First. consider the case where L > I and] S 1. Recall

that leftthI) — .x‘I- + (n A k) + 4; sincej S l. we have .r,»
S .t', and since k > 1. we can write 1eft(bII) = xI + (n i
It) + 4 < .x'I + (n — l) + 4 = left(bI,). Hence, bII cannot
be assigned to track {I I I.

Next. consider the case where k > I and j > /. Recall

that rightthI) :1, + M + 4: sincej Z (l — l). we have
x, z ,rIIIsf‘urthermore. k > 1 implies that )‘I > )‘I.
Hence. right(/>II) : ,t'I + >\'I + 4 > XIII + _\'I + 4 =

rightthII - II). Therefore. bII cannot be assigned to track
In'i'

Proposition 7.’ In general. none of the connections bk,
for k > i can be assigned to tracks INIIIISIIIISIIAe

I,,-I,I, I ,I. Hence. none of the connections bk, for k > i
can be assigned to tracks t,I I If!” II”, I ,,.

Proof: Recall that the tracks under consideration

were constructed using the definitions of by. 1 S j S n.
The proof then follows along the lines of the previous
proposition. I

Let R be any routing of Q. then we define m,- as follows:

m, 2 Hi)” : l j S n. and h" is assigned to some track
5

[S n. inR}I.
IA

In other words. m, is the number of connections from the

set {b,I. (7,3. - - ' . b,,,} that are assigned to the first 71
tracks tie. II, {1. ' - ' .t,I). Propositions 8—10. following
show that in any valid routing R of Q 171,- = l. for all I S
i S )1.

Proposition 8: EImI S k. V l S k S n and E’I’m, 2 Ii.
Proof: Each track has exactly one connection bIl, (for

some 1' and j) assigned to it. Hence. by definition E’I‘m, :H.

To show that 13bit S k for every I S k S )2. first
consider k = 1. Suppose that mI > 1. then exactly it e

on connections from among the connections bII. l S j S
n are assigned to tracks t,,. I 7 I,,:. liven if all of them
were assigned to tracks in the first block tie. among 13, . I.

- . III -,,. I). there would be tInI — I) Z 1 tracks in

the block that are left unassigned. However. by Proposiv

tion 6. no connection h”. when i > I can be assigned to
any track among 1,, II. ~ - - . tII . I, I. Thus. at least (MI
7 1) tracks among in II. ' ~ - I have no connec—

tion [9,], assigned to them. This leads to a contradiction
(because every track has exactly one bII assigned to it).

Using Proposition 7. the same arguments can be up
plied for any It > I. That is for k : 2, one can show
(using Proposition 7) that if mI + m: > 2. then some

- It. Lii
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tracks among 1,, +1 through 2,, + 2”, 2 1 , do not have any con-

nection bij assigned to them. U
Proposition 9: Let wl < w < - ' - w,, be a sequence

of positive integers and let non- negative integers m,, 1 S

i S n satisfy the following relations. Elm,<_<k, V l S
k S n, and 2”Im,A n. Then E'l'm, w > E’I'w, if and only if
some of the m,- are 0.

Proof: First we observe that if there exists an m_,- >
1 then there exists I—— m- — 1 distinct variables ml], - ‘ ' ,
mjp such that all of them are 0 and j,- < j If not
then one can easily show that Em, > j, which is a con-
tradiction. Thus, if any of the variables m,- > 1, then it
always forces some rm, to equal 0 such that k < 1'. Hence,
E"'m,vw, > 7111, if and only if some of the m,- are 0.

Proposition 10: In any routing R. m, = l v 1 S i S
n, i.e., in every routing only one connection from the set
{b,-,, ~ - - , bin} is assigned to one of the first n tracks.

Proof: If a,- and bk, are assigned to the same track
then from Proposition 5 we know that the length occupied
is 2 x, + yk. Now, by definition m, connections from

among bkj, l S j S it appear in the first it tracks. Hence,
the total length occupied by the connections (1,, 1 S i S

n and the connections b,,~, 1 S i, j S n that are assigned
in the first r1 tracksis 2 E"x, + Elmkyk.

If at least one m1. is 0, then Proposition 9 implies E’.’
mkyk > [i y}, (because yl < yz < - y"). Hence, the

total length occupied by the connections a and hij in the
first r1 tracks is > ’{x, + E"yk—2 lz,. This leads to a
contradiction because Proposition 2 and Claim 1 show that

the total space available is equal to E'l’z, Hence, in, = l
V l S i S 11.

Lemma 2: If there is a routing for (:1. then there exists
a solution to 571.

Proof: Proposition 10 shows that V i only one con-
nection among {bi}. - - - . bin} is assigned to one of the

first n tracks. By Proposition 5, if a,- and bk]- (j 2 i) are
assigned to the same track then the length occupied is x!
+ y, (2 x, + F1)- Hence, the total length occupied by the
connections is 2 ’l’x, + '{yk = 'l'z,.

Claim a: A connection a, can only be assigned to the
same track with some [11,.

Proposition 4 shows that if a,- and bkj are assigned to the
same track, thenj 2 i. Now if a, is matched with some

bk} and j > i, then the length occupied is x,» + yk > x,- +
yk. Hence, the total length occupied by all the connections
in the first 11 tracks is greater than Efi’x, + in =

’lz,. However this leads to a contradiction since the total

space available in the first n tracks is 2,2, (Claim 1).
Hence, a, can be assigned only to the same track as some
b“.

It follows then that if we define the connections as—

signed to track 2,, 1 S i S n, as (Jam and bmnmfl, then
a and B are permutations of the set {1, - , n}. Also,
by our convention the total length occupied in track 1, by
“an; and betimm is = xmn + Yam.

Claim b: xam + .Vflri) = 2,.
Suppose this is not the case for some i, 1 S I' S n.
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Then it implies that in the track 1,, the length occupied by

the connections an”) and bmimm is < 2,. Now by Prop-
osition 2, in any track 1k (1 S j S n) the space available

for assigning the connections a,- and by is 21‘. Hence, the
length occupied by the connections a, and the connections

by in the first it tracks is < 271,. However, this leads to a
contradiction because we showed that the length occupied
is 2 Elz,

Thus, the assignment of connections to the first n tracks

defines permutations a and B such that V i, xam + Yam

Theorem 1: Determining a solution to Problem 1 is
strongly NP—complete.

Proof: Follows from Lemmas 1 and 2:

 
 

    
IV. ALGORITHMS FOR SEGMENTED ROUTING

In this section we present algorithms for various special
cases of Problems 1—3. We first discuss algorithms that

exploit the geometry of the segmented channels. We then
discuss a general algorithm based on dynamic program-
ming. Finally, we discuss a heuristic algorithm (based on
linear programming) that appears to work surprisingly
well in practice.

A. Geometrical Algorithms
Identical/y Segmented Tracks: If all tracks are identi-

cally segmented (i.e., the locations of the switches are the
same in every track), then Problems 1 and 2 can be solved
by the left-edge algorithm [5] in time 0(MT). Assign the
connections in order of increasing left ends as follows:

assign each connection to the first track in which none of
the segments it would occupy are yet occupied.

Note that the density of the connections does not pro
vide an upper bound on the number of tracks required for
routing (as is the case for conventional routing when the
left—edge algorithm is used in the absence of vertical con-
straints). However, if prior to computing the density the
ends of each connection are extended until a column ad—

jacent to a switch is reached, then the density would be a
valid upper bound.

IeSegmem Routing: If we restrict consideration to
l-segment routings, Problem 2 can be solved by the fol-
lowing greedy algorithm.

The connections are assigned in order of increasing left
ends as follows. For each connection, find the set of tracks

in which the connection would occupy one segment.
Eliminate any tracks where this segment is already occu—
pied. From among the remaining tracks, choose one where
the unoccupied segment‘s right end is closest to the left
(i.e., the right end coordinate of the segment in the cho-
sen track is the smallest), and assign the connection to it.
If there is a tie, then it is broken arbitrarily. In the ex—
ample of Fig. 3, the algorithm assigns CI to 5“, oz to 52],
c3 to s3], c4 to 532, and c5 to 513. The time required is
0(MT ).
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Next. we show that if some connection cannot be assigned
to any track. then no complete routing is possible

“margin 3: The above algorithm solves Problem 2 if
K = 1.

Proof: It suffices to show that if there is a routing
for Problem 2 with K 2 1. then it can always be modified
to obtain an assignment that the above algorithm would
generate.

Let R be a routing with K : 1. Consider the leftmost
connection (‘1. Let Fl be the set of segments that c] can
be assigned to. and let Si be the set of segments in Fl with
the minimum right edge. There now are. three possiblecases.

1) In R. c, has been assigned to one of the segments in
S]. In such a case. no modification is necessary: the as—
sigmnent of (‘1 is according to the above algorithm.

2) In R. (‘1 has been assigned to some 3‘ e S]. and that
there is at least one unoccupied segment in S]. Then as—
sign c, to one of the unoccupied segments in SI.

3) In R. c] has been assigned to some 5 E S]. and every
segment in S1 is occupied In that case choose some e. that
occupies a segment s, 6 SI. We can now always interv
change the assignments. i.e.. assign L‘, to .s and assign r,
to 51 E S]. Thus a new assignment is obtained where c] is
assigned according to the above algorithm.

The justification for swapping is as follows (see Fig.
6). Since 5, e 51. (‘1 can always be assigned to it. More—
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over. the left edge of .\ is at or to the left of t", (because
left edge of (‘, is at or to the right of ('1) and the right edge
of .s is to the right of c, (because by definition of 51 the
right edge of s is to the right of 3‘). Hence. 0, can be
assigned to x.

The above procedure can be continued for c; and other
connections until a modified routing R’ is obtained that
satisfies the conditions of the above algorithm. ,f

For l-segment routing, Problem 3 may be solved eflie
ciently by reducing it to a bipartite matching problem.
Fig. 7 shows the graph corresponding to the routing prob—
lem in Fig. 3. The left side has a node for each connection

and the right side a node for each segment. An edge is
present between a connection and a segment if the con—
nection can be assigned to the segments track. The weight
wtc. I) is assigned to the edge between connection C and
a segment in track I. A minimum-weight matching indi-
cates an optimal routing. The time required using the best
known matching algorithm (see [6]) is 0(V'1), where V s
M + NT is the number of nodes.

AI Most 2-Segmems Per Track: In a track with two—
segments. the first segment from the left will be referred
to as the initial segment and the next one will be referred
to as the end segment. If the track is unsegmented. i.e..
it has only one segment. then for our purposes we will
refer to the only segment as an end segment.

The following greedy algorithm. which is similar to the
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Mg. 6. An example of assignment modification in a l~segment routing. If
connectlon ('1 is asstgned to x and v, to r, such that righl(s) > rig/11(5)),
then the assignment can always be swapped.

one for l-segment routing, can be used to determine a
solution to Problem 1:

The connections are assigned in order of increasing left
ends (ties are resolved arbitrarily). During the execution

of the algorithm a track will be considered unoccupied if
no connection has been assigned to it.

Now for each connection, determine the set of tracks

in which the connection would occupy a single segment.

Eliminate any track where this segment is already occu—
pied. Now consider the following two cases:

Case I: If no track is available (i.e., after the above—

mentioned elimination of tracks). then append the con—

nection to the pool, P, of unassigned (but already exam—
ined) connections.

CaseZ.‘ If tracks are available, then assign the con-
nection to a track where the unoccupied segment’s right
end is closest to the left (i.e., the right-end coordinate of

the segment in the chosen track is the smallest). If more
than one track qualifies, then the tie is broken arbitrarily.

Next, if |P| (i.e., the number of unassigned, but al—
ready examined, connections) equals the number of tracks
unoccupied by any connection, then assign the connec—
tions in P to these unoccupied tracks in any order; mark
these tracks as occupied, and remove the assigned con—
nections from P. Else, if |P| is greater than the number
of such unoccupied tracks, then stop and signal that no
valid routing is possible.

Continue with the next connection.

When all the connections are examined and pool P is

nonempty, then assign the connections in P to unoccupied
tracks.

in the example shown in Fig. 8, the above algorithm
would assign C1 to track I] and append (‘2 to the pool P.
For 63, both tracks t2 and [3 are eligible, and let the tie be
broken by assigning ('3 to track t3. At this point, there is
one unoccupied track (i.e., t2) and there is one connection
(i.e., (:2) in pool P. Hence, the number of unoccupied
tracks equals the number of connections in P, and the al—

gorithm would assign connection ('2 to the unoccupied
track 12. Next, the algorithm assigns c4 to track tl.
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c1 311

o 512

c; 313

521

c3 0 322
o .923

64 531

C5 332

Fig, 7. Bipal‘tite graph for l»segmcnt routing of the problem in Fig. 3.

Theorem 4: The above-mentioned algorithm deter—

mines a routing, if one exists, for the case where every
track has at most two segments.

Proof: We shall provide an outline of the proof.
Since every track has at most two segments, it follows
that if a connection cannot be assigned to a single seg-

ment, then it has to occupy a whole track. Note also that
the above—mentioned algorithm follows the greedy algo—

rithm developed for 1—segment routing, and if a connecv
tion cannot be assigned to a single segment (by following

the l—segment routing algorithm) only then it is appended
to the pool P.

The basic idea of the proof relies on the following ob—
servations. Since the algorithm developed for 1-segment

routing was proved to be optimal, the connections in the
pool P represent each of those connections that require a
whole track. Moreover, these connections (i.e., which re—

quire whole tracks) are not assigned until a) all other con»
nections are assigned to single segments and there are

enough unoccupied tracks left to accommodate the con—
nections in P; or b) during execution there are exactly as

many unoccupied tracks as the number of connections in
P (i.e., since, the connections in P must require whole
tracks, these unoccupied tracks must be assigned to these
connections). Thus the routing algorithm maximizes the
connections that can be assigned to single segments and
minimizes the connections that have to be assigned whole
tracks.

A more rigorous proof, similar to the one for Theorem
3, can also be developed. More precisely, we can show

that given any routing, one can always modify it such that
the modified routing will be the same as one that the
above—mentioned algorithm would generate. The details.
however, get more involved; moreover, one may lose the
intuitive appeal of the above explanations. D

B. A General Algorithm for Determining Routing

Although the problem of determining a routing for a

given segmented channel and a set of connections is in
general NP-complete, we describe below an algorithm that
finds a routing in time linear in M (the number of connec»
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Fig ‘4 A frontier for the example 11: Fig. 3. Connections (‘_. 1-1. and ( ,
are assigned [1‘ segments \.I. yII.
isx : [7. 1», (1|.

tions‘) when T (the number of tracks)

interest since T is often substantially less than M, The

algorithm may also be quite efiicient when there are many
tracks. but they are segmented in a limited number of ways
(see Theorem 7), The algorithm first constructs a data
structure called an assignmenr graph and then reads a valid

routing from it. The same algorithm applies to both Prob—

lems 1 and 2. though with different time and memory
bounds. It can also be extended to Problem 3.

Fromiers and the assignment era/111: Given a valid
routing for connections ('1 through (I. it is possible to de»
fine a frontier which constitutes sufficient information to

determine how the routing of ("I - - ' c, may be extended
to include an assignment of CHI to a track such that no
segment occupied by any of ("I through (3 will also be oc—
cupied by ('101- Fig. 9 shows an example of a frontier. It

will be apparent that ('I. I may be assigned to any track 1
in which the frontier has not advanced past the left end of
(3+1- For example. in Fig. 9 connection ('1 can be as—
signed to track 13 but not to track 1I

More precisely given a valid routing ol ‘1 - - - .('. l
S 1' < M define the frontier x to be a T— tuple (x[l] le].

' . xIT]) where x[j] is the leftmost unoccupied col?
umn in track 1 at 01 to the right of column lefiu.‘ I). (A
columnin track 1 is considered unoccupied if the segment
present in the column is not occupied.) Ihe frontier is
thus a function x = FI(1I.I. - ~ ~ 7H of the tracks 1,.

1111(l{.1II.1I-I.

is fixed. This is of

l
rcspcctn cl} The fronlici

[II to which (I ' c, are. respectively. assigned
For! : 0. let x : FII. where FIIIIJ : Iefi(cI‘) for all 1. For
'= M. let x ; FM. where F‘I,[1| = 1 for all1

Next. we describe a graph called the assignment graph.
which is Used to keep track of partial routings and the
corresponding frontiers. A node at level i. 1 S 1' < M.

ofthe assignment graph corresponds to a frontier resulting
from some valid routing of (pm; see Fig 10 for an illus—
tration of the structure of an assignment graph. Level 0
of the graph contains the root node. which corresponds to
FII. If a complete valid routing for ('I. - , CM exists.
then level M of the graph contains a single node corre—
sponding to Fw Otherwise. level M is empty.

The assignment graph is constructed inductively. Given
level 1' 2 0 of the graph. construct level 1' + l as follows.
(For convenience. we identify the node by the corre-
sponding frontier.)

For each node x, in level 1 {
For each track 1/. l s j s T {

Ifx.[j] : Witch”

1* (1471 can be assigned to track 1}.*/
Let wa be the new frontier after (1.-
signed to track 1.

”X, _ I is not yet in level 1' + 1 {
Add node x, , to level i + 1.

Add an edge from node xI to node x; I I. Label
it with 1,.

I is use
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Edges represent valid assignment of
connection 0;“ to some track tj

/\

  
T T

Frontiers after assignment. of Frontiers after assignment of
connections c1, - . ~ , c; connections c], - - 'yCH-i

Fig. 10. An illustration of the structure of an assignment graph.

}
}

Else {
/* x,[j] > left(c,- . I) so CH] cannot be assigned

to track I]. *
Continue to next track 11+ 1.
}

}
}

If there are no nodes added at level i + 1, then there is

not valid assignment of c1—c,~+ 1-
Searching for the node x,- +1 in level i + ] can be done

in 0(T) time, using a hash table. Insertion of a new node
in the table likewise requires time 0(T).

If there is a maximum of L nodes at each level, then

construction of the entire assignment graph requires time

0(MLT2). Once the assignment graph has been con-
structed, a valid routing may be found by tracing a path
from the node at level M back to the root, reading the

track assignment from the edge labels. (If there is no node
at level M, then no complete valid assignment exists.) This
takes only 0(M) time, so the overall time for the algo-
rithm is 0(MLT2). The memory required to store the as-
signment graph is 0(MLT).

A minor change allows us to solve the optimization

problem as well. Each edge is labeled with the weight
w(c, 1,.) of the corresponding assignment. Each node is
labeled with the weight of its parent node plus the weight

of the incoming edge. The algorithm is modified as fol—
lows. If a search in level i + 1 finds that the new node

x,- +1 already exists, we examine its weight relative to the
weight of node x, plus w(e,-+1, tn“). If the latter is
smaller, we replace the edge entering xi; 1 with one from
x, and update the weights accordingly. Thus the path

VENKAT KONDA EXHIBIT 2005
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traced back from the node at level M will correspond to a

minimal weight routing. The order of growth of the al-

gorithm’s time remains the same, as does that of its mem—
ory.

Analysis for unlimited segment routing: The following
theorem shows that for unlimited segment routing, L 3

2T!, so that the time to construct the assignment graph
and find an optimal routing is 0(MT2 T!) and the memory
required is 0(M'1'Tl).

Theorem 5: For unlimited segment routing, the num—
ber of distinct frontiers that may occur for some valid as—

signment of Cl-Ci is at most 2Tl.
Proof: Let I = lefi(c,+ 1). Let d be the number of

connections among cl through C,- that are present in col—
umn 1. Since the assignment of c] through c, determining
the frontier must be a valid one. we know that d S T.

The d connections can be assigned to d of the T tracks in

Tl/(T 0’)! ways. Once we have assigned a connection
to a track 1‘, the value ofx [j] in that track is determined
For each of the remaining (T— d) tracks, there are only
two alternatives.

1) the track tj may be unoccupied in column 1, in which
case, x [j] =

2) the track I} may be occupied in column I by some
connection C with right(c) < I. up to the first switch to

the right of column I. In this case, x[j] is the column just
to the right of this switch, regardless of which such con—
nection c is involved.

Thus the number of possible frontiers is at most

2””)T3/(T— d)!<<2T!. :
Analysis for K—segment routing: The following theo-

rem shows that for Ksegment routing L < (K + 1)T,

that the lime to construct the assiganent graph and find
an optimal routing is 0(MT2 (K + 1)T) and the memory
required is 0(MT(K + 1)T)

Theorem 6. For K-segment routing, the number of dis-
tinct frontiers that may occur for some valid routing of
cl—C, is at most (K + l)T.

Proof: Let! = left (Ci1 1) and consider track 1,. Since
the connections are sorted by increasing left edge, at most
one connection from among cl 1 - - c, may occupy track

ti in columns at or to the right of column 1. Such a con-
nection may occupy track I rightward through the segment

appearing in column I, or through that segment plus the
next one. or possibly as far as the Kth segment at or to
the right of column 1. Of course it is also possible that no
connection from among cl—c,» occupies the segment in col—
umn l of track t,-. Thus there are only K + 1 possible
locations for the frontier x[i] in track I” and at most (K

+ 1)T possible values for the frontier x overall.
Case of many tracks ofufew types. Suppose the Ttracks

fall into two types, with all tracks of each type segmented
identically. Then two frontiers that differ only by a per—
mutation among the tracks of each type may be consid-

ered equivalent for our purposes in that one frontier can
be a precursor of a complete routing if and only if the
other can. Thus we can restrict consideration to only one
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of each set of equivalent frontiers and strengthen the re—
sult of Theorem 6 as follows.

Nicarem 7.‘ Suppose there are '1‘} tracks segmented in
one way and T3 2 T — T3 segmented another way. The
number of distinct frontiers x that may occur for some
valid K—segment routing of (fl—c. and that satisfy x[i] S
x[j] for all i' < j with tracks {1 and r, of the same type. is
our, To”).

Proof} As in Theorem 6. there are at most K + 1

possible values for x[i']. Due to the inequality restriction
(which eliminates all but one member of each set of

equivalent frontiers). the number of possible frontiers is
at most

(T1 + K) (T: + K)
X

Ti , . T: /

which for large T, and T: is 0((TIT1)K). 7’.
It follows that a K—segment routing may be found in

time own} '13)" 7‘3). and memory 0mm T:)KT).
The result of Theorem 7 may easily be generalized to

the case of} types of tracks. in which casethe time is
0(M(H’j TH). and the memory is 0(M(Hi TMT).

C. A Linear Programming Approach

Problems 1 and 2 can be reduced to 0 e 1 linear pro—
gramming (LP) problems via a straightforward reduction

procedure. The 0 — 1 LP is in general NP—complete. For
our purposes. however. such a reduction is interesting be—
cause our simulations showed (see [12]) that for almost

all cases the corresponding 0 e 1 LP problems could be
solved by Viewing them as ordinary LP problems for
which efficient algorithms are known. In particular. our
simulation results indicated that whenever a randomly
generated instance of Problem 1 had a feasible solution.
one could always find 0 — l feasible solutions for the

corresponding integer LP problem by solving it as an or—
dinary LP. The simulations were carried out for fairly
large—sized instances, e.g . M = 60 and T = 25.

We now describe briefly the reduction procedure for
Problem 1. The corresponding reduction for Problem 2

follows after minor modifications. Let us define binary
variables x”. for 1 s i S M. and 1 s j s Y‘as follows:
if A}, = 1. then connection c, is assigned to track /,. else

if.r,, = 0. then connection 6, is not assigned to track 1,.
Since in a routing each connection is assigned to at most
one track. one has the following constraints:

233.51. VisisM.

One also has to make sure that in any routing two con;

nections assigned to the same track must not share a seg—
ment. Consider a track I)»: one can then easily determine
sets of connections Pl], ~ , Pm (not necessarily dis-
joint) such that at most one from each set can be assigned

to the track 1/. Hence for each such set PM, one must sat—
isfy

L .r‘, S l.rf

Finally. one must make sure that all the connections are

routed: this can be ensured by maximizing the following
objective function:

.u I

L L r.H.
li"

One can now easily verify the following facts about the
above 0 e 1 LP.

1) The objective function achieves the maximum value
of M ifthere is a solution to Problem 1. This is because

in a feasible routing each c, is assigned to some track (thus

there exists only one j such that .r” = l for every 1') and
the constraints are never violated.

2) If the objective function achieves the value of M.
then there is a solution to Problem 1, This follows directly
from our construction of the 0 7 1 LP.

Note that one can derive a (l — 1 LP for solving Prob—
lem 2 if one assigns .\',, — 0 whenever a connection (',
cannot be assigned to track I, because it would require
more than K segments.

V. As ALGORHHM H)R DETERMINING GENERALIZED
ROUTING

We present here an algorithm for solving Problem 4.
The algorithm has a time complexity of 0(771 RM), and
is derived by modifying the construction of assignment
graphs introduced in the last section. Thus. for a constant

number of tracks the generalized segmented routing prob—
lem can be solved in time linear in M (the number of cone

nections). We should note here that efficient algorithms
for various special cases of the generalized segmented
routing problem and results on their computational com-
plexity remain as open problems.

Given an instance of the generalized segmented routing
problem with a set of connections 0 (with M connections)

and a set of tracks 3. the first step in our algorithm in—
voly es defining a new set of connections (9’ as follows:

For every connection c, : ([1ffi‘((',). ri’gh1(c, )) in G we
will definep = righflcj) — lefr(c,) + 1 connections in
G '. each spanning a single column. That is. the cor—
respondingp connections in (9’ are: (lefi(ci). lefi(c,)).
(It{[t(c,) + l. (gritty) -> 1). - -' .(right(C,-). right(c,)),

Note that every connection in G ' spans only a single cole
umn and the total number of connections in G” is at most

MN (because each connection in G can generate at most
iV connections in G ’).

Proposition 1]: A generalized segmented routing (as
defined in Definition 2) for a set of connections 6 and a

set of tracks 3 can be detemiined by finding a usual seg-
mented routing (as defined in Definition 1) for the set of
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connections G ’ and the set of tracks 3 if two connections
in G ’ that are derived from the same parent connection in
G are allowed to share the same segment.

Proof: The proof follows directly from the above
construction. 1

In order to determine a routing where certain connec—
tions from G’ are allowed to occupy the same segment,

we shall modify the construction of the assignment graph
that was introduced in the previous section. As before,

given a valid routing for connections ('1, ' - - , c,- (in G’),
it is possible to define afroniier which constitutes suffi—
cient information to detennine how the routing of c],

- , c,- may be extended to include an assignment of
CHI. However, since connections in G’ that originate
from the same connection in G are allowed to occupy the

same segment, it is not sufficient to just keep track of the
occupancy of the segments (this is what is done in Section
IV-B). In other words, one has to keep the additional in—
formation that would indicate whether connection Ci+ 1 can

be assigned to an already occupied segment. This can be
done by storing the information that if a segment at a from
tier is occupied, then which connection from G occupies
it; a segment will be said to be occupied by a connection

c]- in G if a connection in G’ that is derived from cj oc-
cupies the given segment.

More precisely, given a valid routing of c], ‘ - - , c,~ in
G ', define the frontierx to be a T—tuplc (x[l], x[2], - - - ,
x[T]) where x[j] =(x1[j], x2[j]). x] [j] is defined as
before, i.e., it is the leftmost unoccupied column in track

I] at or to the right of column left (q, 1). (Recall that a
column in track I,- is considered unoccupied if the segment
present in the column is not occupied.) On the other hand,
x2[j] indicates that if the column lefitc,+ l) is occupied
(i.e., x, [j] > lefi(c,+1)) then which connection in G oc-
cupies it. x2 [j] can take two types of values:

1) l s x2[j] s M: In this case the value ofx2[j| gives
the connection in G that occupies the segment of the fron-

tier (i.e., the segment present in column left(c,»+1)) in

track [1. Thus, if CH] is derived from connection 5:211} in
G then citl can be assigned to track I, irrespective of the
value ofx.[j]. y

2) x2 [j] = (b: This case would imply that whether c, + I
can be assigned to track 21- is determined only by the value
of x1 [j]. Thus if x2[j] = (i) then c, +1 can be assigned to
track If,- only if xl [j] : lefr(c,-t 1).

Thus a frontier is a function x : EU“, - - - , In) of the

tracks I“, ' - - , 1,, to which c1. ' ' - , c, are respectively
assigned. Fori = 0, let x 2 F0, where FOU] = (Ieft(c1),
o) for all r. Fori = M, let x 2 FM, where FM[t] = (N +
l. o) for all t.

As in Section IV—B, an assignment graph can now be

used to keep track of the partial routings and the corre-

sponding frontiers. A node at level i, l S i < M, of the
assignment graph corresponds to a frontier resulting from
some valid routing of (7, through c,. Level 0 of the graph
contains the root node, which corresponds to F0. If a com-

plete valid routing for CI, ‘ - ~ , CM exists, then level M
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of the graph contains a single node corresponding to FM.
Otherwise, level M is empty.

As in Section IV-B, the assignment graph is con—

structed inductively, and a modified algorithm for its con-
struction can be stated as described below.

Given level i Z 0 of the graph, construct level i + l

as follows. (For convenience. we identify the node by the
corresponding frontier.)

For each node xi in level i {
For each track t-, l sj s T{

If (x[l[j] = lefi(c,+l)) or (c,+. is derived from

exam in G) {
/* Ci+l can be assigned to track 2}. */
Let x"+1 be the new frontier after c,-+l is as-

signed to track I.
Ifx”l is not yet in level i + 1{

Add note x"1 to level i + 1.

Add an edge from node x‘ to node xi + 1. Label
it with I].
}

}
Else {

/* c, H cannot be assigned to track 1. */
Continue to next track r, + 1.

}
}

}

If there are no nodes added at level i + 1, then there is
no valid assignment of cl through cic ,.

Theorem 8: There is an 0(TTA3M) time algorithm for

solving Problem 4.
Proof: Recall from Section IV-B that ifL is the max—

imum number of nodes at any level of the assignment

graph then the time complexity of the above algorithm is
0(MLT2). We will show here that L = on“ ‘).

Let 1 = left(c,+1), and consider a frontier x = (x[l],
x[2], - - - , x[T]) after a valid routing for connections c,,

- ' - , (7,. Recall that every connection in G’ spans a sin—
gle column. Hence in any track r,. only the segment pres—
ent in column 1 can either be occupied or unoccupied by

connections c1, - - ~ , 0,; in other words, any segment to

the right of the segment present in column I cannot be
occupied by c., - - - , c,. Hence, xl [j] can assume only
two values, namely, x1 [j] = lorx] [j] equals the column
where the segment present in column 1 ends.

Let us next consider the possible values of x2[j]. We

claim that, given a frontier, in order to correctly assign
connection cit ., it is sufficient to know whether a sege
inent at column I is occupied by connections (in G) pres—

ent only in column I — I. This claim follows easily from
the geometry of our segmented routing problem. In other
words, connections in G were broken up into disjoint but
contiguous units to generate connections of G ’. Hence, if
c, H shares a segment with another connection then that
connection must be derived from a connection in G that

occupies column I — 1. Thus, in the frontier if a segment
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in I] (spanning column I) is occupied by a connection
present in column 1 ~ 1. then the value of‘this connection

is stored in x3 [j]; otherwise. x3[j] is set to ct).
Let d be the connections present in column I e 1, then

x3[_j] can take at most (I — 1 values. We have already
shown that xy [j] can take at most two values. Hence. the

maximum number of distinct f'ronticrs possible is ZTT‘l’ '.
However. since connections present at the same column
has to be assigned to different tracks. d S T. Hence. L
S 2T'I'7‘ '; in othcr words. L = OtTT‘ 1). T

The above algorithm could be easily modified to solve

the following restricted versions of the generalized seg-
mented routing problem.

1) Each connection can switch tracks only at prespeci—
lied columns.

2) If a connection (‘ switches from track t1 to track I: at
column [then the segments in the two different tracks (to
which parts of care assigned to) must be include I. It is
easy to sec that the algorithm described in this section

might assign connections such that the segments in r] and
13 to which parts of c. are assigned are separated by one
column; this might not be desirable in certain hardware
models.

We will not go into the details of the modifications.

however. the general idea is as follows: the assignment
graph as described above enumerates all possible rout—
ings. and restricted routings can be easily obtained by dis-
allowing assignments that violate the premises.

VI. CONCLUDING REMARKS

We have introduced novel problems concerning the de—
sign and routing for segmented channels. We also have

presented the first known theoretical results on the algo-
rithm design. and combinatorial complexity of the routing
problem for segmented channels. In particular. we showed

that 1) the problem of determining a routing for a given
segmented channels and connections is in general NP—
completc: 2) efficient polynomial time algorithms can be

designed for several special cases; and 3) efficient algtr
rithms can be designed for some cases of a generalized
segmented routing problem. where connections can oc—
cupy segments in different tracks.

There are several open issues in this new area of route

ing. For example. although we have developed efficient
algorithms for many special cases of the routing problem
(as listed in Section II). several other interesting cases are
yet to be solved; following are some relevant ones: 1)
channel length (N) is bounded. 2) connection lengths are
bounded. and 3) connections are nonovcrlapping. Also.
efficient algorithms for the generalized routing problems
are not known.

The routing scheme using segmented channels may also
be considered as a model for a communication network in

a multiprocessor architecture. The logic modules in Fig.
1 can be replaced by processing elements (PE's): the seg—
mented routing network can then be used for dynamically
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reconfiguring interconnections among the PE‘s (by pro—
gramming the appropriate switches as described for the
FPGA's). In [8] a preliminary network model that uses

specially segmented channels (referred to as express
channels) has already been proposed. Tradeofl's similar to
those discussed in Section I also appear to hold for such
multiprocessor communication networks; however. this

area needs further investigation.

APl’l:f\l)l\

We showed in Section III that the unlimited segment
routing problem is strongly NPecomplete. We shall now
use the instance ofthe unlimited segment routing problem
that was used in proving Theorem 1 and reduce it to a

2vsegment routing problem. thereby showing that the lat‘
ter problem is also strongly NP—complctc.

Let us briefly recall the construction of the unlimited
segment routing problem «:1.

Given: Integers .rl < x: < ' .r,,. y] < y: < ‘ ~ - <
y,,. and :1 < :3 < < 1... such that l) Sim-(Lt, + _\'1 ,)
4 3,651, and 2) .r, .‘ ~ .r, 2 II for every 1 s 1' S H l
and .\'l + y] 2 .\’,, + n. For this section. without loss ol‘

generality. we shall further assume that it 2 .x” + n.
The set of connections. C. is then defined as follows

1) For each X. we defined a connection a; such that

leftta,) ’— 4. rightta,) .— .t, + 3.
2) For each y. we defined It connections I)“. - ' - . [1M

(one for each .r,) such that lef‘t(bk, ) : x/ — 4 + (n — k)
and right(bA/) = ij y), + .r,) + 4.

3) n connections (/1. - ' ' . (1,, are defined with let‘t((/,)
: l. and rightid.) : 3.

4) n: — n connections to. ' ' ~
left (0,) = l, and rightth) : 5.

5) nl connectionsfl. - - - .1}; are defined with lefttfi)
: .t,, + y,, + 5 and right(fi) : .t‘,‘ + y” e 7.

The number of columns is set to N = r,, + y” + 7.
The set 3 of 172 tracks is then defined as follows:

1) For the first it tracks r‘. - - - .rH each track I, begins
with a segment (1. 3) followed by unit length segments
that span the region from column 4 to column 3, + 4.
followed by a single segment of the l‘onn (z, + 5. N).

2) The rest of the it2 e II tracks are best described by
dividing them into it blocks. each consisting of n e 1
tracks. Each such track comprises three segments,

The first block of it ~ 1 tracks. ie.. tracks 1,. , I. r,. -3.
' . r3”, 1. are constructed using the definitions of the

connections I)”. l s j s n. The segments in each track

I“. .f. l S j s H — l. are defined as (l. lcf‘t(bl/) , l).

(left(/71,). rightmm . l.)). and (right(bH>/,,J) + l. N).
That is. the middle segment in the track 1,, t/ is defined
such that the connections h, or bl”, i, can be assigned toIf.

The

raw; lllll |i~l~Il

definitions of the connections I)”.

ments in the track I”, . W .1”, 1]. W

. (3,; ,,, are defined with

1th block of n 1 tracks (i.e.. tracks

. 1,, . m, .h) is constructed using the
l s j S n. The sege
tie. the jth track in
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the ith block) are (1, left (b,J) — l),
right(b,[J+ 1,)), and (right(b,.(J+1,) + l, N).

Given the above instance Q of unlimited segment rout—

ing, one can generate an instance (.21.2 of a 2—segment rout‘
ing problem as described below.

The number of columns is set to the same value as in

Q, i.e., N = x" + y,, + 7. The set of connections in thc

2-segmcnt problem Q2 is defined as follows:
1) The connections (1,, l S i S 11, (2,, l s i s n2 -

n, and by, l s i, j s n are defined as in the unlimited
segment routing problem Q.

The connectionsfi are again defined as in Q, except that
there are now 2n2 — n of them, i.e., l s 1' 5 2n2 — r1.

The connections 11,, defined in problem instance Q, are
omitted in Q2.

2) n2 — it new connections g,J-, where l s i s n, and

(left (’10):

l sj S (n — l), are added such that left( g,J) = 4 and

right( g,-J) = z,- + 4. Note that for a fixed value of i, all
the 11 — 1 connections, gJJ», where 1 sj s (n — l), are
identical and have the same left and right end points.

The set oftracks (comprising 2n2 7 n tracks) is defined
as follows:

1) Each track 1,-, l s i S n in the construction of the

unlimited segment routing problem Q, is replaced by a set

of 11 tracks that we label as 1,-J, l s j s 11. Each such track
comprises five segments. Let us first describe the five seg—

ments in the tracks, 1U, l sj s 11: they are (l, 2), (3,
3), (4, right(aJ)), (right(aJ) + 1, zl + 4), and (z, + 5,
N).

In general, for any 1'(1 s 1' s n). the segments in the

tracks, 1,J, l S j s n. are defined as follows: (1, 2), (3,
3), (4, right(aJ-)), (right(uJ) + 1, z, + 4), and (z, + 5,
N).

2) The last 112 — 11 tracks, i.e., t”1+ 1, - ~ - , 1,,2, in the
unlimited segment routing is kept the same in the 2-seg—
ment routing problem, Q2.

Before we proceed, let us review the properties that
routings must satisfy in the unlimited segment problem,
which we proved in Section III.

1) In every track, 1,, 1 s i s n, a connection (1,-car:
only be assigned to the same track with some bk,- (see
Lemma 2).

2) In every track, If, 1 s 1' S n, the length occupied

by connections am“) and bah-J5“, that are assigned to it is
Z). Note that the length occupied is defined as

right(b ,,J,(,,)—— left(an(,-,); (see Lemma 2).
Proposition 12. In any routing of Q2:
a) the connections 61-, 1 < i s n“ — n, are assigned to

tracks 1”,], ' - - , t,,_, i.c., the last 11 i 11 tracks.

b) the connections f,-, 1 S 1' 5 2n2 — n, occupy the last
segment in every track.

c) the connections (1,, l s i s n, are assigned to tracks
l<_ i j < n.

d) the connections g,-J-, 1 s i s n, l s j s n — 1
cannot be assigned to tracks 1,, ,1, - - - , Ina.

e) only 11 connections from biJ, l S i, j<L n, can be
assigned to tracks 1,~J-. l<_ 1', j s n and the rest of the n2

tiji
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— n connections are assigned to tracks I,,+1, - - - , 1,,2.
Thus, each track among 1,I +17 - - - , 1,,2, has one connec—

tion from b,J, 1 s i,j S n, assigned to it.
Proof: In Proposition 12, a) follows directly from

the construction: if an e- is assigned to any track among

itJ, l<_ 1', j s n, then it would occupy three segments:
this is not permitted in 2segment routings Hence, the
first segment in each of the last 11 — 11 tracks must be
occupied by an 6,- connection.

b) follows again from the construction: all the connec—
tions f,~ are overlapping and there are as many of these
connections as the total number of tracks. Hence, they

occupy the last segment in each track.
c) follows from a): the connections a, and e, overlap for

every i and j; hence, none of the a,- connections can be
assigned to tracks 1H1, - - - , 1,,:.

d) again follows from a): every connection gJJ overlaps
with every connection ek. Since the connections ek are as—

signed to the last 112 — 11 tracks, the connections g,J must
be assigned to the tracks 1,-J, l < i j < n

e) follows from (1): every b,J- overlaps with every gJJ (be-
cause by assumption z( 2 x,1 + 11), since all the giJ (n2 i
n of them) are assigned to the top 1U, l S 1', j<_ 11 tracks,
there are only 11 tracks left that connections b,-J- can be as-
signed to. This also implies that each track among 1,,+ ],

,1,,_, has one connection from bJJ, 1 s 1', j < n as—
signed to it.

Proposition 13: The total length required by the con—

nections among a,- and b that are assigned to n tracks

among IV, 1 < 1'j < n, is 22”_,z,.
Proof. Since the connections 61,-, bJJ and the tracks

1,, J 1, - - - , 1,,2 are defined identically in problems Q and
Q2, Propositions 4, 5, 6, and 7 (proved in Section III) are
also true for Q2.

If R; is any routing for Q2, then we can define a quan-
tity 1; (similar to m,- defined in Section III) as follows:

 

  
 

n, and b,J is assigned to some track
11. in R2}l.

In other words, I,- is the number of connections from the

set {12”, big, - - ' , bin} that are assigned to tracks I“. We
can now exactly follow the arguments of Propositions 87
10 and show that a) 2,2,1, 5 k for all 1 s k s n, and
E”- II, : n; b) the total length occupied by the connec-

tions 11 and b,J-1n the tracks t,J, l S i,j S n, is >E'l'x, +
2"1kyik, and c) finally, (using Proposition 9 and the argu—
ments in Proposition 10)

11

2x- +Elkyk_2x +Zyk= a;
 

  where equality is met if and only if lk = 1 for all k.

The next proposition shows that among n tracks I,-J-, l
s j s n (i is fixed), there is exactly one track that can
be occupied by connections ak and 171,": the rest are occur
pied by n = 1 connections gm 1 sj s n — 1.
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Proposiriou [4: in any routing of Q3. for any fixed 1'.
the (11 e 1) connections 1.5,. l S j S (11 — 1). can only
be assigned to tracks in the set of 1,,. l S k S 11

Proof- Let us define h, to be the number of tracks

among 1,,. l S j S 11. that are unoccupied by the connec—tions 51,1. 1 S kS l S [S (11 — T.hese are also

the tracks ”available for connections 11. and b,,: hence.
EL ,li : Moreover. the total space available in these
tracks (for connections a, and 19,,) is E,” ,11,:, (because the
total length p1ovided by any track 1,, lor connections (1,
and b.,1s 1,).

Next let us observe that any connections 31,, can nCVlC‘
be assigned to a track 1,where k < 1'. This is because
the connection 111,, is defiiied as (4. :, + 4). and one can
easily verify that'ifit is assigned 101111111 1,,. k < 1. then
it would occupy three segments whichis not permittedin
a 2— segment routing. Using the abme property we canshow that

ll,,,¢|,S,Sl'. Vi1_tw.-

For example. for 1' = 1 the above relationship tollows
easily: none of the connections g", can be assigned to
tracks 1,, where k S 11 hence all of them have to be as
signed to tracks 1,,,( see Proposition 12): thus. the maxi—

mum number 01" tracks unoccupied by 12’- l S _S/' 11 S
1. among 1”,. l S kS . is at most 1. or equivalently.

11,, S 1. For other Values oi 1'. the aboVe relationship can
be showed by induction.

Now we know that 1,, > :,,.., > ' ' - > 3,; using this
property and the tact that US, ,l1,,, . ,, , S 1'. V] S

1' S 11; b) Efi' ,/1,,,.,, ,= 11. we can easily deriVe (appr-
ing arguments analogous to those in Propositions 9 and
10) that L”: ,z. /1,-<_ Ej’: ,3, and the equality results if and
only it 11, = 1 tor all 1 S 1' S 11.

Thus if h, at l for all 1' then it leads to a contradiction
with Proposition 13.

Note that we already showed that all the connections

g,,,. l S j S 11 e l. have to be assigned to tracks ’11- l
S k S 11. Now. [1,, = 1. hence. for connections g,,, , ,,,.
l Sj S 11 e l. the only available tracks are 1,,, ,,,. l S
k S 11. Since 11,, ,1 — l. the same arguments can be con—

tinued to show that the (11 e 1) connections 2,. 1 S j S
(1 _ 1) can only be assigned to tracks in the set oi 1,,. l
S k S 11. 1'

Theory/11 2: Determining a solution to Problem 2 is
strongly NP—complete even when K : 2.

Proof} First let us show that it' there is a solution to

the unlimited segment routing problem for Q. then there
is a solution to the 2—segment routing;>rohlem t(Q)r .Thc
assignments lor Q3 are as follows:

)The connections 11,, l S 1' S 112 e 11 are assigned to
tracks 1,, , ,. - ~ ~ . 1,. Since. the last 11: e 11 tracks are

identical in both instances and 11, gets assigned to single
segments in every track. this is a valid step.

3

The connections 1,". S 1 S 211‘ are assigned the last

sLgment in men traclg.
2) Since. the last 11 S, 11 tracks are identical in both Q

and Q3 (and so are the connections 19,, ). the connections
11,, assigned to the these tracks in Q are also assigned to
the same tracks in Q This leaves 11 connections among
[1,, l S 1'. j S 11 to be touted (piecisely those which are
assigned to tiacks 1,. - ' ~1,, in the routing for Q).

)cht consider the connections a and 19,, that are as—
signed to the first 11 tracks1,. .1,. in Q. First consider.
1,. and let the connections assigned to it be (111111 and
l),,,,,,,,,, (recall l'rom Section III that a connection a, can
only be assigned to thc same track with some b,.,). Now
consider the track 1,,,,,. in Q3. it has a segment (4. right
(11,,,,,)) to which the connection 11,,,,, can be assigned and
a segment (rightt11,,,,,) + l. :, + 4) to which the connec—
tion l),,,,,,,. ,, can be assigned. Next. the 11 e 1 connections
,LI,,. 1 S j S 11 e 1 can be assigned to the 11 e l tracks

among 1,,. l S ,1 S 11 that are not occupied by the con—
nections (1,,,,, and l9,:-,,,,,, , ,.

This procedure can be continued. i e. . consider track 1

in Q and let a 1, and /7,,.,.,,,, be the connections assigned
to it. Then tot a muting of Q3. assign the connections
11“,, and I9,,,,,,, to track 1,,,,,,. To the rest of the (11 — 1)

tracks among I,, assign the connections g,,. l S j S 11 e1.

One can easily verify that after following the above
three steps. all the connections of Q3 are appropriatelyrouted.

We now state hoVV to get a routing for Q given a routing
for Q3

l)Assign1/. <1<111:. 1 <1S113ande,. 1 :1

S 11' e 11 according to Pioposition l.
2) The 11 11 connections among [9,, . l S 1'.j S 11 that

aie assigned to tracks I,, . ,. ’ ~ ' . 1,,: in Q3 are assigned
to the identical tracks in Q.

3) After the abch‘ steps. one is left with the connec—

tions 11,.1 S 1 S 11 and 11 connections among [9,, (pre-
LiselV those that are assigned to tracks 1,, in ‘Q3) that need
to be assigned.

Consider thc particular track among 1,,. l S _/ S 11 in
Q3 (note that by Proposition 14 there alwaya1s exists suclt

a track). that has one connection each lrom a, and 19,, as—
signed to it and let these connections be 11, ,,, and b,,,,,,,,,,.
Thenin Q assign 1'1 ,,,, and l9,,,,,,,,,, to track 1, (the validity
ol' this assignment follows immediately from the con—
struction of the track 1,).

In general. let 11,,” and l9,,,,,,;,,, be the connections as—

signed to one track among the 11 tracks 1,, l S j S 11. Then
assign 11.,,,, and /1,,,,,,.,-,,, to track 1, in Q. W,
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Abstract. One popular FPGA interconnection network is based on the island-
style model, where rows and columns of logic blocks are separated by channels
containing routing wires. Switch blocks are placed at the intersections of the hori-
zontal and vertical channels to allow the wires to be connected together. Previous
switch block design has focused on the analysis of individual switch blocks or
the use of ad hoc design with experimental evaluation. This paper presents an
analytical framework which considers the design of a continuous fabric of switch
blocks containing wire segments of any length. The framework is used to design
new switch blocks which are experimentally shown to be as effective as the best
ones known to date. With this framework, we hope to inspire new ways of looking
at switch block design.

1 Introduction

Over the past several years, a number of different switch block designs have been pro-

posed such as those shown in Figure l. FPGAs such as the Xilinx XC4000-series [1]

use a switch block style known as disjoint. Some alternatives to this style, known as

universal [2] and Wilton [3], require fewer routing tracks and use less transistor area

with interconnect of single-length Wires. However, with longer Wire segments they use

more switches per track and often require more transistor area overall [4]. The Imran

block [5] addresses this overhead by modifying the Wilton pattern to use the same num-

ber of switches as the disjoint pattern.

These switch blocks are designed using different methodologies. The universal

switch block is analytically designed to be independently routable for all two-point

nets. Recently, the hyperuniversal switch block [6] extends this for multi-point nets.

These blocks rely on reordering nets at every switch block, so their local optimality

does not extend to the entire routing fabric. In comparison, the Wilton and Imran switch

blocks are examples of ad hoc design with experimental validation. The Wilton block

changes the track number assigned to a net as it turns. This way, two different global

routes may reach two different tracks at the same destination channel. This forms two

disjoint paths, a feature we call the diversigz of a network. The Wilton and Imran de-

signs introduce the notion that a switch block must consider its role as part of a larger

switching fabric.

The above methods have produced switch blocks that perform well, but there is no

formal method to design a switch block While considering the overall routing fabric.

In pursuit of this goal, this paper introduces an analytical framework which considers
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Fig. 1. Different switch block styles.

both long wire segments and the interaction of many switch blocks connected together.

This framework includes a restricted switch block model which allows us to analyse the

diversity of the network. The framework is used to design an ad hoc switch block named

shifty and two analytic ones named diverse and diverse-clique. These new switch blocks

are very diverse, and routing experiments show they are as effective as the others.

2 Design Framework

This section describes the switch block framework being composed of a switch block

model, permutation mapping functions, and simplifying assumptions and properties.

2.1 Switch Block Model

The traditional model of a switch block draws a large box around the intersection of a

horizontal and vertical routing channel. Within the box, switches connect a wire on one

side to any wires on the other three sides. Long wire segments pass straight across the

switch block, but some track shifting is necessary to implement fixed length wires with

one layout tile. Figure 2a) presents this model in a new way by partitioning the switch

block into three subblocks: endpoint (f6), midpoint (fm), and midpoint-endpoint (fme)

subblocks. The endpoint (midpoint) subblock is the region where the ends (midpoints)

of wire segments connect to the ends (midpoints) of other wire segments. The fme

subblock connects the middle regions of some wires to the ends of others. A switch

placed between two sides always falls into one of these subblocks.

The traditional model in Figure 2a) is too general for simple diversity analysis, so

we propose restricting the permissible switch locations. One restriction is to prohibit

fme switches; this was done in the Imran block [5]. We propose to further constrain the

fm switch locations to lie within smaller subblocks called fm,i, as shown in Figure 2b)
for length-four wires. This track group model is a key component to the framework.

The track group model partitions wires into track groups according to their wire

length and starting points. The midpoint subblocks are labeled fm,i, where i is a posi-
tion between 1 and L — 1 along a wire of length L. This model is somewhat restrictive,

but it can still represent many switch blocks, e.g., Imran, and we will show that it per-

forms well. As well, early experiments we conducted without the fmjz- subblock restric-
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