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FULLY CONNECTED GENERALIZED

MULTI-LINK MULTI-STAGE NETWORKS
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APPLICATIONS
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BACKGROUND OF INVENTION

Clos switching network, Benes switching network, and
Cantor switching network are a network of switches config-
ured as a 1nulti-stage network so that fewer switching points
are necessary to implement connections between its inlet
links (also called “inputs”) and outlet links (also called “out-
puts”) than would be required by a single stage (eg. crossbar)
switch having the same number of inputs and outputs. Clos
and Benes networks are very popularly used in digital cross-
connects, switch fabrics and parallel computer systems.
However Clos and Benes networks may block some of the
connection requests.

There are generally three types of nonblocking networks:
strictly nonblocking; Wide sense nonblocking; and rearrange-
ably nonblocking (See V. E. Benes, “Mathematical Theory of
Connecting Networks and Telephone Traffic” Academic
Press, 1965 that is incorporated by reference, as background).
In a rearrangeably nonblocking network, a connection path is
guaranteed as a result of the networks ability to rearrange
prior connections as new incoming calls are received. In
strictly nonblocking network, for any connection request
from an inlet link to some set of outlet links, it is always
possible to provide a connection path through the network to
satisfy the request without disturbing other existing connec-
tions, and ifmore than one such path is available, any path can
be selected without being concerned about realization of
future potential connection requests. In Wide—sense non—
blocking networks, it is also always possible to provide a
connection path through the network to satisfy the request
without disturbing other existing connections, but in this case
the path used to satisfy the connection request must be care—
fully selected so as to maintain the nonblocking connecting
capability for futurc potcntial conncction rcqucsts.

Butterfly Networks, Banyan Networks, Batcher-Banyan
Networks, Baseline Networks, Delta Networks, Omega Net-
works and Flip networks have been widely studied particu-
larly for self routing packet switching applications. Also
Benes Networks with radix of two have been widely studied
and it is known that Benes Networks of radix two are shown
to be built with back to back baseline networks which are

rearrangeably nonblocking for unicast connections.
U.S. Pat. No. 5,451,936 entitled “Non-blocking Broadcast

Network” granted to Yang et a1. is incorporated by reference
herein as background of the invention. This patent describes
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a number of well known nonblocking multi-stage switching
network designs in the background section at column 1. line
22 to column 3, 59. An article byY. Yang, and G. M., Masson
entitled, “Non-blocking Broadcast Switching Networks”
IEEE Transactions on Computers, Vol. 40, No. 9, September
1991 that is incorporated by reference as background indi-
cates that if the number of switches in the middle stage, In, of
a three—stage network satisfies the relation mimin((n—1)(x+
‘1“)) where léxémin(n—1,r), the resulting network is non-
Jlocking for multicast assignments. In the relation, r is the
number of switches in the input stage, and n is the number of
'nlet links in each input switch.

U.S. Pat. No. 6,885,669 entitled “Rearrangeably Non—
jlocking Multicast Multi-stage Networks” by Konda showed
hat three-stage Clos network is rearrangeably nonblocking
for arbitrary fan-out multicast connections when mi2xn.
And U.S. Pat. No. 6,868,084 entitled “Strictly Nonblocking
VIulticast Multi-stage Networks” by Konda showed that
hree-stage Clos network is strictly nonblocking for arbitrary
fan-out multicast cmmcctions whcn mi3xn—1.

In general multi-stage networks for stages of more than
hree and radix of more than two are not well studied. An

article by Charles Clos entitled “A Study of Non-Blocking
Switching Networks” The Bell Systems Technical Journal,
Volume XXXII, January 1953, No. 1, pp. 406-424 showed a
way of constructing large multi-stage networks by recursive
substitution with a crosspoint complexity of d2><N><(logd
N)2'SS for strictly nonblocking unicast network. Similarly
U.S. Pat. No. 6,885,669 entitled “Rearrangeably Nonblock-
ing Multicast Multi-stage Networks” by Konda showed a way
of constructing large multi—stage networks by recursive sub—
stitution for rearrangeably nonblocking multicast network.
An article by D. G. Cantor entitled “On Non—Blocking
Switching Networks” 1: pp. 367-377, 1972 by John Wiley
and Sons, Inc., showed a way of constructing large multi—
stage networks with a crosspoint complexity of d2><N><(logd
N)2 for strictly nonblocking unicast, (by using logdN number
of Benes Networks for d:2) and without counting the cross-
points in multiplexers and demultiplexers. Jonathan Turner
studied the cascaded Benes Networks with radices larger than
two, for nonblocking multicast with 10 times the crosspoint
complexity of that of nonblocking unicast for a network of
size N:256.

'lhe crosspoint complexity ofall these networks is prohibi-
tively large to implement the interconnect for multicast con-
nections particularly in field programmable gate array
(FPGA) devices, programmable logic devices (PLDs), field
programmable interconnect Chips (FPICs), digital crosscon-
nects, switch fabrics and parallel computer systems.

 

SUMMARY OF INVENTION

A generalized multi—link multi—stage network comprising
(2><logd N )—1 stages is operated in strictly nonblocking man-
ner for unicast includes an input stage having N/d switches
with each of them having d inlet links and 2><d outgoing links
connecting to second stage switches, an output stage having

/d switches with each ofthem having d outlet links and 2><d
incoming links connecting from switches in the penultimate
stage. The network also has (2><logd N)—3 middle stages with
each middle stage having N/d switches, and each switch in the
middle stage has 2><d incoming links connecting from the
switches in its immediate preceding stage, and 2><d outgoing
links connecting to the switches in its immediate succeeding
stage. Also the same generalized multi-link multi-stage net-
work is operated in rearrangeably nonblocking manner for
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arbitrary fan-out multicast and each multicast connection is
set up by use of at most two outgoing links from the input
stage switch.

A generalized multi-link multi-stage network comprising
(2><logd N)—1 stages is operated in strictly nonblocking man-
ner for multicast includes an input stage having N/d switches
with each ofthem having d inlet links and 3><d outgoing links
connecting to second stage switches, an output stage having
N/d switches with each of them having (1 outlet links and 3><d
incoming links connecting from switches in the penultimate
stage. The network also has (2xlogd N)—3 middle stages with
each middle stage having N/d switches, and each switch in the
middle stage has 3><d incoming links connecting from the
switches in its immediate preceding stage, and 3Xd outgoing
links connecting to the switches in its immediate succeeding
stage.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1A is a diagram 100A of an exemplary symmetrical
multi-link multi-stage network thnk(N, d, 5) having inverse
Benes connection topology of five stages with N:8, d:2 and
5:2, strictly nonblocking network for unicast connections
and rearrangeably nonblocking network for arbitrary fan-out
multicast connections, in accordance with the invention.

FIG. 1B is a diagram 100B of an exemplary symmetrical
multi-link rnulti-stage network th-nk(N, d, 5) (having a con-
nection topology built using back-to-back Omega Networks)
of five stages with N78, d72 and s72, strictly nonblocking
network for unica st connections and rearrangeably nonblock-
ing network for arbitrary Ian-out multicast connections, in
accordance with the invention.

FIG. 1C is a diagram 100C oIan exemplary symmetrical
multi-link multi-stage network szmk(N, d, s) having an
exemplary connection topology of five stages with N:8, d:2
and F2, strictly nonblocking network for unicast connec-
tions and rearrangeably nonblocking network for arbitrary
fan-out multicast connections, in accordance with the inven-
tion.

FIG. 1D is a diagram 100D of an exemplary symmetrical
multi-link multi-stage network Vm7,nk(N, d, s) having an
exemplary connection topology of five stages with N:8, d:2
and 5:2, strictly nonblocking network for unicast connec-
tions and rearrangeably nonblocking network for arbitrary
fan-out multicast connections, in accordance with the inven-
tion.

FIG. IE is a diagram 100E of an exemplary symmetrical
multi—link multi—stage network th-nk(N, d, 5) (having a con—
nection topology called flip network and also known as
inverse shufiie exchange network) of five stages with N:8,
d:2 and F2, strictly nonblocking network for unicast con-
nections and rearrangeably nonblocking network for arbi—
trary fan-out multicast connections, in accordance with the
invention.

FIG. 1F is a diagram 100F of an exemplary symmetrical
multi-link multi-stagc nctwork Vmzmk(Ns d, s) having Basc-
line connection topology of five stages with N:8, d:2 and
s:2, strictly nonblocking network for unicast connections
and rearrangeably nonblocking network for arbitrary tan-out
multicast connections, in accordance with the invention.

FIG. 1G is a diagram 100G of an exemplary symmetrical
multi-link multi-stage network th-nk(N, d, 5) having an
exemplary connection topology of five stages with N:8, d:2
and 5:2, strictly nonblocking network for unicast connec-
tions and rearrangeably nonblocking network for arbitrary
fan-out multicast connections, in accordance with the inven-
tion.
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FIG. 1H is a diagram 100H of an exemplary symmetrical
multi-link multi-stage network szmk(N, d, s) having an
exemplary connection topology of five stages with N:8, d:2
and F2, strictly nonblocking network for unicast connec-
tions and rearrangeably nonblocking network for arbitrary
fan-out multicast connections, in accordance with the inven-
tion.

FIG. 11 is a diagram 100I of an exemplary symmetrical
multi—link multi—stage network Vm1mk(N, d, s) (having a con—
nection topology built using back-to-back Banyan Networks
or back-to-back Delta Networks or equivalently back-to-back
Butterfly networks) of five stages with N:8, d:2 and F2,
strictly nonblocking network for unicast c01mections and
rearrangeably nonblocking network for arbitrary fan-out
multicast connections, in accordance with the invention.

FIG. 1] is a diagram 100.] of an exemplary symmetrical
multi-link multi-stage network Vmka(N, d, s) having an
exemplary connection topology of five stages with N:8, d:2
and 5:2, strictly nonblocking network for unicast connec-
tions and rearrangeably nonblocking network for arbitrary
fan-out multicast connections, in accordance with the inven-
tion.

FIG. 1K is a diagram 100K ofa general symmetrical multi-
link multi-stage network lemk(N, d, s) with (2xlogd N)—l
stages with 5:2, strictly nonblocking network for unicast
connections and rearrangeably nonblocking network for arbi-
trary fan-out multicast connections, in accordance with the
invention.

FIG. 1A1 is a diagram 100A1 of an exemplary asymmetri-
cal multi-link multi-stage networka21-7sz 1 , N2, d, 5) having
inverse Benes connection topology of five stages with N1:8,
N2:p*N1:24 where p:3, d:2 and F2, strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1B1 is a diagram 10031 ofan exemplary asymmetri-
cal multi-link multi-stage network Vmlink(N1, N2, d, s) (hav-
ing a connection topology built using back-to-back Omega
Networks) offive stages withN1:8, N2:p*N1:24 wherep:3,
d:2 and 5:2, strictly nonblocking network for unicast con-
nections and rearrangeably nonblocking network for arbi-
trary fan-out multicast connections, in accordance with the
invention.

FIG. 1C1 is a diagram 100C1 ofan exemplary asymmetri—
cal multi-link multi-stage networka1,."km1, N2, d, 5) having
an exemplary connection topology of five stages with N1:8,
N2:p*Nl:24 where p:3, d:2 and F2, strictly nonblocking
network for unicast connections and rearrangeably nonblock—
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1D1 is a diagram 100D1 of an exemplary asymmetri-
cal multi—link multi—stage networka1mkm1 , N2, d, 5) having
an exemplary connection topology of five stages with N1:8,
N2w*N1*24 where p’3, d’2 and s*2, strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1E1 is a diagram 100E1 of an exemplary asymmetri-
cal multi-link multi-stage network Vm1,,,k(Nl, N2, d, s) (hav-
ing a connection topology called flip network and also known
as inverse shuffle exchange network) of five stages with
N1:8, N2:p*Nl:24 where p:3, d:2 and 5:2, strictly non-
blocking network for unicast connections and rearrangeably
nonblocking network for arbitrary fan-out multicast connec-
tions, in accordance with the invention.

FIG. 1F1 is a diagram 100F1 of an exemplary asymmetri-
cal multi-link multi-stage network Vm 1,."km1, N2, d, s) having
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Baseline connection topology of five stages with Nl:8,
N2:p*N1:24 where p:3, d:2 and F2, strictly nonblocking
network for unicast comiections and rearrangeably nonblock—
ing network for arbitrary fan-out mu ticast connections, in
accordance with the invention.

FIG. 1G1 is a diagram 100G1 ofan exemplary asymmetri-
cal multi—link multi—stage network Vm1mk(N1, N2, d, s) having
an exemplary connection topology of five stages with N1:8,
N2:p*N1:24 where p:3, d:2 and F2, strictly nonblocking
network for unicast comiections and rearrangeably nonblock-
ing network for arbitrary fan-out mu ticast connections, in
accordance with the invention.

FIG. 1H1 is a diagram 100H1 ofan exemplary asymmetri-
cal multi-link multi-stage network Vm1m,C(N 1, N 2, d, s) having
an exemplary connection topology of five stages with N1:8,
N2:p*N 1:24 where p:3, d:2 and F2, strictly nonblocking
network for unicast comiections and rearrangeably nonblock-
ing network for arbitrary fan-out mu ticast connections, in
accordance with the invention.

FIG. II] is a diagram 10011 ofan exemplary asymmetrical
multi-link multi-stage networklekaI1, N2, d, 5) (having a
connection topology built using back-to-back Banyan Net-
works or back-to-back Delta Networks or equivalently back-
to-back Butterfly networks) of five stages with N1:8,
N2:p*N1:24 where p:3, d:2 and 5:2, strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1]1 is a diagram 100]1 ofan exemplary asymmetrical
multi-link multi-stage network szmk(N1, N2, d, s) having an
exemplary connection topology of five stages with N1:8,
N2:p*N1:24 where p:3, d:2 and F2, strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1K1 is a diagram 100K1 of a general asymmetrical
multi-link multi-stage network thnk(N1, N2, d, s) with
(2xlogd N)—l stages with N1:p*N2 and s:2, strictly non-
blocking network for unicast connections and rearrangeably
nonblocking network for arbitrary fan-out multicast connec-
tions, in accordance with the invention.

FIG. 1A2 is a diagram 100A2 ofan exemplary asymmetri-
cal multi-link multi-stage network V,,,,,,,,((N1 , N2, (1, s) having
inverse Benes connection topology of five stages with N2:8,
N1:p*N2:24, where p:3, d:2 and F2, strictly nonblocking
network for unicast comiections and rearrangeably nonblock—
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1B2 is a diagram 100B2 of an exemplary asymmetri-
cal multi—link multi—stage network th-nk(Nl, N2, d, s) (hav—
ing a COimection topology built using back-to-back Omega
Networks) of five stages with N2i8, le*N2*24, where
p:3, d:2 and F2, strictly nonblocking network for unicast
connections and rearrangeably nonblocking network for arbi—
trary fan-out multicast connections, in accordance with the
invention.

FIG. 1C2 is a diagram 100C2 of an exemplary asymmetri-
cal multi-link multi-stage network Vm1mk(N1, N2, d, s) having
an exemplary connection topology of five stages with N2:8,
N1:p*N2:24, where p:3, d:2 and 5:2, strictly nonblocking
network for unicast comiections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1D2 is a diagram 100D2 of an exemplary asymmetri-
cal multi-link multi-stage network thnk(Nl, N2, (1, s) having
an exemplary connection topology of five stages with N2:8,
N1:p*N2:24, where p:3, d:2 and s:2, strictly nonblocking
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network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. IE2 is a diagram 100E2 of an exemplary asymmetri-
cal multi—link multi—stage network th-nk(Nl, N2, d, s) (hav—
ing a connection topology called flip network and also known
as inverse shuffle exchange network) of five stages with
N2:8. N1:p*N2:24, where p:3, d:2 and F2, strictly non-
blocking network for unicast connections and rearrangeably
nonblocking network for arbitrary fan-out multicast connec-
tions, in accordance with the invention.

FIG. 1F2 is a diagram 100F2 of an exemplary asymmetri-
cal multi-link multi-stage networka1mkm1 , N2, d, 5) having
Baseline connection topology of five stages with N2:8,
N1:p*N2:24, where p:3, d:2 and s:2, strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1G2 is a diagram 100G2 ofan exemplary asymmetri-
cal multi-link multi-stage networkalinkflfl1, N2, d, 5) having
an exemplary connection topology of five stages with N2:8,
N1:p*N2:24, where p:3, d:2 and F2, strictly nonblocking
network for unicast comiections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1H2 is a diagram 100H2 ofan exemplary asymmetri-
cal multi-link multi-stage networkVm 1mkm1 , N2, d, s) having
an exemplary connection topology of five stages with N2:8,
N17p*N2724, where p73, d72 and s72, strictly nonblocking
network for unica st connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 112 is a diagram 10012 of an exemplary asymmetrical
multi-link multi-stage network Vm1mk(N1, N2, d, s) (having a
connection topology built using back-to-back Banyan Net-
works or back-to-back Delta Networks or equivalently back-
to-back Butterfly networks) of five stages with N2:8,
N1:p*N2:24, where p:3, d:2 and F2, strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1J2 is a diagram 10012 ofan exemplary asymmetrical
multi-link multi-stage network V,,,,,.,,,((N1 , N2, (1, s) having an
exemplary connection topology of five stages with N2:8,
N1:p*N2:24, where p:3, d:2 and F2, strictly nonblocking
network for unicast connections and rearrangeably nonblock—
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1K2 is a diagram 100K2 of a general asymmetrical
multi—link multi—stage network th-nk(N1, N2, d, s) with
(2xlogd N)—1 stages with Nzrp’KNl and F2, strictly non-
alocking network for unicast connections and rearrangeably
ionblocking network for arbitrary fan-out multicast connec-
ions, in accordance with the invention.

FIG. 2A is a diagram 200A of an exemplary symmetrical

folded multi-link multi-stage network Vfozd_hnk(N, d, s) hav-
'ng inverse Benes connection topology of five stages with
\I:8, d:2 and s:2 with exemplary multicast connections,
strictly nonblocking network for unicast connections and
rearrangeably nonblocking network for arbitrary fan-out
nulticast connections, in accordance with the invention.

FIG. 2B is a diagram 200B ofa general symmetrical folded

nulti-link multi-stage network V;O]d_mh.,,k(N, d, 2) with
(2xlogd N)—l stages strictly nonblocking network for unicast
connections and rearrangeably nonblocking network for arbi-
rary fan-out multicast connections in accordance with the
invention.
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FIG. 2C is a diagram 200C of an exemplary asymmetrical

folded multi-link multi-stage networkVfo 1(1.7.1 1,."k(N1 , N2, d, 2)
having inverse Benes connection topology of five stages with
N1:8, N2:p*Nl:24 where p:3, and d:2 with exemplary
multicast connections, strictly nonblocking network for uni—
cast connections and rearrangeably nonblocking network for
arbitrary fan—out multicast connections, in accordance with
the invention.

FIG. 2D is a diagram 200D of a general asymmetrical

folded multi-link multi-stage networkVfo2.1.,”21-"ka 1 , N2, d, 2)
with Nzrp’l‘N1 and with (2xlogd N)—l stages strictly non-
blocking network for unicast connections and rearrangeably
nonblocking network for arbitrary fan-out multicast connec-
tions in accordance with the invention.

FIG. 2E is a diagram 200E of an exemplary asymmetrical

folded multi-link multi-stage network Vf0 1d_m h.”k(N 1, N 2, d, 2)
having inverse Benes connection topology of five stages with
N2:8, N1:p*N2:24, where p:3, and d:2 with exemplary
multicast connections, strictly nonblocking network for uni-
cast connections and rearrangeably nonblocking network for
arbitrary fan-out multicast connections, in accordance with
the invention.

FIG. 2F is a diagram 200F of a general asymmetrical

folded multi-link multi-stage network VfoMmh."k(N1, N2, d, 2)
with N1:p"‘N2 and with (2xlogd N)—l stages strictly non-
blocking network for unicast connections and rearrangeably
nonblocking network for arbitrary fan-out multicast connec-
tions in accordance with the invention.

FIG. 3A is a diagram 300A of an exemplary symmetrical
multi-link multi-stage network Vm1mk(N, d, s) having inverse
Benes connection topology of five stages with N:8, d:2 and
s:3, strictly nonblocking network for arbitrary fan-out mul-
ticast c01mections, in accordance with the invention.

FIG. 3B is a diagram 300B of an exemplary symmetrical
multi-link multi-stage network leink(N, d, 5) (having a con-
nection topology built using back-to-back Omega Networks)
of five stages with N:8, d:2 and F3, strictly nonblocking
network for arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 3C is a diagram 300C of an exemplary symmetrical
multi-link multi-stage network Vm7,nk(N, d, s) having an
exemplary connection topology of five stages with N:8, d:2
and F3, strictly nonblocking network for arbitrary fan-out
multicast connections, in accordance with the invention.

FIG. 3D is a diagram 300D of an exemplary symmetrical
multi—link multi—stage network th-nk(N, d, s) having an
exemplary connection topology of five stages with N:8, d:2
and s:3, strictly nonblocking network for arbitrary fan—out
multicast connections, in accordance with the invention.

FIG. 3E is a diagram 300E of an exemplary symmetrical
multi-link multi-stage network leink(N, d, 5) (having a con-
nection topology called flip network and also known as
inverse shuflie exchange network) of five stages with N:8,
d’2 and s*3, strictly nonblocking network for arbitrary fan—
out multicast connections, in accordance with the invention.

FIG. 3F is a diagram 300F of an exemplary symmetrical
multi-link multi-stage network VmZi,,k(N , d, s) having Base-
line connection topology of five stages with N:8, d:2 and
F3, strictly nonblocking network for arbitrary fan-out mul-
ticast c01mections, in accordance with the invention.

FIG. 3G is a diagram 300G of an exemplary symmetrical
multi-link multi-stage network th-nk(N, d, 5) having an
exemplary connection topology of five stages with N:8, d:2
and 5:3, strictly nonblocking network for arbitrary fan-out
multicast connections, in accordance with the invention.

FIG. 3H is a diagram 300H of an exemplary symmetrical
multi-link multi-stage network th.nk(N, d, s) having an



Page 131 of 207

US 8,363,649 B2

9

exemplary connection topology of five stages with N:8, d:2
and F3, strictly nonblocking network for arbitrary fan-out
multicast connections, in accordance with the invention.

FIG. 3I is a diagram 300I of an exemplary symmetrical
multi-link multi-stage network Vm1mk(N, d, 5) (having a con-
nection topology built using back-to-back Banyan Networks
or back-to-back Delta Networks or equivalently back-to-back
Butterfly networks) of five stages with N’S, d’2 and s*3,
strictly nonblocking network for arbitrary fan-out multicast
connections, in accordance with the invention.

FIG. 3] is a diagram 300] of an exemplary symmetrical
multi-link multi-stage network Vmka(N, d, s) having an
exemplary connection topology of five stages with N:8, d:2
and F3, strictly nonblocking network for arbitrary fan-out
multicast connections, in accordance with the invention.

FIG. 3K is a diagram 300K ofa general symmetrical multi-
link multi-stage network lemk(N, d, s) with (2xlogd N)—1
stages with s:3, strictly nonblocking network for arbitrary
fan-out multicast connections, in accordance with the inven-
tion.

FIG. 3A1 is a diagram 300A1 of an exemplary asymmetri-
cal multi-link multi-stage networkVm 1mkm1 , N2, (1, 5) having
inverse Benes connection topology of five stages with N1:8,
N2:p*Nl:24 where p:3, d:2 and 5:3, strictly nonblocking
network for arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 3B1 is a diagram 300B1 ofan exemplary asymmetri-
cal multi-link multi-stage network th-nk(Nl, N2, d, s) (hav-
ing a connection topology built using back-to-back Omega
Networks) offive stages witth:8, N2:p*N1:24 wherep:3,
d:2 and 5:3, strictly nonblocking network for arbitrary fan-
out multicast connections.

FIG. 3C1 is a diagram 300C1 ofan exemplary asymmetri-
cal multi-link multi-stage networka21-;sz1, N2, d, 5) having
an exemplary connection topology of five stages with N1:8,
Nzrp’I‘Nl:24 where p:3, d:2 and F3, strictly nonblocking
network for arbitrary fan-out multicast comiections, in accor-
dance with the invention.

FIG. 3D1 is a diagram 300D1 ofan exemplary asymmetri-
cal multi-link multi-stage networkah."km 1 , N2, d, 5) having
an exemplary connection topology of five stages with Nl:8,
N2:p*N]:24 where p:3, d:2 and F3, strictly nonblocking
network for arbitrary fan—out multicast comiections, in accor—
dance with the invention.

FIG. 3E1 is a diagram 300E1 of an exemplary asymmetri—
cal multi-link multi-stage network VWWJNI, N2, d, s) (hav-
ing a connection topology called flip network and also known
as inverse shuffle exchange network) of five stages with
N1:8, N2:p*Nl:24 where p:3, d:2 and s:3, strictly non—
blocking network for arbitrary fan-out multicast connections,
in accordance with the invention.

FIG. 3F] is a diagram 300F1 of an exemplary asymmetri-
cal multi—link multi—stage networka1mkm1 , N2, d, s) having
Baseline connection topology of five stages witi N 1:8,
N2:p*Nl:24 whcrc p:3, d:2 and F3, strictly nonblocking
network for arbitrary fan-out multicast comiections, 'n accor-
dance with the invention.

FIG. 3G1 is a diagram 300G1 ofan exemplary asymmetri-
cal multi-link multi-stage networka11-7sz 1 , N2, d, s) having
an exemplary connection topology of five stages wi h N1:8,
N2:p*Nl:24 where p:3, d:2 and 5:3, strictly nonblocking
network for arbitrary fan-out multicast comiections, 'n accor-
dance with the invention.

FIG. 3H1 is a diagram 300H1 ofan exemplary asymmetri-
cal multi-link multi-stage networkVm 1mkm1 , N2, (1, 5) having
an exemplary connection topology of five stages wi h N1:8,
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N2:p*N1:24 where p:3, d:2 and s:3, strictly nonblocking
network for arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 3“ is a diagram 300I1 ofan exemplary asymmetrical
multi-link multi-stage network leink(N1, N2, d, 5) (having a
connection topology built using back-to-back Banyan Net-
works or back-to-back Delta Networks or equivalently back-
to—back Butterfly networks) of five stages with Nf8,
N2:p*N1:24 where p:3, d:2 and F3, strictly nonblocking
network for arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 3J1 is a diagram 300]1 ofan exemplary asymmetrical
multi—link multi—stage network th-nk(N1, N2, d, s) having an
exemplary connection topology of five stages with N1:8,
N2:p*N1:24 where p:3, d:2 and 5:3, strictly nonblocking
network for arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 3K1 is a diagram 300K1 of a general asymmetrical
multi-link multi-stage network thnk(N1, N2, d. s) with
(2xlogd N)—l stages with Nlrp’X‘N2 and s:3, strictly non-
blocking network for arbitrary fan-out multicast connections,
in accordance with the invention.

FIG. 3A2 is a diagram 300A2 ofan exemplary asymmetri-
cal multi-link multi-stage network Vm1mk(N1, N2, d, 5) having
inverse Benes connection topology of five stages with N2:8,
N17p*N2724, where p73, d72 and 573, strictly nonblocking
network for arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 3B2 is a diagram 300B2 ofan exemplary asymmetri-
cal multi-link multi-stage network th-nk(Nl, N2, (1, s) (hav-
ing a cmmection topology built using back-to-back Omega
Networks) of five stages with N2:8, Nl:p*N2:24, where
p:3, d:2 and F3, strictly nonblocking network for arbitrary
fan-out multicast connections, in accordance with the inven-
tion.

FIG. 3C2 is a diagram 300C2 of an exemplary asymmetri-
cal multi-link multi-stage network lemk(N1, N2, d, s) having
an exemplary connection topology of five stages with N2:8,
Nl:p*N2:24, where p:3, d:2 and F3, strictly nonblocking
network for arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 3D2 is a diagram 300D2 ofan exemplary asymmetri-
cal multi—link multi—stage network Vm1mk(N1, N2, d, s) having
an exemplary connection topology of five stages with N2:8,
N1:p*N2:24, where p:3, d:2 and F3, strictly nonblocking
network for arbitrary fan-out nulticast connections, in accor-
dance with the invention.

FIG. 3E2 is a diagram 30032 of an exemplary asymmetri-
cal multi—link multi—stage network th-nk(Nl, N2, d, s) (hav—
ing a connection topology called flip network and also known
as inverse shuflle exchange network) of five stages with
N2:8, N1:p*N2:24, where p:3, d:2 and F3, strictly non-
blocking network for arbitrary fan—out multicast connections,
in accordance with the invention.

FIG. 3F2 is a diagram 300F2 ofan cxcmplary asymmetri-
cal multi-link multi-stage network Vm1mk(N 1, N 2, d, s) having
Baseline connection topology of five stages with N2:8,
N1:p*N2:24, where p:3, d:2 and F3, strictly nonblocking
network for arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 3G2 is a diagram 300G2 ofan exemplary asymmetri-
cal multi-link multi-stage network Vm1mk(N1, N2, d, s) having
an exemplary connection topology of five stages with N2:8,
N1:p*N2:24, where p:3, d:2 and s:3, strictly nonblocking
network for arbitrary fan-out multicast connections, in accor-
dance with the invention.
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FIG. 3H2 is a diagram 300H2 ofan exemplary asymmetri-
cal multi-link multi-stage networka1,."km1, N2, d, 5) having
an exemplary connection topology of five stages with N2:8,
N1:p*N2:24, where p:3, d:2 and F3, strictly nonblocking
network for arbitrary fan—out multicast comiections, in accor—
dance with the invention.

FIG. 3I2 is a diagram 30012 of an exemplary asymmetrical
multi-link multi-stage network Vm1mk(N1, N2, d, s) (having a
connection topology built using back—to—back Banyan Net—
works or back-to-back Delta Networks or equivalently back-
to-back Buttcrfly nctworks) of fivc stagcs with N2:8,
N1:p*N2:24, where p:3, d:2 and F3, strictly nonblocking
nctwork for arbitrary fan-out multicast comicctions, in accor-
dance with the invention.

FIG. 3J2 is a diagram 30012 ofan exemplary asymmetrical
multi-link multi-stage network lemk(N 1, N 2, d, s) having an
exemplary connection topology of five stages with N2:8,
N1:p*N2:24, where p:3, d:2 and F3, strictly nonblocking
network for arbitrary fan-out multicast comiections, in accor-
dance with the invention.

FIG. 3K2 is a diagram 300K2 of a general asymmetrical
multi-link multi-stage network th,,k(N1, N2, d, s) with
(2xlogd N)—1 stages with N2:p*Nl and 5:3, strictly non-
blocking network for arbitrary fan-out multicast connections,
in accordance with the invention.

FIG. 4A is a diagram 400A of an exemplary symmetrical

folded rnulti-stage network Vfozd(N, d, 5) having inverse
Benes connection topology of five stages with N:8, d:2 and
572 with exemplary multicast connections, strictly nonblock-
ing network for unicast connections and rearrangeably non-
blocking network for arbitrary fan-out multicast connections,
in accordance with the invention.

FIG. 4A1 is a diagram 400A1 ofan exemplary symmetrical

folded multi-stage network Vfold(N, d, 2) having Omega con-
nection topology of five stages with N:8, d:2 and 5:2 with
exemplary multicast connections, strictly nonblocking net-
work for unicast connections and rearrangeably nonblocking
network for arbitrary fan-out multicast comiections, in accor-
dance with the invention.

FIG. 4A2 is a diagram 400A2 ofan exemplary symmetrical

folded multi-stage network an,,,(N, d, 2) having nearest
neighbor connection topology of five stages with N:8, d:2
and F2 with exemplary multicast connections, strictly non-
blocking network for unicast connections and rearrangeably
nonblocking network for arbitrary fan-out multicast connec-
tions, in accordance with the invention.

FIG. 4B is a diagram 400B ofa general symmetrical folded

multi—stage network Vfoldm, d, 2) with (2xlogd N)—1 stages
strictly nonblocking network for unicast connections and
rearrangeably nonblocking network for arbitrary fan—out
nulticast connections in accordance with the invention.

FIG. 4C is a diagram 400C of an exemplary asymmetrical

folded multi-stage network Vf0]d(Nl, NZ, (1, 2) having inverse
Benes connection topology of five stages with NfS,
\12:p*N1:24 where p:3, and d:2 with exemplary multicast
conncctions, strictly nonblocking nctwork for unicast con-
iections and rearrangeably nonblocking network for arbi-
rary fan-out multicast connections, in accordance with the
'nvention.

FIG. 4C1 is a diagram 400C1 ofan exemplary asymmetri-

cal folded multi-stage network Vf01d(N1, N2, (1, 2) having
Omega connection topology of five stages with N1:8,
\12:p*N1:24 where p:3, and d:2 with exemplary multicast
connections, strictly nonblocking network for unicast con-
nections and rearrangeably nonblocking network for arbi-
rary fan-out multicast connections, in accordance with the
invention.
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FIG. 4C2 is a diagram 400C2 of an exemplary asymmetri-
cal folded multi-stage network V0,d(N1, N2, d, 2) having
nearest neighbor connection topology of five stages with
N1:8, N2:p*Nl:24 where p:3, and d:2 with exemplary
multicast connections, strictly nonblocking network for uni—
cast connections and rearrangeably nonblocking network for
arbitrary fan—out multicast connections, in accordance with
the invention.

FIG. 4D is a diagram 400D of a general asymmetrical
folded multi-stage network Vf01d(N1, N2, d, 2) with Nzrpi‘N1
and with (2xlogd N)—1 stagcs strictly nonblocking nctwork
for unicast connections and rearrangeably nonblocking net-
work for arbitrary fan-out multicast conncctions in accor-
dance with the invention.

FIG. 4E is a diagram 400E of an exemplary asymmetrical

folded multi-stage network VfoId(N 1, N 2, d, 2) having inverse
Benes connection topology of five stages with N2:8,
N1:p*N2:24, where p:3, and d:2 with exemplary multicast
connections, strictly nonblocking network for unicast con-
nections and rearrangeably ionblocking network for arbi-
trary fan-out multicast connections, in accordance with the
invention.

FIG. 4E1 is a diagram 40031 of an exemplary asymmetri-
cal folded multi-stage network Vf0,d(N1, N2, d, 2) having
Omega connection topology of i five stages with N2:8,
N1:p*N2:24, where 13:3, and d:2 with exemplary multicast
connections, strictly nonblocking network for unicast con-
nections and rearrangeably nonblocking network for arbi-
trary fan-out multicast connections, in accordance with the
invention.

FIG. 4E2 is a diagram 40032 ofan exemplary asymmetri-

cal folded multi-stage network Vfold(N1, N2, d, 2) having
nearest neighbor connection topology of five stages with
N2:8, N1:p*N2:24, where p:3, and d:2 with exemplary
multicast connections, strictly nonblocking network for uni-
cast connections and rearrangeably nonblocking network for
arbitrary fan-out multicast connections, in accordance with
the invention.

FIG. 4F is a diagram 400F of a general asymmetrical
folded multi-stage network V1.01d(N 1, N2, d, 2) with N1:p*N2
and with (2xlogd N)—1 stages strictly nonblocking network
for unicast connections and rearrangeably nonblocking net-
work for arbitrary fan-out multicast connections in accor-
dance with the invention.

FIG. 5A is a diagram 500A of an exemplary symmetrical

folded multi—stage network Vfold(N, d, s) having inverse
Benes connection topology of five stages with N:8, d:2 and
s:l with exemplary unicast connections rearrangeably non—
blocking network for unicast connections, in accordance with
the invention.

FIG. 5B is a diagram 5008 ofa general symmetrical folded

multi—stage network Vflfld(N, d, l) with (2><logd N)—l stages
rearrangeably nonblocking network for unicast connections
in accordance with the invention.

FIG. 5C is a diagram 500C of an exemplary asymmetrical

foldcd multi-stagc nctworkaold(Nl, N2, d, 1) having invcrsc
Benes connection topology of five stages with N 1:8,
N2:p*N1:24 where p:3, and d:2 with exemplary unicast
connections rearrangeably nonblocking network for unicast
connections, in accordance with the invention.

FIG. 5D is a diagram 500D of a general asymmetrical

folded multi-stage network VfOId(N 1, N2, d, l)with N2:p*Nl
and with (2xlogd N)—l stages rearrangeably nonblocking net-
work for unicast connections in accordance with the inven-
tion.

FIG. SE is a diagram 500E of an exemplary asymmetrical

folded multi-stage network Vfold(N1, N2, d, l) having inverse
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Benes connection topology of five stages with N2:8,
N1:p*N2:24, where p:3, and d:2 with exemplary unicast
connections rearrangeably nonblocking network for unicast
connections, in accordance with the invention.

FIG. 5F is a diagram 500F of a general asymmetrical

folded multi-stage network Vf0M(Nl, N2, d, l) with N1:p*N2
and with (2xlong)—l stages rearrangeably nonblocking net—
work for unicast connections in accordance with the inven-
tion.

FIG. 6A is a diagram 600A of an exemplary symmetrical
multi-stagc nctwork V(N, d, s) having invcrsc Benes connec-
tion topology of five stages with N:8, d:2 and F1, rear-
rangeably nonblocking network for unicast connections, in
accordance with the invention.

FIG. 6B is a diagram 600B of an exemplary symmetrical
multi-stage network V(N , d, s) (having a connection topology
built using back-to-back Omega Networks) of five stages
with N:8, d:2 and F1, rearrangeably nonblocking network
for unicast connections.

FIG. 6C is a diagram 600C of an exemplary symmetrical
multi-stage network V(N, d, 5) having an exemplary connec-
tion topology of five stages with N:8, d:2 and F1, rear-
rangeably nonblocking network for unicast connections, in
accordance with the invention.

FIG. 6D is a diagram 600D of an exemplary symmetrical
multi-stage network V(N, d, s) having an exemplary connec-
tion topology of five stages with N78, d72 and s71, rear-
rangeably nonblocking network for unicast connections, in
accordance with the invention.

FIG. 63 is a diagram 600E of an exemplary symmetrical
multi-stage network V(N, d, s) (having a connection topology
called flip network and also known as inverse shuffle
exchange network) of five stages with N:8, d:2 and F1,
rearrangeably nonblocking network for unicast connections.

FIG. 6F is a diagram 600F of an exemplary symmetrical
multi-stage network V(N, d, 3) having Baseline connection
topology of five stages with N:8, d:2 and F1, rearrangeably
nonblocking network for unicast connections.

FIG. 6G is a diagram 600G of an exemplary symmetrical
multi-stage network V(N, d, s) having an exemplary connec-
tion topology of five stages with N:8, d:2 and F1, rear-
rangeably nonblocking network for unicast connections, in
accordance with the invention.

FIG. 6H is a diagram 600H of an exemplary symmetrical
multi-stage network V(N, d, s) having an exemplary connec-
tion topology of five stages with N:8, d:2 and F1, rear—
rangeably nonblocking network for unicast connections, in
accordance with the invention.

FIG. 61 is a diagram 600I of an exemplary symmetrical
multi—stage network V(N, d, s) (having a connection topology
built using back-to-back Banyan Networks or back-to-back
Delta Networks or equivalently back—to—back Butterfly net—
works) of five stages with N:8, d:2 and F1, rearrangeably
nonblocking network for unicast connections.

FIG. 6] is a diagram 600.] of an exemplary symmetrical
multi-stagc nctwork V(N, d, s) having an exemplary connec-
tion topology of five stages with N:8, d:2 and F1, rear-
rangeably nonblocking network for unicast connections.

FIG. 6K is a diagram 600K ofa general symmetrical multi-
stage network V(N, d, s) with (2xlogd N)—l stages with 5:1,
rearrangeably nonblocking network for unicast connections
in accordance with the invention.

FIG. 6A1 is a diagram 600A] of an exemplary asymmetri-
cal multi-stage network V(N1, N2, d, 5) having inverse Benes
connection topology of five stages with N1:8, N2:p*N1:24
where p:3, d:2 and 5:1, rearrangeably nonblocking network
for unicast connections, in accordance with the invention.
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FIG. 6B1 is a diagram 600B1 ofan exemplary asymmetri-
cal multi-stage network V(Nl, N2, d, s) (having a connection
topology built using back—to—back Omega Networks) of five
stages with N1:8, N2:p*N1:24 where p:3, d:2 and F1,
rearrangeably nonblocking network for unicast connections.

FIG. 6C1 is a diagram 600C1 of an exemplary asymmetri-
cal multi—stage network V(N1, N2, d, s) having an exemplary
connection topology of five stages with N1:8. N2:p*N1:24
where p:3, d:2 and s:l, rearrangeably nonblocking network
for unicast connections, in accordance with the invention.

FIG. 6D1 is a diagram 600D1 ofan cxcmplary asymmetri-
cal multi-stage network V(N1, N2, (1, s) having an exemplary
connection topology of five stages with N1:8, N2:p*Nl:24
where p:3, d:2 and F1, rearrangeably nonblocking network
for unicast connections, in accordance with the invention.

FIG. 6131 is a diagram 600131 of an exemplary asymmetri-
cal multi-stage network V(Nl, N2, d, s) (having a connection
topology called flip network and also known as inverse shuffle
exchange network) of five stages with N1:8, N2:p*Nl:24
where p:3, d:2 and F1, rearrangeably nonblocking network
for unicast connections.

FIG. 6F1 is a diagram 600F1 ofan exemplary asymmetri-
cal multi-stage network V(N1, N2, d, 5) having Baseline con-
nection topology of five stages with N38, N2:p*N1:24
where p:3, d:2 and 5:1, rearrangeably nonblocking network
for unicast connections.

FIG. 6G1 is a diagram 600G1 of an exemplary asymmetri-
cal multi-stage network V(N1, N2, d, s) having an exemplary
connection topology of five stages with N178, N27p*N1724
where p:3, (1:2 and s:l, rearrangeably nonblocking network
for unicast connections, in accordance with the invention.

FIG. 6H1 is a diagram 600H1 ofan exemplary asymmetri-
cal multi-stage network V(N1, N2, (1, s) having an exemplary
connection topology of five stages with N1:8, N2:p*N1:24
where p:3, d:2 and F1, rearrangeably nonblocking network
for unicast connections, in accordance with the invention.

FIG. 611 is a diagram 600I1 ofan exemplary asymmetrical
multi-stage network V(Nl, N2, d, 5) (having a connection
topology built using back-to-back Banyan Networks or back-
to-back Delta Networks or equivalently back-to-back Butter-
fly networks) of five stages with N1 :8, N2:p*N]:24 where
p:3, d:2 and s:l, rearrangeably nonblocking network for
unicast cmmections.

FIG. 6J1 is a diagram 600]1 ofan exemplary asymmetrical
multi-stage network V(N1, N2, d, s) having an exemplary
connection topology of five stages with N1:8, N2:p*Nl:24
where p:3, d:2 and F1, rearrangeably nonblocking network
for unicast connections.

FIG. 6K1 is a diagram 600Kl of a general asymmetrical
multi—stage network V(N1, N2, d, s) with (2xlogd N)—l stages
with N1:p*N2 and F1. rearrangeably nonblocking network
for unicast connections in accordance with the invention.

FIG. 6A2 is a diagram 600A2 of an exemplary asymmetri-
cal multi—stage network V(N1, N2, d, s) having inverse Benes
connection topology offive stages with N2:8, N 1:p*N2:24,
whcrc p:3, d:2 and s:l, rearrangeably nonblocking network
for unicast connections, in accordance with the invention.

FIG. 6B2 is a diagram 600B2 ofan exemplary asymmetri-
cal multi-stage network V(Nl, N3, d, s) (having a connection
topology built using back-to-back Omega Networks) of five
stages with N58, N1:p*N2:24, where p:3, d:2 and F1,
rearrangeably nonblocking network for unicast connections.

FIG. 6C2 is a diagram 600C2 of an exemplary asymmetri-
cal multi-stage network V(N1, N2, (1, 5) having an exemplary
connection topology offive stages with N2:8, N1:p*N2:24,
where p:3, d:2 and 5:1, rearrangeably nonblocking network
for unicast connections, in accordance with the invention.
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FIG. 6D2 is a diagram 600D2 of an exemplary asymmetri-
cal multi-stage network V(N1. N2, (1, s) having an exemplary
connection topology of five stages with N2:8, N1:p*N2:24,
where p:3, d:2 and 5:1 , rearrangeably nonblocking network
for unicast connections, in accordance with the invention.

FIG. 6E2 is a diagram 600E2 of an exemplary asymmetri-
cal multi-stage network V(N1, N2, (1, 5) (having a connection
topology called flip network and also known as inverse shuffle
exchange network) of five stages with N2:8, N1:p*N2:24,
where p:3, d:2 and 5:1 , rearrangeably nonblocking network
for unicast connections.

FIG. 6F2 is a diagram 600F2 of an exemplary asymmetri-
cal multi-stage network V(N1, N2, (1, 5) having Baseline con-
nection topology of five stages with N2:8, N1:p*N2:24,
where p73 , d72 and 571 , rearrangeably nonblocking network
for unicast connections.

FIG. 6G2 is a diagram 600G2 of an exemplary asymmetri-
cal multi-stage network V(N1, N2, d, s) having an exemplary
connection topology offive stages with N2:8, N1:p*N2:24,
where p:3, d:2 and F1 , rearrangeably nonblocking network
for unicast connections, in accordance with the invention.

FIG. 6H2 is a diagram 600H2 of an exemplary asymmetri-
cal multi-stage network V(N1, N2, (1, s) having an exemplary
connection topology of five stages with N2:8, N1:p*N2:24,
where p:3, d:2 and 5:1 , rearrangeably nonblocking network
for unicast connections, in accordance with the invention.

FIG. 612 is a diagram 60012 of an exemplary asymmetrical
multi-stage network V(N1, N2, d, s) (having a connection
topology built using back-to-back Banyan Networks or back-
to-back Delta Networks or equivalently back-to-back Butter-
fly networks) of five stages with N2:8, N1:p*N2:24, where
p:3, d:2 and 5:1, rearrangeably nonblocking network for
unicast connections.

FIG. 6.12 is a diagram 600.12 ofan exemplary asymmetrical
multi-stage network V(N1, N2. d, s) having an exemplary
connection topology of five stages with N2:8, N1:p*N2:24,
where p:3, d:2 and 5:1 , rearrangeably nonblocking network
for unicast connections.

FIG. 6K2 is a diagram 600K2 of a general asymmetrical
multi—stage network V(N1, N2, d, s) with (2xlong)—l stages
with Nzrp’l‘Nl and F1, rearrangeably nonblocking network
for unicast connections in accordance with the invention.

FIG. 7A is high-level flowchart of a scheduling method
according to the invention, used to set up the multicast con-
nections in all the networks disclosed in this invention.

FIG. 8A1 is a diagram 800A1 of an exemplary prior art
implementation of a two by two switch; FIG. 8A2 is a dia-
gram 800A2 for programmable integrated circuit prior art
implementation ofthe diagram 800A1 ofFIG. 8A1; FIG. 8A3
is a diagram 800A3 for one-time programmable integrated
circuit prior art implementation ofthe diagram 800A1 ofFIG.
8A1; FIG. 8A4 is a diagram 800A4 for integrated circuit
placement and route implementation ofthe diagram 800A1 of
FIG. 8A1.

DETAII ED DESCRIPTION OF THE INVENTION 
 

The present invention is concerned with the design and
opera ion of large scale crosspoint reduct'on using arbitrarily
large multi-link multi-stage switching networks for broad-
cast, unicast and multicast connections. Particularly multi-
link multi-stage networks with stages more than three and
radices greater than or equal to two offer large scale cross-
point reduction when configured with optimal links as dis-
closed in this invention.

When a transmitting device simultaneously sends informa-
tion to more than one receiving device, the one-to-many con-
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nection required between the transmitting device and the
receiving devices is called a multicast connection. A set of
multicast connections is referred to as a multicast assignment.
When a transmitting device sends information to one receiv-
ing device, the one—to—one connection required between the
transmitting device and the receiving device is called unicast
connection. When a transmitting device simultaneously
sends information to all the available receiving devices, the
one—to—all connection required between the transmitting
device and the receiving devices is called a broadcast connec-
tion.

In general, a multicast connection is meant to be one-to-
many connection, which includes unicast and broadcast con-
nections. A multicast assignment in a switching network is
nonblocking if any of the available inlet links can always be
connected to any of the available outlet links.

In certain multi-link multi-stage networks, folded multi-
link multi-stage networks, and folded multi-stage networks of
the type described herein, any connection request ofarbitrary
fan-out, i.e. from an inlet link to an outlet link or to a set of
outlet links of the network, can be satisfied without blocking
if necessary by rearranging some of the previous connection
requests. In certain other multi-link multi-stage networks of
the type described herein, any connection request ofarbitrary
fan-out, i.e. from an inlet link to an outlet link or to a set of
outlet links ofthe network, can be satisfied without blocking
with never needing to rearrange any of the previous connec-
tion requests.

In certain rnulti-link rnulti-stage networks, folded rnulti-
link multi-stage networks, and folded multi-stage networks of
the type described herein, any connection request of unicast
from an inlet link to an outlet link of the network, can be
satisfied without blocking if necessary by rearranging some
of the previous connection requests. In certain other multi-
link multi-stage networks of the type described herein, any
connection request of unicast from an inlet link to an outlet
link of the network, can be satisfied without blocking with
never needing to rearrange any of the previous connection
requests.

Nonblocking configurations for other types of networks
with numerous connection topologies and scheduling meth-
ods are disclosed as follows:

1) Strictly and rearrangeably nonblocking for arbitrary
fan—out multicast and unicast for generalized multi—stage net—
works V(N1, N2, d, s) with numerous connection topologies
and the scheduling methods are described in detail in the US.
application Ser. No. 12/530,207 that is incorporated by ref-
erence above.

2) Strictly and rearrangeably nonblocking for arbitrary
fan—out multicast and unicast for generalized butterfly fat tree

networks Vbfl(N1 , N2 , d, s) with numerous comiection topolo-
gies and the scheduling methods are described in detail in
PCT Application Serial No. PCT/USOS/64603 that is incor-
porated by reference above.

3) Strictly and rearrangeably nonblocking for arbitrary
fan-out multicast and unicast for generalized multi-link but-

terfly fat tree networks Vm 21mg,bfl(N 1, N2, d, s) with numerous
connection topologies and the scheduling methods are
described in detail in PCT Application Serial No. PCT/USOS/
64603 that is incorporated by reference above.

4) VLSI layouts ofgeneralized multi- stage networks V(N1,

N2, d, s), generalized folded multi-stage networks Vfozd(N1,
N2, d, s), generalized butterfly fat tree networks Vbfl(N1, N2,
(1, s), generalized multi-link multi-stage networks szmk(Nl ,
N2, d, s), generalized folded multi-link multi-stage networks

Vfomwhnkm1, N2, d, s), generalized multi-link butterfly fat
tree networks V,nh,,k_bfl(Nl, N2, d, s), and generalized hyper-
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cube networks thube(Nl, N2, d, s) for s:1, 2, 3 orany number
in general, are described in detail in the PCT Application
Serial No. PCT/US08/64605 that is incorporated by reference
above.

5) VLSI layouts ofnumerous types ofmulti-stage networks
with locality exploitation are described in US. Provisional
Patent Application Ser. No. 61/252,603 that is incorporated
by reference above.

6) VLSI layouts of numerous types of multistage pyramid
networks are described in US. Provisional Patent Applica-
tion Ser. No. 61/252,609 that is incorporated by reference
above.

RNB Multi—Link Multi—Stage Embodiments:
Symmetric RNB Embodiments:

Referring to FIG. 1A, in one embodiment, an exemplary
symmetrical multi-link multi-stage network 100A with five
stages of twenty switches for satisfying communication
requests, such as setting up a telephone call or a data call, or
a connection between configurable logic blocks, between an
input stagc 110 and output stagc 120 via middlc stagcs 130,
140, and 150 is shown where input stage 110 consists of four,
two by four switches IS1-IS4 and output stage 120 consists of
four, four by two switches OSl-OS4. And all the middle
stages namely middle stage 130 consists of four, four by four
switches MS(1,1)—MS(1,4), middle stage 140 consists of
four, four by four switches MS(2,1)-MS(2,4), and middle
stage 150 consists of four, four by four switches MS(3,1)-MS
(3,4).

Such a network can be operated in strictly non-blocking
manner for unicast c01mections, because the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switchcs in output stagc 120 arc of sizc four by two, and thcrc
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches ISl-IS4 and output switches OSl-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable
N/d, where N is the total number of inlet links or outlet links.
The number of middle switches in each middle stage is
denoted by N/d, The size of each input switch IS1—IS4 can be
denoted in general with the notation d*2d and each output
switch OSl—OS4 can be denoted in general with the notation
2d*d. Likewise, the size of each switch in any of the middle
stages can be denoted as 2d*2d. A switch as used herein can
be either a crossbar switch, or a network of switches each of
which in turn may be a crossbar switch or a network of
switches. A symmetric multi-link multi-stage network can be
rcprcscntcd with tho notation szmk(N, d, s), whcrc N rcprc-
sents the total number of inlet links of all input switches (for
example the links ILl-ILS), drepresents the inlet links ofeach
input switch or outlet links of each output switch, and s is the
ratio of number of outgoing links from each input switch to
the inlet links of each input switch. Although it is not neces-
sary that there be the same number of inlet links IL1-IL8 as
there are outlet links OLl-OLS, in a symmetrical network
they are the same.

Each of the N/d input switches ISl-IS4 are connected to
exactly 2><d switches in middle stage 130 through 2><d links
(for example input switch ISl is connected to middle switch
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MS(1,1) through the links ML(1,1), ML(1,2), and also to
middle switch MS(1,2) through the links ML(1,3) and ML(l,
4)).

Each of the N/d middle switches MS(1,1)-MS(1,4) in the
middle stage 130 are c01mected from exactly d input switches
through 2><d links (for example the links ML(1,1) and ML(l,
2) are connected to the middle switch MS(1,1) from input
switch 181, and the links ML(1,7) and ML(1.8) are connected
to the middle switch MS(1,1) from input switch IS2) and also
are connected to exactly d switches in middle stage 140
through 2><d links (for cxamplc thc links ML(2,1) and ML(2,
2) are connected from middle switch MS(1,1) to middle
switch MS(2,1), and thc links ML(2,3) and ML(2,4) arc con-
nected from middle switch MS(1,1) to middle switch MS(2,
3)).

Similarly each of the N/d middle switches MS(2,1)—MS(2,
4) in the middle stage 140 are connected from exactly d
switches in middle stage 130 through 2><d links (for example
the links ML(2,1) and ML(2,2) are connected to the middle
switch MS(2,1) from middle switch MS(1,1), and the links
ML(2,11) and ML(2,12) are connected to the middle switch
MS(2,1) from middle switch MS(1,3)) and also are connected
to exactly d switches in middle stage 150 through 2><d links
(for example the links MI,(3,1) and MI.(3,2) are connected
from middle switch MS(2,1) to middle switch MS(3,1), and
the links MI,(3,3) and MI.(3,4) are connected from middle
switch MS(2,1) to middle switch MS(3,3)).

Similarly each of the N/d middle switches MS(3,1)—MS(3,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through 2><d links (for example
the links ML(3,1) and ML(3,2) are connected to the middle
switch MS(3,1) from middle switch MS(2,1), and the links
ML(3,11) and ML(3,12) are connected to the middle switch
MS(3,1) from middle switch MS(2,3)) and also are connected
to exactly d output switches in output stage 120 through 2><d
links (for example the links ML(4,1) and ML(4,2) are con-
nected to output switch 081 from Middle switch MS(3,1),
and the links ML(4,3) and ML(4,4) are connected to output
switch 0S2 from middle switch MS(3,1)).

Each of the N/d output switches OSl-OS4 are connected
from exactly 2><d switches in middle stage 150 through 2><d
links (for example output switch 0S1 is connected from
middle switch MS(3,1) through the links ML(4,1) and ML(4,
2), and output switch 0S1 is also connected from middle
switch MS(3,2) through the links ML(4,7) and ML(4,8)).

Finally the c01mection topology of the network 100A
shown in FIG. 1A is known to be back to back inverse Benes

connection topology.
Referring to FIG. 1B, in another embodiment of network

th-nk(N, d, s), an exemplary symmetrical inulti—link multi—
stage network 100B with five stages of twenty switches for
satisfying communication requests, such as setting up a tele—
phone call or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, two by four switchcs IS1-IS4
and output stage 120 consists of four, four by two switches
OSl-OS4. And all the middle stages namely middle stage 130
consists of four, four by four switches MS(1,1)-MS(1,4),
middle stage 140 consists of four, four by four switches
MS(2,1)-MS(2,4), and middle stage 150 consists offour, four
by four switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
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stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size four by two, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches ISl-IS4 and output switches OSl-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

/d, where N is the total number of inlct links or outlct links.
The number of middle switches in each middle stage is
dcnotcd by N/d. The size of each input switch ISl-IS4 can be
denoted in general with the notation d*2d and each output
switch OSl-OS4 can be denoted in general with the notation
2d*d. Likewise, the size of each switch in any of the middle
stages can be denoted as 2d*2d. A switch as used herein can
be either a crossbar switch, or a network of switches each of
which in turn may be a crossbar switch or a network of
switches. The symmetric multi-link multi-stage network of
FIG. 1B is also the network ofthe typeVka(N, d, s), where N
represents the total number of inlet links ofall input switches
(for example the links ILl-ILS), (1 represents the inlet links of
each input switch or outlet links of each output switch, and s
is the ratio of number of outgoing links from each input
switch to the inlet links ofeach input switch. Although it is not
necessary that there be the same number ofinlet links ILl-ILS
as there are outlet links OLl-OLS, in a symmetrical network
they are the same.

Each of the N/d input switches ISl-IS4 are connected to
exactly 2xd switches in middle stage 130 through 2xd links
(for example input switch ISl is connected to middle switch
MS(1,1) through the links ML(1,1), ML(1,2), and also to
middle switch MS(1,2) through the links ML(1,3) and ML(1,
4)).

Each of the N/d middle switches MS(1,1)-MS(1,4) in the
niddle stage 130 are connected from exactly d input switches
hrough 2><d links (for example the links ML(1,1) and ML(1,
2) are connected to the middle switch MS(1,1) from input
switch 181, and the links ML(1,9) and ML(1,10) are con-
iected to the middle switch MS(1,1) from input switch IS3)
and also are connected to exactly d switches in middle stage
140 through 2><d links (for example the links ML(2,1 and
VIL(2,2) are connected from middle switch MS(1,1) to
niddle switch MS(2,1), and the links ML(2,3) and ML 2,4)
are connected from middle switch MS(1,1) to middle switch
\/IS(2,2)).

Similarly each of the N/d middle switches MS(2,1)—MS(2,
4) in the middle stage 140 are connected from exac 1y (1
switches in middle stage 130 through 2><d links (for example
he links ML(2,1) and ML(2,2) are connected to the m‘ddle
switch MS(2,1) from middle switch MS(1,1), and the inks
\/IL(2,9) and ML(2,10) are connected to the middle switch
VIS(2,1) from middle switch MS(1,3)) and also are connected
0 exactly d switches in middle stage 150 through 2><d inks
(for example the links ML(3,1) and ML(3,2) are connected
from middle switch MS(2,1) to middle switch MS(3,1), and
he links ML(3,3) and ML(3,4) are connected from middle
switch MS(2,1) to middle switch MS(3,2)).

Similarly each of the N/d middle switches MS(3,1)-MS(3,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through 2><d links (for example
the links ML(3,1) and ML(3,2) are connected to the middle
switch MS(3,1) from middle switch MS(2,1), and the links
MI,(3,9) and MI,(3,10) are connected to the middle switch
MS(3,1) from middle switch MS(2,3)) and also are connected
to exactly d output switches in output stage 120 through 2Xd
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links (for example the links ML(4,1) and ML(4,2) are con-
nected to output switch 081 from Middle switch MS(3,1),
and the links ML(4,3) and ML(4,4) are connected to output
switch 082 from middle switch MS(3,1)).

Each of the N/d output switches OSl—OS4 are connected
from exactly 2><d switches in middle stage 150 through 2><d
links (for example output switch 081 is connected from
middle switch MS(3,1) through the links ML(4,1) and ML(4,
2), and output switch 081 is also connected from middle
switch MS(3,3) through the links ML(4.9) and ML(4,10)).

Finally the connection topology of thc nctwork 100B
shown in FIG. 1B is known to be back to back Omega con-
nection topology.

Referring to FIG. 1C, in another embodiment of network
th-nk(N, d, s), an exemplary symmetrical multi-link multi-
stage network 100C with five stages of twenty switches for
satisfying communication requests, such as setting up a tele-
phone call or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, two by four switches ISl-IS4
and output stage 120 consists of four, four by two switches
OSl-OS4. And all the middle stages namely middle stage 130
consists of four, four by four switches MS(l ,l)-MS(1,4),
middle stage 140 consists of four, four by four switches
MS(2,l)-MS(2,4), and middle stage 150 consists offour, four
by four switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size four by two, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches ISl-IS4 and output switches OSl-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable
N/d, where N is the total number of inlet links or outlet links.
The number of middle switches in each middle stage is
denoted by N/d. The size of each input switch ISl-IS4 can be
denoted in general with the notation d*2d and each output
switch OSl-OS4 can be denoted in general with the notation
2d*d. Likewise, the size of each switch in any of the middle
stages can be denoted as 2d*2d. A switch as used herein can
be either a crossbar switch, or a network of switches each of
which in turn may be a crossbar switch or a network of
switches. The symmetric multi—link multi—stage network of
FIG. 1C is also the network of the type thnk(N, d, s), where
N represents the total number of inlet links of all input
switches (for example the links lLl-ILS), d represents the
inlet links of each input switch or outlct links of each output
switch, and s is the ratio of number of outgoing links from
each input switch to the inlet links of each input switch.
Although it is not necessary that there be the same number of
inlet links ILl-IL8 as there are outlet links OLl-OLS, in a
symmetrical network they are the same.

Each of the N/d input switches ISl-IS4 are connected to
exactly 2><d switches in middle stage 130 through 2><d links
(for example input switch ISl is connected to middle switch
MS(l,l) through the links ML(l ,1), MI.(1,2), and also to
middle switch MS(1,2) through the links ML(1,3) and ML(1,
4)).
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Each of the N/d middle switches MS(1,1)-MS(1,4) in the
niddle stage 130 are connected from exactly d input switches
hrough 2><d links (for example the links ML(1,1) and ML(l,
2) are connected to the middle switch MS(1,1) from input
switch 181, and the links ML(1,15) and ML(1,16) are con—
1ected to the middle switch MS(1,1) from input switch I84)
and also are connected to exactly d switches in middle stage
140 through 2><d links (for example the links ML(2,1 and
VIL(2,2) are connected from middle switch MS(1,1) to
niddle switch MS(2,1), and the links ML(2,3) and ML 2,4)
are connected from middle switch MS(1,1) to middle switch
\/IS(2,2)).

Similarly cach of thc N/d middlc switchcs MS(2,1)-MS(2,
4) in the middle stage 140 are connected from exac ly d
switches in middle stage 130 through 2><d links (for example
he links ML(2,1) and ML(2,2) are connected to the m‘ddle
switch MS(2,1) from middle switch MS(1,1), and the inks
\/IL(2,15) and ML(2,16) are connected to the middle switch
VIS(2,1) from middle switch MS(1,4)) and also are connected
0 exactly d switches in middle stage 150 through 2><d inks
(for example the links ML(3,1) and ML(3,2) are connected
from middle switch MS(2,1) to middle switch MS(3,1). and
he links ML(3,3) and ML(3 ,4) are connected from middle
switch MS(2,1) to middle switch MS(3,2)).

Similarly each of the N/d middle switches MS(3,1)-MS(3,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through 2><d links (for example
the links ML(3,1) and ML(3,2) are connected to the middle
switch MS(3,1) from middle switch MS(2,1), and the links
ML(3,15) and ML(3,16) are connected to the middle switch
MS(3,1) from middle switch MS(2,4)) and also are connected
to exactly d output switches in output stage 120 through 2><d
links (for example the links ML(4,1) and ML(4,2) are con-
nected to output switch 081 from middle switch MS(3,1),
and the links ML(4,3) and ML(4,4) are connected to output
switch OS2 from middle switch MS(3,1)).

Each of the N/d output switches OSl-OS4 are connected
from exactly 2><d switches in middle stage 150 through 2><d
links (for example output switch 081 is connected from
middle switch MS(3,1) through the links ML(4,1) and ML(4,
2), and output switch 081 is also connected from middle
switch MS(3,4) through the links ML(4,15) and ML(4,16)).

Finally the connection topology of the network 100C
shown in FIG. 1C is hereinafter called nearest neighbor con—
nection topology.

Similar to network 100A ofFIG. 1A, 100B ofFIG. 1B, and
100C ofFIG. 1C, referring to FIG. 1D, FIG. 1E, FIG. 1F, FIG.
1G, FIG. 1H, FIG. II and FIG. 1] with exemplary symmetri—
cal multi-link multi-stage networks 1 00D, 1 00E, 1 00F, 1 00G,
100H, 100I, and 100] respectively with five stages of twenty
switches for satisfying communication requests, such as set-
ting up a telephone call or a data call, or a comlection between
configurable logic blocks, between an input stage 110 and
output stage 120 via middle stages 130, 140, and 150 is shown
where input stage 110 consists of four, two by four switches
ISl-IS4 and output stage 120 consists of four, four by two
switches 081-084. And all the middle stages namely middle
stage 130 consists of four, four by four switches MS(1,1)-MS
(1,4), middle stage 140 consists offour, four by four switches
MS(2,1)-MS(2,4), and middle stage 150 consists of four, four
by four switches MS(3,1)-MS(3,4).

Such networks can also be operated in strictly non-block-
ing manner for unicast connections, because the switches in
the input stage 110 are of size two by four, the switches in
output stage 120 are of size four by two, and there are four
switches in each of middle stage 130, middle stage 140 and
middle stage 150. Such a network can be operated in rear-
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rangeably non-blocking manner for multicast connections,
because the switches in the input stage 110 are of size two by
four, the switches in output stage 120 are of size four by two,
and there are four switches in each of middle stage 130,
middle stage 140 and middle stage 150.

The networks 100D, 100E, 100F, 100G, 100H, 1001 and
100] ofFIG. 1D, FIG. 1E, FIG. 1F, FIG. 1G, FIG. 1H, FIG. H,
and FIG. 1] are also embodiments of symmetric multi—link
multi-stage network can be represented with the notation
VIZ-”k (N, d, s), where N represents the total number of inlet
links of all input switches (for example the links IL1-IL8), d
represents the inlet links ofeach input switch or outlet links of
each output switch, and s is the ratio of number of outgoing
links from each input switch to the inlet links of each input
switch. Although it is not necessary that there be the same
number of inlet links IL1-IL8 as there are outlet links OLI-

OL8, in a symmetrical network they are the same.
Just like networks of 100A, 100B and 100C, for all the

networks 100D, 100E, 100F, 100G, 100H, 100] and 100] of
FIG. 1D, FIG. 1E, FIG. 1F, FIG. 1G, FIG. 1H, FIG. II, and
FIG. 1], each ofthe N/d input switches ISl-IS4 are connected
to exactly 2><d switches in middle stage 130 through 2><d
links.

Each of the N/d middle switches MS(1,1)-MS(1,4) in the
middle stage 130 are connected from exactly d input switches
through 2><d links and also are connected to exactly d
switches in middle stage 140 through 2><d links.

Similarly each of the N/d middle switches MS(2,1)—MS(2,
4) in the middle stage 140 are connected from exactly d
switches in middle stage 130 through 2xd links and also are
connected to exactly d switches in middle stage 150 through
2><d links.

Similarly each of the N/d middle switches MS(3,1)—MS(3,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through 2><d links and also are
connected to exactly d output switches in output stage 120
through 2><d links.

Each of the N/d output switches OSl-OS4 are connected
from exactly 2><d switches in middle stage 150 through 2><d
links.

In all the ten embodiments of FIG. 1A to FIG. 1] the

connection topology is different. That is the way the links
ML(1,1)-ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-ML(3,
16), and ML(4,l)-ML(4,16) are connected between the
respective stages is different. Even though only ten embodi—
ments are illustrated, in general, the network Vm13-"st d, s)
can comprise any arbitrary type of connection topology. For
example the connection topology of the network thnk(N, d,
s) may be back to back Benes networks, Delta Networks and
many more combinations. The applicant notes that the fun-
damental property of a valid connection topology of the
thnk(N, d, s) network is, when no connections are setup
from any input link all the output links should be reachable.
Based on this property numerous embodiments of the net-
work Vmhnk(N, d, s) can be built. The ten embodiments of
FIG. 1A to FIG. 1] are only three examples ofnetwork V
(N, d, s).

In all the ten embodiments of FIG. 1A to FIG. 1], each of
the links ML(1,1)-ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-
ML(3,16) and ML(4,1)-ML(4,16) are either available for use
by a new connection or not available if currently used by an
existing connection. The input switches ISl-IS4 are also
referred to as the network input ports. The input stage 110 is
often referred to as the first stage. The output switches 0S1-
084 are also referred to as the network output ports. The
output stage 120 is often referred to as the last stage. The

In link
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middle stage switches MS(1,1)-MS(1,4), MS(2,1)-MS(2,4),
and MS(3,1)-MS(3,4) are referred to as middle switches or
middle ports.

In the example illustrated in FIG. 1 A (or in FIG. IE to FIG.
1]), a fan-out offour is possible to satisfy a multicast connec-
tion request if input switch is IS2, but only two switches in
middle stage 130 will be used. Similarly, although a fan-out of
three is possible for a multicast c01mection request ifthe input
switch is IS1, again only a fan-out oftwo is used. The specific
middle switches that are chosen in middle stage 130 when
selecting a fan-out of two is irrelevant so long as at most two
middle switches are selected to ensure that the connection

request is satisfied. In essence, limiting the fan—out from input
switch to no more than two middle switches permits the
network 100A (or 100B to 100]), to be operated in rearrange-
ably nonblocking manner in accordance with the invention.

The connection request of the type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
casc of a unicast conncction rcqucst, a fan-out of onc is uscd,
i.e. a single middle stage switch in middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the number of middle
stage switches in a network (while maintaining the rearrange-
ably nonblocking nature of operation of the network for mul-
ticast connections). However any arbitrary fan-out may be
used within any of the middle stage switches and the output
stage switches to satisfy the connection request.
Generalized Symmetric RNB Embodiments:

Network 100K of FIG. 1K is an example of general sym-
metrical multi-link multi-stage network VmZW(N, d, s) with
(2xlogd N)—l stages. The general symmetrical multi-link
multi-stage network lemk(N, d, s) can be operated in rear-
rangeably nonblocking manner for multicast when s22
according to the current invention. Also the general sym-
metrical multi-link multi-stage networkV,"1,."k(N, d, s) can be
operated in strictly nonblocking manner for unicast if s22
according to the current invention. (And in the example of
FIG. 1K, s:2). The general symmetrical multi—link multi—
stage network thnk(N, d, s) with (leogd N)—1 stages has (1
inlet links for each of N/d input switches IS1—IS(N/d) (for
example the links ILl-IL(d) to the input switch IS1) and 2><d
outgoing links for each ofN/d input switches ISl—IS(N/d) (for
example the links ML(1,1)-ML(1,2d) to the input switch
ISl). There are d outlet links for each of N/d output switches
0S1-OS(N/d) (for example the links OLl-UL(d) to the out-
put switch OS1) and 2><d incoming links for each of N/d
output switches OSl-OS(N/d) (for example ML(2><Logd
N—2,1)-ML(2><Logd N—2,2><d) to thc output switch 0S1).

Each of the N/d input switches ISl-IS(N/d) are connected
to exactly d switches in middle stage 130 through 2xd links.

Each of the N/d middle switches MS(1,1)-MS(1,N/d) in
the middle stage 130 are connected from exactly d input
switches through 2><d links and also are c01mected to exactly
d switches in middle stage 140 through 2><d links.

Similarly each of the N/d middle switches

%)

in the middle stage 130+10*(Logd N—2) are connected from
exactly d switches in middle stage 130+10*(I.ogd N—3)

MS(Long — 1, 1) — MS(Long — 1,
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through 2><d links and also are connected to exactly d
switches in middle stage 130+10*(Logd N—l) through 2><d
links.

Similarly each of the N/d middle switches

N

MS(2><Long — 3, 1) — Ms(2 xLong — 3, Z)

in the middle stage 130+10*(2*Logd N—4) are connected
from exactly d switches in middle stage 130+10*(2*Logd
N—S) through 2><d links and also are connected to exactly d
output switches in output stage 120 through 2><d links.

Each of the N/d output switches OSl-US(N/d) are con-
nected from exactly (1 switches in middle stage 130+10*
(2*Logd N—4) through 2xd links.

As described before, again the connection topology of a
general Vm,,.nk(N, d, s) may be any one of the connection
topologies. For example the comiection topology of the net—
work V,,,Z,.,7,C(N, d, 5) may be back to back inverse Benes
networks, back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property of a valid con-
nection topology of the general thnk(N, d, s) network is,
when no connections are setup from any input link if any
output link should be reachable. Based on this property
numerous embodiments of the network thnk(N, d, s) can be
built. The embodiments of FIG. 1A to FIG. U are ten

examples of network lemk(N, d, s).

The general symmetrical multi-link multi-stage network
thnk(N, d, s) can be operated in rearrangeably nonblocking
manncr for multicast whcn s22 according to thc currcnt
invention. Also the general symmetrical multi-link multi-
stage network thnk(N, d, s) can be operated in strictly non-
blocking manner for unicast if S22 according to the current
invention.

Every switch in the multi-link multi-stage networks dis-
cusscd hcrcin has multicast capability. In a szmk(N, d, s)
network, ifa network inlet link is to be connected to more than

one outlet link on the same output switch, then it is only
necessary for the corresponding input switch to have one path
to that output switch. This follows because that path can be
multicast within the output switch to as many outlet links as
necessary. Multicast assignments can therefore be described
in terms of connections between input switches and output
switches. An existing comiection or a new connection from an
input switch to r' output switches is said to have fan-out r'. If
all multicast assignments ofa first type, wherein any inlet link
of an input switch is to be connected in an output switch to at
most one outlet link are realizable, then multicast assign-
ments ofa second type, wherein any inlet link of each input
switch is to be c01mected to more than one outlet link in the

same output switch, can also be realized. For this reason, the
following discussion is limited to general multicast connec-
tions of the first typc

N

[with fan— out r’, l s r/ s E

although the same discussion is applicable to the second type.
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To characterize a multicast assignment, for each inlet link

ie{1,2, M2 all—1

let 150, where

0c{i.2, 5;}

denote the subset of output switches to which inlet link i is to
be connected in the multicast assignment. For example, the
network of FIG. 1C shows an exemplary five-stage network,
namely th-nk(8,2,2), with the following multicast assign—

ment I 1:{2,4} and all other 1131) forj:[2-8]. It shouldbe noted
that the connection I 1 fans out in the first stage switch ISl into
middle switches MS(1,1) and MS(1,2) in middle stage 130,
and fans out in middle switches MS(1,1) and MS(1,2) only
once into middle switches MS(2,1) and MS(2,3) respectively
in middle stage 140.

The connection 11 also fans out in middle switches MS(2,1)
and MS(2,3) only once into middle switches MS(3,2) and
MS(3,4) respectively in middle stage 150. The connection I1
also fans out in middle switches MS(3,2) and MS(3,4) only
once into output switches OS2 and OS4 in output stage 120.
Finally the connection I 1 fans out once in the output stage
switch 082 into outlet link 0L3 and in the output stage switch
OS4 twice into the outlet links OI ,7 and OI ,8. In accordance

with the invention, each connection can fan out in the input
stage switch into at most two middle stage switches in middle
stage 130.

Asymmetric RNB (N2>Nl) Embodiments:

Referring to FIG. 1A1, in one embodiment, an exemplary
asymmetrical multi-link multi-stage network 100A1 with
five stages of twenty switches for satisfying communication
requests, such as setting up a telephone call or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown whcrc input stage 110 consists of four,
two by four switches ISl-IS4 and output stage 120 consists of
four, eight by six switches OSl-OS4. And all the middle
stages namely middle stage 130 consists of four, four by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, four by four switches MS(2,1)—MS(2,4), and middle
stage 150 consists of four, four by eight switches MS(3,1)-
MS(3,4).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the

input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size eight by six, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches ISl -IS4 and output switches OSl -OS4 are crossbar
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switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

N1
7 a

where Nl is the total number ofinlet links or and N2 is the total
number of outlet links and N2>N1 and N2:p*N, where p>l.
The number of middle switches in each middle stage is
denoted by

The size of each input switch lSl-IS4 can be denoted in
general with the notation d*2d and each output switch 081-
OS4 can be denoted in general with the notation (d+d2)*d2,
where

d
d=Na><—= xd.

2 . N1 P

The size of each switch in any ofthe middle stages excepting
the last middle stage can be denoted as 2d*2d. The size of
each switch in the last middle stage can be denoted as 2d*(d+
d2). A switch as used herein can be either a crossbar switch, or
a network ofswitches each ofwhich in turn may be a crossbar
switch or a network of switches. An asymmetric multi-link
multi-stage network can be represented with the notation
thnk(N1, N2, d, s), where N1 represents the total number of
inlet links of all input switches (for example the links ILl-
IL8), N2 represents the total number of outlet links of all
output switches (for example the links OLl-OL24), d repre-
sents the inlet links of each input switch where N2>N1, and s
is the ratio of number of outgoing links from each input
switch to the inlet links of each input switch.

Each of the

input switches ISl-IS4 are connected to exactly d switches in
middle stage 130 through 2><d links (for example input switch
IS] is connected to middle switch MS(1,1) through the links
ML(1,1), ML(1,2), and also to middle switch MS(1,2)
through the links ML(1,3) and ML(1,4)).

Each of the

middle switches MS(1,1)-MS(1,4) in the middle stage 130
are c01mected from exactly d input switches through 2><d
links (for example the links ML(1,1) and ML(1,2) are con-
nected to the middle switch MS(1,1) from input switch 181,
and the links ML(1,7) and ML(1,8) are connected to the
middle switch MS(1,1) from input switch I82) and also are
connected to exactly (1 switches in middle stage 140 through
2><d links (for example the links ML(2,1) and ML(2,2) are
connected from middle switch MS(l,l) to middle switch
MS(2,1), and the links ML(2,3) and ML(2,4) are comiected
from middle switch MS(l ,l) to middle switch MS(2,3)).
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Similarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 2Xd links (for example the links MI.(2,1) and MI.(2,
2) are connected to the middle switch MS(2,1) from middle
switch MS(1,1), and the links ML(2,11) and ML(2,12) are
connected to the middle switch MS(2,1) from middle switch
MS(1,3)) and also are connected to exactly d switches in
middle stage 150 through 2><d links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1), and the links ML(3,3) and
ML(3,4) are connected from middle switch MS(2,1) to
middle switch MS(3,3)).

Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 2><d links (for example the links ML(3,1) and ML(3,
2) are connected to the middle switch MS(3,1) from middle
switch MS(2,1), and the links ML(3,11) and ML(3,12) are
connected to the middle switch MS(3,1) from middle switch
MS(2,3)) and also are connected to exactly

d-l-dz
2
 

output switches in output stage 120 through d+d2 links (for
example the links ML(4,1) and ML(4,2) are connected to
output switch 081 from Middle switch MS(3,1); the links
ML(4,3) and ML(4,4) are connected to output switch 082
from middle switch MS(3,1); the links ML(4,5) and ML(4,6)
are connected to output switch 083 from Middle switch
MS(3,1); and the links ML(4,7) and ML(4,8) are connected to
output switch 084 from middle switch MS(3,1)).

Each of the

output switches OSl-OS4 are connected from exactly

d+d2’7
 

switches in middle stage 150 through d+d2 links (for example
output switch 081 is connected from middle switch MS(3,1)
through the links ML(4,1) and ML(4,2); output switch OSI is
also connected from middle switch MS(3,2) through the links
ML(4,9) and ML(4,10); output switch 081 is connected from
middle switch MS(3 ,3) through the links ML(4,17) and
MI.(4,18); and output switch 0S1 is also connected from
middle switch MS(3 ,4) through the links ML(4,25) and
MI (426)).
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Finally the connection topology of the network 100A1
shown in FIG. 1A1 is known to be back to back inverse Benes

connection topology.
Referring to FIG. 1B1, in one embodiment, an exemplary

asymmetrical multi—link multi—stage network 100B1 with five
stages of twenty switches for satisfying communication
requests, such as setting up a telephone call or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown where input stage 110 consists of four,
two by four switches ISl-IS4 and output stage 120 consists of
four, eight by six switches OSl-OS4. And all the middle
stages namely middle stage 130 consists of four, four by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, four by four switches MS(2,1)-MS(2,4), and middle
stage 150 consists of four, four by eight switches MS(3,1)-
MS(3,4).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size eight by six, andthere
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches ISl-IS4 and output switches OSl-OS4 are crossbar
switches. The number of switches ofinput stage 110 and of
output stage 120 can be denoted in general with the variable

where Nl is the total number ofinlet links or and N2 is the total
number of outlet links and N2>N1 and N2:p*N, where p>l.
The number of middle switches in each middle stage is
denoted by

The size of each input switch ISl-IS4 can be denoted in
general with the notation d*2d and each output switch 0S1-
OS4 can be denoted in general with the notation (d+d2)*d2,
where

d
dzNax—z xd.

2 t N1 P

The size of each switch in any ofthe middle stages excepting
the last middle stage can be denoted as 2d*2d. The size of
each switch in the last middle stage can be denoted as 2d*(d+
d2). A switch as used herein can be either a crossbar switch, or
a network ofswitches each ofwhich in turn may be a crossbar
switch or a network of switches. An asymmetric multi-link
multi-stage network can be represented with the notation
th-nk(N1, N2, (1, s), where Nl represents the total number of
inlet links of all input switches (for example the links IIJ-
IL8), N2 represents the total number of outlet links of all
output switches (for example the links OIJ -OI,24), d repre-
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sents the inlet links of each input switch where N2>Nl, and s
is the ratio of number of outgoing links from each input
switch to the inlet links of each input switch.

Each of the

input switches ISl-IS4 are connected to exactly 2><d switches
in middle stage 130 through 2><d links (for example input
switch ISl is connected to middle switch MS(1,1) through the
links ML(1,1), ML(1,2), and also to middle switch MS(1,2)
through the links ML(1,3) and ML(1,4)).

Each of the

middle switches MS(1,1)-MS(1,4) in the middle stage 130
are connected from exactly d input switches through 2><d
links (for example the links ML(1,1) and ML(1,2) are con—
nected to the middle switch MS(1,1) from input switch I81,
and the links ML(1,9) and ML(1,10) are connected to the
middle switch MS(1,1) from input switch I83) and also are
connected to exactly d switches in middle stage 140 through
2><d links (for example the links ML(2,1) and ML(2,2) are
connected from middle switch MS(1,1) to middle switch
MS(2,1), and the links ML(2,3) and ML(2,4) are connected
from middle switch MS(1,1) to middle switch MS(2,2)).

Similarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 2><d links (for example the links ML(2,1) and ML(2,
2) are comiected to the middle switch MS(2,1) from middle
switch MS(1,1), and the links ML(2,9) and ML(2,10) are
connected to the middle switch MS(2,1) from middle switch
MS(1,3)) and also are connected to exactly d switches in
middle stage 150 through 2><d links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1), and the links MI,(3,3) and
ML(3,4) are connected from middle switch MS(2,1) to
middle switch MS(3,2)).

Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 2><d links (for example the links ML(3,1) and ML(3,
2) are connected to the middle switch MS(3,1) from middle
switch MS(2,1), and the links MI,(3,9) and MI,(3,10) are
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connected to the middle switch MS(3,1) from middle switch
MS(2,3)) and also are cmmected to exactly

d+d2
2
 

output switches in output stage 120 through d+d2 links (for
example the links ML(4,1) and ML(4,2) are connected to
output switch 081 from middle switch MS(3,1); the links
ML(4,3) and ML(4,4) are connected to output switch OS2
from middle switch MS(3,1); the links ML(4,5) and ML(4,6)
are connected to output switch 083 from Middle switch
MS(3,1); and the links ML(4,7) and ML(4,8) are connected to
output switch 0S4 from middle switch MS(3,1)).

Each of the

output switches OSl-OS4 are connected from exactly

d+d2
2
 

switches in middle stage 150 through d+d2 links (for example
output switch OSl is connected from middle switch MS(3,1)
through the links ML(4,1) and ML(4,2); output switch 081 is
also connected from middle switch MS(3 ,2) through the links
ML(4,9) and ML(4,10); output switch 081 is connected from
middle switch MS(3,3) through the links ML(4,17) and
ML(4,18); and output switch 081 is also connected from
middle switch MS(3,4) through the links ML(4,25) and
ML(4,26)).

Finally the connection topology of the network 100B1
shown in FIG. 1B1 is known to be back to back Omega
connection topology.

Referring to FIG. 1C1, in one embodiment, an exemplary
asymmetrical multi-link multi-stage network 100C1 with five
stages of twenty switches for satisfying communication
requests, such as setting up a telephone call or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 Via middle stages 130,
140, and 150 is shown where input stage 110 consists of four,
two by four switches ISl—IS4 and output stage 120 consists of
four, eight by six switches OSl-OS4. And all the middle
stages namely middle stage 130 consists of four, four by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, four by four switches MS(2,1)—MS(2,4), and middle
stage 150 consists of four, four by eight switches MS(3,1)-
MS(3,4).

Such a network can be operated in strictly non-blocking
manner for unicast connections, bccausc the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size eight by six, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches ISl -IS4 and output switches 0S1 -OS4 are crossbar



Page 142 of 207

US 8,363,649 B2

31

switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

N1
d .

where N1 is the total number ofinlet links or and N2 is the total
number of outlet links and N2>N1 and N2:p*N, where p>l.
The number of middle switches in each middle stage is
denoted by

The size of each input switch lSl-lS4 can be denoted in
general with the notation d*2d and each output switch 081-
084 can be denoted in general with the notation (d+d2)*d2,
where

d

(12 =1\/2><N—l =de.

The size ofeach switch in any of the middle stages excepting
the last middle stage can be denoted as 2d’1‘2d. The size of
each switch in the last middle stage can be denoted as 2d* (d+
d2).A switch as used herein can be either a crossbar switch, or
a network of switches each ofwhich in turn may be a crossbar
switch or a network of switches. An asymmetric multi-link
multi-stage network can be represented with the notation
V,"1,."A,(N1, N2, d, s), where N, represents the total number of
inlet links of all input switches (for example the links 1L1-
IL8), N represents the total number ofoutlet links ofall output
switches (for example the links OLl—OL24), drepresents the
inlet links ofeach input switch where N2>N1, and s is the ratio
of number of outgoing links from each input switch to the
inlet links of each input switch.

Each of the

input switches ISl-IS4 are connected to exactly 2><d switches
in middle stage 130 through 2><d links (for example input
switch 181 is connected to middle switch MS(1,1) through the
links ML(1,1), ML(1,2), and also to middle switch MS(1,2)
through the links ML(1,3) and ML(1,4)).

Each of the

middle switches MS(1,1)-MS(1,4) in the middle stage 130
are connected from exactly d input switches through 2><d
links (for example the links ML(1,1) and ML(1,2) are con-
nected to the middle switch MS(1,1) from input switch 181,
and the links ML(1,15) and ML(1,16) are connected to the
middle switch MS(1,1) from input switch 184) and also are
connected to exactly d switches in middle stage 140 through
2><d links (for example the links ML(2,1) and ML(2,2) are
connected from middle switch MS(l,l) to middle switch

Page 142 of 207

20

25

30

40

60

32

MS(2,1), and the links ML(2,3) and ML(2,4) are connected
from middle switch MS(1,1) to middle switch MS(2,2)).

Similarly each of the

middle switches MS(2,1 )-MS(2,4) in the middle stage 140
are connected from exactly (1 switches in middle stage 130
through 2><d links (for example the links ML(2,1) and ML(2,
2) are comiected to the middle switch MS(2,1) from middle
switch MS(1,1), and the links ML(2,15) and ML(2,16) are
connected to the middle switch MS(2,1) from middle switch
MS(1,4)) and also are connected to exactly d switches in
middle stage 150 through 2><d links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1), and the links ML(3,3) and
ML(3,4) are connected from middle switch MS(2,1) to
middle switch MS(3,2)).

Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 2><d links (for example the links ML(3.1) and ML(3.
2) are comiected to the middle switch MS(3,1) from middle
switch MS(2,l), and the links Ml,(3,15) and Ml,(3,l 6) are
connected to the middle switch MS(3,1) from middle switch
MS(2,4)) and also are c01mected to exactly

d+d2
2
 

output switches in output stage 120 through d+d2 links (for
example the links ML(4,1) and ML(4,2) are connected to
output switch 081 from middle switch MS(3,1); the links
ML(4,3) and ML(4,4) are connected to output switch 082
from middle switch MS(3,1); the links ML(4,5) and ML(4,6)
are connected to output switch 083 from Middle switch
MS(3,1); and the links ML(4,7) and ML(4,8) are connected to
output switch 084 from middle switch MS(3,1)).

Each of the

output switches OSl-OS4 are connected from exactly

d+d2
2
 

switches in middle stage 150 through d+d2 links (for example
output switch 081 is connected from middle switch MS(3,1)
through the links ML(4,1) and ML(4,2); output switch 081 is
also connected from middle switch MS(3,2) through the links
ML(4,9) and ML(4,10); output switch 081 is connected from
middle switch MS(3,3) through the links Ml (4,1 7) and
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ML(4,18); and output switch 081 is also connected from
middle switch MS(3,4) through the links ML(4,25) and
ML(4,26)).

Finally the connection topology of the network 100C]
shown in FIG. 1C1 is hereinafter called nearest neighbor
connection topology.

Similar to network 100A1 of FIG. IAI, 100B1 of FIG.
1B1, and 100C1 of FIG. 1C1, referring to FIG. 1D1, FIG.
1E1, FIG. 1F1, FIG. 1G1, FIG. 1H1, FIG. 111 and FIG. 1.11
with exemplary asymmetrical multi-link multi-stage net-
works 100D1, 100E1, 100F1, 100G1, 100H1, 10011, and
100.11 respectively with five stages of twenty switches for
satisfying communication requests, such as setting up a tele-
phone call or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, two by four switches 181-184
and output stage 120 consists of four, four by two switches
OS1-OS4.And all the middle stages namely middle stage 130
consists of four, four by four switches MS(1,1)-MS(1,4),
middle stage 140 consists of four, four by four switches
VIS(2,1)-MS(2,4), andmiddle stage 150 consists offour, four
3y four switches MS(3,1)-MS(3,4).

Such networks can also be operated in strictly non-block-
ing manner for unicast connections, because the switches in
he input stage 110 are of size two by four, the switches in
output stage 120 are of size four by two, and there are four
switches in each of middle stage 130, middle stage 140 and
middle stage 150. Such a network can be operated in rear-
‘angeably non-blocking manner for multicast connections,
3ecause the switches in the input stage 110 are of size two by
four, the switches in output stage 120 are of size four by two,
and there are four switches in each of middle stage 130,
niddle stage 140 and middle stage 150.

The networks 100D1, 100E1, 100F1, 100G1, 100H1,
10011 and 100.11 ofFIG. IDI, FIG. IE1, FIG. IFI, FIG. IGI,
71G. 1H1, FIG. 111, and FIG. 1.11 are also embodiments of
asymmetric multi-link multi-stage network can be repre-
sented with the notation szmk(Nl, N2, d, s), where N, repre—
sents the total number of inlet links of all input switches (for
example the links ILl—ILS), N2 represents the total number of
outlet links of all output switches (for example the links
OL1—OL24), d represents the inlet links of each input switch
where N2>N1, and s is the ratio of number of outgoing links
from each input switch to the inlet links of each input switch.

Just like networks of 100A1, 100B1 and 100C1, for all the
networks 100D1, 100E], 100F1, 100G1, 100H1, 10011 and
100.11 ofFIG. 1D1, FIG. 1F1, FIG. 1F1, FIG. 1G1, FIG. 1H1,
FIG. 111, and FIG. 1.11, each of the

 

N1
d

input switches ISI-IS4 are connected to exactly (I switches in
middle stage 130 through 2xd links.

Each of the

middle switches MS(1,1)-MS(1,4) in the middle stage 130
are connected from exactly d input switches through 2Xd
links and also are connected to exactly (1 switches in middle
stage 140 through 2xd links.
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Similarly each of the

middle switches MS(2,1)-MS(2.4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 2><d links and also are connected to exactly d
switches in middle stage 150 through 2xd links.

Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 2><d links and also are connected to exactly

d+d2
2
 

output switches in output stage 120 through d+d2 links.
Each of the

output switches OSl-OS4 are connected from exactly

d+d2
2
 

switches in middle stage 150 through d+d2 links.
In all the ten embodiments of FIG. 1A1 to FIG. 1.11 the

connection topology is different. That is the way the links
ML(1,1)-ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-ML(3,
16), and ML(4,1)-ML(4,16) are connected between the
respective stages is different. Even though only ten embodi—
ments are illustrated, in general, the networklemk(N1, N2, d,
s) can comprise any arbitrary type of connection topology.
For example the connection topology of the network lemk
(N1, N2, d, 5) may be back to back Benes networks, Delta
Networks and many more combinations. The applicant notes
that the fundamental property of a valid connection topology
oftheVm11';sz 1, N2, d, s) network is, when no connections are
setup from any input link all the output links should be reach-
able. Based on this property numerous embodiments of the
network lemk(N1, N2, d, s) can be built. The ten embodi-
ments of FIG. 1A1 to FIG. 1.11 are only three examples of
network szink(Nis N2, d, s).

In all the ten embodiments ofFIG. 1A1 to FIG. 1.11, each of
the links ML(1,1)-ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-
ML(3,16) and ML(4,1)-ML(4,16) are either available for use
by a new connection or not available if currently used by an
existing connection. The input switches ISl-IS4 are also
referred to as the network input ports. The input stage 110 is
often referred to as the first stage. The output switches 0S1-
084 are also referred to as the network output ports. The
output stage 120 is often referred to as the last stage. The



Page 144 of 207

US 8,363,649 B2

35

middle stage switches MS(1,1)-MS(1,4), MS(2,1)-MS(2,4),
and MS(3,1)-MS(3,4) are referred to as middle switches or
middle ports.

In the example illustrated in FIG. 1A1 (or in FIG. 1B1 to
FIG. III), a fan-out of four is possible to satisfy a multicast
connection request if input switch is ISZ, but only two
switches in middle stage 13 0 will be used. Similarly, although
a fan-out of three is possible for a multicast connection
request if the input switch is ISl, again only a fan-out of two
is used. The specific middle switches that are chosen in
middle stage 130 when selecting a fan-out oftwo is irrelevant
so long as at most two middle switches are selected to ensure
that the connection request is satisfied. In essence, limiting
the fan-out from input switch to no more than two middle
switches permits the network 100A1 (or 100B1 to 100]1), to
be operated in rearrangeably nonblocking manner in accor-
dance with the invention.

The connection request of the type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case ofa unicast connection request, a fan-out of one is used,
i.e. a single middle stage switch in middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the number of middle
stage switches in a network (while maintaining the rearrange-
ably nonblocking nature of operation of the network for mul-
ticast connections). However any arbitrary fan-out may be
used within any of the middle stage switches and the output
stage switches to satisfy the connection request.
Generalized Asymmetric RNB (N2>N1) Embodiments:

Network 100Kl of FIG. 1K1 is an example of general
asymmetrical multi—link multi—stage network Vmh."k(N1, N2,
d, s) with (2xlogd N1)—l stages where N2>Nl and N2:p*N,
where p>l. In network 100K1 of FIG. 1K1, N1:N and
N2:p*N. The general asymmetrical multi-link multi-stage
network thnk(Nl, N2, d, s) can be operated in rearrangeably
nonblocking manner for multicast when s22 according to the
current invention. Also the general asymmetrical multi—link
multi-stage network szmk(N1, N2, d, s) can be operated in
strictly nonblocking manner for unicast if 822 according to
the current invention. (And in the example ofFIG. 1K1, F2).
The general asymmetrical multi-link multi-stage network
lemk(N 1, N2, d, s) with (2xlogd N l)—l stages has d inlet links
for each of

input switches ISl-IS(N1/d) (for example the links IL1-IL(d)
to the input switch I81) and 2><d outgoing links for each of

N1
d

input switches ISl-IS(N1/d) (for example the links ML(1,1)-
ML(1,2d) to the input switch 181). There are d2

d

(where d2 =N2>< — = pxd]N1
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outlet links for each of

output switches OSl-OS(N1/d) (for example the links 0L1-
OL(p*d) to the output switch 081) and d+d2 (:d+p><d)
incoming links for each of

output switches OSl-OS(N1/d) (for example ML(ZxLogd
N1 —2, l )-ML(2><Logd N1—2, d+d2) to the output switch 0S1).

Each of the

input switches ISl-IS(N1/d) are connected to exactly 2><d
switches in middle stage 130 through 2><d links.

Each of the

middle switches MS(1,1)—MS(1,N1/d) in the middle stage
130 are connected from exactly d input switches through 2><d
links and also are connected to exactly d switches in middle
stage 140 through 2><d links.

Similarly each of the

middle switches

N1

[LIS(Long1 — 1, 1) — MS(Long1 — 1, 7)

in the middle stage 130+10*(Logd N 1—2) are connected from
cxactly d switches in middle stagc 130+10*(Logd N1—3)
through 2><d links and also are connected to exactly d
switches in middle stagc 130+10*(Logd Nl—l) through 2><d
links.

Similarly each of the

middle switches

_3 &)MS(2XL0ng1—3, 1)— MS(2XLogaN1 d
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in the middle stage 130+10*(2*Logd Nl—4) are connected
from exactly d switches in middle stage 130+10*(2*Logd
Nl—S) through 2xd links and also are connected to exactly

d+d2
2
 

output switches in output stage 120 through d+d2 links.
Each of the

output switches OS1-OS(N1/d) are connected from exactly

d+d2
2
 

switches in middle stage 130+10*(2*Logd N1—4) through
d+d2 links

As described before, again the connection topology of a
general th.nk(N1, N2, d, s) may be any one of the connection
topologies. For example the connection topology of the net-
work lemk(N1, N2, d, s) may be back to back inverse Benes
networks, back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property of a valid con-
nection topology of the general szmk(N1, N2, d, s) network
is, when no c01mections are setup from any input link if any
output link should be reachable. Based on this property
numerous embodiments of the network lemk(N1, N2, d, s)
can be built. The embodiments of FIG. 1A1 to FIG. 1J1 are

ten examples of network thnk(N1, N2, d, s) for F2 and
NZ>N1.

The general symmetrical multi-link multi-stage network
leink(N1, N2, d, s) can be operated in rearrangeably non-
blocking manner for multicast when s:2 according to the
current invention. Also the general symmetrical multi-link
multi-stage network Vm,,nk(N], N2, d, s) can be operated in
strictly nonblocking manner for unicast if s:2 according to
the current invention.

For example, the network ofFIG. 1C1 shows an exemplary
five-stage network, namely thnk(8,24,2,2), with the follow-

ing multicast assignment I1:{ 1 ,4} and all other 11:4) for j:[2—
8]. It should be noted that the connection I 1 fans out in the first
stage switch IS1 into middle switches MS(1,1) and MS(1,2)
in middle stage 130, and fans out in middle switches MS(1,1)
and MS(1,2) only once into middle switches MS(2,1) and
MS(2,3) respectively in middle stage 140.

The connection I 1 also fans out in middle switches MS(2,1)
and MS(2,3) only once into middle switches MS(3,1) and
MS(3,4) respectively in middle stage 150. The connection I 1
also fans out in middle switches MS(3,1) and MS(3,4) only
once into output switches OS1 and 0S4 in output stage 120.
Finally the connection I 1 fans out once in the output stage
switch 081 into outlet link 0L2 and in the output stage switch
084 twice into the outlet links OL20 and OL23. In accor-

dance with the invention, each connection can fan out in the
input stage switch into at most two middle stage switches in
middle stage 130.
Asymmetric RNB (N1>N2) Fmbodiments:

Referring to FIG. 1A2, in one embodiment, an exemplary
asymmetrical multi-link multi-stage network 100A2 with
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five stages of twenty switches for satisfying communication
requests, such as setting up a telephone call or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown where input stage 110 consists of four,
six by eight switches ISl-IS4 and output stage 120 consists of
four, four by two switches 081-084. And all the middle
stages namely middle stage 130 consists of four, eight by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, four by four switches MS(2,1)-MS(2,4), and middle
stage 150 consists of four, four by four switches MS(3,1)-MS
(3,4).

Such a network can be operated in strictly non—blocking
manner for unicast connections, because the switches in the

input stage 110 are of size six by eight, the switches in output
stage 120 are of size four by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size six by cight, the
switches in output stage 120 are of size four by two, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches ISl—IS4 and output switches OSl—OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

where Nl is the total number ofinlet links or and N2 is the total
number of outlet links and N1>N2 and N1 :p"‘N2 where p>1.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d1*(d+d1) and each output switch
OSl-OS4 can be denoted in general with the notation
(2xd*d), where

d

d1=Ni><A—,=P><d-
2

The size of each switch in any ofthe middle stages excepting
the first middle stage can be denoted as 2d*2d. The size of
each switch in the first middle stage can be denoted as (d+dl)
*Zd. A switch as used herein can be either a crossbar switch,
or a network of switches each of which in turn may be a
crossbar switch or a network of switches. An asymmetric
multi-link multi-stage network can be represented with the
notation th‘nk(N1> N2, d, s), where N, represents the total
number of inlet links of all input switches (for example the
links IL1-IL24), N2 represents the total number ofoutlet links
of all output switches (for example the links OL1-OL8), (1
represents the inlet links of each input switch where N1>N2,
and s is the ratio of number of incoming links to each output
switch to the outlet links of each output switch.
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Each of the

input switches ISl-IS4 are connected to exactly

d+d1
2
 

switches in middle stage 130 through d+dl links (for example
input switch ISl is connected to middle switch MS(1,1)
through the links ML(1,1), ML(1,2); input switch ISl is con-
nected to middle switch MS(1,2) through the links ML(1,3)
and ML(1,4); input switch 181 is connected to middle switch
MS(1,3) through the links ML(1,5), ML(1,6); and input
switch 181 is also connected to middle switch MS(1,4)
through the links ML(1,7) and ML(1,8)).

Each of the

middle switches MS(1,1)-MS(1,4) in the middle stage 130
are connected from exactly

d-l-dl 
k)

input switches through d+d1 links (for example the links
ML(1,1) and ML(1,2) are connected to the middle switch
MS(1,1) from input switch ISl; the links ML(1,9) and ML(1,
10) are connected to the middle switch MS(1,1) from input
switch IS2; the links ML(1,17) and ML(1,18) are connected
to the middle switch MS(1,1) from input switch 183; and the
links ML(1,25) and ML(1,26) are connected to the middle
switch MSG ,1 ) from input switch IS4) and also are connected
to exactly (1 switches in middle stage 140 through 2><d links
(for example the links ML(2,1) and ML(2,2) are connected
from middle switch MS(1,1) to middle switch MS(2,I), and
the links ML(2,3) and ML(2,4) arc conncctcd from middle
switch MS(1,1) to middle switch MS(2,3)).

Similarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 2><d links (for example the links ML(2,1) and ML(2,
2) are connected to the middle switch MS(2,1) from middle
switch MS(1,1), and the links ML(2,11) and ML(2,12) are
connected to the middle switch MS(2,1) from middle switch
MS(1,3)) and also are connected to exactly d switches in
middle stage 150 through 2><d links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1), and the links MI,(3,3) and
ML(3,4) are connected from middle switch MS(2,1) to
middle switch MS(3,3)).
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Similarly each of the

N2
d

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly (1 switches in middle stage 140
through 2><d links (for example the links ML(3,1) and ML(3,
2) are comiected to the middle switch MS(3,1) from middle
switch MS(2,1), and the links ML(3,11) and ML(3,12) are
connected to the middle switch MS(3,1) from middle switch
MS(2,3)) and also are connected to exactly d output switches
in output stage 120 through 2><d links (for example the links
ML(4,1) and ML(4,2) are connected to output switch 081
from middle switch MS(3,1); and the links ML(4,3) and
ML(4,4) are connected to output switch 082 from middle
switch MS(3,1)).

Each of the

3

output switches OSl-OS4 are connected from exactly (1
switches in middle stage 150 through 2><d links (for example
output switch 081 is connected from middle switch MS(3,1)
through the links ML(4,1) and ML(4,2); and output switch
081 is also connected from middle switch MS(3,2) through
the links MI,(4,7) and MI,(4,8)).

Finally the connection topology of the network 100A2
shown in FIG. 1A2 is known to be back to back inverse Benes

connection topology.
Referring to FIG. 1B2, in one embodiment, an exemplary

asymmetrical multi-link rnulti-stage network 100B2 with five
stages of twenty switches for satisfying communication
requests, such as setting up a telephone call or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown where input stage 110 consists of four,
six by eight switches 181-184 and output stage 120 consists of
four, four by two switches OSl-OS4. And all the middle
stages namely middle stage 130 consists of four, eight by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, four by four switches MS(2,1)-MS(2,4), and middle
stage 150 consists of four, four by four switches MS(3,1)-MS
(3,4).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are of size six by eight, the switches in output
stage 120 are of size four by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non—blocking manner for multicast connections, because the
switches in the input stage 110 are of size six by eight, the
switches in output stage 120 are of size four by two, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches ISl-IS4 and output switchcs OSl-OS4 arc crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

N2
d a
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where N1 is the total number ofinlet links or and N2 is the total
number of outlet links and N1>N2 and N1:p*N2 where p>l.
The number of middle switches in each middle stage is
denoted by

The size of each input switch lSl-lS4 can be denoted in
general with the notation d1*(d+d1) and each output switch
OSl-OS4 can be denoted in general with the notation
(2xd*d), where

d

dl=N1XN—=p><d.
a

The size ofeach switch in any of the middle stages excepting
the first middle stage can be denoted as 2d*2d. The size of
each switch in the first middle stage can be denoted as (d+
dl)*2d. A switch as used herein can be either a crossbar
switch, or a network of switches each ofwhich in tum may be
a crossbar switch or a network of switches. An asymmetric
multi-link multi-stage network can be represented with the
notation th-nk(N1, N2, d, s), where Nl represents the total
number of inlet links of all input switches (for example the
links lLl-IL24), N2 represents the total number ofoutlet links
of all output switches (for example the links OLl-OLS), d
represents the inlet links of each input switch where N1>N2,
and s is the ratio of number of incoming links to each output
switch to the outlet links of each output switch.

Each of the

input switches lSl-IS4 are comlected to exactly

d+d1
2
 

switches in middle stage 130 through d+d1 links (for example
input switch 181 is connected to middle switch MS(1,1)
through the links ML(1,1), ML(1,2); input switch 181 is con-
nected to middle switch MS(1,2) through the links ML(1,3)
and ML(1,4); input switch 181 is connected to middle switch
MS(1,3) through the links ML(1,5), ML(1,6); and input
switch 181 is also connected to middle switch MS(1,4)
through the links ML(1,7) and ML(1,8)).

Each of the

middle switches MS(l,l)-MS(1,4) in the middle stage 130
are connected from exactly

d+d1 
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input switches through d+d1 links (for example the links
ML(1,1) and ML(1,2) are connected to the middle switch
MS(1,1) from input switch 181; the links ML(1,9) and ML(1,
10) are connected to the middle switch MS(1,1) from input
switch 182; the links ML(1,17) and ML(1,18) are connected
to the middle switch MS(1,1) from input switch 183; and the
links ML(1,25) and ML(1,26) are connected to the middle
switchMS(1,1) from input switch 184) and also are connected
to exactly d switches in middle stage 140 through 2><d links
(for example the links ML(2,1) and ML(2,2) are connected
from middle switch MS(1,1) to middle switch MS(2,1), and
the links Ml,(2,3) and Ml.(2,4) are connected from middle
switch MS(1,1) to middle switch MS(2,2)).

Similarly each ofthe

)2

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 2xd links (for example the links ML(2,1) and ML(2,
2) are comiected to the middle switch MS(2,1) from middle
switch MS(1,1), and the links ML(2,9) and ML(2,10) are
connected to the middle switch MS(2,1) from middle switch
MS(1,3)) and also are connected to exactly d switches in
middle stage 150 through 2><d links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1), and the links ML(3,3) and
ML(3,4) are connected from middle switch MS(2,1) to
middle switch MS(3,2)).

Similarly each of the

)2

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly (1 switches in middle stage 140
through 2><d links (for example the links ML(3,1) and ML(3,
2) are comiected to the middle switch MS(3,1) from middle
switch MS(2,1), and the links ML(3,9) and ML(3,10) are
connected to the middle switch MS(3,1) from middle switch
MS(2,3)) and also are connected to exactly d output switches
in output stage 120 through 2><d links (for example the links
ML(4,1) and ML(4,2) are connected to output switch 081
from middle switch MS(3.1); and the links ML(4,3) and
ML(4,4) are connected to output switch 082 from middle
switch MS(3,1)).

Each of thc

)2

output switches 081-084 are connected from exactly d
switches in middle stage 150 through 2><d links (for example
output switch 081 is connected from middle switch MS(3,1)
through the links ML(4,1) and ML(4,2); and output switch
081 is also connected from middle switch MS(3,3) through
the links ML(4,9) and ML(4,10)).

Finally the connection topology of the network 100B2
shown in FIG. 1B2 is known to be back to back Omega
connection topology.

Referring to FIG. 1C2, in one embodiment, an exemplary
asymmetrical multi-link multi-stage network 100C2 with five
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stages of twenty switches for satisfying communication
requests, such as setting up a telephone call or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 Via middle stages 130,
140, and 150 is shown where input stage 110 consists of four,
six by eight switches ISl-IS4 and output stage 120 consists of
four, four by two switches OSl-OS4. And all the middle
stages namely middle stage 130 consists of four, eight by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, four by four switches MS(2,1)-MS(2,4), and middle
stage 150 consists of four, four by four switches MS(3,1)-MS
(3,4).

Such a network can be operated in strictly non—blocking
manner for unicast cmmections, because the switches in the

input stage 110 are of size six by eight, the switches in output
stage 120 are of size four by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for inulticast connections, because the
switches in the input stage 110 are of size six by eight, the
switches in output stage 120 are of size four by two, and there
are [our switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches 181—184 and output switches OSl—OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

where N1 is the total number ofinlet links or and N2 is the total
number of outlet links and N1>NZ and N1 :p"‘N2 where p>1.
The number of middle switches in each middle stage is
denoted by

The size of each input switch ISl-lS4 can be denoted in
general with the notation d1*(d+d1) and each output switch
OSl-OS4 can be denoted in general with the notation
(2xd*d), where

d

dllexN—szd.
a

The size ofeach switch in any of the middle stages excepting
the first middle stage can be denoted as 2d*2d. The size of
each switch in the first middle stage can be denoted as (d+
d1)*2d. A switch as used herein can be either a crossbar
switch, or a network of switches each ofwhich in tum may be
a crossbar switch or a network of switches. An asymmetric
multi-link multi-stage network can be represented with the
notation lel."k(Nl, N2, d, s), where Nl represents the total
number of inlet links of all input switches (for example the
links lLl-IL24), N2 represents the total number ofoutlet links
of all output switches (for example the links OLl-OL8), d
represents the inlet links of each input switch where N1>N2,
and s is the ratio of number of incoming links to each output
switch to the outlet links of each output switch.
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Each of the

3

input switches ISl-lS4 are connected to exactly

d+d1
2
 

switches in middle stage 130 through d+dl links (for example
input switch lSl is connected to middle switch MS(1,1)
through the links ML(1,1), ML(1,2); input switchlSl is con-
nected to middle switch MS(1,2) through the links ML(1,3)
and ML(1,4); input switch 181 is connected to middle switch
MS(1,3) through the links ML(1,5), ML(1,6); and input
switch 1S1 is also connected to middle switch MS(1,4)
through the links ML(LD and ML(1,8)).

Each of the

)2

middle switches MS(l,l)-MS(1,4) in the middle stage 130
are connected from exactly

d+d1 

input switches through d+d1 links (for example the links
ML(1,1) and ML(1,2) are connected to the middle switch
MS(1,1) from input switch ISI; the links ML(1,9) and ML(l,
10) are connected to the middle switch MS(1,1) from input
switch ISZ; the links ML(1,17) and ML(1,18) are connected
to the middle switch MS(1,1) from input switch IS3; and the
links ML(1,25) and ML(1,26) are connected to the middle
switch MS(1,1) from input switch lS4) andalso are connected
to exactly d switches in middle stage 140 through 2><d links
(for example the links ML(2,1) and ML(2,2) are connected
from middle switch MS(1,1) to middle switch MS(2,1), and
the links ML(2,3) and ML(2,4) are connected from middle
switch MS(1,1) to middle switch MS(2,2)).

Similarly each of the

N2
(1

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 2><d links (for example the links ML(2,1) and ML(2,
2) are comiected to the middle switch MS(2,1) from middle
switch MS(1,1), and the links ML(2,15 and ML(2,16) are
connected to the middle switch MS(2,1) from middle switch
MS(1,4)) and also are connected to exactly d switches in
middle stage 150 through 2><d links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,l)to middle switch MS(3,1), andthe links Ml (3,3) and
ML(3,4) are connected from middle switch MS(2,1) to
middle switch MS(3,2)).
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Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 2Xd links (for example the links M1.(3,1) and MI.(3,
2) are connected to the middle switch MS(3,1) from middle
switch MS(2,1), and the links ML(3,15) and ML(3,16) are
connected to the middle switch MS(3,1) from middle switch
MS(2,4)) and also are connected to exactly d output switches
in output stage 120 through 2><d links (for example the links
ML(4,1) and ML(4,2) are connected to output switch 0S1
from middle switch MS(3,1); and the links ML(4,3) and
ML(4,4) are connected to output switch 0S2 from middle
switch MS(3,1)).

Each of the

output switches OS1-OS4 are connected from exactly d
switches in middle stage 150 through 2><d links (for example
output switch 081 is connected from middle switch MS(3,1)
through the links ML(4,1) and ML(4,2); and output switch
0S1 is also connected from middle switch MS(3,4) through
the links ML(4,15) and ML(4,16)).

Finally the connection topology of the network 100C2
shown in FIG. 1C2 is hereinafter called nearest neighbor
connection topology.

Similar to network 100A2 of FIG. 1A2, 100B2 of FIG.
1B2, and 100C2 of FIG. 1C2, referring to FIG. 1D2, FIG.
1E2, FIG. 1F2, FIG. 1G2, FIG. 1H2, FIG. 112 and FIG. 1J2
with exemplary asymmetrical multi-link multi-stage net-
works 100D2, 100E2, 100F2, 100G2, 100H2, 10012, and
100.12 respectively with five stages of twenty switches for
satisfying communication requests, such as setting up a tele-
phone call or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 Via middle stages 130, 140, and 150 is shownwhere
input stage 110 consists of four, six by eight switches 1Sl-IS4
and output stage 120 consists of four, four by two switches
OSl-OS4.And all the middle stages namely middle stage 130
consists of four, eight by four switches MS(1,1)—MS(1,4),
middle stage 140 consists of four, four by four switches
MS(2,1)—MS(2,4), and middle stage 150 consists of four, four
by four switches MS(3,1)-MS(3,4).

Such networks can also be operated in strictly non—block—
ing manner for unicast connections, because the switches in
the input stage 110 are of size two by four, the switches in
output stage 120 are of size four by two, and there are four
switches in each of middle stage 130, middle stage 140 and
middle stage 150. Such a network can be operated in rear-
rangeably non-blocking manner for multicast connections,
because the switches in the input stage 110 are of size six by
eight, the switches in output stage 120 are of size four by two,
and there are four switches in each of middle stage 130,
middle stage 140 and middle stage 150.

The networks 100D2, 100E2, 100F2, 100G2, 100H2,
10012 and 100.12 ofFIG. 1D2, FIG. 1E2, FIG. 1F2, FIG. 1G2,
FIG. 1H2, FIG. 112, and FIG. 1.12 are also embodiments of
asymmetric multi-link multi-stage network can be repre-
sented with the notation thnkm1, N2, d, s), where N1 rep-
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resents the total number of inlet links ofall input switches (for
example the links 1L1-IL8), N2 represents the total number of
outlet links of all output switches (for example the links
OL1-OL24), (1 represents the inlet links of each input switch
where N1>N2, and s is the ratio of number of outgoing links
from each input switch to the inlet links ofeach input switch.

Just like networks 0f100A2, 100B2 and 100C2, for all the
networks 100D2, 100E2, 100F2, 100G2, 100H2, 10012 and
100.12 ofFIG. 1D2, FIG. 1E2, FIG. 1F2, FIG. 1G2, FIG. 1H2,
FIG. 112, and FIG. 1.12, each of the

)2

input switches IS1-IS4 are connected to exactly

d+d2
2
 

switches in middle stage 130 through d+d2 links.
Each of the

)2

middle switches MS(1,1)-MS(1,4) in the middle stage 130
are connected from exactly

d+d2 
k)

input switches through d+d2 links and also are connected to
exactly d switches in middle stage 140 through 2><d links.

Similarly each of the

3

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly (1 switches in middle stage 130
through 2><d links and also are connected to exactly d
switches in middle stage 150 through 2><d links.

Similarly each of the

)2

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly (1 switches in middle stage 140
through 2><d links and also are connected to exactly d output
switches in output stage 120 through 2><d links.

Each of the

)2

output switches OS1-OS4 are connected from exactly (1
switches in middle stage 150 through 2xd links.
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In all the ten embodiments of FIG. 1A2 to FIG. 1J2 the

connection topology is different. That is the way the links
ML(1,1)—ML(1,16), ML(2,1)—ML(2,16), ML(3,1)—ML(3,
l6), and ML(4,l)-ML(4.16) are connected between the
respective stages is different. Even though only ten embodi—
ments are illustrated, in general, the networka21-"ka1, N2, d,
s) can comprise any arbitrary type of connection topology.
For example the connection topology of the network szmk
(N1, N2, d, s) may be back to back Benes networks, Delta
Networks and many more combinations. The applicant notes
that thc fundamcntal propcrty of a valid conncction topology
oftheVm[MANN N2, d, s) network is, when no connections are
sctup from any input link all thc output links should bc rcach-
able. Based on this property numerous embodiments of the
network th-nk(N1, N2, d, s) can be built. The ten embodi-
ments of FIG. 1A2 to FIG. 1.12 are only three examples of
network th-nk(N1, N2, d, s).

In all the ten embodiments ofFIG. 1A2 to FIG. 1J2, each of
the links ML(1,1)-ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-
ML(3,16) and ML(4,1)-ML(4,16) are either available for use
by a new connection or not available if currently used by an
existing comiection. The input switches ISl-IS4 are also
referred to as the network input ports. The input stage 110 is
often referred to as the first stage. The output switches 0S1-
084 are also referred to as the network output ports. The
output stage 120 is often referred to as the last stage. The
middle stage switches MS(1,1)-MS(1,4), MS(2,1)-MS(2,4),
and MS(3,1)-MS(3,4) are referred to as middle switches or
middle ports.

In the example illustrated in FIG. 1A2 (or in FIG. 1B2 to
FIG. 1J2), a fan-out of four is possible to satisfy a multicast
connection request if input switch is IS2, but only two
switches in middle stage 130 will be used. Similarly, although
a fan-out of three is possible for a multicast connection
request if the input switch is 181, again only a fan-out of two
is used. The specific middle switches that are chosen in
middle stage 130 when selecting a fan-out oftwo is irrelevant
so long as at most two middle switches are selected to ensure
that the connection request is satisfied. In essence, limiting
the fan-out from input switch to no more than two middle
switches permits the network 100A2 (or 100B2 to 100J2), to
be operated in rearrangeably nonblocking manner in accor-
dance with the invention.

The connection request of the type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case of a unicast connection request, a fan-out of one is used,
i.e. a single middle stage switch in middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the number of middle
stage switches in a network (while maintaining the rearrange-
ably nonblocking nature of operation of the network for mul—
ticast connections). However any arbitrary fan-out may be
uscd within any of thc middlc stagc switchcs and thc output
stage switches to satisfy the connection request.
Generalized Asymmetric RNB (N2>N1) Embodiments:

Network 1001K2 of FIG. 1K2 is an example of general
asymmetrical multi-link multi-stage network VM 1,."k(N1, N2,
d, s) with (2xlogd N2)—l stages where N1>N2 and N1:p*N2
where p>l. In network 100K2 of FIG. 1K2, N2:N and
Nlrp’l‘N. The general asymmetrical multi-link multi-stage
network V,”1,."k(N1, N2, d, s) can be operated in rearrangeably
nonblocking manner for multicast when siZ according to the
current invention. Also the general asymmetrical multi-link
multi-stage network th.nk(N1, N2, d, s) can be operated in
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strictly nonblocking manner for unicast if SE2 according to
the current invention. (And in the example of FIG. 1K2, s:2).
The general asymmetrical multi-link multi-stage network
thnk(N1, N2, d, s) with (2xlogd N2)—l stages has d1 (where

d
d=N><—= xd

1 1 N2 P

inlet links for each of

.2

input switches ISl—IS(N2/d) (for example the links ILl—IL
(p*d) to the input switch 181) and d+d1 (:d+p><d) outgoing
links for each of

.2

input switches ISl-IS(N2/d) (for example the links ML(1,1)-
ML(1,(d+p*d)) to the input switch 181). There are d outlet
links for each of

.2

output switches OSl-OS(N2/d) (for example the links 0L1-
OL(d) to the output switch 081) and 2><d incoming links for
each of

3

output switchcs OSl-OS(N2/d) (for cxamplc ML(2><Logd
N22,1)-ML(2><Logd N2—2,2><d) to the output switch 081).

Each of the

3

input switches ISl-IS(N2/d) are comiected to exactly

d+d1
2
 

switches in middle stage 130 through d+dl links.
Each of the

,2

middle switches MS(1,1)-MS(1,N2/d) in the middle stage
130 are connected from exactly d input switches through 2xd
links and also are connected to exactly (1 switches in middle
stage 140 through 2Xd links.
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Similarly each of the

middle switches

N

MS(LongZ — 1, 1) — MS(Longz — 1, 72]

in the middle stage 130+] 0*(I,ogd N2—2) are connected from
exactly d switches in middle stage 130+10*(Logd N2—3)
through 2><d links and also are connected to exactly d
switches in middle stage I30+10*(Logd Nz—l) through 2><d
links.

Similarly each of the

middle switches

N2

MS(ZXLongg — 3, l) — MS[2 ><Long2 — 3, 7

in the middle stage l30+10*(2*Logd N2—4) are connected
from exactly d switches in middle stage 130+10*(2*Logd
N2—5) through 2xd links and also are connected to exactly d
output switches in output stage 120 through 2><d links.

Each of the

output switches OSl-OS(N2/d) are connected from exactly (1
switches in middle stage 130+10*(2*Logd N2—4) through
2><d links.

As described before, again the connection topology of a
general VmImk(N1, N2, d, s) may be any one of the connection
topologies. For example the connection topology of the net-
work th-nk(N1, N2, d, s) may be back to back inverse Benes
networks. back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property of a valid con-
nection topology of the general szmk(Nl, N2, (1, s) network
is, when no cormections are setup from any input link if any
output link should be reachable. Based on this property
numerous embodiments of the network Vmka(N1, N2, d, s)
can be built. The embodiments of FIG. 1A2 to FIG. 1J2 are

ten examples of network th-nk(N1, N2, d, s) for 572 and
NZ>N1.

The general symmetrical multi-link multi-stage network
th-nk(N1, N2, d, s) can be operated in rearrangeably non—
blocking manner for multicast when s22 according to the
current invention. Also the general symmetrical multi-link
multi-stage network th.nk(N1, N2, d, s) can be operated in
strictly nonblocking manner for unicast if 822 according to
the current invention.
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For example, the network ofFIG. 1C2 shows an exemplary
five-stage network, namely szmk(8,24,2,2), with the follow-

ing multicast assignment I 1:{ l ,4} and all other Ij:¢ forj:[2—
8]. It should be noted that the comrection Il fans out in the first
stage switch ISl into middle switches MS(1,1) and MS(1,4)
in middle stage 130, and fans out in middle switches MS(1,1)
and MS(1,4) only once into middle switches MS(2,1) and
MS(2,4) respectively in middle stage 140.

The connection I 1 also fans out in middle switches MS(2,1)
and MS(2.4) only once into middle switches MS(3,1) and
MS(3,4) respectively in middle stage 150. The connection II
also fans out in middle switches MS(3,1) and MS(3,4) only
once into output switches 081 and 084 in output stage 120.
Finally the connection I 1 fans out once in the output stage
switch 081 into outlet link 0L1 and in the output stage switch
084 twice into the outlet links 0L7 and 0L8. In accordance

with the invention, each comrection can fan out in the input
stage switch into at most two middle stage switches in middle
stage 130.
Symmetric Folded RNB Embodiments:

The folded multi-link multi-stage network V'f0,d_m,mk(N1,
N2, d, s) disclosed, in the current invention, is topologically
exactly the same as the multi-link multi-stage network thnk
(N1, N2, d, s), disclosed in the currentinvention so far, except-

ing that in the illustrations folded network Vfo2d.m1ink(N 1 , N2,
d, s) is shown as it is folded at middle stage 130+10*(I,ogd
N2—2). This is true for all the embodiments presented in the
current invention.

Referring to FIG. 2A, in one embodiment, an exemplary
symmetrical folded multi-link multi-stage network 200A
with five stages of twenty switches for satisfying communi-
cation requests, such as setting up a telephone call or a data
call, or a connection between configurable logic blocks,
between an input stage 110 and output stage 120 via middle
stages 130, 140, and 150 is shown where input stage 110
consists of four, two by four switches ISl-IS4 and output
stage 120 consists of four, four by two switches OSl-OS4.
And all the middle stages namely middle stage 130 consists of
four, four by four switches MS(1,1)-MS(1,4), middle stage
140 consists of four, four by four switches MS(2,1)-MS(2,4),
and middle stage 150 consists of four, four by four switches
MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size four by two, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches 181-184 and output switches 081-084 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable
N/d, where N is the total number of inlet links or outlet links.
The number of middle switches in each middle stage is
denoted by N/d. The size of each input switch ISl-IS4 can be
denoted in general with the notation d*2d and each output
switch OSl-OS4 can be denoted in general with the notation
2d*d. Likewise, the size of each switch in any of the middle
stages can be denoted as 2d*2d. A switch as used herein can
be either a crossbar switch, or a network of switches each of
which in turn may be a crossbar switch or a network of
switches. A symmetric folded multi-link multi-stage network
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can be represented with the notatioan-o,d_m1mk(N, d, s), where
N represents the total number of inlet links of all input
switches (for example the links IL1—IL8), d represents he
inlet links of each input switch or outlet links of each out out
switch, and s is the ratio of number of outgoing links from
each input switch to the inlet links of each input switch.
Although it is not necessary that there be the same number of
inlet links IL1-IL8 as there are outlet links OLl-OLS, ii a

symmetrical network they are the same.
Each of the N/d input switches ISl-IS4 are connected to

exactly 2><d switchcs in middlc stagc 130 through 2><d links
(for example input switch 181 is connected to middle swi
MS(1,1) through the links ML(1,1), ML(1,2), and also
middle switch MS(1,2) through the links ML(1,3) and ML(1,
4)).

Each of the N/d middle switches MS(1,1)-MS(1,4) in he
middle stage 130 are connected from exactly d input switches
through 2><d links (for example the links ML(1,1) and ML(1,
2) are connected to the middle switch MS(1,1) from in3ut
switch IS1, and the links ML(1,7) and ML(1,8) are connec ed
to the middle switch MS(1,1) from input switch IS2) and also
are connected to exactly d switches in middle stage 140
through 2><d links (for example the links ML(2,1) and ML(2,
2) are connected from middle switch MS(l,l) to middle
switch MS(2,1), and the links ML(2,3) and ML(2,4) are con-
nected from middle switch MS(l ,l) to middle switch MS(2,
3)).

Similarly each of the N/d middle switches MS(2,1)-MS(2,
4) in the middle stage 140 are connected from exactly d
switches in middle stage 130 through 2><d links (for example
the links ML(2,1) and ML(2,2) are connected to the middle
switch MS(2,1) from middle switch MS(1,1), and the links
ML(2,11) and ML(2,12) are connected to the middle switch
MS(2,1) from middle switch MS(1,3)) and also are connected
to exactly (1 switches in middle stage 150 through 2><d links
(for example the links ML(3,1) and ML(3,2) are connected
from middle switch MS(2,1) to middle switch MS(3,1), and
the links ML(3,3) and ML(3,4) are connected from middle
switch MS(2,1) to middle switch MS(3,3)).

Similarly each of the N/d middle switches MS(3,1)-MS(3,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through 2><d links (for example
the links ML(3,1) and ML(3,2) are connected to the middle
switch MS(3,1) from middle switch MS(2,1), and the links
ML(3,11) and ML(3,12) are connected to the middle switch
MS(3,1) from middle switch MS(2,3)) and also are connected
to exactly d output switches in output stage 120 through 2><d
links (for example the links ML(4,1) and ML(4,2) are con—
nected to output switch 081 from Middle switch MS(3,1),
and the links ML(4,3) and ML(4,4) are connected to output
switch OS2 from middle switch MS(3,1)).

Each of the N/d output switches OSl—OS4 are connected
from exactly 2><d switches in middle stage 150 through 2><d
links (for example output switch OSl is connected from
middle switch MS(3,1) through the links ML(4,1) and ML(4,
2), and output switch 081 is also conncctcd from middlc
switch MS(3,2) through the links ML(4,7) and ML(4,8)).

Finally the connection topology of the network 200A
shown in FIG. 2A is known to be back to back inverse Benes

connection topology.
In other embodiments the connection topology may be

different from the network 200A of FIG. 2A. That is the way
the links ML(1,1)-ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-
ML(3,16), and ML(4,1)-ML(4,16) are comiectedbetween the
respective stages is different. Even though only one embodi-

ment is illustrated, in general, the network Vfozdwzmkm, d, s)
can comprise any arbitrary type of connection topology. For
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example the connection topology of the network Vfbld-mlink
(N, d, s) may be back to back Benes networks, Delta Net-
works and many more combinations. The applicant notes that
the fundamental property of a valid connection topology of

the V}bld_mlink(N, d, s) network is, when no connections are
setup from any input link all the output links should be reach-
able. Based on this property numerous embodiments of the

network Vfozdmhnkm, d, s) can be built. The embodiment of
FIG. 2A is only one example of network Vfozd_mhnk(N, d, s).

In the embodiment of FIG. 2A each of the links ML(1,1)-
ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-ML(3,16) and
ML(4,1)-ML(4,16) are either available for use by a new con-
ncction or not availablc if currcntly uscd by an existing con-
nection. The input switches lSl-IS4 are also referred to as the
network input ports. The input stage 110 is often referred to as
the first stage. The output switches ()SI-OS4 are also referred
to as the network output ports. The output stage 120 is often
referred to as the last stage. The middle stage switches MS(l,
1)-MS(1,4) and MS(2,1)-MS(2,4) are referred to as middle
switches or middle ports. The middle stage 130 is also
referred to as root stage and middle stage switches MS(2,1)-
MS(2,4) are referred to as root stage switches.

In the example illustrated in FIG. 2A, a fan-out of four is
possible to satisfy a multicast connection request if input
switch is IS2, but only two switches in middle stage 130 will
be used. Similarly, although a fan-out of three is possible for
a multicast connection request ifthe input switch is IS1, again
only a fan-out of two is used. The specific middle switches
that are chosen in middle stage 130 when selecting a fan-out
oftwo is irrelevant so long as at most two middle switches are
selected to ensure that the connection request is satisfied. In
essence, limiting the fan-out from input switch to no more
than two middle switches permits the network 200A, to be
operated in rearrangeably nonblocking manner in accordance
with the invention.

The connection request of the type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case of a unicast connection request, a fan-out of one is used,
i.e. a single middle stage switch in middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the number of middle
stage switches in a network (while maintaining the rearrange-
ably nonblocking nature ofoperation of the network for mul—
ticast connections). However any arbitrary fan-out may be
used within any of the middle stage switches and the output
stage switches to satisfy the connection request.
Generalized Symmetric Folded RNB Embodiments:

Network 200B of FIG. 2B is an example of general sym-

metrical folded multi—link multi—stage network Vfold—mlink(Ns
d, s) with (2xlogd N)—l stages. The general symmetrical

folded multi—link multi—stage network Vfoldmzmkm, d, s) can
be operated in rearrangeably nonblocking manner for multi-
cast whcn s22 according to thc currcnt invcntion. Also thc
general symmetrical folded multi-link multi-stage network

Vfoflmhnkm, d, s) can be operated in strictly nonblocking
manner for unicast if 822 according to the current invention.
(And in the example ofFIG. 2B, 5:2). The general symmetri-

cal folded multi-link multi-stage network Vf0]d_m,i"k(N. d, s)
with (2xlogd N)—l stages has d inlet links for each of N/d
input switches ISl-IS(N/d) (for example the links IL1-IL(d)
to the input switch 181) and 2><d outgoing links for each of
N/d input switches IS] -IS(N/d) (for example the links MI,(1,
1)-ML(1,2d) to the input switch IS1). There are d outlet links
for each of N/d output switches OS] -OS(N/d) (for example
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the links OLl-OL(d) to the output switch 081) and 2><d
incoming links for each ofN/d output switches OSl-OS(N/d)
(for example ML(2><Logd N—2,1)-ML(2><Logd N—2,2><d) to
the output switch 0S1).

Each of the N/d input switches ISl-IS(N/d) are connected
to exactly d switches in middle stage 130 through 2xd links.

Each of the N/d middle switches MS(1,1)-MS(1,N/d) in
the middle stage 130 are connected from exactly d input
switches through 2><d links and also are c01mected to exactly
d switches in middle stage 140 through 2><d links.

Similarly each of the N/d middle switches

1v

MS(Long — 1. 1) — MS[Long — 1, 7]

in the middle stage 130+10*(Logd N—2) are connected from
exactly d switches in middle stage 130+10*(Logd N—3)
through 2><d links and also are connected to exactly d
switches in middle stage 130+10*(Logd N—l) through 2><d
links.

Similarly each of the N/d middle switches

N

MS(ZXLogiN 7 3,1)7 MS[2><Long 7 3, g]

in the middle stage 130+10*(2*Logd N—4) are connected
from exactly (1 switches in middle stage 130+10*(2*Logd
N—5) through 2xd links and also are connected to exactly d
output switches in output stage 120 through 2xd links.

Each of the N/d output switches OSl-OS(N/d) are con-
nected from exactly (1 switches in middle stage 130+10*
(2*Logd N—4) through 2><d links.

As described before, again the connection topology of a

general Vf0,d_m,mk(N, d, s) may be any one of the connection
topologies. For example the connection topology of the net-

work Vfotd—mlink(N5 d, 5) may be back to back inverse Benes
networks, back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property of a valid con-

nection topology ofthe general VfoMM 1,."k(N, d, s) network is,
when no connections are setup from any input link if any
output link should be reachable. Based on this property

numerous embodiments ofthe networkVfoI(1.”. h."k(N, d, s) can
be built. The embodiment of FIG. 1A is one example of

network Vfold_mhnk(N, d, s).
The general symmetrical folded multi—link multi—stage net—

work Vfomwlmkm, d, s) can be operated in rearrangeably
nonblocking manner for multicast when s22 according to the
current invention. Also the general symmetrical folded multi-

linkmulti—stage networl<Vf02d_mzmk(N, d, s) can be operated in
strictly nonblocking manner for 1micast if s22 according to
the current invention.

Every switch in the folded multi-link multi-stage networks

discussed herein has multicast capability. In a Vfozd_mh.nk(N, d,
5) network, ifa network inlet link is to be connected to more
than one outlet link on the same output switch, then it is only
necessary for the corresponding input switch to have one path
to that output switch. This follows because that path can be
multicast within the output switch to as many outlet links as
necessary. Multicast assignments can therefore be described
in terms of connections between input switches and output
switches . An existing connection or a new connection from an
input switch to r' output switches is said to have fan-out r'. If
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all multicast assignments ofa first type, wherein any inlet link
of an input switch is to be connected in an output switch to at
most one outlet link are realizable, then multicast assign—
ments of a second type, wherein any inlet link of each input
switch is to be c01mected to more than one outlet link in the

same output switch, can also be realized. For this reason, the
following discussion is limited to general multicast connec—
tions of the first type

N

[with fan7 out r’, l g r/ g 3

although the same discussion is applicable to the second type.
To characterize a multicast assignment, for each inlet link

ie{1.2..... M2 5,—1

let 150, where

0c{l,2, g}.

denote the subset of output switches to which inlet linki is to
be connected in the multicast assignment, For example, the
network of FIG. 1C shows an exemplary five-stage network,
namely lemk(8,2,2), with the following multicast assign-

mentI1:{2,4} and all other Ij:(IJ forj:[2-8]. It shouldbe noted
that the connection I1 fans out in the first stage switch ISl into
middle switches MS(1,1) and MS(1,2) in middle stage 130,
and fans out in middle switches MS(1,1) and MS(1,2) only
once into middle switches MS(2,1) and MS(2,3) respectively
in middle stage 140.

The connection I 1 also fans out in middle switches MS(2,1)
and MS(2,3) only once into middle switches MS(3,2) and
MS(3,4) respectively in middle stage 150. The connection II
also fans out in middle switches MS(3,2) and MS(3,4) only
once into output switches 082 and OS4 in output stage 120.
Finally the connection I 1 fans out once in the output stage
switch 082 into outlet link 0L3 and in the output stage switch
OS4 twice into the outlet links 0L7 and 0L8. In accordance

with the invention, each comrection can fan out in the input
stage switch into at most two middle stage switches in middle
stage 130.
Asymmetric Folded RNB (N2>Nl) Embodiments:

Referring to FIG. 2C, in one embodiment, an exemplary
asymmetrical folded multi—link multi—stage network 200C
with five stages of twenty switches for satisfying commum-
cation requests, such as setting up a telephone call or a data
call, or a connection between configurable logic blocks,
between an input stage 110 and output stage 120 via middlc
stages 130, 140, and 150 is shown where input stage 110
consists of four, two by four switches ISl-IS4 and output
stage 120 consists of four, eight by six switches OSl-OS4.
And all the middle stages namely middle stage 130 consists of
four, four by four switches MS(1,1)-MS(1,4), middle stage
140 consists of four, four by four switches MS(2,1)-MS(2,4),
and middle stage 150 consists of four, four by eight switches
MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
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stage 120 are of size four by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size eight by six, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches 181-184 and output switches OSl-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

where N1 is the total number ofinlet links or and N2 is the total
number of outlet links and N2>N1 and N2:p*N, whcrc p>l.
The number of middle switches in each middle stage is
denoted by

The size of each input switch ISl-lS4 can be denoted in
general with the notation d*2d and each output switch 081-
084 can be denoted in general with the notation (d+d2)*d2,
where

d N d d
2— 2XN—l—PX-

The size ofeach switch in any of the middle stages excepting
the last middle stage can be denoted as 2d*2d. The size of
each switch in the last middle stage can be denoted as 2d* (d+
d2).A switch as used herein can be either a crossbar switch, or
a network of switches each ofwhich in turn may be a crossbar
switch or a network of switches . An a symmetric folded multi-
link multi-stage network can be represented with the notation

\7j-0h7,_mhm,(N1 , N2, d, s), where Nl represents the total number
of inlet links of all input switches (for example the links
ILl-ILS), N2 represents the total number of outlet links of all
output switches (for example the links 0L] -Ol,24), d repre-
sents the inlet links of each input switch where N2>Nl, and s
is the ratio of number of outgoing links from each input
switch to the inlet links of each input switch.

Each of the

input switches ISl-IS4 are connected to exactly (1 switches in
middle stage 130 through 2><d links (for example input switch
181 is connected to middle switch MS(1,1) through the links
ML(1,1), ML(1,2), and also to middle switch MS(1,2)
through the links Ml,(l,3) and Ml,(l ,4))l

Page 154 of 207

20

25

30

40

60

56
Each of the

middle switches MS(l,l)-MS(1,4) in the middle stage 130
are c01mected from exactly d input switches through 2><d
links (for example the links ML(1,1) and ML(1,2) are con-
nected to the middle switch MS(1,1) from input switch 181,
and the links ML(1,7) and ML(1,8) are connected to the
middle switch MS(1,1) from input switch 182) and also are
connected to exactly (1 switches in middle stage 140 through
2><d links (for example the links ML(2,1) and ML(2,2) are
connected from middle switch MS(1,1) to middle switch
MS(2,1), and the links ML(2,3) and ML(2,4) are connected
from middle switch MS(1,1) to middle switch MS(2,3)).

Similarly each of the

N1
d

middle switches MS(2,1)-MS(2:4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 2xd links (for example the links ML(2,1) and ML(2,
2) are comiected to the middle switch MS(2,1) from middle
switch MS(1,1), and the links ML(2,11) and ML(2,12) are
connected to the middle switch MS(2,1) from middle switch
MS(1,3)) and also are connected to exactly d switches in
middle stage 150 through 2><d links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1), and the links ML(3,3) and
ML(3,4) are connected from middle switch MS(2,1) to
middle switch MS(3,3)).

Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly (1 switches in middle stage 140
through 2><d links (for example the links ML(3,1) and ML(3,
2) are comiected to the middle switch MS(3,1) from middle
switch MS(2,1), and the links ML(3,11) and ML(3,12) are
connected to the middle switch MS(3,1) from middle switch
MS(2,3)) and also are cmmected to exactly

d+d2
2
 

output switches in output stage 120 through d+d2 links (for
example the links ML(4,1) and ML(4,2) are connected to
output switch 081 from Middle switch MS(3,1); the links
ML(4,3) and ML(4,4) are connected to output switch 082
from middle switch MS(3,1); the links ML(4,5) and ML(4,6)
are connected to output switch 083 from Middle switch
MS(3,1); and the links ML(4,7) and ML(4,8) are connected to
output switch US4 from middle switch MS(3,1)).

Each of the
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output switches OSl-OS4 are connected from exactly

d+d2
2
 

switches in middle stage 150 through d+d2 links (for example
output switch 081 is connected from middle switch MS(3,1)
through the links MI (4,] ) and MI,(4,2); output switch OS] is
also connected from middle switch MS(3,2) through the links
ML(4,9) and ML(4,10); output switch 081 is connected from
middle switch MS(3,3) through the links ML(4,17) and
ML(4,18); and output switch 081 is also connected from
middle switch MS(3 ,4) through the links ML(4,25) and
ML(4,26)).

Finally the connection topology of the network 200C
shown in FIG. 2C is known to be back to back inverse Benes

connection topology.
In other embodiments the connection topology may be

different from the network 200C of FIG. 2C. That is the way
the links ML(1,1)-ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-
ML(3,16), and ML(4,1)-ML(4,16) are comiectedbetween the
respective stages is different. Even though only one embodi-

ment is illustrated, in general, the network Vfozdwzmkm, d, s)
can comprise any arbitrary type of connection topology. For

example the connection topology of the network VfoZd-mlink
(N, d, s) may be back to back Benes networks, Delta Net-
works and many more combinations. The applicant notes that
he fundamental property of a valid connection topology of

he Vfozd_mzmk(N, d, s) network is, when no connections are
setup from any input link all the output links should be reach-
able. Based on this property numerous embodiments of the

network Vfold_m1mk(N, d, s) can be built. The embodiment of
'3IG. 2C is only one example of network VfoZd-mlink(N d, s).

In the embodiment of FIG. 2C each of the links ML(1,1)-
VIL(1,16), ML(2,1)-ML(2,16), ML(3,1)-ML(3,16) and
\/IL(4,1)-ML(4,16) are either available for use by a new con-
1ection or not available if currently used by an existing con-
nection. The input switches ISl-IS4 are also referred to as the
letwork input ports. The input stage 1 1 0 is often referred to as
he first stage. The output switches OSl-OS4 are also referred
o as the network output ports. The output stage 120 is often

referred to as the last stage. The middle stage switches MS(1,
l)—MS(1,4) and MS(2,1)-MS(2,4) are referred to as middle
switches or middle ports. The middle stage 130 is also
referred to as root stage and middle stage switches MS(2,1)-
MS(2,4) are referred to as root stage switches.

In the example illustrated in FIG. 2C, a fan-out of four is
possible to satisfy a multicast connection request if input
switch is 182. but only two switches in middle stage 130 will
be used. Similarly, although a fan—out of three is possible for
a multicast connection request ifthe input switch is 181, again
only a fan—out of two is used. The specific middle switches
that are chosen in middle stage 130 when selecting a fan-out
oftwo is irrelevant so long as at most two middle switches are
selected to ensure that the connection request is satisfied. In
essence, limiting the fan-out from input switch to no more
than two middle switches permits the network 200C, to be
operated in rearrangeably nonblocking manner in accordance
with the invention.

The connection request of the type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case ofa unicast connection request, a fan-out of one is used,
i.e. a single middle stage switch in middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
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scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the number of middle
stage switches in a network (while maintaining the rearrange-
ably nonblocking nature ofoperation of the network for mul-
ticast connections). However any arbitrary fan-out may be
used within any of the middle stage switches and the output
stage switches to satisfy the connection request.

Generalized Asymmetric Folded RNB (N2>Nl) Embodi-
ments:

Network 200D of FIG. 2D is an example ofgeneral asym-

metrical folded multi-link multi-stage network VonZd-mlink(Nl ,
N2, d, s) with (2><logd Nl)—l stages where N2>Nl and
N2:p*N, where p>1. In network 200D ofFIG. 2D, N1:N and
N2:p*N. Thc gcncral asymmetrical foldcd multi-link multi-

stage network Vfo261.", h."k(N1, N2, d. s) can be operated in
rearrangeably nonblocking maimer for multicast when 522
according to the current invention. Also the general asym-

metrical folded multi-link multi-stage network V}n,,,_m,,.nk(N 1 ,
N2, d, s) can be operated in strictly nonblocking manner for
unicast if s22 according to the current invention. (And in the
example of FIG. 2D, 5:2). The general asymmetrical folded

multi-link multi-stage network Vfifltbm Zi,,k(N1, N2, d, s) with
(2><logd N1)—1 stages has d inlet links for each of

input switches ISl—IS(Nl/d) (for example the links IL1—IL(d)
to the input switch 181) and 2><d outgoing links for each of

input switches ISl-IS(N1/d) (for example the links ML(1,1)-
ML(1,2d) to the input switch ISl). There are d2

d

(where d2 =N2>< — = pxd]N1

outlet links for each of

output switches OSl-OS(N1/d) (for example the links 0L1-
OL(p*d) to the output switch 081) and d+d2 (:d+p><d)
incoming links for each of

output switches OSl-OS(N1/d) (for example ML(2xLogd
N1 —2, l )-ML(2><Logd N1—2, d+d2) to the output switch 081).
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Each of the

input switches ISl-IS(N1/d) are connected to exactly 2><d
switches in middle stage 130 through 2><d links.

Each of the

middle switches MS(l,l)-MS(1,N1/d) in the middle stage
130 are connected from exactly d input switches through 2><d
links and also are connected to exactly d switches in middle
stage 140 through 2xd links.

Similarly each of the

middle switches

/ v

MS(Longl — 1, 1) —MS‘Long1 — 1, ‘71)

in the middle stage 130+10*(Log,, Nl—Z) are connected from
exactly d switches in middle stage 130+10*(Logd N1—3)
through 2><d links and also are connected to exactly d
switches in middle stage 130+10*(Logd Nl—l) through 2><d
links.

Similarly each of the

middle switches

, 1v

MS(ZxLongl — 3,1)— MS(ZxLongl — 3, 71)

in the middle stage 130+10*(2*Logd N1—4) are connected
from exactly d switches in middle stage 130+10*(2*Logd
Nl—S) through 2xd links and also are connected to exactly

d+d2
2
 

output switches in output stage 120 through d+d2 links.
Each of the
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output switches OSl-OSWl/d) are connected from exactly

d+d2
2
 

switches in middle stage 130+lO* (2*Logd N1—4) through
d+d2 links.

As described before, again the connection topology of a

general Vfozd_mhnk(Nl, N2, d, s) may be any one of the con-
nection topologies. For example the connection topology of

the network V’fl,]d_m1mk(Nl, N2, d, s) may be back to back
inverse Benes networks, back to back Omega networks, back
to back Benes networks, Delta Networks and many more
combinations. The applicant notes that the fundamental prop-

erty of a valid connection topology of the general Vfold—mlz‘nk
(N 1 , N2: d, s) network is, when no connections are setup from
any input link ifany output link should be reachable. Based on
this property numerous embodiments of the network

VfomwhngNl, N2, d, s) can be built. The embodiment ofFIG.
1C is one example ofnetwork Vfo261.," [MAN1, N2, d, s) for F2
and N2>N1.

The general symmetrical folded multi-link multi-stage net-

work VfoZd-mZink(N1 , N2, d, s) can be operated in rearrangeably
nonblocking manner for multicast when si2 according to the
current invention. Also the general symmetrical folded multi-

link multi-stage network Vfo zd_m h."k(N1, N2, d, s) can be oper-
ated in strictly nonblocking manner for unicast if5:2 accord-
ing to the current invention.

For example, the network of FIG. 2C shows an exemplary
five-stage network, namely Vf0,d_mzmk(8,24,2,2), with the fol-
lowing multicast assignment I1:{l,4} and all other Ij:(|) for
j:[2-8]. It should be noted that the c01mection I1 fans out in
the first stage switch 181 into middle switches MS(1,1) and
MS(1,2) in middle stage 130, and fans out in middle switches
MS(1,1) and MS(1,2) only once into middle switches MS(Z,
1) and MS(2,3) respectively in middle stage 140.

The connection I 1 also fans out in middle switches MS(2,1)
and MS(2,3) only once into middle switches MS(3,1) and
MS(3,4) respectively in middle stage 150. The connection II
also fans out in middle switches MS(3,1) and MS(3,4) only
once into output switches 081 and 084 in output stage 120.
Finally the connection I 1 fans out once in the output stage
switch 081 into outlet link 0L2 and in the output stage switch
0S4 twice into the outlet links OL20 and OL23. In accor—

dance with the invention, each connection can fan out in the
input stage switch into at most two middle stage switches in
middle stage 130.
Asymmetric Folded RNB (N1>N2) Embodiments:

Referring to FIG. 2E, in one embodiment, an exemplary
asymmetrical folded multi—link multi—stage network 200E
with five stages of twenty switches for satisfying communi-
cation requests, such as setting up a telephone call or a data
call, or a connection between configurable logic blocks,
between an input stage 110 and output stage 120 via middle
stages 130, 140, and 150 is shown where input stage 110
consists of four, six by eight switches IS1-IS4 and output
stage 120 consists of four, four by two switches OSl-OS4.
And all the middle stages namely middle stage 130 consists of
four, eight by four switches MS(1,1)-MS(1,4), middle stage
140 consists of four, four by four switches MS(2,1)-MS(2,4),
and middle stage 150 consists of four, four by four switches
MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are of size six by eight, the switches in output
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stage 120 are of size four by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size six by eight, the
switches in output stage 120 are of size four by two, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches 181-184 and output switches OSl-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

N2
d .

where N1 isthetotal number ofinlet links or andN2 isthe total
number of outlet links and N1>N2 and Nlrp’l‘N2 where p>l.
The number of middle switches in each middle stage is
denoted by

The size of each input switch ISl-lS4 can be denoted in
general with the notation d1*(d+dl) and each output switch
OSl-OS4 can be denoted in general with the notation
(2xd*d), where

a
d

d1=N1><N—=P><d-

The size ofeach switch in any of the middle stages excepting
the first middle stage can be denoted as 2d*2d. The size of
each switch in the first middle stage can be denoted as (d+
d1)*2d. A switch as used herein can be either a crossbar
switch, or a network of switches each ofwhich in tum may be
a crossbar switch or a network of switches. An asymmetric
folded multi—link multi—stage network can be represented
with the notatioano,d_mhnk(Nl, N2, d, s), where Nl represents
the total number “of inlet links of all input switches (for
example the links lLl-IL24), N2 represents the total number
of outlet links of all output switches (for example the links
OLl-OLS), d represents the inlet links of each input switch
where N1>N2, and s is the ratio of number of incoming links
to each output switch to the outlet links ofeach output switch.

Each of the

input switches lSl-IS4 are connected to exactly

d+d1
2
 

switches in middle stage 130 through d+dl links (for example
input switch TS] is connected to middle switch MS(l ,1)
through the links ML(1,1), ML(1,2); input switch 181 is con-
nected to middle switch MS(l,2) through the links Ml.(l,3)
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and ML(1,4); input switch 1S1 is connected to middle switch
MS(1,3) through the links ML(1,5), ML(1,6); and input
switch 1S1 is also connected to middle switch MS(1,4)
through the links ML(LD and ML(1,8)).

Each of the

3

middle switches MS(1,1)-MS(1,4) in the middle stage 130
are connected from exactly

d+d1 

input switches through d+d1 links (for example the links
ML(1,1) and ML(1,2) are connected to the middle switch
MS(1,1) from input switch 181; the links ML(1,9) and ML(l,
10) are connected to the middle switch MS(1,1) from input
switch 182; the links ML(1,17) and ML(1,18) are connected
to the middle switch MS(1,1) from input switch 1S3; and the
links ML(1,25) and ML(1,26) are connected to the middle
switchMS(1,1) from input switch IS4) and also are connected
to exactly d switches in middle stage 140 through 2><d links
(for example the links ML(2,1) and ML(2,2) are connected
from middle switch MS(1,1) to middle switch MS(2,1), and
the links ML(2,3) and ML(2,4) are connected from middle
switch MS(1,1) to middle switch MS(2,3)).

Similarly each of the

3

middle switches MS(2,l)-MS(2,4) in the middle stage 140
are connected from exactly (1 switches in middle stage 130
through 2><d links (for example the links ML(2,1) and ML(2,
2) are comiected to the middle switch MS(2,1) from middle
switch MS(1,1), and the links ML(2,11) and ML(2,12) are
connected to the middle switch MS(2,1) from middle switch
MS(1,3)) and also are connected to exactly d switches in
middle stage 150 through 2><d links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1), and the links ML(3,3) and
ML(3,4) are connected from middle switch MS(2,1) to
middle switch MS(3,3)).

Similarly each of the

2

middle switchcs MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 2><d links (for example the links ML(3,1) and ML(3,
2) are comiected to the middle switch MS(3,1) from middle
switch MS(2,1), and the links ML(3,11) and ML(3,12) are
connected to the middle switch MS(3,1) from middle switch
MS(2,3)) and also are connected to exactly d output switches
in output stage 120 through 2><d links (for example the links
ML(4,1) and ML(4,2) are connected to output switch 081
from middle switch MS(3,l); and the links Ml,(4,3) and
ML(4,4) are connected to output switch 082 from middle
switch MS(3,l)).
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Each of the

output switches OSl-OS4 are connected from exactly d
switches in middle stage 150 through 2><d links (for example
output switch 081 is connected from middle switch MS(3,1)
through the links ML(4,1) and ML(4,2); and output switch
081 is also c01mected from middle switch MS(3,2) through
the links ML(4,7) and ML(4,8)).

Finally the connection topology of the network 200E
shown in FIG. 2E is known to be back to back inverse Benes

connection topology.
In other embodiments the connection topology may be

different from the network 200E of FIG. 23. That is the way
the links ML(1,1)-ML(1,16), ML(2,1)-ML(2,16), ML(3,1)—
ML(3, 16), and ML(4,1)-ML(4,1 6) are connectedbetween the
respective stages is different. Even though only one embodi-

ment is illustrated, in general, the network Vfo251.»: [WAN, d, s)
can comprise any arbitrary type of connection topology. For

example the connection topo ogy of the network Vfold—mlink
(N, d, 5) may be back to back Benes networks, Delta Net-
works and many more combinations. The applicant notes that
he fundamental property of a valid connection topology of

he Vfold_m1mk(N, d, s) network is, when no connections are
setup from any input link all the output links should be reach-
able. Based on this property numerous embodiments of the

network VfoZd-mlinkms d, s) can be built. The embodiment of
7IG. 2E is only one example of network Vf0,d_mzmk(N, d, s).

In the embodiment of FIG. 2E each of the links ML(1,1)-
\/IL(1,16), lVlL(2,1)-ML(2,16), ML(3,1)-ML(3,16) and
\/IL(4,1)-ML(4,16) are either available for use by a new con-
nection or not available if currently used by an existing con-
iection. The input switches ISl-IS4 are also referred to as the
network input ports. The input stage 1 1 0 is often referred to as
he first stage. The output switches OSl-OS4 are also referred
o as the network output ports. The output stage 120 is often
‘eferred to as the last stage. The middle stage switches MS(l,
1)-MS(1,4) and MS(2,1)-MS(2,4) are referred to as middle
switches or middle ports. The middle stage 130 is also
referred to as root stage and middle stage switches MS(2,1)—
\/IS(2,4) are referred to as root stage switches.

In the example illustrated in FIG. 2E, a fan—out of four is
oossible to satisfy a multicast connection request if input
switch is 182, but only two switches in middle stage 130 will
3e used. Similarly, although a fan-out of three is possible for
a multicast connection request ifthe input switch is ISl, again
only a fan-out of two is used. The specific middle switches
hat are chosen in middle stage 130 when selecting a fan—out
oftwo is irrelevant so long as at most two middle switches are
selected to ensure that the connection request is satisfied. In
essence, limiting the fan-out from input switch to no more
han two middle switches permits the network 200E, to be
operated in rearrangeably nonblocking manner in accordance
with the invention.

The connection request ofthe type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case of a unicast connection request, a fan-out of one is used,
i.e. a single middle stage switch is used to satisfy the request.
Moreover, although in the above-described embodiment a
limit of two has been placed on the fan-out into the middle
stage switches in middle stage 130, the limit can be greater
depending on the number of middle stage switches in a net-
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work (while maintaining the rearrangeably nonblocking
nature ofoperation ofthe network for multicast connections).
However any arbitrary fan-out may be used within any of the
middle stage switches and Me output stage switches to satisfy
the connection request.
Generalized Asymmetric
ments:

Network 200F of FIG. 2'3 is an example of general asym-

metrical folded multi-link multi-stage networkvfoflmhnkml,
N2, d, s) with (2xlogd I\2)—l stages where N1>N2 and
Nlrp’l‘N2 where p>1 . In network 200F ofFIG. 2F, N2:N and
Nl:p*N. The general asymmetrical folded multi-link multi-
stage network Vfozd.mzink(1\ 1, N2, (1, s) can be operated in
rearrangeably nonblocking manner for multicast when s22
according to the current invention. Also the general asym-

metrical folded multi-link multi-stage network V'fola,_m,mk(Nl ,
N2, d, s) can be operated in strictly nonblocking manner for
unicast if s22 according to the current invention. (And in the
example of FIG. 2F, 5:2). The general asymmetrical folded

multi—link multi—stage network \IfoZd-mlink(le N2, (1, s) with
(2xlogd N2)—l stages has (1, (where

jolded RNB (N2>N1) Embodi-

 

d

dlleXA—bszd

inlet links for each of

3

input switches ISl-IS(N2/d) (for example the links ILl-IL
(p*d) to the input switch I81) and d+d, (:d+p><d) outgoing
links for each of

3

input switches ISl-IS(N2/d) (for example the links ML(1,1)-
MI,(l,(d+p*d)) to the input switch ISl). There are d outlet
links for each of

3

output switches OSl-OS(N2/d) (for example the links 0L1-
OL(d) to the output switch 081) and 2><d incoming links for
each of

)2

output switches OSl-OS(N2/d) (for example ML(2xLogd
N2—2,l)-ML(2><Logd N2—2,2><d) to the output switch 081).

Each of the

)2
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input switches ISl-IS(N2/d) are connected to exactly

d-l-dl
2
 

switches in middle stage 130 through d+d1 links.
Each of the

middle switches MS(l,l)-MS(1,N2/d) in the middle stage
130 are connected from exactly d input switches through 2xd
links and also are connected to exactly d switches in middle
stage 140 through 2xd links.

Similarly each of the

middle switches

, N2

MS(Logdzv2 — 1, 1) — MS(Longz — 1, 7)

in the middle stage 130+10*(Logd N2—2) are connected from
exactly d switches in middle stage 130+10*(L0gd N2—3)
through 2><d links and also are connected to exactly d
switches in middle stage 130+10*(Logd NZ—l) through 2><d
links.

Similarly each of the

middle switches

, N2

MS(ZXLongZ 73,1)7 MS(‘ZXLongz 7 3, 7)

in the middle stage 130+10*(2*Logf, N2—4) are connected
from exactly d switches in middle stage 130+10*(2*Logd
N 2—5) through 2><d links and also are connected to exactly d
output switches in output stage 120 through 2><d links.

Each of the

output switches OSl-OS(N2/d) are connected from exactly d
switches in middle stage 130+10*(2*Logd N2—4) through
2><d links.

As described before, again the connection topology of a

general VfomwzmgNl, N2, d, 5) may be any one of the con-
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the network Vfozdmhnkml, N2, d, 5) may be back to back
inverse Benes networks, back to back Omega networks, back
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to back Benes networks, Delta Networks and many more
combinations. The applicant notes that the fundamental prop-

erty of a valid connection topology of the general VfoZd-mlink
(N1, N2, d, s) network is, when no cmmections are setup from
any input link ifany output link should be reachable. Based on
this property numerous embodiments of the network

Vfoflmhnkml, N2, d, s) can be built. The embodiment ofFIG.
2F is one example of network VfoM,”2mk(N1, N2, d, s) for F2
and N2>N1.

The general symmetrical folded multi-link multi-stage net-

workVfozdwZink(N1 , N2, d, s) can be operated in rcarrangcably
nonblocking manner for multicast when s :2 according to the
current invention. Also the general symmetrical folded multi-

link multi-stage network Vfo247m2177le 1, N 2, d, s) can be oper-
ated in strictly nonblocking manner for unicast if s22 accord-
ing to the current invention.

For example, the network of FIG. 2E shows an exemplary
five-stage network, namely Vfold_mzi,7k(8,24,2,2), with the fol-
lowing multicast assignmentIl:{ l ,4} and all other I 1:4) for
j:[2-8]. It should be noted that the c01mectionl1 fans out in
the first stage switch 181 into middle switches MS(1,1) and
MS(1,4) in middle stage 130, and fans out in middle switches
MS(1,1) and MS(1,4) only once into middle switches MS(2,
l) and MS(2,4) respectively in middle stage 140.

The connection I 1 also fans out in middle switches MS(2,1)
and MS(2,4) only once into middle switches MS(3,1) and
MS(3,4) respectively in middle stage 150. The connection II
also fans out in middle switches MS(3,1) and MS(3,4) only
once into output switches 081 and 084 in output stage 120.
Finally the connection I1 fans out once in the output stage
switch 081 into outlet link 0L1 and in the output stage switch
084 twice into the outlet links 0L7 and 0L8. In accordance

with the invention, each comiection can fan out in the input
stage switch into at most two middle stage switches in middle
stage 130.
SNB Multi-Link Multi-Stage Embodiments:
Symmetric SNB Embodiments:

Referring to FIG. 3A, in one embodiment, an exemplary
symmetrical multi-link multi-stage network 300A with five
stages of twenty switches for satisfying communication
requests, such as setting up a telephone call or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown where input stage 110 consists of four,
two by six switches 181-184 and output stage 120 consists of
four, six by two switches OSl—OS4. And all the middle stages
namely middle stage 130 consists of four, six by six switches
MS(1,1)—MS(1,4), middle stage 140 consists of four, six by
six switches MS(2,1)-MS(2A), and middle stage 150 consists
of four, six by six switches MS(3,1)—MS(3,4).

Such a network can be operated in strictly non-blocking
manner for multicast connections, because the switches in the
input stage 110 are of size two by six, the switches in output
stage 120 are of size six by two, and there are four switches in
each of middle stage 130, middle stage 140 and middle stage
150.

In one embodiment of this network each of the input
switches ISl-IS4 and output switches OSl-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable
N/d, where N is the total number of inlet links or outlet links.
The number of middle switches in each middle stage is
denoted by N/d. The size of each input switch ISl-IS4 can be
denoted in general with the notation d*3d and each output
switch OS] -OS4 can be denoted in general with the notation
3d*d. Likewise, the size of each switch in any of the middle
stages can be denoted as 3d*3d. A switch as used herein can



Page 160 of 207

US 8,363,649 B2

67

be either a crossbar switch, or a network of switches each of
which in turn may be a crossbar switch or a network of
switches. A symmetric multi-link multi-stage network can be
represented with the notation lemk(N, d, s), where N repre-
sents the total number of inlet links of all input switches (for
example the links ILl-ILS), drepresents the inlet links ofeach
input switch or outlet links of each output switch, and s is the
ratio of number of outgoing links from each input switch to
the inlet links of each input switch. Although it is not neces-
sary that there be the same number of inlet links IL1-IL8 as
there are outlet links OLl-OLS, in a symmetrical network
they are the same.

Each of the N/d input switches ISl—IS4 are connected to
exactly 3><d switches in middle stage 130 through 3><d links
(for example input switch ISl is connected to middle switch
\/IS(1,1) through the links ML(1,1), ML(1,2), and ML(1,3);
and also to middle switch MS(1,2) through the links ML(1,4),
\/IL(1,5), and ML(1,6)).

Each of the N/d middle switches MS(1,1)-MS(1A) in the
middle stage 130 are connected from exactly d input switches
hrough 3><d links (for example the links ML(1,1), ML(1,2),
and ML(1,3) are connected to the middle switch MS(1,1)
from input switch ISl , andthe links MI,(l,10), ML(l ,l l ), and
VIL(1,12) are connected to the middle switch MS(1,1) from
input switch IS2) and also are connected to exactly d switches
in middle stage 140 through 3><d links (for example the links
\/IL(2,1), ML(2,2), and ML(2,3) are connected from middle
switch MS(1,1) to middle switch MS(2,1), and the links
\/IL(2,4), ML(2,5), and ML(2,6) are connected from middle
switch MS(1,1) to middle switch MS(2,3)).

Similarly each of the N/d middle switches MS(2,1)-MS(2,
4) in the middle stage 140 are connected from exactly (1
switches in middle stage 130 through 3><d links (for example
the links ML(2,1), ML(2,2), and ML(2,3) are connected to the
middle switch MS(2,1) from middle switch MS(1,1), and the
links ML(2,16), ML(2,17), and ML(2,18) are connected to
the middle switch MS(2,1) from middle switch MS(1,3)) and
also are connected to exactly (1 switches in middle stage 150
through 3><d links (for example the links ML(3,1), ML(3,2),
and ML(3,3) are connected from middle switch MS(2,1) to
middle switch MS(3,1), and the links ML(3,4), ML(3,5), and
ML(3,6) are connected from middle switch MS(2,1) to
middle switch MS(3,3)).

Similarly each of the N/d middle switches MS(3,l)-MS(3,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through 3><d links (for example
he links ML(3,1), ML(3,2), and ML(3,3) are connected to the
niddle switch MS(3,1) from middle switch MS(2,1), and the
inks ML(3,16), ML(3,17), and ML(3,18) are connected to
he middle switch MS(3.1) from middle switch MS(2,3)) and
also are connected to exactly d output switches in output stage
120 through 3><d links (for example the links ML(4,1), ML(4,
2), and ML(4,3) are connected to output switch 081 from
Vliddle switch MS(3,1), and the links ML(4,10), ML(4,11),
and ML(4,12) are connected to output switch 0S2 from
niddle switch MS(3,1)).

Each of the N/d output switches OSl-OS4 are connected
from exactly 3><d switches in middle stage 150 through 3><d
inks (for example output switch 081 is connected from
niddle switch MS(3,1) through the links ML(4,1), ML(4,2),
and ML(4,3), and output switch 081 is also connected from
niddle switch MS(3,2) through the links ML(4,10), ML(4,
11) and ML(4,12)).

Finally the connection topology of the network 300A
shown in FIG. 3A is known to be back to back inverse Benes

connection topology.
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Referring to FIG. 3B, in another embodiment of network
szmk(N, d, s), an exemplary symmetrical multi-link multi-
stage network 300B with five stages of twenty switches for
satisfying communication requests, such as setting up a tele-
phone call or a data call, or a connection between config—
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, two by six switches 181-184
and output stage 120 consists of four, six by two switches
OSl-OS4. And all the middle stages namely middle stage 130
consists offour, six by six switches MS(1,1)-MS(1,4), middle
stage 140 consists of four, six by six switches MS(2,1)-MS
(2,4), and middle stage 150 consists of four, six by six
switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
manner for multicast connections, because the switches in the
input stage 110 are of size two by six, the switches in output
stage 120 are of size six by two, and there are four switches in
each of middle stage 130, middle stage 140 and middle stage
150.

In one embodiment of this network each of the input
switches ISl-IS4 and output switches OSl-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable
N/d, where N is the total number of inlet links or outlet links.
The number of middle switches in each middle stage is
denoted by N/d. The size of each input switch ISl-IS4 can be
denoted in general with the notation d*3d and each output
switch OSl-OS4 can be denoted in general with the notation
3d*d. Likewise, the size of each switch in any of the middle
stages can be denoted as 3d*3d. A switch as used herein can
be either a crossbar switch, or a network of switches each of
which in turn may be a crossbar switch or a network of
switches. The symmetric multi-link multi-stage network of
FIG. 3B is also the network of the type thnk(N, d, s), where
N represents the total number of inlet links of all input
switches (for example the links IL1-IL8), d represents the
inlet links of each input switch or outlet links of each output
switch, and s is the ratio of number of outgoing links from
each input switch to the inlet links of each input switch.
Although it is not necessary that there be the same number of
inlet links IL1-IL8 as there are outlet links OLl-OLS, in a
symmetrical network they are the same.

Each of the N/d input switches ISl—IS4 are connected to
exactly 3><d switches in middle stage 130 through 3><d links
(for example input switch ISl is connected to middle switch
MS(1,1) through the links ML(1,1), ML(1,2), and ML(1,3);
and also to middle switch MS(1,2) through the links ML(1,4),
ML(l,5), and ML(1,6)).

Each of the N/d middle switches MS(1,1)—MS(1,4) in the
middle stage 130 are c01mected from exactly (1 input switches
through 3><d links (for example the links ML(1,1), ML(1,2),
and ML(1,3) are connected to the middle switch MS(1,1)
from input switch 181, and the links ML(1,13), ML(1,14), and
ML(1,15) are connected to the middle switch MS(1,1) from
input switch I83) and also are connected to exactly d switches
in middle stage 140 through 3><d links (for example the links
ML(2,1), M,e(2,2), and ML(2,3) are connected from middle
switch MS(1,1) to middle switch MS(2,1); and the links
ML(2,4), M,e(2,5), and ML(2,6) are connected from middle
switch MS(1,1) to middle switch MS(2,2)).

Similarly each of the N/d middle switches MS(2,1)—MS(2,
4) in the middle stage 140 are connected from exactly d
switches in middle stage 130 through 3><d links (for example
the links MI ,(2,l), MI,(2,2), and MI (2,3) are connected to the
middle switch MS(2,1) from middle switch MS(1,1), and the
links MI,(2,l3), MI,(2,l 4), and MI,(2,15) are connected to
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the middle switch MS(2,1) from middle switch MS(1,3)) and
also are connected to exactly d switches in middle stage 150
through 3><d links (for example the links ML(3,1), ML(3,2),
and ML(3,3) are connected from middle switch MS(2,1) to
middle switch MS(3,1), and the links ML(3,4), ML(3,5) and
ML(3,6) are connected from middle switch MS(2,1) to
middle switch MS(3,2)).

Similarly each of the N/d middle switches MS(3,1)-MS(3,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through 3><d links (for example
he links ML(3,1), ML(3,2), and ML(3,3) arc conncctcd to thc
niddle switch MS(3.1) from middle switch MS(2,1), and the
inks ML(3,13), ML(3,14), and ML(3,15) are connected to
he middle switch MS(3,1) from middle switch MS(2,3)) and
also are connected to exactly d output switches in output stage
120 through 3><d links (for example the links ML(4,1), ML(4,
2), and ML(4,3) are connected to output switch 081 from
VIiddle switch MS(3,1), and the links ML(4,4), ML(4.5), and
VIL(4,6) are connected to output switch 082 from middle
switch MS(3,1)).

Each of the N/d output switches OSl-OS4 are connected
from exactly 3><d switches in middle stage 150 through 3><d
inks (for example output switch 081 is connected from

middle switch MS(3,1) through the links MI,(4,l), ML(4,2),
and ML(4,3), and output switch 081 is also connected from
middle switch MS(3,3) through the links MI.(4,13), ML(4,
14), and ML(4,15)).

Finally the connection topology of the network 300B
shown in FIG. 3B is known to be back to back Omega con-
nection topology.

Referring to FIG. 3C, in another embodiment of network
lemk(N, d, s), an exemplary symmetrical multi-link multi-
stage network 300C with five stages of twenty switches for
satisfying commtmication requests, such as setting up a tele-
phone call or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 Via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, two by six switches ISl-IS4
and output stage 120 consists of four, six by two switches
OSl-OS4.And all the middle stages namely middle stage 130
consists of four, six by six switches MS(1,1)-MS(1,4), middle
stage 140 consists of four, six by six switches MS(2,1)-MS
(2,4), and middle stage 150 consists of four, six by six
switches MS(3,1)—MS(3,4).

Such a network can be operated in strictly non-blocking
manner for multicast connections, because the switches in the
input stage 110 are of size two by six, the switches in output
stage 120 are of size six by two, and there are four switches in
each ofmiddle stage 130, middle stage 140 and middle stage
150.

In one embodiment of this network each of the input
switches ISl—IS4 and output switches OSl—OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable
N/d, where N is the total number of inlet links or outlet links.
The number of middle switches in each middlc stage is
denoted by N/d. The size of each input switch ISl-IS4 can be
denoted in general with the notation d*3d and each output
switch OSl-OS4 can be denoted in general with the notation
3d*d. Likewise, the size of each switch in any of the middle
stages can be denoted as 3d*3d. A switch as used herein can
be either a crossbar switch, or a network of switches each of
which in turn may be a crossbar switch or a network of
switches. The symmetric multi-link multi-stage network of
FIG. 3C is also the network ofthe type lemkm, d, s), where
N represents the total number of inlet links of all input
switches (for example the links IIJ -II,8), d represents the
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inlet links of each input switch or outlet links of each output
switch, and s is the ratio of number of outgoing links from
each input switch to the inlet links of each input switch.
Although it is not necessary that there be the same number of
inlet links ILl—ILS as there are outlet links OLl—OLS, in a
symmetrical network they are the same.

Each of the N/d input switches ISl—IS4 are connected to
exactly 3><d switches in middle stage 130 through 3><d links
(for example input switch ISl is connected to middle switch
MS(1,1) through the links ML(1,1), ML(1,2), and ML(1,3);
and also to middle switch MS(1,2) through the links ML(1,4),
ML(1,5), and ML(1,6)).

Each of thc N/d middle switchcs MS(1,1)-MS(1,4) in the
middle stage 130 are connected from exactly d input switches
through 3><d links (for example the links ML(1,1), ML(1,2),
and ML(1,3) are connected to the middle switch MS(1,1)
from input switch 181, and the links ML(1,22), ML(1,23), and
ML(1,24) are connected to the middle switch MS(1,1) from
input switch I84) and also are connected to exactly d switches
in middle stage 140 through 3><d links (for example the links
ML(2,1), Ml(2,2), and ML(2,3) are connected from middle
switch MS(1,1) to middle switch MS(2,1), and the links
ML(2,4), ML(2,5), and ML(2,6) are connected from middle
switch MS(l,l) to middle switch MS(2,2)).

Similarly each of the N/d middle switches MS(2,1)—MS(2,
4) in the middle stage 140 are connected from exactly d
switches in middle stage 130 through 3><d links (for example
the links ML(2,1), ML(2,2), and ML(2,3) are connected to the
middle switch MS(2,1) from middle switch MS(1,1), and the
links ML(2,22), ML(2,23), and ML(2,24) are connected to
the middle switch MS(2,1) from middle switch MS(1,4)) and
also are connected to exactly d switches in middle stage 150
through 3><d links (for example the links ML(3,1), ML(3,2),
and ML(3,3) are connected from middle switch MS(2,1) to
middle switch MS(3,1), and the links ML(3,4), ML(3,5), and
ML(3,6) are connected from middle switch MS(2,1) to
middle switch MS(3,2)).

Similarly each of the N/d middle switches MS(3,1)—MS(3,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through 3><d links (for example
the links ML(3 , 1), ML(3 ,2), and ML(3 ,3) are connected to the
middle switch MS(3,1) from middle switch MS(2,1), and the
links ML(3,22), ML(3,23), and ML(3,24) are connected to
the middle switch MS(3,1) from middle switch MS(2,4)) and
also are connected to exactly d output switches in output stage
120 through 3><d links (for example the links ML(4,1), ML(4,
2), and ML(4,3) are connected to output switch 081 from
middle switch MS(3,1), and the links ML(4,4), ML(4,5), and
ML(4,6) are connected to output switch 082 from middle
switch MS(3,1)).

Each of the N/d output switches OSl-OS4 are connected
from exactly 3><d switches in middle stage 150 through 3><d
links (for example output switch 081 is connected from
middle switch MS(3,1) through the links ML(4,1), ML(4,2),
and ML(4,3), and output switch 081 is also connected from
middle switch MS(3,4) through the links ML(4,22), ML(4,
23), and ML(4,24)).

Finally the connection topology of the network 300C
shown in FIG. 3C is hereinafter called nearest neighbor con-
nection topology.

Similar to network 300A ofFIG. 3A, 300B ofFIG. 3B, and
300C ofFIG. 3C, referring to FIG. 3D, FIG. 3E, FIG. 3F, FIG.
3G, FIG. 3H, FIG. 3I and FIG. 3] with exemplary symmetri-
cal multi-link multi-stage networks 300D, 300E, 300F, 300G,
300H, 300I, and 300] respectively with five stages of twenty
switches for satisfying communication requests, such as set-
ting up a telephone call or a data call, or a connection between
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configurable logic blocks, between an input stage 110 and
output stage 120 via middle stages 130, 140, and 150 is shown
where input stage 110 consists of four, two by six switches
ISl-IS4 and output stage 120 consists of four, six by two
switches OSl-OS4. And all the middle stages namely middle
stage 130 consists of four, six by six switches MS(1,1)-MS
(1,4), middle stage 140 consists of four, six by six switches
MS(2,1)—MS(2,4), and middle stage 150 consists of four, six
by six switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
manner for multicast connections, because the switches in the

input stage 110 are of size two by six, the switches in output
stage 120 are of size six by two, and there are four switches in
each ofmiddle stage 130, middle stage 140 and middle stage
150.

The networks 300D, 300E, 300F, 300G, 300H, 3001 and
300] ofFIG. 3D, FIG. 3E, FIG. 3F, FIG. 3G, FIG. 3H, FIG. 3I,
and FIG. 3] are also embodiments of symmetric multi-link
multi-stage network can be represented with the notation
thnk(N, d, s), where N rcprcscnts the total number of inlet
links of all input switches (for example the links IL1-IL8), d
represents the inlet links ofeach input switch or outlet links of
each output switch, and s is the ratio of number of outgoing
links from each input switch to the inlet links of each input
switch. Although it is not necessary that there be the same
number of inlet links IL1-IL8 as there are outlet links 0L1-

OL8, in a symmetrical network they are the same.
Just like networks of 300A, 300B and 300C, for all the

networks 300D, 300E, 300F, 300G, 300H, 300I and 300] of
BIG. 3D, FIG. 3E, FIG. 3F, FIG. 3G, FIG. 3H, FIG. 3I, and
BIG. 3], each ofthe N/d input switches ISl-IS4 are connected
0 exactly 3xd switches in middle stage 130 through 3xd
inks.

Each of the N/d middle switches MS(1,1)-MS(1,4) in the
middle stage 130 are connected from exactly d input switches
hrough 3><d links and also are connected to exactly d
switches in middle stage 140 through 3><d links.

Similarly each of the N/d middle switches MS(2,1)-MS(2,
4) in the middle stage 140 are connected from exactly d
switches in middle stage 130 through 3><d links and also are
connected to exactly d switches in middle stage 150 through
3xd links.

Similarly each of the N/d middle switches MS(3,1)—MS(3,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through 3><d links and also are
connected to exactly d output switches in output stage 120
through 3><d links.

Each of the N/d output switches OSl-OS4 are connected
from exactly 3><d switches in middle stage 150 through 3><d
links.

In all the ten embodiments of FIG. 3A to FIG. 3] the

connection topology is different. That is the way the links
ML(1,1)—ML(1,24), ML(2,1)—ML(2,24), ML(3,1)—ML(3,
24), and ML(4,1)-ML(4,24) are connected between the
respective stagcs is different. Even though only ten cmbodi-
ments are illustrated, in general, the network szmk(N, d, s)
can comprise any arbitrary type of connection topology. For
example the connection topology ofthe network lei,7k(N, d,
5) may be back to back Benes networks, Delta Networks and
many more combinations. The applicant notes that the fun-
damental property of a valid connection topology of the
lez."k(N d, s) network is, when no connections are setup from
any input link all the output links should be reachable. Based
on this property numerous embodiments of the network
th-nk(N, d, s) can be built. The ten embodiments ofFIG. 3A
to FIG. 3] are only three examples of network thnk(N, d, s).
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In all the ten embodiments of FIG. 3A to FIG. 3], each of
the links ML(1,1)-ML(1,24), ML(2,1)-ML(2,24), ML(3,1)-
ML(3,24) and ML(4,1)-ML(4,24) are either available for use
by a new connection or not available if currently used by an
existing connection. The input switches ISl-IS4 are also
referred to as the network input ports. The input stage 110 is
often referred to as the first stage. The output switches OSl-
OS4 are also referred to as the network output ports. The
output stage 120 is often referred to as the last stage. The
middle stage switches MS(1,1)-MS(1,4), MS(2,1)-MS(2,4),
and MS(3,1)-MS(3,4) are referred to as middle switches or
middle ports.

In the example illustrated in FIG. 3A (or in FIG. 1B to FIG.
3]), a fan—out of four is possible to satisfy a multicast connec—
tion request if input switch is 182, but only two switches in
middle stage 13 0 will be used. Similarly, although a fan-out of
three is possible for a multicast connection request ifthe input
switch is 181, again only a fan-out of two is used. The specific
middle switches that are chosen in middle stage 130 when
selecting a fan-out of two is irrelevant so long as at most two
middle switches are selected to ensure that the connection

request is satisfied. In essence, limiting the fan-out from input
switch to no more than two middle switches permits the
network 300A (or 300B to 300]), to be operated in strictly
nonblocking mamier in accordance with the invention.

The connection request of the type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case of a unicast connection request, a fan-out of one is used,
i.e. a single middle stage switch in middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending 011 the number of middle
stage switches in a network (while maintaining the strictly
nonblocking nature of operation of the network for multicast
connections). However any arbitrary fan—out may be used
within any of the middle stage switches and the output stage
switches to satisfy the connection request.

Generalized Symmetric SNB Embodiments:

Network 300K of FIG. 3K is an example of general syru-
metrical multi-link multi-stage network lemk(N, d, s) with
(leogd N)—1 stages. The general symmetrical multi-link
multi—stage network th-nk(N, d, s) can be operated in strictly
nonblocking manner for multicast when s :3 according to the
current invention (and in the example of FIG. 3K, F3). The
general symmetrical multi-link multi-stage network thnk
(N, d, s) with (2xlogd N)—l stages has (1 inlet links for each of
N/d input switches ISl-IS(N/d) (for example the links ILl-
IL(d) to the input switch I81) and 3><d outgoing links for each
of N/d input switches ISl-IS(N/d) (for example the links
ML(l, 1)-ML(1 ,3d) to the input switch ISl). There are d outlet
links for each of N/d output switches OSl-OS(N/d) (for
example the links 0L1 -OL(d) to the output switch 081) and
3><d incoming links for each ofN/d output switches 0S1 -OS
(N/d) (for example ML(ZxLogdN—2,1)-ML(2><Long—2,3><
d) to the output switch 0S1).

Each of the N/d input switches ISl-IS(N/d) are connected
to exactly d switches in middle stage 130 through 3><d links.

Each of the N/d middle switches MS(1,1)-MS(1,N/d) in
the middle stage 130 are connected from exactly d input
switches through 3xd links and also are cormected to exactly
d switches in middle stage 140 through 3xd links.
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Similarly each of the N/d middle switches

1v

MS(Long —1,1)— MS(Long — 1, Z)

in the middle stage 130+10*(Logd N—Z) are connected from
exactly d switches in middle stage 130+10*(Logd N—3)
through 3xd links and also are connected to exactly d
switches in middle stage 130+10*(Logd N—l) through 3xd
links.

Similarly each of the N/d middle switches

N

MS(Z XLong — 3. 1) — MS(ZXLong — 3. g)

in the middle stagc 130+10*(2*Logd N—4) arc conncctcd
from exactly d switches in middle stage 130+10*(2*Logd
N—S) through 3xd links and also are connected to exactly d
output switches in output stage 120 through 3xd links.

Each of the N/d output switches OSl-OSOV/d) are con-
nected from exactly d switches in middle stage 130+10*
(2*Logd N—4) through 3><d links.

As described before, again the connection topology of a
general lemk(N, d, s) may be any one of the connection
topologies. For example the connection topology of the net-
work lemk(N, d, s) may be back to back inverse Benes
networks, back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property of a valid con-
nection topology of the general th-nk(N, d, s) network is,
when no connections are setup from any input link if any
output link should be reachable. Based on this property
numerous embodiments of the network Vm]mk(N, d, s) can be
built. The embodiments of FIG. 3A to FIG. 3] are ten

examples of network thnk(N, d, s).
The general symmetrical multi—link multi—stage network

thnALN, d, s) can be operated in strictly nonblocking manner
for multicast when s23 according to the current invention.

Every switch in the multi-link multi-stage networks dis-
cussed herein has multicast capability. In a Vmil-”AN, d, s)
ietwork, ifa network inlet link is to be connected to more than

one outlet link on thc same output switch, then it is only
iecessary for the corresponding input switch to have one path
0 that output switch. This follows bccausc that path can bc
nulticast within the output switch to as many outlet links as
necessary. Multicast assignments can therefore be described
'n terms of connections between input switches and output
switches . An existing connection or a new connection from an
'nput switch to r' output switches is said to have fan-out r'. If
all multicast assignments ofa first type, wherein any inlet link
of an input switch is to be connected in an output switch to at
most one outlet link are realizable, then multicast assign-
nents of a second type, wherein any inlet link of each input
switch is to be connected to more than one outlet link in the

same output switch, can also be realized. For this reason, the
following discussion is limited to general multicast connec-
ions of the first type

 
. , , N

With fan-outr,1:r 3g

although the same discussion is applicable to the second type.
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To characterize a multicast assignment, for each inlet link

ie{1,2,... 55%}

let 150, where

0c{1,2,... %}

denote the subset of output switches to which inlet linki is to
be connected in the multicast assignment. For example, the
network of FIG. 3C shows an exemplary five-stage network,
namely lemk(8,2,3), with the following multicast assign-

mentIl:{ 1,4} and all other Ij:¢ forj:[2-8]. It shouldbe noted
that thc connection I 1 fans out in the first stage switch 181 into
middle switches MS(1,1) and MS(1,2) in middle stage 130,
and fans out in middle switches MS(1,1) and MS(1,2) only
once into middle switches MS(2,1) and MS(2,3) respectively
in middle stage 140.

The connection I 1 also fans out in middle switches MS(2,1)
and MS(2,3) only once into middle switches MS(3,1) and
MS(3,4) respectively in middle stage 150. The connection II
also fans out in middle switches MS(3,1) and MS(3,4) only
once into output switches 081 and 084 in output stage 120.
Finally the connection I 1 fans out once in the output stage
switch 081 into outlet link 0L1 and in the output stage switch
084 twice into the outlet links 0L7 and 0L8. In accordance

with the invention, each connection can fan out in the input
stage switch into at most two middle stage switches in middle
stage 130.
Asymmetric SNB (N2>N1) Embodiments:

Referring to FIG. 3A1, in one embodiment, an exemplary
asymmetrical multi-link multi-stage network 300A1 with
five stages of twenty switches for satisfying communication
requests, such as setting up a telephone call or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown where input stage 110 consists of four,
two by six switches ISl-IS4 and output stage 120 consists of
four, eight by six switches OSl-OS4. And all the middle
stages namely middle stage 130 consists of four, six by six
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, six by six switches MS(2,1)-MS(2,4), and middle stage
150 consists offour, four by eight switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
manner for multicast connections, because the switches in the
input stage 110 are of size two by six, the switches in output
stage 120 are of size eight by six, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150.

In one embodiment of this network each of the input
switches ISl-IS4 and output switches OSl-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

Nl
d a

where Nl is the total number ofinlet links or and N2 is the total
number of outlet links and N2>N1 and N2:p*N1 where p>l .
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The number of middle switches in each middle stage is
denoted by

The size of each input switch 181—184 can be denoted in
general with the notation d*3d and each output switch 081-
084 can be denoted in general with the notation (2d+d2)*d2,
where

d
d =N ><—= ><d.

2 2 N1 P

The size ofeach switch in any of the middle stages excepting
the last middle stage can be denoted as 3d*3d. The size of
each switch in the last middle stage can be denoted as 3d*
(2d+d2). A switch as used herein can be either a crossbar
switch, or a network of switches each ofwhich in turn may be
a crossbar switch or a network of switches. An asymmetric
multi-link multi-stage network can be represented with the
notation lemk(N1, N2, d, s), where N1 represents the total
number of inlet links of all input switches (for example the
links lL1-IL8), Nrepresents the total number ofoutlet links of
all output switches (for example the links OL1-OL24), (1
represents the inlet links of each input switch where N2>N1,
and s is the ratio ofnumber ofoutgoing links from each input
switch to the inlet links of each input switch.

Each of the

input switches ISl-IS4 are connected to exactly d switches in
middle stage 130 through 3><d links (for example input switch
181 is connected to middle switch MS(1,1) through the links
ML(1,1), ML(1,2), and ML(1,3); and also to middle switch
MS(1,2) through the links ML(1,4), ML(1,5), and ML(1,6)).

Each of the

middle switches MS(1,1)—MS(1,4) in the middle stage 130
are connected from exactly d input switches through 3><d
links (for example the links ML(1,1), ML(1,2), and ML(1,3)
are connected to the middle switch MS(1,1) from input switch
181, and the links ML(1,13), ML(1,14). and ML(1,15) are
connected to the middle switch MS(1,1) from input switch
IS3) and also are connected to exactly d switches in middle
stage 140 through 3><d links (for example the links ML(2,1),
ML(2,2), and ML(2,3) are connected from middle switch
MS(1,1) to middle switch MS(2,1); and the links ML(2,4),
ML(2,5), and ML(2,6) arc conncctcd from middle switch
MS(1,1) to middle switch MS(2,2)).

Similarly each of the
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middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 3><d links (for example the links ML(2:1), ML(2,2),
and ML(2,3) are connected to the middle switch MS(2,1)
from middle switch MS(1,1), and the links ML(2,13), ML(2,
14), and ML(2,15) are comiected to the middle switch MS(2,
1) from middle switch MS(1,3)) and also are connected to
exactly d switches in middle stage 150 through 3><d links (for
example the links Ml,(3,1), Ml,(3,2), and Ml,(3,3) are con-
nected from middle switch MS(2,1) to middle switch MS(3,
1), and the links ML(3,4), ML(3,5) and ML(3,6) are con-
nected from middle switch MS(2,1) to middle switch MS(3,
2)).

Similarly each of the

middle switches MS(3,1)-MS(3:4) in the middle stage 150
are connected from exactly (1 switches in middle stage 140
through 3><d links (for example the links ML(3:1), ML(3,2),
and ML(3,3) are connected to the middle switch MS(3,1)
from middle switch MS(2,1), and the links ML(3,13), ML(3,
14), and ML(3,15) are connected to the middle switch MS(3,
1) from middle switch MS(2,3)) and also are connected to
exactly

2d +d2 

output switches in output stage 120 through 2d+d1 links (For
example the links ML(4,1), ML(4,2), and ML(4,3) are con-
nected to output switch 081 from Middle switch MS(3,1); the
links ML(4,4), ML(4.5), and ML(4,6) are connectedto output
switch 082 from middle switch MS(3,1); the links ML(4,7),
ML(4,8), and ML(4,9) are connected to output switch 083
from Middle switch MS(3,1); the links ML(4,10), ML(4.11),
and ML(4,12) are connected to output switch 082 from
middle switch MS(3,1)).

Each of the

output switches ON1—OS4 are connected from exactly

2d +d2
3
 

switches in middle stage 150 through 2d+d2 links (for
cxamplc output switch 081 is conncctcd from middle switch
MS(3,1) through the links ML(4,1), ML(4,2), and ML(4,3);
output switch 081 is also connected from middle switch
MS(3,2) through the links ML(4,16), ML(4,17), and ML(4,
18); output switch 081 is connected from middle switch
MS(3,3) through the links ML(4,28), ML(4,29), and ML(4,
30); and output switch 081 is also connected from middle
switch MS(3,4) through the links ML(4,43), ML(4,44), and
ML(4,45)).

Finally the connection topology of the network 300A1
shown in FIG. 3A1 is known to be back to back inverse Benes

connection topology.
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Referring to FIG. 3B1, in one embodiment, an exemplary
asymmetrical multi-link multi-stage network 3 00B1 with five
stages of twenty switches for satisfying communication
requests, such as setting up a telephone call or a data call, or
a connection between configurable logic blocks, between an 5
input stage 110 and output stage 120 Via middle stages 130,
140, and 150 is shown where input stage 110 consists of four,
two by six switches 181—184 and output stage 120 consists of
four, eight by six switches OSl-OS4. And all the middle
stages namely middle stage 130 consists of four, six by six
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, six by six switches MS(2,1)-MS(2,4), and middle stage
150 consists offour, four by eight switches MS(3,1)—MS(3,4).

Such a network can be operated in strictly non—blocking
manner for multicast connections, because the switches in the

input stage 110 are of size two by six, the switches in output
stage 120 are of size eight by six, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150.

In one embodiment of this network each of the input
switches 181-184 and output switches 081-084 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

20

25

N1
(1 .

30

where N1 is the total number ofinlet links or and N2 is the total
number of outlet links and N2>N1 and Nzrpl‘N1 where p>l.
The number of middle switches in each middle stage is
denoted by

40

The size of each input switch lSl-lS4 can be denoted in
general with the notation d*3d and each output switch 081-
084 can be denoted in general with the notation (2d+d2)*d2,
where

d

dzzNsz— =p><d.

The size ofeach switch in any of the middle stages excepting
the last middle stage can be denoted as 3d*3d. The size of
each switch in the last middle stage can be denoted as 2d*
(2d+d2). A switch as used herein can be either a crossbar
switch, or a network of switches each ofwhich in tum may be
a crossbar switch or a network of switches. An asymmetric
multi-link multi-stage network can be represented with the
notation thnk(N1, N2, d, s), where Nl represents the total
number of inlet links of all input switches (for example the
links lLl-ILS), N2 represents the total number of outlet links
of all output switches (for example the links OLl-OL24), d
represents the inlet links of each input switch where N2>N1,
and s is the ratio ofnumber ofoutgoing links from each input
switch to the inlet links of each input switch.

60
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Each of the

input switches lSl-lS4 are connected to exactly 3xd switches
in middle stage 130 through 3><d links (for example input
switch 181 is connected to middle switchMS(1,1) through the
links ML(1,1), ML(1,2), and ML(1,3); and also to middle
switch MS(1,2) through the links ML(1,4), ML(1,5), and
ML(1,6)).

Each of the

middlc switchcs MS(1,1)-MS(1,4) in thc middlc stagc 130
are co1mected from exactly d input switches through 3xd
links (for example the links ML(1,1), ML(1,2), and ML(1,3)
are connected to the middle switch MS(1,1) from input switch
181, and the links ML(1,13), ML(1,14), and ML(1,15) are
connected to the middle switch MS(1,1) from input switch
183) and also are connected to exactly (1 switches in middle
stage 140 through 3><d links (for example the links ML(2,1),
ML(2,2), and ML(2,3) are connected from middle switch
MS(1,1) to middle switch MS(2,1), and the links ML(2,4),
ML(2,5), and ML(2,6) are connected from middle switch
MS(1,1) to middle switch MS(2,2)).

Similarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 3xd links (for example the links ML(2,1), ML(2,2),
and ML(2,3) are connected to the middle switch MS(2,1)
from middle switch MS(1,1), and the links ML(2,13), ML(2,
14), and ML(2,15) are connected to the middle switch MS(Z,
1) from middle switch MS(1,3)) and also are connected to
exactly d switches in middle stage 150 through 3><d links (for
example the links ML(3,1), ML(3,2), and ML(3,3) are con-
nected from middle switch MS(2,1) to middle switch MS(3,
1), and the links ML(3,4), ML(3,5) and ML(3,6) are con-
ncctcd from middlc switch MS(2,1) to middlc switch MS(3,
2)).

Similarly each ofthe

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 3><d links (for example the links ML(3,1), ML(3,2),
and ML(3,3) are connected to the middle switch MS(3,1)
from middle switch MS(2,1), and the links ML(3,13), ML(3,
l4), and Ml (3,15) are connected to the middle switch MS(3,
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1) from middle switch MS(2,3)) and also are connected to
exactly

24+ d2 

output switches in output stage 120 through 2d+d2 links (For
example the links ML(4,1), ML(4,2), and ML(4,3) are con-
nected to output switch 081 from Middle switch MS(3,1); the
links ML(4,4), ML(4.5), and ML(4,6) are connected to output
switch OS2 from middle switch MS(3,1); the links ML(4,7),
ML(4,8), and ML(4,9) are connected to output switch 083
from Middle switch MS(3,1); the links ML(4,10), ML(4.11),
and MI,(4,12) are connected to output switch 082 from
middle switch MS(3,1)).

Each of the

output switches OSl-OS4 are connected from exactly

2d+d2
3
 

switches in middle stage 150 through 2d+d2 links (for
example output switch 081 is connected from middle switch
MS(3,1) through the links ML(4,1), ML(4,2), and ML(4,3);
output switch 081 is also connected from middle switch
MS(3,2) through the links ML(4,16), M,z(4,17), and ML(4,
18); output switch 081 is connected f‘om middle switch
MS(3,3) through the links ML(4,28), M,z(4,29), and ML(4,
30); and output switch 081 is also connected from middle
switch MS(3,4) through the links ML(4,43), ML(4,44), and
MI.(4,45)).

Finally the connection topology of the network 300B1
shown in FIG. 3B1 is known to be back to back Omega
connection topology.

 

Referring to FIG. 3C1, in one embodiment, an exemplary
asymmetrical multi-link multi-stage network 3 00C1 with five
stages of twenty switches for satisfying communication
requests, such as setting up a telephone call or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 Via middle stages 130,
140, and 150 is shown where input stage 110 consists of four,
two by six switchcs ISl-IS4 and output stage 120 consists of
four, eight by six switches OSl-OS4. And all the middle
stages namely middle stage 130 consists of four, six by six
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, six by six switches MS(2,1)-MS(2,4), and middle stage
150 consists offour, four by eight switches MS(3,1 )-MS(3,4).

Such a network can be operated in strictly non-blocking
inaimer for multicast connections, because the switches in the
input stage 110 are of size two by six, the switches in output
stage 120 are of size eight by six, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150.

In one embodiment of this network each of the input
switches ISl -IS4 and output switches 081-084 are crossbar
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switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

Nl
d .

where Nl is the total number ofinlet links or and N2 is the total
number of outlet links and N2>N1 and N2:p*N1 where p>l .
The number of middle switches in each middle stage is
denoted by

The size of each input switch ISl-IS4 can be denoted in
general with the notation d*3d and each output switch 081-
084 can be denoted in general with the notation (2d+d2)*d2,
where

d

d2=N2XA—ll=p)<d'

The size of each switch in any ofthe middle stages excepting
the last middle stage can be denoted as 3d’1‘3d. The size of
each switch in the last middle stage can be denoted as 2d*
(2d+d2). A switch as used herein can be either a crossbar
switch, or a network of switches each ofwhich in turn may be
a crossbar switch or a network of switches. An asymmetric
multi-link multi-stage network can be represented with the
notation lemk(N1, N2, d, s), where Nl represents the total
number of inlet links of all input switches (for example the
links ILl-IL8), N2 represents the total number of outlet links
of all output switches (for example the links OLl—OL24), d
represents the inlet links of each input switch where N2>N1,
and s is the ratio ofnumber of outgoing links from each input
switch to the inlet links of each input switch.

Each of the

input switches ISl-IS4 are connected to exactly 3xd switches
in middle stage 130 through 3><d links (for example input
switch 181 is connected to middle switch MS(1,1) through the
links ML(1,1), ML(1,2), and ML(1,3); and also to middle
switch MS(1,2) through the links ML(1,4), ML(1,5), and
ML(1,6)).

Each of the

middle switches MS(1,1)-MS(1,4) in the middle stage 130
are cmmected from exactly d input switches through 3xd
links (for example the links ML(1,1), ML(1,2), and ML(1,3)
are connected to the middle switch MS(1,1) from input switch
I81, and the links ML(1,22), ML(1,23), and ML(1,24) are
connected to the middle switch MS(l,l) from input switch
IS4)) and also are connected to exactly (1 switches in middle
stage 140 through 3Xd links (for example the links MI (2,1),
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Ml(2,2), and ML(2,3) are connected from middle switch
MS(1,1) to middle switch MS(2,1), and the links ML(2,4),
ML(2,5), and ML(2,6) are connected from middle switch
MS(1,1) to middle switch MS(2,2)).

Similarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 3><d links (for example the links ML(2,1), ML(2,2),
and ML(2,3) are connected to the middle switch MS(2,1)
from middle switch MS(1,1), and the links ML(2,22), ML(2,
23), and ML(2,24) are connected to the middle switch MS(2,
1) from middle switch MS(1,4)) and also are connected to
exactly d switches in middle stage 150 through 3xd links (for
example the links ML(3,1), ML(3,2), and ML(3,3) are con-
nected from middle switch MS(2,1) to middle switch MS(3,
1), and the links ML(3,4), ML(3,5), and ML(3,6) are con-
nected from middle switch MS(2,1) to middle switch MS(3,
2)).

Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 3><d links (for example the links ML(3,1), ML(3,2),
and ML(3,3) are connected to the middle switch MS(3,1)
from middle switch MS(2,1), and the links ML(3,22), ML(3,
23), and ML(3,24) are connected to the middle switch MS(3,
1) from middle switch MS(2,4)) and also are connected to
exactly

Zd+ d2 

output switches in output stage 120 through 2d+d2 links
(For example the links ML(4,1), ML(4,2), and ML(4,3) are

connected to output switch 081 from Middle switch MS(3,
1); the links ML(4,4), ML(4.5), and ML(4,6) are connected to
output switch 082 from middle switch MS(3,1); the links
ML(4,7), ML(4,8), and ML(4,9) are connected to output
switch 083 from Middle switch MS(3,1); the links ML(4,10),
ML(4.11), and ML(4,12) are connected to output switch 082
from middle switch MS(3,1)).

Each of the

output switches OSl-OS4 are connected from exactly

24+ d2
3
 

switches in middle stage 150 through 2d+d2 links (for
example output switch 081 is connected from middle switch
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MS(3,1) through the links ML(4,1), ML(4,2), and ML(4,3);
output switch 081 is also connected from middle switch
MS(3,2) through the links ML(4,16), ML(4,17), and ML(4,
18); output switch OS] is connected from middle switch
MS(3,3) through the links ML(4,28), ML(4,29), and ML(4,
30); and output switch 081 is also connected from middle
switch MS(3,4) through the links ML(4,43), ML(4,44), and
ML(4,45)).

Finally the connection topology of the network 300C1
shown in FIG. 3C1 is hereinafter called nearest neighbor
connection topology.

Similar to network 300A1 of FIG. 3A1, 300B1 of FIG.
381, and 300C1 of FIG. 3C1, referring to FIG. 3D1, FIG.
3E1, FIG. 3F1, FIG. 3G1, FIG. 3H1, FIG. 311 and FIG. 3.11
with exemplary asymmetrical multi-link multi-stage net-
works 300D1, 30031, 300F1, 300G1, 300H1, 30011, and
300]1 respectively with five stages of twenty switches for
satisfying communication requests, such as setting up a tele-
phone call or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 Via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, two by six switches 181-184
and output stage 120 consists of four, six by two switches
OSl-OS4. And all the middle stages namely middle stage 130
consists offour, six by six switches MS(1,1)-MS(1,4), middle
stage 140 consists of four, six by six switches MS(2,1)-MS
(2,4), and middle stage 150 consists of four, six by six
switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
manner for multicast connections, because the switches in the
input stage 110 are of size two by six, the switches in output
stage 120 are of size six by two, and there are four switches in
each of middle stage 130, middle stage 140 and middle stage
150.

The networks 300D1, 300E1, 300F1, 300G1, 300H1,
30011 and 300.11 ofFIG. 3D1, FIG. 3E1, FIG. 3F1, FIG. 3G1,
FIG. 3H1, FIG. 311, and FIG. 3.11 are also embodiments of
asymmetric multi-link multi-stage network can be repre-
sented with the notation Vmka(N1, N2, d, s), where N1 rep—
resents the total number of inlet links ofall input switches (for
example the links 1L1—1L8), N2 represents the total number of
outlet links of all output switches (for example the links
OL1—OL24), d represents the inlet links of each input switch
where N2>N1, and s is the ratio of number of outgoing links
from each input switch to the inlet links ofeach input switch.

Just like networks 0f300A1, 300B1 and 300C1, for all the
networks 300D1, 300E1, 300F1, 300G1, 300H1, 30011 and
300.11 ofFlG. 31)], FIG. 3E1, FIG. 3F], FIG. 3G1. l-‘lG. 3H1,
FIG. 311, and FIG. 3.11, each ofthe

 

N1
d

input switches ISl-IS4 are connected to exactly d switches in
middle stage 130 through 3><d links.

Each of the

middle switches MS(1,1)-MS(1,4) in the middle stage 130
are connected from exactly d input switches through 3xd
links and also are connected to exactly (1 switches in middle
stage 140 through 3Xd links.
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Similarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 3xd links and also are connected to exactly (I
switches in middle stage 150 through 3xd links.

Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 3><d links and also are connected to exactly

2d+d2
3
 

output switches in output stage 120 through 2d+d links.
Each of the

output switches OSl-OS4 are connected from exactly

2d+ d2
3
 

switches in middle stage 150 through 2d+d2 links
In all the ten embodiments of FIG. 3A1 to FIG. 3J1 the

connection topology is different. That is the way the links
ML(1,1)-ML(1,24), ML(2,1)-ML(2,24), ML(3,1)-ML(3,
24), and ML(4,1)-ML(4,48) are connected between the
respective stages is different. Even though only ten embodi—
ments are illustrated, in general, the networka21-171ch 1, N2, d,
s) can comprise any arbitrary type of connection topology.
For example the connection topology of the network szmk
(N1, N2, d, s) may be back to back Benes networks, Delta
Networks and many more combinations. The applicant notes
that the fundamental property of a valid connection topology
oftheVmImk(Nl, N2, d, s) network is, when no connections are
setup from any input link all the output links should be reach-
able. Based on this property numerous embodiments of the
network lemk(N1, N2, d, s) can be built. The ten embodi-
ments of FIG. 3A1 to FIG. 3J1 are only three examples of
network thnk(N1, N2, d, s).

In all the ten embodiments ofFIG. 3A1 to FIG. 3J1, each of
the links ML(1,1)-ML(1,24), ML(2,1)-ML(2,24), ML(3,1)-
ML(3,24) and ML(4,1)-ML(4,48) are either available for use
by a new connection or not available if currently used by an
existing comiection. The input switches ISl-IS4 are also
referred to as the network input ports. The input stage 110 is
often referred to as the first stage. The output switches 0S1-
084 are also referred to as the network output ports. The
output stage 120 is often referred to as the last stage. The
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middle stage switches MS(1,1)-MS(1,4), MS(2,1)-MS(2,4),
and MS(3,1)-MS(3,4) are referred to as middle switches or
middle ports.

In the example illustrated in FIG. 3A1 (or in FIG. 3B1 to
FIG. 3J1), a fan-out of four is possible to satisfy a multicast
connection request if input switch is ISZ, but only two
switches in middle stage 130 will be used. Similarly, although
a fan-out of three is possible for a multicast connection
request if the input switch is ISl, again only a fan-out of two
is used. The specific middle switches that are chosen in
middle stage 130 when selecting a fan-out oftwo is irrelevant
so long as at most two middle switches are selected to ensure
that the comiection request is satisfied. In essence, limiting
the fan—out from input switch to no more than two middle
switches permits the network 300A1 (or 300131 to 300.11), to
be operated in strictly nonblocking manner in accordance
with the invention.

The connection request of the type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case of a unicast connection request, a fan-out of one is used,
i.e. a single middle stage switch in middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the number of middle
stage switches in a network (while maintaining the strictly
nonblocking nature of operation of the network for multicast
connections). However any arbitrary fan-out may be used
within any of the middle stage switches and the output stage
switches to satisfy the connection request.

Generalized Asymmetric SNB (N2>N1) Embodiments:

Network 300K1 of FIG. 3K1 is an example of general
asymmetrical multi-link multi-stage network th."k(N1, N2,
d, s) with (2xlogd N1)—1 stages where N2>Nl and N:p*Nl
where p>l. In network 300K1 of FIG. 3K1, N1:N and
N2:p*N. The general asymmetrical multi-link multi-stage
network lemk(Nl, N2, d, s) can be operated in strictly non-
blocking manner for multicast when 3 according to the cur-
rent invention (and in the example of FIG. 3K1, F3). The
general asymmetrical multi-link multi-stage network th-nk
(N1, N2, d, s) with (2xlogd N1)—l stages has (1 inlet links for
each of

input switches ISl-IS(Nl/d) (for example the links IL1-IL(d)
to the input switch IS]) and 3xd outgoing links for each of

input switches ISl-IS(N1/d) (for example the links ML(1,1)-
ML(l,3d) to the input switch ISl). There are d2

d

(where d2 =N2>< — = pxd]N1
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outlet links for each of

output switches OSl-OS(N1/d) (for example the links 0L1-
OL(p*d) to the output switch 081) and 2d+d2 (:2d+p><d)
incoming links for each of

output switches OSl-OS(Nl/d) (for example ML(2xLogd
N1—2,l)-ML(2><Logd N1—2,2d+d2) to the output switch
081).

Each of the

input switches ISl-IS(N1/d) are connected to exactly 3><d
switches in middle stage 130 through 3><d links.

Each of the

middle switches MS(1,1)-MS(1,Nl/d) in the middle stage
130 are connected from exactly d input switches through 3><d
links and also are connected to exactly d switches in middle
stage 140 through 3xd links.

Similarly each of the

middle switches

N1 )MS(Long1 — 1. 1) - Mleogdzvl — 1. 7

in the middle stage 130+10*(Logd Nl—Z) are connected from
exactly d switches in middle stage 130+10*(Logd N1—3)
through 3><d links and also are connected to exactly d
switches in middle stage 130+10*(Logd Nl—l) through 3><d
links.

Similarly each of the

middle switches

/ N

MS(2 XLongl — 3, 1) - M512 XLongl — 3, 71)
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in the middle stage 130+10*(2*Logd Nl—4) are connected
from exactly d switches in middle stage 130+10*(2*Logd
Nl—S) through 3><d links and also are connected to exactly

2d +d2
3
 

output switches in output stage 120 through 2d+d2 links.
Each of the

output switches OSl-OSWl/d) are connected from exactly

24 +42
3
 

switches in middle stage 130+10*(2*Logd N1—4) through
2d+d2 links.

As described before, again the connection topology of a
general Vm[MANN N2, d, s) may be any one of the connection
topologies. For example the connection topology of the net-
work th."k(N1, N2, d, s) may be back to back inverse Benes
networks, back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property of a valid con-
nection topology of the general VmImk(N1, N2, d, s) network
is, when no connections are setup from any input link if any
output link should be reachable. Based on this property
numerous embodiments of the network th‘nkm1, N2, d, s)
can be built. The embodiments ofFIG. 3A1 to FIG. 3J1 are

ten examples of network szmk(N1, N2, d, s) for F3 and
N2>N1.

The general symmetrical multi-link multi-stage network
thnk(Nl, N2, d, s) can be operated in strictly nonblocking
manner for multicast when 3 according to the current inven-
tion.

For example, the network ofFIG. 3C1 shows an exemplary
five—stage network, namely th-nk(8,24,2,3), with the follow—

ing multicast assignment I 1:{ 1 ,4} and all other 1].:(1) forj:[2-
8]. It should be noted that the comiection Il fans out in the first
stage switch 181 into middle switches MS(l,l) and MS(I,2)
in middle stage 130, and fans out in middle switches MS(1,1)
and MS(1.2) only once into middle switches MS(2,1) and
MS(2,3) respectively in middle stage 140.

The connection I 1 also fans out in middle switches MS(2,1)
and MS(2,3) only once into middle switches MS(3,1) and
MS(3,4) respectively in middle stage 150. The connection II
also fans out in middle switches MS(3,1) and MS(3,4) only
once into output switches 081 and 084 in output stage 120.
Finally the connection I 1 fans out once in the output stage
switch 081 into outlet link 0L2 and in the output stage switch
084 twice into the outlet links OL19 and OL21. In accor-

dance with the invention, each connection can fan out in the
input stage switch into at most two middle stage switches in
middle stage 130.
Asymmetric SNB (N1>N2) Embodiments:

Referring to FIG. 3A2, in one embodiment, an exemplary
asymmetrical multi-link multi-stage network 300A2 with
five stages of twenty switches for satisfying communication
requests, such as setting up a telephone call or a data call, or
a connection between configurable logic blocks, between an
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input stage 110 and output stage 120 Via middle stages 130,
140, and 150 is shown where input stage 110 consists of four,
six by eight switches 181-184 and output stage 120 consists of
four, six by two switches 0S1 -OS4. And all the middle stages
namely middle stage 130 consists of four, eight by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, six by six switches MS(2,1)-MS(2,4), and middle stage
150 consists of four, six by six switches MS(3,1)—MS(3,4).

Such a network can be operated in strictly non-blocking
manner for multicast connections, because the switches in the

input stage 110 are of size six by eight, the switches in output
stage 120 are of size six by two, and there are four switches in
each ofmiddle stage 130, middle stage 140 and middle stage
150.

In onc cmbodimcnt of this nctwork cach of the input
switches 181-184 and output switches OSl-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

where N1 is the total number ofinlet links or and N2 is the total
number of outlet links and N1>N2 and N1:p*N2 where p>1.
Thc numbcr of middlc switchcs in cach iniddlc stagc is
denoted by

The si 7e of each input switch lSl -lS4 can be denoted in
general with the notation dl *(2d+d1) and each output switch
OSl-OS4 can be denoted in general with the notation 3d*d,
where

d

d1=N1><N—=p><d-

The size ofeach switch in any of the middle stages excepting
the first middle stage can be denoted as 3d*3d. The size of
each switch in the first middle stage can be denoted as (2d+
d1)*3d. A switch as used herein can be either a crossbar
switch, or a network of switches each ofwhich in tum may be
a crossbar switch or a network of switches. An asymmetric
multi-link inulti-stage network can be represented with the
notation lemk(N1, N2, d, s), where N1 represents the total
number of inlet links of all input switches (for example the
links 1L1 -IL24), N2 represents the total number ofoutlet links
of all output switches (for example the links OLl-OL8), (1
represents the inlet links of each input switch where N1>N2,
and s is the ratio of number of incoming links to each output
switch to the outlet links of each output switch.

Each of the
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input switches ISl-lS4 are connected to exactly

2d+d1
q
 

switches in middle stage 130 through 2d+d1 links (for
example input switch 181 is connected to middle switch
MS(1,1) through the links ML(1,1), ML(1,2). and ML(1,3);
input switch 181 is also connected to middle switch MS(1,2)
through the links ML(1.4), ML(1,5), and ML(1,6); input
switch 181 is connected to middle switchMS(1,3) through the
links ML(1,7), ML(1,8), and ML(1,9); and input switch 181 is
also connected to middle switch MS(1,4) through the links
ML(1,10), ML(1,11), and ML(1,12)).

Each of thc

N2
7

middle switches MS(1,1)-MS(1,4) in the middle stage 130
arc conncctcd from cxactly

2d+dl
3
 

input switches through 2d+d1 links (for example middle
switch MS(1,1) is connected from input switch 181 through
the links ML(1,1), ML(1,2), and ML(1,3); middle switch
MS(1,1) is connected from input switch 182 through the links
ML(1,16), ML(1,17), and ML(1,18); middle switch MS(1,1)
is comiected from input switch 183 through the links ML(l,
28), ML(l ,29), and Ml (1,30); and middle switch MS(l,l) is
connected from input switch 184 through the links ML(1,43),
ML(l ,44), and Ml,(l ,45)) and also are connected to exactly d
switches in middle stage 140 through 3><d links (for example
the links ML(2,1), ML(2,2), and ML(2,3) are connected from
middle switch MS(1,1) to middle switch MS(2,1), and the
links ML(2,4), ML(2,5), and ML(2,6) are connected from
middle switch MS(1,1) to middle switch MS(2,3)).

Similarly each of the

1V2
d

middle switches MS(2,l)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 3><d links (for example the links ML(2,1), ML(2,2),
and ML(2,3) are connected to the middle switch MS(2,1)
from middle switch MS(1,1), and the links ML(2,16), ML(Z,
17), and ML(2,18) are connected to the middle switch MS(2,
1) from middle switch MS(1,3)) and also are connected to
exactly d switches in middle stage 150 through 3><d links (for
example the links ML(3,1), ML(3,2), and ML(3,3) are con-
nected from middle switch MS(2,1) to middle switch MS(3,
1), and the links ML(3,4), ML(3,5), and ML(3,6) are con-
ncctcd from middlc switch MS(2,1) to middlc switch MS(3,
3)).

Similarly each of the

3
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middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 3><d links (for example the links ML(3,1), ML(3,2),
and MI,(3,3) are connected to the middle switch MS(3,1)
from middle switch MS(2,1), and the links ML(3,16), ML(3,
17), and ML(3,18) are connected to the middle switch MS(3,
1) from middle switch MS(2,3)) and also are connected to
exactly d output switches in output stage 120 through 3><d
links (for example the links ML(4,1), ML(4,2), and ML(4,3)
are connected to output switch 081 from Middle switch
MS(3,1), and the links ML(4,10), ML(4,11), and ML(4,12)
are connected to output switch 082 from middle switch
MS(3,1)).

Each of the

output switches OSl-OS4 are connected from exactly d
switches in middle stage 150 through 3><d links (for example
output switch 081 is connected from middle switch MS(3,1)
through the links MI .(4,l), MI,(4,2), and MI (4,3), and output
switch 081 is also cormected from middle switch MS(3,2)
through the links MI,(4,10), MI,(4,l l) and MI,(4,12)).

Finally the connection topology of the network 300A2
shown in FIG. 3A2 is known to be back to back inverse Benes

connection topology.
Referring to FIG. 3B2, in one embodiment, an exemplary

asymmetrical multi-link multi-stage network300B2 with five
stages of twenty switches for satisfying communication
requests, such as setting up a telephone call or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 Via middle stages 130,
140, and 150 is shown where input stage 110 consists of four,
six by eight switches 181-184 and output stage 120 consists of
four, six by two switches OSl-OS4.And all the middle stages
namely middle stage 130 consists of four, eight by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, six by six switches MS(2,1)-MS(2,4), and middle stage
150 consists of four, six by six switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
manner for multicast connections, because the switches in the
input stage 110 are of size six by eight, the switches in output
stage 120 are of size six by two, and there are four switches in
each ofmiddle stage 130, middle stage 140 and middle stage
150.

In one embodiment of this network each of the input
switches ISl—IS4 and output switches OSl—OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

N2
d .

where N1 is the total number ofinlet links or and N2 is the total
numbcr of outlet links and N1>N2 and Nlrp’l‘N2 whcrc p>l.
The number of middle switches in each middle stage is
denoted by
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The size of each input switch ISl-IS4 can be denoted in
general with the notation d1 *(2d+dl) and each output switch
OSl-OS4 can be denoted in general with the notation 3d*d,
where

d
d=N><—= xd.

1 1 N2 P

The size of each switch in any ofthe middle stages excepting
the first middle stage can be denoted as 3d*3d. The size of
each switch in the first middle stage can be denoted as (2d+
d1)*3d. A switch as used herein can be either a crossbar
switch, or a network of switches each ofwhich in tum may be
a crossbar switch or a network of switches. An asymmetric
multi-link multi-stage network can be represented with the
notation thnk(N1, N2, d, s), where Nl represents the total
number of inlet links of all input switches (for example the
links IL1-IL24), N2 represents the total number ofoutlet links
of all output switches (for example the links OLl-OLS), d
represents the inlet links of each input switch where N1>N2,
and s is the ratio of number of incoming links to each output
switch to the outlet links of each output switch.

Each of the

)2

input switches ISl-IS4 are connected to exactly

2d+dl
3
 

switches in middle stage 130 through 2d+dl links (for
example input switch 181 is connected to middle switch
MS(1,1) through the links ML(1,1), ML(1,2), and ML(1,3);
input switch 181 is also connected to middle switch MS(1,2)
through the links ML(1,4), ML(1,5), and ML(1,6); input
switch 181 is connected to middle switChMS(1,3) through the
links ML(1,7), ML(1,8), and ML(1,9); and input switch 181 is
also connected to middle switch MS(1,4) through the links
ML(1,10), ML(1,11), and ML(1,12)).

Each of the

)2

middlc switchcs MS(1,1)-MS(1,4) in the middle stage 130
are connected from exactly

2d+d1 

input switches through 2d+d1 links (for example middle
switch MS(1,1) is connected from input switch 181 through
the links ML(1,1), ML(1,2), and ML(1,3); middle switch
MS(1,1) is connected from input switch ISZ through the links
ML(1,16), ML(1,17), and ML(1,18); middle switch MS(1,1)
is connected from input switch I83 through the links ML(l ,
28), ML(1,29), and ML(1,30); and middle switch MS(1,1) is
connected from input switch IS4 through the links ML(l ,43),
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ML(1,44), and ML(1,45)) and also are connected to exactly d
switches in middle stage 140 through 2><d links (for example
the links ML(2,1), ML(2,2), and ML(2,3) are connected from
middle switch MS(1,1) to middle switch MS(2,1); and the
links ML(2,4), ML(2,5), and ML(2,6) are connected from
middle switch MS(1,1) to middle switch MS(2,2)).

Similarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly (1 switches in middle stage 130
through 3><d links (for example the links ML(2,1), ML(2,2),
and ML(2,3) are cormected to the middle switch MS(2,1)
from middle switch MS(1,1), and the links MI.(2,13), ML(2,
14), and ML(2,15) are connected to the middle switch MS(2,
1) from middle switch MS(1,3)) and also are connected to
exactly d switches in middle stage 150 through 3xd links (for
example the links ML(3,1), ML(3,2), and ML(3,3) are con-
nected from middle switch MS(2,1) to middle switch MS(3,
1), and the links ML(3,4), ML(3,5) and ML(3,6) are con-
nected from middle switch MS(2,1) to middle switch MS(3,
2)).

Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 3><d links (for example the links ML(3,1), ML(3,2),
and ML(3,3) are connected to the middle switch MS(3,1)
from middle switch MS(2,1), and the links ML(3,13), ML(3,
14), and ML(3,15) are connected to the middle switch MS(3,
1) from middle switch MS(2,3)) and also are connected to
exactly d output switches in output stage 120 through 3><d
links (for example the links ML(4,1), ML(4,2), and ML(4,3)
are connected to output switch 081 from Middle switch
MS(3,1), and the links ML(4,4), ML(4.5), and ML(4,6) are
connected to output switch 082 from middle switch MS(3,
1)).

Each of the

output switches OSl—OS4 are connected from exactly d
switches in middle stage 150 through 3><d links (for example
output switch 081 is connected from middle switch MS(3,1)
through the links ML(4, 1), ML(4,2), and ML(4.3), and output
switch 081 is also connected from middle switch MS(3,3)
through the links ML(4,13), ML(4,14), and ML(4,15)).

Finally the connection topology of the network 300B2
shown in FIG. 3B2 is known to be back to back Omega
connection topology.

Referring to FIG. 3C2, in one embodiment, an exemplary
asymmetrical multi-link multi-stage network 3 00C2 with five
stages of twenty switches for satisfying communication
requests, such as setting up a telephone call or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 Via middle stages 130,
140, and 150 is shown where input stage 110 consists offour,
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six by eight switches IS1-IS4 and output stage 120 consists of
four, six by two switches OSl-OS4. And all the middle stages
namely middle stage 130 consists of four, eight by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, six by six switches MS(2,1)—MS(2,4), and middle stage
150 consists of four, six by six switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non—blocking
manner for multicast connections, because the switches in the

input stage 110 are of size six by eight, the switches in output
stage 120 are of size six by two, and there are four switches in
each of middle stage 130, middle stage 140 and middle stage
150.

In one embodiment of this network each of the input
switches 181-184 and output switches 081-084 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

N2
d >

where Nl is the total number ofinlet links or and N2 is the total
number of outlet links and N1>N2 and Nlrp’X‘N2 where p>l.
The number of middle switches in each middle stage is
denoted by

The size of each input switch ISl-IS4 can be denoted in
general with the notation d1 *(2d+d1) and each output switch
OSl-OS4 can be denoted in general with the notation 3d*d,
where

d
d=N><—= xd.

1 1 N2 P

The size of each switch in any ofthe middle stages excepting
the first middle stage can be denoted as 3d*3d. The size of
each switch in the first middle stage can be denoted as (2d+
d1)*3d. A switch as used herein can be either a crossbar
switch, or a network of switches each ofwhich in turn may be
a crossbar switch or a network of switches. An asymmetric
multi-link multi-stage network can be represented with the
notation th-nk(N1, N2, d, s), where Nl represents the total
number of inlet links of all input switches (for example the
links IL1—IL24), N2 represents the total number ofoutlet links
of all output switches (for example the links OLl-OLS), (1
represents the inlet links of each input switch where N1>N2,
and s is the ratio of number of incoming links to each output
switch to the outlet links of each output switch.

Each of the

3

input switches ISl-IS4 are connected to exactly

2d+d1
3
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switches in middle stage 130 through 2d+dl links (for
example input switch 181 is connected to middle switch
MS(1,1) through the links ML(1,1), ML(1,2), and ML(1,3);
input switch 1S1 is also connected to middle switch MS(1,2)
through the links ML(1,4), ML(1,5), and ML(1,6); input
switch 1S1 is connected to middle switch MS(1,3) through the
links ML(1,7), ML(1,8), and ML(1,9); and input switch 181 is
also connected to middle switch MS(1,4) through the links
ML(1,10), ML(1,11), and ML(1,12)).

Each of the

middle switches MS(1,1)-MS(1,4) in the middle stage 130
are connected from exactly

Zd+ d1 

input switches through 2d+dl links (for example middle
switch MS(1,1) is connected from input switch 181 through
the links ML(1,1), ML(1,2), and ML(1,3); middle switch
MS(1,1) is connected from input switch 1S2 through the links
ML(1,16), ML(1,17), and ML(1,18); middle switch MS(1,1)
is connected from input switch IS3 through the links ML(1,
28), ML(1,29), and ML(1,30); and middle switch MS(1,1) is
connected from input switch 184 through the links ML(1,43),
ML(1,44), and ML(1,45)) and also are connected to exactly d
switches in middle stage 140 through 3><d links (for example
the links ML(2,1), Ml(2,2), and ML(2,3) are connected from
middle switch MS(1,1) to middle switch MS(2,1), and the
links ML(2,4), ML(2,5), and ML(2,6) are connected from
middle switch MS(1,1) to middle switch MS(2,2)).

Similarly each of the

middle switches MS(2,1)—MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 3><d links (for example the links ML(2,1), ML(2,2),
and ML(2,3) are connected to the middle switch MS(2,1)
from middle switch MS(1,1), and the links ML(2,22), ML(2,
23), and ML(2,24) are connected to the middle switch MS(2,
1) from middle switch MS(1,4)) and also are connected to
exactly d switches in middle stage 150 through 3><d links (for
example the links ML(3,1), ML(3,2), and ML(3,3) are con-
nected from middle switch MS(2,1) to middle switch MS(3,
1), and the links ML(3,4), ML(3,5), and ML(3,6) are con-
nected from middle switch MS(2,1) to middle switch MS(3,
2)).

Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 3><d links (for example the links ML(3,1), ML(3,2),
and MI,(3,3) are connected to the middle switch MS(3,1)
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from middle switch MS(2,1), and the links ML(3,22), ML(3,
23), and ML(3,24) are connected to the middle switch MS(3,
1) from middle switch MS(2,4)) and also are connected to
exactly d output switches in output stage 120 through 3><d
links (for example the links ML(4,1), ML(4,2), and ML(4,3)
are connected to output switch 031 from middle switch
MS(3,1), and the links ML(4,4), ML(4,5), and ML(4,6) are
connected to output switch 082 from middle switch MS(3,
1)).

Each of the

.2

output switches OSl-OS4 are connected from exactly d
switches in middle stage 150 through 3><d links (for example
output switch 081 is connected from middle switch MS(3,1)
through the links ML(4,1), ML(4,2), and ML(4,3), and output
switch 0S1 is also connected from middle switch MS(3,4)
through the links ML(4,22), ML(4,23), and ML(4,24)).

Finally the connection topology of the network 300C2
shown in FIG. 3C2 is hereinafter called nearest neighbor
connection topology.

Similar to network 300A2 of FIG. 3A2. 300B2 of FIG.

3B2, and 300C2 of FIG. 3C2, referring to FIG. 3D2, FIG.
3E2, FIG. 3F2, FIG. 3G2, FIG. 3H2, FIG, 312 and FIG. 312
with exemplary asymmetrical multi-link multi-stage net-
works 300D2, 30032, 300F2, 300G2, 300H2, 30012, and
30012 respectively with five stages of twenty switches for
satisfying communication rcqucsts, such as setting up a tele-
phone call or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 Via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, six by eight switches 181-184
and output stage 120 consists of four, six by two switches
081-084. And all the middle stages namely middle stage 130
consists of four, eight by four switches MS(1,1)-MS(1,4),
middle stage 140 consists of four, six by six switches MS(2,
1)-MS(2,4), and middle stage 150 consists of four, six by six
switches MS(3,1)—MS(3,4).

Such a network can be operated in strictly non—blocking
manner for multicast connections, because the switches in the

input stage 110 are of size six by eight, the switches in output
stage 120 are of size six by two, and there are four switches in
each of middle stage 130, middle stage 140 and middle stage
150.

The networks 300D2, 300E2, 300F2, 300G2, 300H2,
30012 and 30012 ofFIG. 3D2. FIG. 3E2, FIG. 3F2. FIG. 3G2,
FIG. 3112, FIG. 312, and FIG. 312 are also embodiments of
asymmetric multi-link multi-stage network can be repre-
sented with the notation Vmka(N1, N2, (1, s), where N1 rep-
resents the total number of inlet links ofall input switches (for
example the links 1L1-1L8), N2 represents the total number of
outlet links of all output switches (for example the links
OLl-OL24), d represents the inlet links of each input switch
where N1>N2, and s is the ratio of number of outgoing links
from each input switch to the inlet links ofeach input switch.

Just like networks of300A2, 300B2 and 300C2, for all the
networks 300D2, 300E2, 300F2, 300G2, 300H2, 30012 and
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30012 ofFIG. 3D2, FIG. 332, FIG. 3F2, FIG. 3G2, FIG. 3H2,
FIG. 312, and FIG. 3J2, each of the

 

N2
d

input switches ISl-IS4 are connected to exactly

Zd+ d1
3
 

switches in middle stage 130 through 2d+d2 links.
Each of the

middle switches MS(1,1)-MS(1,4) in the middle stage 130
are connected from exactly

2d+dl 

input switches through 2d+d2 links and also are connected to
exactly d switches in middle stage 140 through 3xd links.

Similarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 3><d links and also are connected to exactly d
switches in middle stage 150 through 3><d links.

Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 3><d links and also are connected to exactly d output
switches in output stage 120 through 3><d links.

Each of the

output switches OSl-OS4 are connected from exactly d
switches in middle stage 150 through 3><d links.

In all the ten embodiments of FIG. 3A2 to FIG. 3J2 the

connection topology is different. That is the way the links
ML(1,1)-ML(1,48), ML(2,1)-ML(2,24), ML(3,1)-ML(3,
24), and ML(4,1)-ML(4,24) are connected between the
respective stages is different. Even though only ten embodi-
ments are illustrated, in general, the networkah."k(N1, N2, d,
s) can comprise any arbitrary type of connection topology.
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For example the connection topology of the network th-nk
(N1, N2, d, s) may be back to back Benes networks, Delta
Networks and many more combinations. The applicant notes
that the fundamental property of a valid connection topology
oftheVm11';sz 1 , N2, d, 5) network is, when no connections are
setup from any input link all the output links should be reach-
able. Based on this property numerous embodiments of the
network lemk(N1, N2, d, s) can be built. The ten embodi-
ments of FIG. 3A2 to FIG. 3J2 are only three examples of
network lemk(Nl, N2, d, s).

In all the ten embodiments ofFIG. 3A2 to FIG. 3J2, each of
the links ML(1,1)-ML(1,48), ML(2,1)-ML(2,24), ML(3,1)-
ML(3,24) and ML(4,1)-ML(4,24) are either available for use
by a new connection or not available if currently used by an
existing connection. The input switches ISl-IS4 are also
referred to as the network input ports. The input stage 110 is
often referred to as the first stage. The output switches OSl-
0S4 are also referred to as the network output ports. The
output stage 120 is often referred to as the last stage. The
middle stage switches MS(1,1)—MS(1,4), MS(2,1)—MS(2,4),
and MS(3,l)-MS(3,4) are referred to as middle switches or
middle ports.

In the example illustrated in FIG. 3A2 (or in FIG. 382 to
FIG. 3J2), a fan—out of four is possible to satisfy a multicast
connection request if input switch is I82, but only two
switches in middle stage 130 will be used. Similarly, although
a fan-out of three is possible for a multicast connection
rcqucst if the input switch is 181, again only a fan-out of two
is used. The specific middle switches that are chosen in
middle stagc 130 when selecting a fan-out oftwo is irrelevant
so long as at most two middle switches are selected to ensure
that the comiection request is satisfied. In essence, limiting
the fan-out from input switch to no more than two middle
switches permits the network 300A2 (or 300B2 to 300.12), to
be operated in strictly nonblocking manner in accordance
with the invention.

The connection request of the type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case of a unicast connection request, a fan-out of one is used,
i.e. a single middle stage switch in middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the number of middle
stage switches in a network (while maintaining the strictly
nonblocking nature of operation of the network for multicast
connections). However any arbitrary fan-out may be used
within any of the middle stage switches and the output stage
switches to satisfy the connection request.
Generalized Asymmetric SNB (N2>N1) Embodiments:

Network 3001K2 of FIG. 3K2 is an example of general
asymmetrical multi-link multi-stage network lemk(N1, N2,
d, s) with (2xlogd N2)—1 stages where N1>N2 and N1:p*N2
where p>l. In network 300K2 of FIG. 3K2, N2:N and
N1:p*N. The general asymmetrical multi-link multi-stage
network lemk(Nl, N2, d, s) can be operated in strictly non-
blocking manner for multicast when s:3 according to the
current invention (and in the example ofFIG. 3K2, F3). The
general asymmetrical multi-link multi-stage network thnk
(N1, N2, d, s) with (2xlogd N2)—l stages has dl (where

d

dllexA—VZZPXd
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inlet links for each of

input switches ISl-IS(N2/d) (for example the links ILl-IL
(p’I‘d) to the input switch 181) and 2d+dl (:2d+p><d) outgoing
links for each of

input switches ISl-IS(N2/d) (for example the links ML(1,1)-
ML(1,(d+p*d)) to the input switch ISl). There are d outlet
links for each of

output switches OSl-OS(N2/d) (for example the links 0L1-
OL(d) to the output switch 081) and 2><d incoming links for
each of

output switches OSl-OS(N2/d) (for example ML(2><Logd
N2—2,l)-ML(2><Logd N2—2,3><d) to the output switch 081).

Each of the

input switches ISl-IS(N2/d) are connected to exactly

Zd+dl
3
 

switches in middle stage 130 through 2d+d2 links.
Each of the

middle switches MS(1,1)-MS(1,N2/d) in the middle stage
130 are connected from exactly d input switches through 3><d
links and also are connected to exactly d switches in middle
stage 140 through 3xd links.

Similarly each of the
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middle switches

N2

MS(Longz — 2) — MS(Longg — 1, F)

in the middle stage 130+10*(Logd NZ—Z) are connected from
exactly d switches in middle stage 130+10*(Logd N2—3)
through 3><d links and also are connected to exactly d
switches in middle stage 130+10*(Logd NZ—l) through 3xd
links.

Similarly each of the

.2

middlc switchcs

N.

MS(Longz — 3, 1) — MS(z xLongz — 3, 7)

in the middle stage 130+10*(2*Logd N2—4) are connected
from exactly d switches in middle stage 130+10*(2*Logd
NZ—S) through 3><d links and also are connected to exactly d
output switches in output stage 120 through 3><d links.

Each of the

3

output switches OSl-OS(N2/d) are connected from exactly d
switches in middle stage 130+10*(2*Logd N2—4) through
2><d links.

As described before, again the connection topology of a
general Vm[MANN N2, d, s) may be any one of the connection
topologies. For example the comiection topology of the net-
work thnk(Nl, N2, d, s) may be back to back inverse Benes
networks, back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property of a valid con-
nection topology of the general th-nk(Nl, N2, d, s) network
is, when no connections are setup from any input link if any
output link should be reachable. Based on this property
numerous embodiments of the network thnk(N1, N2, d, s)
can be built. The embodiments of FIG. 3A2 to FIG. 3J2 are

ten examples of network V k(N1, N2, d, s) for s:3 and
N2>N1.

The general symmetrical multi-link multi-stage network
thnk(N1, N2, d, s) can be operated in strictly nonblocking
manner for multicast when s23 according to the current
invention.

For example, the network ofFIG. 3C2 shows an exemplary
five-stage network, namely szmk(8,24,2,3), with the follow-

ing multicast assignment Il:{ 1,4} and all other 15¢ forj:[2-
8]. It should be noted that the comiection Il fans out in the first
stage switch IS] into middle switches MS(1,1) and MS(1,4)
in middle stage 130, and fans out in middle switches MS(1,1)
and MS(1,4) only once into middle switches MS(2,1) and
MS(2,4) respectively in middle stage 140.

The connection I1 also fans out in middle switches MS(2,1)
and MS(2,4) only once into middle switches MS(3,1) and
MS(3,4) respectively in middle stage 150. The connection I1

mlin
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also fans out in middle switches MS(3,1) and MS(3,4) only
once into output switches 081 and 084 in output stage 120.
Finally the connection I 1 fans out once in the output stage
switch 0S1 into outlet link OI ,l and in the output stage switch
084 twice into the outlet links 0L7 and 0L8. In accordance

with the invention, each connection can fan out in the input
stage switch into at most two middle stage switches in middle
stage 130.
Folded Strictly Nonblocking Multi-link Multi-stage Net-
works:

The folded multi-link multi-stage network Vfold_m1mk(Nl,
N2, d, s), disclosed in the current invention, is topologically
exactly the same as the multi—stage network Vm h.”k(N1, N2, d,
s). disclosed in US. Provisional Patent Application Ser. No.
60/940,392 that is incorporated by reference above, excepting

that in the illustrations folded network Vfo201.,”MAN1, N2, d, s)
is shown as it is folded at middle stage 130+10*(Logd N2—2).

The general symmetrical folded multi-link multi-stage net-

work Vfold_mhnk(Nl, N2, (1, s) can also be operated in strictly
nonblocking manner for multicast when sifi according to the
current invention. Similarly the general asymmetrical folded

multi-link multi-stage network V/ozd.mzmk(Nra N2, d, s) can
also be operated in strictly nonblocking manner for multicast
when s23 according to the current invention.
Folded Multi-Stage Network Embodiments:
Symmetric Folded RNB Embodiments:

Referring to FIG. 4A, in one embodiment, an exemplary
symmetrical folded multi-stage network 400A with five
stages of thirty two switches for satisfying communication
requests, such as setting up a telephone call or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown where input stage 110 consists of four,
two by four switches ISl-IS4 and output stage 120 consists of
four, four by two switches OSl-OS4. And all the middle
stages namely middle stage 130 consists of eight, two by two
switches MS(1,1)-MS(1,8), middle stage 140 consists of
eight, two by two switches MS(2,1)-MS(2,8), and middle
stage 150 consists ofeight, two by two switches MS(3,l)-MS
(3,8).

Such a network can be operated in strictly non-blocking
manner for unicast c01mections, because the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two, and there are eight switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size four by two, and there
are eight switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches ISl-IS4 and output switches OSl-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

/d, where N is the total number of inlet links or outlet links.
The number of middle switches in each middle stage is
denoted by

[V
Zx—.

The si 7e of each input switch ISl -IS4 can be denoted in
general with the notation d*2d and each output switch 081-
0S4 can be denoted in general with the notation 2d*d. Iike-
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wise, the size of each switch in any of the middle stages can
be denoted as d*d. A switch as used herein can be either a

crossbar switch, or a network of switches each of which in
turn may be a crossbar switch or a network of switches. A
symmetric folded multi-stage network can be represented

with the notation Vfold(N, d, s), where N represents the total
number of inlet links of all input switches (for example the
links ILl-ILS), d represents the inlet links of each input
switch or outlet links of each output switch, and s is the ratio
of number of outgoing links from each input switch to the
inlet links of each input switch. Although it is not necessary
that there be the same number of inlet links IIJ J”? as there

are outlet links OLl-OLS, in a symmetrical network they are
the same.

Each of the N/d input switches ISl-IS4 are connected to
exactly 2><d switches in middle stage 130 through 2xd links
(for example input switchISl is connected to middle switches
MS(1,1), MS(1,2), MS(1,5) and MS(1,6) through the links
ML(1,1), ML(1,2), ML(1,3) and ML(1,4) respectively).

Each of the

,7 Nzxi
d

middle switches MS(1,1)-MS(1,8) in the middle stage 130
are connected from exactly d input switches through d links
(for example the links ML(1,1) and ML(1,5) are connected to
the middle switch MS(1,1) from input switch I31 and I82
respectively) and also are connected to exactly d switches in
middle stage 140 through (1 links (for example the links
ML(2,1) and ML(2,2) are connected from middle switch
MS(1,1) to middle switch MS(2,1) and MS(2,3) respec-
tively).

Similarly each of the

middle switches MS(2,l)-MS(2,8) in the middle stage 140
are connected from exactly (1 switches in middle stage 130
through (1 links (for example the links ML(2,1) and ML(2,6)
are c01mected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly (1 switches in middle stage 150 through
d links (for example the links ML(3,1) and ML(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,3) respectively).

Similarly each of the

middle switches MS(3,1)-MS(3,8) in the middle stage 150
are connected from exactly (1 switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,6)
are c01mected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly d output switches in output stage 120
through d links (for example the links ML(4,1) and ML(4,2)
are connected to output switches 081 and 082 respectively
from middle switches MS(3,1)).

Each of the N/d output switches OSl-OS4 are comiected
from exactly 2Xd switches in middle stage 150 through 2xd
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links (for example output switch OS1 is connected from
middle switches MS(3,1), MS(3,2), MS(3,5) and MS(3,6)
through the links ML(4,1), ML(4,3), ML(4,9) and ML(4,11)
respectively)

Finally the connection topology of the network 400A
shown in FIG. 4A is known to be back to back inverse Benes

connection topology.
Referring to FIG. 4A1, in another embodiment ofnetwork

Vfold(N, d, s), an exemplary symmetrical folded multi-stage
network 400A1 with five stages of thirty two switches for
satisfying commtmication requests, such as setting up a tele-
phone call or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, two by four switches IS1-IS4
and output stage 120 consists of four, four by two switches
OS1-OS4.And all the middle stages namely middle stage 130
consists of eight, two by two switches MS(1,1)-MS(1,8),
middle stage 140 consists of eight, two by two switches
MS(2,1)-MS(2,8), and middle stage 150 consists of eight,
two by two switches MS(3,1)-MS(3,8).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two, and there are eight switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size four by two, and there
are eight switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches IS1-IS4 and output switches OSl-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable
N/d, where N is the total number of inlet links or outlet links.
The number of middle switches in each middle stage is
denoted by

[V
Zx—.

The size of each input switch IS1—IS4 can be denoted in
general with the notation d*2d and each output switch 081-
OS4 can be denoted in general with the notation 2d*d. Like—
wise, the size of each switch in any of the middle stages can
be denoted as d*d. A switch as used herein can be either a

crossbar switch, or a network of switches each of which in

turn may be a crossbar switch or a network of switches. The
symmetric folded multi-stage network ofFIG. 4A1 is also the

network ofthe type VfoZd(N, d, s), where N represents the total
number of inlet links of all input switches (for example the
links IL1-IL8), d represents the inlet links of each input
switch or outlet links of each output switch, and s is the ratio
of number of outgoing links from each input switch to the
inlet links of each input switch. Although it is not necessary
that there be the same number of inlet links IL1-IL8 as there

are outlet links 0L1 -OL8, in a symmetrical network they are
the same.

Each of the N/d input switches IS1-IS4 are connected to
exactly 2><d switches in middle stage 130 through 2><d links
(forexample input switch IS] is connected to middle switches
MS(1,1), MS(1,2), MS(1,5) and MS(1,6) through the links
ML(1,1), MI,(1,2), MI,(1,3) and MI,(1,4) respectively).
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Each of the

middle switches MS(1,1)-MS(1.8) in the middle stage 130
are connected from exactly d input switches through d links
(for example the links ML(1,1) and ML(1,9) are connected to
the middle switch MS(1,1) from input switch IS1 and IS3
respectively) and also are connected to exactly d switches in
middle stage 140 through (1 links (for example the links
ML(2,1) and ML(2,2) are connected from middle switch
MS(1,1) to middle switch MS(2,1) and MS(2,2) respec-
tively).

Similarly each of the

middle switches MS(2,1)-MS(2,8) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links ML(2,1) and ML(2,5)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly (1 switches in middle stage 150 through
d links (for example the links ML(3,1) and ML(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,2) respectively).

Similarly each of the

middle switches MS(3,1)-MS(3,8) in the middle stage 150
are connected from exactly (1 switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,5)
are cmmected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly d output switches in output stage 120
through d links (for example the links ML(4,1) and ML(4,2)
are connected to output switches 081 and 0S2 respectively
from middle switches MS(3,1)).

Each of the N/d output switches OSl-OS4 are connected
from exactly 2><d switches in middle stage 150 through 2><d
links (for example output switch 0S1 is connected from
middle switches MS(3,1), MS(3,3), MS(3,5) and MS(3,7)
through the links ML(4,1), ML(4,5), ML(4,9) and ML(4,13)
respectively).

Finally the connection topology of the network 400A1
shown in FIG. 4A1 is known to be back to back Omega
connection topology.

Referring to FIG. 4A2, in another embodiment ofnetwork

VfodeN: d, s), an exemplary symmetrical folded multi-stage
network 400A2 with five stages of thirty two switches for
satisfying communication requests, such as setting up a tele-
phone call or

a data call, or a connection between configurable logic
blocks, between an input stage 110 and output stage 120 Via
middle stages 130, 140, and 150 is shown where input stage
110 consists of four, two by four switches IS1-IS4 and output
stage 120 consists of four, four by two switches 0S1 -OS4.
And all the middle stages namely middle stage 130 consists of
eight, two by two switches MS(1,1)-MS(1,8), middle stage
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140 consists ofeight, two by two switches MS(2,1)-MS(2,8),
and middle stage 150 consists of eight, two by two switches
MS(3,1)-MS(3,8).

Such a network can be operated in strictly non-blocking
manner for unica st connections, because the switches in the

input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two, and there are eight switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size four by two, and there
are eight switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network cach of the input
switches ISl-IS4 and output switches OSl-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable
N/d, where N is the total number of inlet links or outlet links.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d*2d and each output switch 081-
OS4 can be denoted in general with the notation 2d*d. Like-
wise, the size of each switch in any of the middle stages can
3e denoted as d*d. A switch as used herein can be either a

crossbar switch, or a network of switches each of which in

urn may be a crossbar switch or a network of switches. The
symmetric folded multi-stage network ofFIG. 4A2 is also the

letwork ofthe type VfoZd(N, d, s), where N represents the total
number of inlet links of all input switches (for example the
inks IL1-IL8), d represents the inlet links of each input
switch or outlct links of each output switch, and s is the ratio
of number of outgoing links from each input switch to the
inlet links of each input switch. Although it is not necessary
hat there be the same number of inlet links ILl-ILS as there

are outlet links 0L1 -OL8, in a symmetrical network they are
he same.

Each of the N/d input switches ISl-IS4 are connected to
exactly 2xd switches in middle stage 130 through 2><d links
(for example input switch 181 is connected to middle switches
MS(1,1), MS(1,2), MS(1,5) and MS(1,6) through the links
ML(1,1), ML(1,2), ML(1,3) and ML(1,4) respectively).

Each of the

 

middle switches MS(1,1)-MS(1,8) in the middle stage 130
are connected from exactly d input switches through d links
(for example the links ML(1,1) and ML(1,14) are connected
to the middle switch MS(1,1) from input switch I81 and IS4
respectively) and also are connected to exactly d switches in
middle stage 140 through (1 links (for example the links
MI.(2,1) and MI (2,2) are connected from middle switch
MS(1,1) to middle switch MS(2,1) and MS(2,2) respec-
tively).
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Similarly each of the

middle switches MS(2,1)-MS(2.8) in the middle stage 140
are connected from exactly (1 switches in middle stage 130
through d links (for example the links MI,(2,1) and MI.(2,8)
are co1mected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,4) respectively) and also are
connected to exactly (1 switches in middle stage 150 through
d links (for example the links ML(3,1) and ML(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,2) respectively).

Similarly each of the

7 N.x—
d

middle switches MS(3,1)-MS(3,8) in the middle stage 150
are connected from exactly (1 switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,8)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,4) respectively) and also are
connected to exactly d output switches in output stage 120
through d links (for example the links ML(4,1) and ML(4,2)
are connected to output switches 081 and 0S2 respectively
from middle switches MS(3,1)).

Each of the N/d output switches OSl-OS4 are connected
from exactly 2xd switches in middle stage 150 through 2xd
links (for example output switch 081 is connected from
middle switches MS(3,1), MS(3,4), MS(3,5) and MS(3,8)
through the links ML(4,1), ML(4,2), ML(4,3) and ML(4,4)
respectively).

Finally the connection topology of the network 400A2
shown in FIG. 4A2 is hereinafter called nearest neighbor
connection topology.

In the three embodiments of FIG. 4A, FIG. 4A1 and FIG.
4A2 the connection topology is different. That is the way the
links ML(1,1)-ML(1,16), M,z(2,1)-ML(2,16), ML(3,1)-ML
(3,16), and ML(4,1)—ML(4,16) are connected between the
respective stages is different. Even though only three embodi-

ments are illustrated, in general, the networkaold(N, d, s) can
comprise any arbitrary type of connection topology. For

examplethe connection topology ofthe networkaold(N, d, s)
may be back to back Benes networks, Delta Networks and
many more combinations. The applicant notes that the fun—

damental property of a valid connection topology of the Vfom
(N, d, s) network is, when no connections are setup from any
input link all the output links should be reachable. Based on

this property numerous embodiments of the network Vf01d(N,
d, s) can be built. The embodiments of HG. 4A, FIG. 4A1,

and FIG. 4A2 are only three examples ofnetwork VfoZd(N, d,
s).

In the three embodiments of FIG. 4A, FIG. 4A1 and FIG.
4A2, each of the links ML(1,1)-ML(1,16), ML(2,1)-ML(2,
16), ML(3,1)-ML(3,16) and ML(4,1)-ML(4,16) are either
available for use by a new connection or not available if
currently used by an existing connection. The input switches
ISl-IS4 are also referred to as the network input ports. The
input stage 110 is often referred to as the first stage. The
output switches 0S1 -OS4 are also referred to as the network
output ports. The output stage 120 is often referred to as the
last stage. The middle stage switches MS(1,1)-MS(1,8),
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MS(2,1)-MS(2,8), and MS(3,1)-MS(3,8) are referred to as
middle switches or middle ports.

In the example illustrated in FIG. 4A (or in FIG. 1A1, or in
FIG. 4A2), a fan-out of four is possible to satisfy a multicast
connection request if input switch is ISZ, but only two
switches in middle stage 13 0 will be used. Similarly, although
a fan-out of three is possible for a multicast connection
request if the input switch is IS1, again only a fan—out of two
is used. The specific middle switches that are chosen in
middle stage 130 when selecting a fan-out oftwo is irrelevant
so long as at most two middle switches are selected to ensure
that the connection request is satisfied. In essence, limiting
the fan-out from input switch to no more than two middle
switches permits the network 400A (or 400A1, or 400A2), to
be operated in rearrangeably nonblocking manner in accor-
dance with the invention.

The connection request of the type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case of a unicast connection request, a fan-out of one is used,
i.e. a single middle stage switch in middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the number of middle
stage switches in a network (while maintaining the rearrange-
ably nonblocking nature of operation of the network for mul-
ticast connections). However any arbitrary fan-out may be
used within any of the middle stage switches and the output
stage switches to satisfy the connection request.
Generalized Symmetric Folded RNB Embodiments:

Network 400B of FIG. 4B is an example of general sym-

metrical folded multi-stage network Vfold(N, d, s) with
(2xlogd N)—l stages. The general symmetrical folded multi-
stage network Vf0,d(N, d, s) can be operated in rearrangeably
nonblocking manner for multicast when s§2 according to the
current invention. Also the general symmetrical folded multi-

stage network an,d(N, d, s) can be operated in strictly non-
blocking manner for unicast if s22 according to the current
invention. (And in the example ofFIG. 4B, s:2). The general

symmetrical folded multi-stage network Vflfld(N, d, s) with
(2xlogd N)—l stages has d inlet links for each of N/d input
switches IS1—IS(N/d) (for example the links IL1—IL(d) to the
input switch ISl) and 2><d outgoing links for eachofN/d input
switches IS1—IS(N/d) (for example the links ML(1,1)—ML(1,
2d) to the input switch ISl). There are d outlet links for each
of N/d output switches OSl—OS(N/d) (for example the links
OLl-OL(d) to the output switch 0S1) and 2><d incoming
links for each of N/d output switches OSl—OS(N/d) (for
example ML(2xLogd N—2,1)-ML(2><Logd N—2,2><d) to the
output switch 0S1).

Each of the N/d input switches lSl-lS(N/d) are connected
to cxactly 2><d switchcs in middlc stagc 130 through 2><d links
(for example input switch IS1 is connected to middle switches
MS(1,1)-MS(l, (1) through the links ML(1,1)-ML(1, d) and to
middle switches MS(l,N/d+l)-MS(1,{N/d}+d) through the
links ML(1, d+l)-ML(1,2d) respectively.

Each of the

middle switches MS(1,1)-MS(1,2N/d) in the middle stage
130 are connected from exactly d input switches through d
links and also are connected to exactly (1 switches in middle
stage 140 through d links.
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Similarly each of the

middle switches

V

MS(Long —1,1)— MS(LogiN— 1, 2x 1g)

in the middle stage 130+10*(Logd N—2) are connected from
exactly d switches in middle stage 130+10*(I,ogd N—3)
through (1 links and also are connected to exactly (1 switches in
middle stage 13 0+ 1 0* (Logd N— 1) through d links.

Similarly each of the

middlc switchcs

N

MS(ZXLong —3, 1)— MS(ZXLong —3, 2x g)

in the middle stage 130+10*(2*Logd N—4) are connected
from exactly d switches in middle stage 130+10*(2*Logd
N—5) through d links and also are connected to exactly d
output switches in output stage 120 through d links.

Each of the N/d output switches OSl—OS(N/d) are con—
nected from exactly 2><d switches in middle stage 130+10*
(2*Logd N—4) through 2><d links.

As described before, again the connection topology of a

general Vfozd(N, d, s) may be any one of the connection
topologies. For example the comlection topology of the net-

work anM(N, d, 5) may be back to back inverse Benes net-
works, back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property of a valid con—
nection topology of the general VfDM(N, d, s) network is,
when no connections are setup from any input link if any
output link should be reachable. Based on this property

numerous embodiments of the network Vfozd(N, d, s) can be
built. The embodiments of FIG. 4A, FIG. 4A1, and FIG. 4A2

are three examples of network Vfold(Ns d, s).
The general symmetrical folded multi- stage network Vfom

(N, d, s) can be operated in rearrangeably nonblocking man—
ner for multicast when s22 according to the current inven-
tion. Also the general symmetrical folded multi—stage

network Vfold(N, d, s) can be operated in strictly nonblocking
manncr for unicast if s22 according to thc currcnt invcntion.

Every switch in the folded multi-stage networks discussed

herein has multicast capability. In a Vf0]d(N, d, s) network, ifa network inlet link is to be connected to more than one outlet

link on the same output switch, then it is only necessary for
the corresponding input switch to have one path to that output
switch. This follows because that path can be multicast within
the output switch to as many outlet links as necessary. Mul-
ticast assignments can therefore be described in terms of
connections between input switches and output switches. An
existing connection or a new connection from an input switch
to r' output switches is said to have fan-out r'. If all multicast
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assignments of a first type, wherein any inlet link of an input
switch is to be connected in an output switch to at most one
outlet link are realizable, then multicast assignments of a
second type, wherein any inlet link of each input switch is to
be connected to more than one outlet link in the same output
switch, can also be realized. For this reason, the following
discussion is limited to general multicast connections of the
first type (with fan—out r',

N

[With fan-out r’, l s r' s E]

although the same discussion is applicable to the second type.
To characterize a multicast assignment, for each inlet link

ie{1,2,..., gLIZ Hula

let Ii:O, where

0c{1.2,... ;}

denote the subset of output switches to which inlet link i is to
be connected in the multicast assignment. For example, the
nctwork of FIG. 4A shows an cxcmplary fivc-stagc nctwork,

namely Vfold(8,2,2), with the following multicast assignment
I 1:{2,3} and all other Ij:¢ forj:[2-8]. It should be noted that
the connection I1 fans out in the first stage switch ISl into
middle switches MS(1,1) and MS(1,5) in middle stage 130,
and fans out in middle switches MS(1,1) and MS(1,5) only
once into middle switches MS(2,1) and MS(2,5) respectively
in middle stage 140.

The connection I1 also fans out in middle switches MS(2,1)
and MS(2,5) only once into middle switches MS(3,1) and
MS(3,7) respectively in middle stage 150. The connection II
also fans out in middle switches MS(3,1) and MS(3,7) only
once into output switches 082 and 083 in output stage 120.
Finally the connection I 1 fans out once in the output stage
switch OSZ into outlet link 0L3 and in the output stage switch
083 twice into the outlet links 0L5 and 0L6. In accordance

with the invention, each connection can fan out in the input
stage switch into at most two middle stage switches in middle
stage 130.
Asymmetric Folded RNB (N2>N1) Embodiments:

Referring to FIG. 4C, in one embodiment, an exemplary
asymmetrical folded multi—stage network 400C with five
stages of thirty two switches for satisfying communication
requests, such as setting up a telephone call or a data call, or
a connection between configurable logic blocks, between an
input stagc 110 and output stagc 120 via middlc stagcs 130,
140, and 150 is shown where input stage 110 consists of four,
two by four switches ISl-IS4 and output stage 120 consists of
four, eight by six switches OSl-OS4. And all the middle
stages namely middle stage 130 consists of eight, two by two
switches MS(1,1)-MS(1,8), middle stage 140 consists of
eight, two by two switches MS(2,1)-MS(2,8), and middle
stage 150 consists of eight, two by four switches MS(3,1)-
MS(3,8).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
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stage 120 are of size eight by six, and there are eight switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size eight by six, and there
are eight switches of size two by two in each ofmiddle stage
130 and middle stage 140, and eight switches of size two by
four in middle stage 150.

In one embodiment of this network each of the input
switches ISl-IS4 and output switches OSl-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

where N 1 is the total number ofinlet links or and N 2 is the total
number of outlet links and N2>Nl and Nzrp’l‘Nl where p>l.
The number of middle switches in each middle stage is
denoted by

The size of each input switch ISl—IS4 can be denoted in
general with the notation d*2d and each output switch 081-
084 can be denoted in general with the notation (d+d2)*d,
where

d

d2:N2X1\—’I=p)<d'

The size of each switch in any ofthe middle stages excepting
the last middle stage can be denoted as d*d. The size of each
switch in the last middle stage can be denoted as

d d

d*( :2).
 

A switch as used herein can be either a crossbar switch, or a
network of switches each of which in tum may be a crossbar
switch or a network of switches. An asymmetric folded multi-

stage network can be represented with the notation Vfozd(N1 ,
N 1, d, s), where N 1 represents the total number ofinlet links of
all input switchcs (for cxamplc thc links ILl-ILS), N2 rcprc-
sents the total number of outlet links of all output switches
(for example the links OLl-OL24), drepresents the inlet links
of each input switch where N2>Nl, and s is the ratio of
number of outgoing links from each input switch to the inlet
links of each input switch.

Each of the

input switches ISl -IS4 are connected to exactly 2xd switches
in middle stage 130 through 2><d links (for example input
switch ISl is connected to middle switches MS(l ,l), MS(l ,
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2), MS(1,5) and MS(1,6) through the links ML(1,1), ML(1,
2), ML(1,3) and ML(1,4) respectively).

Each of the

I

2x51

middle switches MS(1,1)-MS(1,8) in the middle stage 130
are connected from exactly d input switches through d links
(for example the links ML(1,1) and ML(1,5) are connected to
the middle switch MS(1,1) from input switch I81 and ISZ
respectively) and also are connected to exactly d switches in
middle stage 140 through (1 links (for example the links
ML(2,1) and ML(2,2) are connected from middle switch
MS(1,1) to middle switch MS(2,1) and MS(2,3) respec-
tively).

Similarly each of the

N
2x—

middle switches MS(2,1)-MS(2,8) in the middle stage 140
are connected from exactly (1 switches in middle stage 130
through d links (for example the links ML(2,1) and ML(2,6)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for example the links ML(3,1) and ML(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,3) respectively).

Similarly each of the

,

NE

middle switches MS(3,1)-MS(3,8) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,6)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly

d+fi 

output switches in output stage 120 through

d+d2
2
 

links (for example the links ML(4,1), ML(4,2), ML(4.3) and
ML(4,4) are connected to output switches OSl, OSZ, OS3,
and 084 respectively from middle switches MS(3,1)).

Each of the

output switches OSl-OS4 are connected from exactly d+d2
switches in middle stage 150 through d+d2 links (for example
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output switch OSl is connected from middle switches MS(3,
1), MS(3,2), MS(3,3): MS(3,4), MS(3,5), MS(3>6)5 M3657),
and MS(3,8) through the links ML(4,1), ML(4,5), ML(4,9),
ML(4,13), ML(4,17), ML(4,21), ML(4,25) and ML(4,29)
respectively).

Finally the connection topology of the network 400C
shown in FIG. 4C is known to be back to back inverse Benes

connection topology.
Referring to FIG. 4C1, in another embodiment of network

VfoZCXNl. N2, (1, s), an exemplary asymmetrical folded multi-
stage network 400C1 with five stages of thirty two switches
for satisfying communication requests, such as setting up a
telephone call or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, two by four switches 181-184
and output stage 120 consists of four, eight by six switches
OSl-OS4. And all the middle stages namely middle stage 130
consists of eight, two by two switches MS(1,1)-MS(1,8),
middle stage 140 consists of eight, two by two switches
MS(2,1)-MS(2,8), and middle stage 150 consists of eight,
two by four switches MS(3,1)-MS(3,8).

Such a network can be operated in strictly non—blocking
manner for unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size eight by six, and there are eight switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size eight by six, and there
are eight switches of size two by two in each ofmiddle stage
130 and middle stage 140, and eight switches of size two by
four in middle stage 150.

In one embodiment of this network each of the input
switches ISl-IS4 and output switches OSl-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

N1
7 >

where Nl is the total number ofinlet links or and N2 is the total
number of outlet links and N2>N1 and Nzrp’kNl where p>l.
The number of middle switches in each middle stage is
denoted by

ZXNI7.

The size of each input switch ISl—IS4 can be denoted in
general with the notation d*2d and each output switch 081-
0S4 can be denoted in general with the notation (d+d2)*d,
where

d

dZZNZXA—Hszd'

The size of each switch in any ofthe middle stages excepting
the last middle stage can be denoted as d*d. The size of each
switch in the last middle stage can be denoted as

d d

d*( :2).
 

A switch as used herein can be either a crossbar switch, or a
network of switches each ofwhich in turn may be a crossbar
switch or a network of switches. The asymmetric folded
multi-stage network of FIG. 4C] is also the network ofthe
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type Vfom(Nl, N2, d, s), where Nl represents the total number
of inlet links of all input switches (for example the links
ILl-ILS), N2 represents the total number of outlet links of all
output switches (for example the links OLl-OL24), d repre-
sents the inlet links of each input switch where N2>Nl, and s
is the ratio of number of outgoing links from each input
switch to the inlet links of each input switch.

Each of the

input switches ISl-IS4 are connected to exactly 2><d switches
in middle stage 130 through 2><d links (for example input
switch 181 is connected to middle switches MS(1,1), MS(1,
2), MS(1,5) and MS(1,6) through the links ML(1,1), ML(1,
2), ML(1,3) and ML(1,4) respectively).

Each of the

N
Zx—l

middle switches MS(1,1)-MS(1,8) in the middle stage 130
are connected from exactly d input switches through d links
(for example the links ML(1,1) and ML(1,9) are connected to
the middle switch MS(1,1) from input switch 181 and IS3
respectively) and also are connected to exactly d switches in
middle stage 140 through d links (for example the links
ML(2,1) and ML(2,2) are connected from middle switch
MS(1,1) to middle switch MS(2,1) and MS(2,2) respec-
tively).

Similarly each of the

,

gxfl

middle switches MS(2,1)-MS(2,8) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links ML(2,1) and ML(2,5)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly d switches in middle stage 150 through
(1 links (for example the links ML(3,1) and ML(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,2) respectively).

Similarly each of the

,

Zxfl

middle switches MS(3,1)-MS(3,8) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,5)
arc connected to the middle switch MS(3,1) from middlc
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly

d+d2 
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output switches in output stage 120 through

d+d2
2
 

links (for example the links ML(4,1), ML(4,2), ML(4,3) and
ML(4,4) are connected to output switches 081, 082, 083,
and 084 respectively from middle switches MS(3,1)).

Each of the

N1
d

output switches OSl-OS4 are connected from exactly d+d2
switches in middle stage 150 through d+d2 links (for example
output switch 081 is connected from middle switches MS(3,
1), M3852), M5653): M5654), M3655), MS(3,6)5 M3837),
and MS(3,8) through the links ML(4,1), ML(4,5), ML(4,9),
ML(4,13), ML(4,17), ML(4,21), ML(4,25) and ML(4,29)
respectively).

Finally the connection topology of the network 400C1
shown in FIG. 4C1 is known to bc back to back Omcga
connection topology.

Referring to FIG. 4C2, in another embodiment of network

Vfozd(N1, N2, (1, s), an exemplary asymmetrical folded multi-
stage network 400C2 with five stages of thirty two switches
for satisfying communication requests, such as setting up a
telephone call or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, two by four switches 181-184
and output stage 120 consists of four, eight by six switches
OSl-OS4. And all the middle stages namely middle stage 130
consists of eight, two by two switches MS(1,1)-MS(1,8),
middle stage 140 consists of eight, two by two switches
MS(2,1)-MS(2,8), and middle stage 150 consists of eight,
two by four switchcs MS(3,1)-MS(3,8).

Such a network can be operated in strictly non—blocking
manner for unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size eight by six, and there are eight switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size eight by six, and there
are eight switches of size two by two in each ofmiddle stage
130 and middle stage 140, and eight switches of size two by
four in middle stage 150.

In one embodiment of this network each of the input
switches 181-184 and output switchcs OS1-OS4 arc crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

Nl
d a

where Nl is the total number ofinlet links or and N2 is the total
number of outlet links and N2>N1 and N2:p*N1 where p>l.
The number of middle switches in each middle stage is
denoted by

The size of each input switch ISl-IS4 can be denoted in
general with the notation d*2d and each output switch OS1-
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084 can be denoted in general with the notation (d+d2)*d,
where

d

dz=[\/2><N—l =de.

The size ofeach switch in any of the middle stages excepting
the last middle stage can be denoted as d*d. The size of each
switch in the last middle stage can be denoted as

(d+d2)

(1* 2 .

 

A switch as used herein can be either a crossbar switch, or a
network of switches each of which in turn may be a crossbar
switch or a network of switches. The asymmetric folded
multi-stage network of FIG. 4C2 is also the network of the

type Vfoza(N1s N2, (1, s), where Nl represents the total number
of inlet links of all input switches (for example the links
ILl-IL8), N2 represents the total number of outlet links of all
output switches (for example the links OLl-OL24), d repre-
sents the inlet links of each input switch where N2>N1, and s
is the ratio of number of outgoing links from each input
switch to the inlet links of each input switch.

Each of the

input switches ISl-IS4 are connected to exactly 2><d switches
in middle stage 130 through 2><d links (for example input
switch 181 is connected to middle switches MS(1,1), MS(l,
2), MS(1,5) and MS(1,6) through the links ML(1,1), ML(l,
2), ML(1,3) and ML(1,4) respectively).

Each of the

N
Zx—l

middle switches MS(1,1)-MS(1,8) in the middle stage 130
are connected from exactly d input switches through d links
(for example the links ML(1,1) and ML(1,14) are connected
to the middle switch MS(1,1) from input switch I81 and IS4
respectively) and also are connected to exactly d switches in
middle stage 140 through d links (for example the links
ML(Z, 1) and ML(2,2) are connected from middle switch
MS(1,1) to middle switch MS(2,1) and MS(2,2) respec-
tively).

Similarly each of the

Y

Zxfl

middle switches MS(2,1)-MS(2,8) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links ML(2,1) and ML(2,8)
are connected to the middle switch MS(2,1) from middle
switches MS(l,l) and MS(1,4) respectively) and also are
connected to exactly (1 switches in middle stage 150 through
d links (for example the links MI,(3,1) and MI,(3,2) are
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connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,2) respectively).

Similarly each of the

middle switches MS(3,1 )-MS(3,8) in the middle stage 150
are connected from exactly (1 switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,8)
are c01mected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,4) respectively) and also are
connected to exactly

d+d2 

output switches in output stage 120 through

d+d2
2
 

links (for example the links ML(4,1), ML(4,2), ML(4,3) and
ML(4,4) are connected to output switches 081, 082, 083,
and 084 respectively from middle switches MS(3,1)).

Each of the

output switches OSl-OS4 are connected from exactly d+d2
switches in middle stage 150 through d+d1 links (for example
output switch 081 is connected from middle switches MS(3,
1), MS(3,2), MS(3,3), MS(3,4), MS(3,5), MS(3,6), MS(3,7),
and MS(3,8) through the links ML(4,1), ML(4,5), ML(4,9),
ML(4,13), ML(4,17), ML(4,21), ML(4,25) and ML(4,29)
respectively).

Finally the connection topology of the network 400C2
shown in FIG. 4C2 is hereinafter called nearest neighbor
connection topology.

In the three embodiments of FIG. 4C, FIG. 4C1 and FIG.

4C2 the comiection topology is different. That is the way the
links ML(1,1)-ML(1,16), M,c(2,1)-ML(2.16), ML(3,1)-ML
(3,16), and ML(4,1)—ML(4,16) are connected between the
respective stages is different. Even though only three embodi-

ments are illustrated, in general, the network Vfozd(N1s N2, d,
s) can comprise any arbitrary type of connection topology.

For example the connection topology of the network Vfom
(N1, N2, d, 5) may be back 0 back Benes networks, Delta
Networks and many more combinations. The applicant notes
that the fundamental property of a valid connection topology

of the Vfo zd(N1, N2, d, s) network is, when no connections are
setup from any input link all tie output links should be reach-
able. Based on this property numerous embodiments of the

network Vfold(Nl, N2, d, s) can be built. The embodiments of
FIG. 4C, FIG. 4C1, and FIG. 4C2 are only three examples of

network Vfozd(N1, N2, d, s).
In the three embodiments of FIG. 4C, FIG. 4C1 and FIG.

4C2, each of the links MI.(l,l)-MI,(1,32), MI,(2,l)-MI,(2,
16), ML(3,1)-ML(3,16) and ML(4,1)-ML(4,16) are either
available for use by a new connection or not available if
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currently used by an existing connection. The input switches
ISl-IS4 are also referred to as the network input ports. The
input stage 110 is often referred to as the first stage. The
output switches 0S1 -OS4 are also referred to as the network
output ports. The output stage 120 is often referred to as the
last stage. The middle stage switches MS(1,1)-MS(1,8),
MS(2,1)-MS(2,8), and MS(3,1)-MS(3,8) are referred to as
middle switches or middle ports.

In the example illustrated in FIG. 4C (or in FIG. 1C1, or in
FIG. 4C2), a fan-out of four is possible to satisfy a multicast
connection request if input switch is ISZ, but only two
switches in middle stage 13 0 will be used. Similarly, although
a fan—out of three is possible for a multicast connection
request if the input switch is 181, again only a fan-out of two
is used. The specific middle switches that are chosen in
middle stage 130 when selecting a fan-out oftwo is irrelevant
so long as at most two middle switches are selected to ensure
that the connection request is satisfied. In essence, limiting
the fan-out from input switch to no more than two middle
switchcs pcrmits thc nctwork 400C (or 400C1, or 400C2), to
be operated in rearrangeably nonblocking manner in accor-
dance with the invention.

The connection request of the type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case ofa unicast connection request, a fan-out of one is used,
i.e. a single middle stage switch in middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan—out into the middle stage switches in middle stage 130,
the limit can be greater depending on the number of middle
stage switches in a network (while maintaining the rearrange-
ably nonblocking nature of operation of the network for mul-
ticast connections). However any arbitrary fan-out may be
used within any of the middle stage switches and the output
stage switches to satisfy the connection request.
Gcncralizcd Asymmctric Foldcd RNB (N2>Nl) Embodi-
ments:

Network 400D of FIG. 4D is an example of general asym-

metrical folded multi-stage network Vfold(N1, N2, d, s) with
(leong])—1 stages where N2>N1 anszrpl‘N1 wherep>1.
In network 400D ofFIG.4D,N1*N and N2w*N. The general

asynunetrical folded multi-stage network Vfold(N1> N 2, d, s)
can be operated in rearrangeably nonblocking manner for
multicast when s22 according to the current invention. Also

the general asymmetrical folded multi-stage network VfoZd
(N1, N2, d, s) can be operated in strictly nonblocking manner
for unicast if s22 according to the current invention. (And in
the example of FIG. 4D, s:2). The general asymmetrical

folded multi-stage network Vfold(Nl, N2, d, s) with (2xlogd
N1)—l stages has d inlet links for each of

N1
d

input switches ISl-IS(N1/d) (for example the links IL1-IL(d)
to the input switch I81) and 2><d outgoing links for each of

N1
d
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input switches IS1-IS(Nl/d) (for example the links ML(1,1)-
ML(1,2d) to the input switch ISl). There are (12 (where

d

[where d; =N2X— = pxdN1

outlet links for each of

output switches OSl-OS(N1/d) (for example the links 0L1-
OL(p"‘d) to the output switch 081) and d+d2 (:d+p><d)
incoming links for each of

output switches OSl-OS(N1/d) (for example ML(ZxLogd
N1—2,l)-ML(2xLongl—2, d+d2) to the output switch 081).

Each of the

input switchcs ISl-IS(N1/d) arc conncctcd to cxactly 2><d
switches in middle stage 130 through 2><d links (for example
in one embodiment the input switch ISl is connected to
middle switches MS(1,1)—MS(1, d) through the links ML(1,
1)-ML(1, d) and to middle switches MS(1,Nl/d+l)-MS(1,
{NI/d}+d) through the links ML(1, d+l)-ML(1,2d) respec-
tively.

Each of the

middle switches MS(1,1)—MS(1,2Nl/d) in the middle stage
130 are comiected from exactly d input switches through d
links and also are connected to exactly d switches in middle
stage 140 through d links.

Similarly each of the

N

MS(Long1 — 1, 1) — MS(Long1 — 1, 2x 71)

middle switches

in the middle stage 130+ l 0* (Logd N1—2) are comiected from
exactly d switches in middle stage 130+l 0*(I ,ogd N1—3)
through (1 links and also are connected to exactly d switches in
middle stage 130+] 0*(I,0gd Nl—l) through d links.
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Similarly each of the

,

NE

middle switches

—3,2><fl)MS(2 >< Logdzvl — 3, 1) — Ms(2 >< Longl d

in the middle stage 130+10*(2*Logd N1—4) are connected
from exactly d switches in middle stage 130+10*(2*I,ogd
Nl—S) through (1 links and also are connected to exactly (1
output switches in output stage 120 through d links.

Each of the

output switches OSl-OS(N1/d) are connected from exactly
d+d2 switches in middle stage 130+10*(2*Logd N1—4)
through d+dl links.

As described before, again the connection topology of a

general an7,,(N1 , N2, (1, s) may be any one of the connection
topologies. For example the connection topology of the net—

work Vfofd(N1> N2, d, s) may be back to back inverse Benes
networks, back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property of a valid con-

nection topology of the general Vfold(N1, N2, d, s) network is,
when no connections are setup from any input link if any
output link should be reachable. Based on this property

numerous embodiments ofthe network Vfold(N1, N2, d, s) can
be built. The embodiments of FIG. 4C, FIG. 4C1, and FIG.

4C2 are three examples ofnetwork VfoM(N1, N2, d, s) for F2
and N2>N1 .

The general symmetrical folded multi-stage network Vfold
(N1, N2, (1, s) can be operated in rearrangeably nonblocking
manner for multicast when 522 according to the current
invention. Also the general symmetrical folded multi-stage

network Vfold(Nl, N2, d, s) can be operated in strictly non—
blocking manner for unicast if s22 according to the current
invention.

For example, the network of FIG. 4C shows an exemplary
five—stage network, namely Vf01d(8,24,2,2), with the follow—

ing multicast assignment 11:93} and all other Ifq) for j:[2-
8]. It should be noted that the connection I 1 fans out in the first
stage switch 181 into middle switches MS(1,1) and MS(1,5)
in middle stage 130, and fans out in middle switches MS(1,1)
and MS(1,5) only once into middle switches MS(2,1) and
MS(2,5) respectively in middle stage 140.

The connection 11 also fans out in middle switches MS(2,1)
and MS(2,5) only once into middle switches MS(3,1) and
MS(3,7) respectively in middle stage 150. The connection I 1
also fans out in middle switches MS(3,1) and MS(3,7) only
once into output switches 082 and 083 in output stage 120.
Finally the connection I 1 fans out once in the output stage
switch OSZ into outlet link 0L7 and in the output stage switch
083 twice into the outlet links OL13 and OL16. In accor-

dance with the invention, each connection can fan out in the
input stage switch into at most two middle stage switches in
middle stage 130.
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Asymmetric Folded RNB (N1>N2) Embodiments:
Referring to FIG. 4E, in one embodiment, an exemplary

asymmetrical folded multi-stage network 400E with five
stages of thirty two switches for satisfying communication
requests, such as setting up a telephone call or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown where input stage 110 consists of four,
six by eight switches 181-184 and output stage 120 consists of
four, four by two switches OSl-OS4. And all the middle
stages namely middle stage 130 consists ofeight, four by two
switches MS(1,1)-MS(1,8), middle stage 140 consists of
eight, two by two switches MS(2,1)—MS(2,8), and middle
stage 150 consists ofeight, two by two switches MS(3,1)-MS
(3,8).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are of size six by eight, the switches in output
stage 120 are of size four by two, and there are eight switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size six by eight, the
switches in output stage 120 are of size four by two, and there
are eight switches ofsize fourby two in middle stage 130, and
eight switches of size two by two in middle stage 140 and
middle stage 150.

In one embodiment of this network each of the input
switches 181-184 and output switches OSl-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

N

7 a

n

where Nl is the total number ofinlet links or and N2 is the total
number of outlet links and N1>N2 and N1:p*N2 where p>1.
The number of middle switches in each middle stage is
denoted by

2x—.

The size of each input switch ISl-IS4 can be denoted in
general with the notation d*(d+d1) and each output switch
OSl—OS4 can be denoted in general with the notation
(2xd*d), where

d

d1=Nl><A—,2=p><d.

The size of each switch in any ofthe middle stages excepting
the first middle stage can be denoted as d*d. The size of each
switch in the first middle stage can be denoted as

(d2d1)*d.
 

A switch as used herein can be either a crossbar switch, or a
network of switches each of which in turn may be a crossbar
switch or a network of switches. An asymmetric folded multi-
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stage network can be represented with the notation Vfbld(Nl ,
N2, d, s), whereNl represents the total number ofinlet links of
all input switches (for example the links lLl-IL24), N2 rep-
resents the total number of outlet links of all output switches
(for example the links OLl-OL8), d represents the inlet links
of each input switch where N1>N2, and s is the ratio of
number of incoming links to each output switch to the outlet
links of each output switch.

Each of the

input switches lSl-IS4 are comiected to exactly d+dl
switches in middle stage 130 through d+d1 links (for example
input switch 181 is connected to middle switches MS(1,1),
MS(1,2), MS(1,3), MS(1,4), MS(1,5), MS(1,6), MS(1,7),
and MS(1,8) through the links ML(1,1), ML(1,2). ML(1,3),
ML(1,4), ML(1,5), ML(1,6), ML(1,7), and ML(1,8) rcspcc-
tively).

Each of the

N
2x—2

middle switches MS(1,1)-MS(1,8) in the middle stage 130
are connected from exactly

(fl-”11)
2
 

input switches through

(d+d1) 

links (for example the links ML(1,1), ML(1,9), ML(1,17) and
ML(1,25) are connected to the middle switch MS(1,1) from
input switch 181, ISZ, 183, and 184 respectively) and also are
connected to exactly d switches in middle stage 140 through
d links (for example the links ML(2,1) and ML(2,2) are
connected from middle switch MS(1,1) to middle switch
MS(2,1) and MS(2,3) respectively).

Similarly each of the

1V
Zx—Z

middle switches MS(2,1)-MS(2,8) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links ML(2,1) and ML(2,6)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for example the links Ml,(3,l) and Ml,(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,3) respectively).
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Similarly each of the

middle switches MS(3,1)-MS(3.8) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,6)
are c01mected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly d output switches in output stage 120
through d links (for example the links ML(4,1) and ML(4,2)
are connected to output switches 081 and 082 respectively
from middle switches MS(3,1)).

Each of the

)2

output switches OSl-OS4 are connected from exactly 2xd
switches in middle stage 150 through 2><d links (for example
output switch OSl is connected from middle switches MS(3,
1), MS(3,2), MS(3,5), and MS(3,6) through the links ML(4,
1), ML(4,3), ML(4,9), and ML(4,11) respectively).

Finally the connection topology of the network 400E
shown in FIG. 4E is known to be back to back inverse Benes

connection topology.
Referring to FIG. 4E1, in another embodiment of network

VfoZd(N1, N2, (1, s), an exemplary asymmetrical folded multi-
stage network 400E1 with five stages of thirty two switches
for satisfying communication requests, such as setting up a
telephone call or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, six by eight switches 181-184
and output stage 120 consists of four, four by two switches
OSl-OS4. And all the middle stages namely middle stage 130
consists of eight, four by two switches MS(1,1)-MS(1,8),
middle stage 140 consists of eight, two by two switches
MS(2,1)—MS(2,8), and middle stage 150 consists of eight,
two by two switches MS(3,l)-MS(3,8).

Such a network can be operated in strictly non—blocking
manner for unicast connections, because the switches in the
input stage 110 are of size six by eight, the switches in output
stage 120 are of size four by two, and there are eight switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast conncctions, bccausc thc
switches in the input stage 110 are of size six by eight, the
switches in output stagc 120 arc of sizc four by two, and thcrc
are eight switches ofsize fourby two in middle stage 130, and
eight switches of size two by two in middle stage 140 and
middle stage 150.

In one embodiment of this network each of the input
switches 181-184 and output switches OSl-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

N2
d a

where Nl is the total number ofinlet links or and N2 is the total
number of outlet links and N1>N2 and N1:p*N2 where p>l .
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The number of middle switches in each middle stage is
denoted by

The size of each input switch lSl-IS4 can be denoted in
general with the notation d*(d+d1) and each output switch
OS1-OS4 can be denoted in general with the notation
(2><d*d), where

d

dllexmszd.

The size ofeach switch in any of the middle stages excepting
the first middle stage can be denoted as d*d. The size of each
switch in the first middle stage can be denoted as

(d +2d1) *d.
 

A switch as used herein can be either a crossbar switch. or a

network of switches each of which in turn may be a crossbar
switch or a network of switches. The asymmetric folded
multi-stage network of FIG. 4E1 is also the network of the

type Vfoza(N1s N2, d, s), where Nl represents the total number
of inlet links of all input switches (for example the links
IL1-IL24), N2 represents the total number ofoutlet links ofall
output switches (for example the links OLl-OLS), d repre-
sents the inlet links of each input switch Where N1>N2, and s
is the ratio ofnumber of incoming links to each output switch
to the outlet links of each output switch.

Each of the

input switches ISI-IS4 are connected to exactly d+d1
switches in middle stage 130 through d+dl links (for example
input switch ISl is connected to middle switches MS(1,1),
MS(1,2), MS(1,3), MS(1,4), MS(1,5), MS(1,6), MS(1,7),
and MS(1,8) through the links ML(1,1), ML(1,2), ML(1,3),
ML(1,4), ML(1,5), ML(1,6), ML(1,7), and ML(1,8) respec-
tively).

Each of the

,

gxfl

middle switches MS(1,1)-MS(1,8) in the middle stage 130
are connected from exactly

(fl-Hi1)
2
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input switches through

(d+d1) 

links (for example the links ML(1.1). ML(1.9). ML(1.17) and
ML(1,25) are connected to the middle switch MS(1,1) from
input switch IS1 , ISZ, IS3, and IS4 respectively) and also are
connected to exactly (1 switches in middle stage 140 through
d links (for example the links ML(2,1) and ML(2,2) are
connected from middle switch MS(1,1) to middle switch
MS(2,1) and MS(2,2) rcspcctivcly).

Similarly each of the

middle switches MS(2,1)-MS(2,8) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links ML(2,1) and ML(2,5)
are c01mected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly (1 switches in middle stage 150 through
d links (for example the links ML(3,1) and ML(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,2) respectively).

Similarly each of the

middle switches MS(3,1)-MS(3,8) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,5)
are c01mected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly d output switches in output stage 120
through d links (for example the links ML(4,1) and ML(4,2)
are connected to output switches 081 and 082 respectively
from middle switches MS(3,1)).

Each of the

.2

output switches OSl—OS4 are connected from exactly 2><d
switches in middle stage 150 through 2><d links (for example
output switch 0S1 is connected from middle switches MS(3,
1), MS(3,3), MS(3,5), and MS(3,7) through the links ML(4,
1), ML(4,5), ML(4,9), and ML(4,13) rcspcctivcly).

Finally the connection topology of the network 400E1
shown in FIG. 431 is known to be back to back Omega
connection topology.

Referring to FIG. 4132, in another embodiment of network

Vfold(N1, N2, (1, s), an exemplary asymmetrical folded multi-
stage network 400E2 with five stages of thirty two switches
for satisfying communication requests, such as setting up a
telephone call or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 Via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, six by eight switches IS] -IS4
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and output stage 120 consists of four, four by two switches
OSl-OS4.And all the middle stages namely middle stage 130
consists of eight, four by two switches MS(1,1)-MS(1,8),
middle stage 140 consists of eight, two by two switches
MS(2,1)-MS(2,8), and middle stage 150 consists of eight, 5
two by two switches MS(3,1)-MS(3,8).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are of size six by eight, the switches in output
stage 120 are of size four by two, and there are eight switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non—blocking manner for multicast connections, because the
switches in the input stage 110 are of size six by eight, the
switches in output stage 120 are of size four by two, and there
are eight switches ofsize fourby two in middle stage 130, and
eight switches of size two by two in middle stage 140 and
middle stage 150.

In one embodiment of this network each of the input 20
switches 181-184 and output switches OSl-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

25
N2
7 u

where N1 is the total number ofinlet links or and N2 is the total

number of outlet links and N1>N2 and N1:p*N2 where p>1. 30
The number of middle switches in each middle stage is
denoted by

35

2 x %.

The size of each input switch ISl-lS4 can be denoted in
general with the notation d*(d+d1) and each output switch 40
081-084 can be denoted in general with the notation
(2xd*d), where

 

d 4-

d1=N1XN—2=p><d. 3

The size ofeach switch in any of the middle stages excepting
the first middle stage can be denoted as d*d. The size of each. . . 50
sw1tch 1n the first middle stage can be denoted as

(d 2‘11) * d. 55

A switch as used herein can be either a crossbar switch. or a

network of switches each of which in turn may be a crossbar
switch or a network of switches. The asymmetric folded
multi-stage network of FIG. 4131 is also the network of the 60

type VfOM(N1, N2, d, s), where Nl represents the total number
of inlet links of all input switches (for example the links
ILl-IL24), N2 represents the total number ofoutlet links ofall
output switches (for example the links OLl-OLS), d repre-
sents the inlet links ofeaeh input switch where N1>N2, and s 65
is the ratio ofnumber of incoming links to each output switch
to the outlet links of each output switch.
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Each of the

3

input switches ISl-IS4 are connected to exactly d+d1
switches in middle stage 130 through d+dl links (for example
input switch TS] is connected to middle switches MS(1,1),
MS(1,2), MS(1,3), MS(1,4), MS(1,5), MS(1,6), MS(1,7),
and MS(1,8) through the links ML(1,1), ML(1,2), ML(1,3),
ML(1,4), ML(1,5), ML(1,6), ML(1,7), and ML(1,8) respec-
tively).

Each of the

middle switches MS(1,1)-MS(1,8) in the middle stage 130
are connected from exactly

(d+d1)
2
 

input switches through

(d+d1) 

links (for example the links ML(1,1), ML(1,9), ML(1,17) and
ML(1,25) are connected to the middle switch MS(1,1) from
input switch 181, 182, 183, and 184 respectively) and also are
connected to exactly d switches in middle stage 140 through
d links (for example the links ML(2,1) and ML(2,2) are
connected from middle switch MS(1,1) to middle switch
MS(2,1) and MS(2,2) respectively).

Similarly each of the

middle switches MS(2,1)-MS(2.8) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links ML(2,1) and ML(2,8)
are cmmected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,4) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for example the links ML(3,1) and ML(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,2) respectively).

Similarly each of the

middle switches MS(3,1)-MS(3,8) in the middle stage 150
are connected from exactly (1 switches in middle stage 140
through d links (for example the links Ml.(3,1) and Ml.(3,8)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,4) respectively) and also are
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connected to exactly d output switches in output stage 120
through d links (for example the links ML(4,1) and ML(4,2)
are connected to output switches 081 and 082 respectively
from middle switches MS(3,1)).

Each of the

output switches OSl-OS4 are connected from exactly 2><d
switches in middle stage 150 through 2><d links (for example
output switch 081 is connected from middle switches MS(3,
1), MS(3,4), MS(3,5), and MS(3,8) through the links ML(4,
1), ML(4,8), ML(4,9), and ML(4,16) respectively).

Finally the connection topology of the network 400E2
shown in FIG. 4E2 is hereinafter called nearest neighbor
connection topology.

In the three embodiments of FIG. 4E, FIG. 4E1 and FIG.

4E2 the connection topology is different. That is the way the
links ML(1,1)-ML(1,32), ML(2,1)-ML(2,16), ML(3,1)-ML
(3,16), and ML(4,1)-ML(4,16) are connected between the
respective stages is different. Even though only three embodi-

ments are illustrated, in general, the network Vfozd(Nl, N2, d,
s) can comprise any arbitrary type of connection topology.

For example the connection topology of the network Vfold
(N1, N2, d, s) may be back to back Benes networks, Delta
Networks and many more combinations. The applicant notes
that the fundamental property of a valid connection topology
of therozd(Nl, N2, (1, s) network is, when no connections are
setup from any input link all the output links should be reach-
able. Based on this property numerous embodiments of the

network Vfold(N1, N2, d, s) can be built. The embodiments of
FIG. 4E, FIG. 4E1, and FIG. 4E2 are only three examples of

network Vf0,d(N1, N2: d, s).
In the three embodiments of FIG. 4E, FIG. 431 and FIG.

4E2, each of the links ML(1,1)-ML(1,32), ML 2,1)-ML(2,
16), ML(3,1)-ML(3,16) and ML(4,1)-ML(4,16) are either
available for use by a new connection or not available if
currently used by an existing connection. The input switches
ISl-IS4 are also referred to as the network input ports. The
input stage 110 is often referred to as the first stage. The
output switches OSl—OS4 are also referred to as the network
output ports. The output stage 120 is often referred to as the
last stage. The middle stage switches MS(1,1)—MS(1,8),
MS(2,1)-MS(2,8), and MS(3,1)-MS(3,8) are referred to as
middle switches or middle ports.

In the example illustrated in FIG. 4E (or in FIG. 1E1, or in
FIG. 4E2), a fan—out of four is possible to satisfy a multicast
connection request if input switch is I82. but only two
switches in middle stage 13 0 will be used. Similarly, although
a fan-out of three is possible for a multicast connection
request if the input switch is ISl, again only a fan—out of two
is used. The specific middle switches that are chosen in
middle stage 130 when selecting a fan-out oftwo is irrelevant
so long as at most two middle switches are selected to ensure
that the connection request is satisfied. In essence, limiting
the fan-out from input switch to no more than two middle
switches permits the network 400E (or 400E1, or 40032), to
be operated in rearrangeably nonblocking manner in accor-
dance with the invention.

The connection request of the type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case of a unicast connection request, a fan-out of one is used,
i.e. a single middle stage switch in middle stage 130 is used to
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satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the number of middle
stage switches in a network (while maintaining the rearrange-
ably nonblocking nature ofoperation of the network for mul-
ticast connections). However any arbitrary fan-out may be
used within any of the middle stage switches and the output
stage switches to satisfy the connection request.

Generalized Asymmetric jolded RNB (N1>N2) Embodi-
ments:

 
Network 400F of FIG. 4': is an example of general asym-

metrical folded multi-stage network Vfold(N1, N2, d, s) with
(2><logd N2)—l stages where N1>N2 and N1:p*N2 where p>1.
In network 400D of FIG. 4F, N2:N and N1:p*N. The general
asymmetrical folded multi-stage network Vf01d(Nl, N2, d, s)
can be operated in rearrangeably nonblocking manner for
multicast when s22 according to the current invention. Also

the general asymmetrical folded multi-stage network anm
(N1, N2, d, s) can be operated in strictly nonblocking manner
for unicast if s22 according to the current invention. (And in
the example of FIG. 4F, 5:2). The general asymmetrical

folded multi-stage network Vflfld(N1, N2, d, s) with (2><logd
N2)—l stages has (11 (where

d1=N1><—=p)<d

inlet links for each of

.2

input switches ISl-IS(N2/d) (for example the links ILl-IL
(p*d) to the input switch I81) and d+dl (:d+p><d) outgoing
links for each of

.2

input switches ISl-IS(N2/d) (for example the links ML(1,1)-
ML(1,(d+p*d)) to the input switch 181). There are d outlet
links for each of

3

output switches OSl-OS(N2/d) (for example the links 0L1-
OL(d) to the output switch 081) and 2><d incoming links for
each of

3

output switches OSl-OS(N2/d) (for example ML(2><Logd
N2—2,l)-MI,(2><I,ogd N2—2,2><d) to the output switch 081).
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Each of the

input switches ISl-IS(N2/d) are connected to exactly d+dl
switches in middle stage 130 through d+dl links (for example
in one embodiment the input switch IS] is connected to
middle switches MS(1,1)-MS(1, (d+d1)/2) through the links
ML(1,1)-ML(1,(d+dl)/2) and to middle switches MS(1,N1/
d+l)-MS(1,{Nl/d}+(d+d1)/2) through the links ML(l, ((d+
d1)/2)+1)-ML(1, (d+dl)) respectively.

Each of the

1V
Zx—Z

middle switches MS(1,1)-MS(1,2*N2/d) in the middle stage
130 are connected from exactly (1 input switches through d
links and also are connected to exactly d switches in middle
stage 140 through d links.

Similarly each of the

middle switches

N »

MS(Longz — l, l) — MS(LongZ — I, 2x 72)

in the middle stage 130+10*(L0gd N2—2) are connected from
exactly d switches in middle stage 130+10*(Logd N2—3)
through d links and also are connected to exactly (1 switches in
middle stage 130+10*(Logd Nz—l) through d links.

Similarly each of the

1V
Zx—2

middle switches

N,

MS(Z XLongg — 3, 1) — MS(2xLogd1v2 — 3, 2x 7)

in the middle stage 130+10*(2*Logd N2—4) are connected
from exactly d switches in middle stage 130+10*(2*Logd
N2—5) through d links and also are connected to exactly d
output switches in output stage 120 through d links.

Each of the

output switches OS] -OS(N2/d) are connected from exactly
2><d switches in middle stage 130+10*(2*Logd N2—4)
through 2Xd links.
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As described before, again the connection topology of a

general VfoId(N1, N2, d, s) may be any one of the connection
topologies. For example the comiection topology of the net—

work VfohflNl, N2, d, s) may be back to back inverse Benes
networks, back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property of a valid con—

nection topology of the general VfoMNl, N2, d, 5) network is,
when no connections are setup from any input link if any
output link should be reachable. Based on this property

numerous embodiments ofthe network VfoZd(N1, N2, d, s) can
be built. The embodiments of FIG. 4E, FIG. 4E1, and FIG.

4E2 are three examples ofnetwork Vfold(N1, N2, d, s) for F2
and N1>N3.

The general symmetrical folded multi- stage network Vfom
(N 1, N 2, d, s) can be operated in rearrangeably nonblocking
manner for multicast when s22 according to the current
invention. Also the general symmetrical folded multi-stage
network Vf01d(Nl, N2, (1, s) can be operated in strictly non-
blocking manner for unicast if 8:2 according to the current
invention.

For example, the network of FIG. 4E shows an exemplary

five-stage network, namely VfoZd(24,8,2,2), with the follow-
ing multicast assignment I1:{2,3} and all other Ij:(|) forj:[2-
8]. It should be noted that the cormection Il fans out in the first
stage switch ISl into middle switches MS(1,1) and MS(l ,5)
in middle stage 130, and fans out in middle switches MS(1,1)
and MS(1,5) only once into middle switches MS(2,1) and
MS(2,5) respectively in middle stage 140.

The connection I1 also fans out in middle switches MS(2,1)
and MS(2,5) only once into middle switches MS(3,1) and
MS(3,7) respectively in middle stage 150. The connection I1
also fans out in middle switches MS(3,1) and MS(3,7) only
once into output switches OSZ and OS3 in output stage 120.
Finally the connection I 1 fans out once in the output stage
switch 0S2 into outlet link 0L3 and in the output stage switch
083 twice into the outlet links 0L5 and 0L6. In accordance

with the invention, each comiection can fan out in the input
stage switch into at most two middle stage switches in middle
stage 130.
SNB Embodiments:

The folded multi-stage network Vfold(N15 N2, d, s) dis-
closed, in the current invention, is topologically exactly the

same as the multi—stage network Vfold(Nl, N2, d, s), disclosed
in US. Provisional Patent Application Ser. No. 60/940,391
that is incorporated by reference above, excepting that in the

illustrations folded network VfOM(N1, N2, d, s) is shown as it
is folded at middle stage 130+10*(Logd N1—2).

The general symmetrical folded multi- stage network Vfom
(N, d, s) can also be operated in strictly nonblocking manner
for multicast when s23 according to the current invention.
Similarly the general asymmetrical folded multi—stage net—

work VfoM(N1, N2, d, s) can also be operated in strictly non-
blocking manner for multicast when S23 according to the
current invention.

Symmetric Folded RNB Unicast Embodiments:
Referring to FIG. 5A, an exemplary symmetrical folded

multi-stage network 500A respectively with five stages of
twenty switches for satisfying communication requests, such
as setting up a telephone call or a data call, or a connection
between configurable logic blocks, between an input stage
110 and output stage 120 via middle stages 130, 140, and 150
is shown where input stage 110 consists of four, two by two
switches 181-184 and output stage 120 consists offour, two by
two switches OS] -OS4. And all the middle stages namely
middle stage 130 consists of four, two by two switches MS(l,
1)-MS(1,4), middle stage 140 consists of four, two by two
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switches MS(2,1)-MS(2,4), and middle stage 150 consists of
four, two by two switches MS(3,1)-MS(3,4).

Such a network can be operated in rearrangeably non—
blocking manner for unicast connections, because the
switches in the input stage 110 are of size two by two, the
switches in output stage 120 are of size two by two, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

The comiection topology of the network 500A shown in
FIG. 5A is known to be back to back inverse Benes connec-

tion topology. In other embodiments the connection topology
is different. That is the way the links ML(1,1)-ML(1,8),
ML(2,1)-ML(2,8), ML(3,1)-ML(3,8), and ML(4,1)-ML(4,8)
are connected between the respective stages is different.

Even though only one embodiment is illustrated, in gen-

eral, the network Vfold(N3 d, s) can comprise any arbitrary
type of connection topology. For example the connection

topology of the network VfoM(N, d 5) may be back to back
Benes networks, Delta Networks and many more combina-
tions. The applicant notes that the fundamental property of a

valid connection topology of the Vfozd(N, d, 5) network is,
when no connections are setup from any input link all the
output links should be reachable. Based on this property

numerous embodiments of the network Vfold(N, d, s) can be
built. The embodiment of FIG. 5A is only one example of

network VfOM(N, d, s).
The network 500A of FIG. 5A is also rearrangeably 11011-

blocking for unica st according to the current invention. In one
embodiment of these networks each of the input switches
ISl-IS4 and output switches OSl-OS4 are crossbar switches.
The number ofswitches ofinput stage 110 and ofoutput stage
120 can be denoted in general with the variable N/d, where N
is the total number of inlet links or outlet links. The number of

middle switches in each middle stage is denoted by N/d. The
size of each input switch ISl-IS4 can be denoted in general
with the notation d*d and each output switch OSl-OS4 can be
denoted in general with the notation d’l‘d. Likewise, the size of
each switch in any ofthe middle stages can be denoted as d*d.
A switch as used herein can be either a crossbar switch, or a
network of switches each of which in turn may be a crossbar
switch or a network of switches. A symmetric folded multi-

stage network can be represented with the notationVfold(N, d,
s), where N represents the total number of inlet links of all
input switches (for example the links ILl—ILS), d represents
the inlet links of each input switch or outlet links of each
output switch, and s is the ratio of number of outgoing links
from each input switch to the inlet links of each input switch.
Although it is not necessary that there be the same number of
inlet links ILl-IL8 as there are outlet links OLl-OLS, in a
symmetrical network they are the same.

In network 500A of FIG. 5A, each of the N/d input
switches ISl—IS4 are connected to exactly d switches in
middle stage 130 through d links (for example input switch
181 is connected to middle switches MS(1,1) and MS(1,2)
through the links ML(1,1) and ML(1,2) respectively).

Each of the N/d middle switches MS(1,1)-MS(1,4) in the
middle stage 130 are connected from exactly d input switches
through d links (for example the links ML(1,1) and ML(1,4)
are connected to the middle switch MS(1, 1) from input switch
181 and ISZ respectively) and also are c01mected to exactly d
switches in middle stage 140 through d links (for example the
links ML(2,1) and ML(2,2) are connected from middle
switch MS(1,1) to middle switch MS(2,1) and MS(2,3)
respectively).

Similarly each of the N/d middle switches MS(2,l)-MS(2,
4) in the middle stage 140 are c01mected from exactly d
switches in middle stage 130 through d links (for example the
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links ML(2,1) and ML(2,6) are connected to the middle
switch MS(2,1) from middle switches MS(1,1) and MS(1,3)
respectively) and also are connected to exactly d switches in
middle stage 150 through d links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1) and MS(3,3) respec-
tively).

Similarly each of the N/d middle switches MS(3,1)—MS(3,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through d links (for example the
links ML(3,1) and ML(3,6) are connected to the middle
switch MS(3,1) from middle switches MS(2,1) and MS(2,3)
respectively) and also are connected to exactly d output
switches in output stage 120 through d links (for example the
links ML(4,1) and ML(4,2) are connected to output switches
OS1 and 0S2 respectively from middle switch MS(3,1)).

Each of the N/d output switches OSl-OS4 are connected
from exactly d switches in middle stage 150 through d links
(for example output switch OS] is connected from middle
switches MS(3,1) andMS(3,2) through the links ML(4,1) and
ML(4,4) respectively).
Generalized Symmetric Folded RNB Unicast Embodiments:

Network 500B of FIG. 5B is an example of general sym-

metrical folded multi-stage network VfOM(N, d, s) with
(2xlogd N)—l stages. The general symmetrical folded multi—
stage network Vf01d(N, d, s) can be operated in rearrangeably
nonblocking manner for unicast when 521 according to the
current invention (and in the example of FIG. 5B, F1). The

general symmetrical folded multi-stage networkaoId(N, d, s)
with (2xlogd N)—l stages has d inlet links for each of N/d
input switches ISl-IS(N/d) (for example the links ILl-IL(d)
to the input switch ISl) and d outgoing links for each of N/d
input switches ISl-IS(N/d) (for example the links ML(1,1)-
ML(1, d) to the input switch ISl). There are d outlet links for
each ofN/d output switches 081 -OS(N/d) (for example 0L1 -
OL(d) to the output switch 081) and d incoming links for
each of N/d output switches OSl-OS(N/d) (for example
ML(2><Long—2,1)—ML(2><Logd N—2, d) to the output switch
081).

Each of the N/d input switches ISl—IS(N/d) are connected
to exactly d switches in middle stage 130 through (1 links.

Each of the N/d midd e switches MS(1,1)—MS(1,N/d) in
the middle stage 130 are connected from exactly (1 input
switches through d links and also are connected to exactly d
switches in middle stage 140 through (1 links.

Similarly each of the l\/d middle switches

N

MS(Long — , 1) — MS(Long — 1, g)

in the middle stage 130+ 0*(Logd N—2) are connected from
exactly d switches in middle stage 130+10*(Logd N—3)
through d links and also are connected to exactly d switches in
middle stage 13 0+ 1 0* (Logd N— I) through d links.

Similarly each of the l\/d middle switches

 
N

MS(2><Long — 3, 1) — Ms(2 xLong — 3, Z)

in the middle stage 130+10*(2*Logd N—4) are comiected
from exactly d switches in middle stage l30+lO*(2*I,ogd
N—5) through (1 links and also are connected to exactly (1
output switches in output stage 120 through d links.
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Each of the N/d output switches OS1-OS(N/d) are con-
nected from exactly (1 switches in middle stage 130+10*
(2*Logd N—4) through d links.

The general symmetrical folded multi-stage network Vfold
(N, d, s) can be operated in rearrangeably nonblocking man-
ner for multicast when s:l according to the current invention.
Asymmetric Folded RNB (N2>N1) Unicast Embodiments:

Referring to FIG. 5C, an exemplary symmetrical folded
multi-stage network 500C respectively with five stages of
twenty switches for satisfying communication requests, such
as setting up a telephone call or a data call, or a connection
between configurable logic blocks, between an input stage
110 and output stage 120 via middle stages 130, 140, and 150
is shown where input stage 110 consists of four, two by two
switches ISl-IS4 and output stage 120 consists of four, six by
six switches OSl-OS4. And all the middle stages namely
middle stage 130 consists of four, two by two switches MS(l,
1)-MS(1,4), middle stage 140 consists of four, two by two
switches MS(2,1)-MS(2A), and middle stage 150 consists of
four, two by six switches MS(3,1)-MS(3,4).

Such networks can be operated in rearrangeably nonblock-
ing manner for unicast connections, because the switches in
the input stage 110 are of size two by two, the switches in
output stage 120 are of size six by six, and there are four
switches in each of middle stage 130, middle stage 140 and
middle stage 150.

The connection topology of the network 500C shown in
FIG. 5C is known to be back to back inverse Benes connection

topology. The connection topology of the networks 500C is
different in the other embodiments. That is the way the links
ML(1,1)-ML(1,8), ML(2,1)-ML(2,8), ML(3,1)-ML(3,8),
and ML(4,1)-ML(4,8) are connected between the respective
stages is different.

Even though only one embodiment is illustrated, in gen-

eral, the network Vfold(N1, N2, d, s) can comprise any arbi-
trary type of connection topology. For example the connec-

tion topology of the network Vf0,d(N1, N2, d, s) may be back
to back Benes networks, Delta Networks and many more
combinations. The applicant notes that the fundamental prop-

erty of a valid comiection topology of the an,,,(N1, N2, d, s)
network is, whenno connections are setup from any input link
all the output links should be reachable. Based on this prop-

erty numerous embodiments ofthe networkaozd(Nl , N2, d, s)
can be built. The embodiment ofFIG. 5C is only one example

of network Vfoldml, N2, d, s).
The networks 500C of FIG. 5C is also rearrangeably non-

blocking for unicast according to the current invention. In one
embodiment of these networks each of the input switches
ISl—IS4 and output switches OSl—OS4 are crossbar switches.
The number of switches ofinput stage 110 and ofoutput stage
120 can be denoted in general with the variable

N1
d .

where N1 is the total number ofinlet links or and N2 is the total
number of outlet links and N2>Nl and Nzrp’l‘Nl whcrc p>l.
The number of middle switches in each middle stage is
denoted by

Page 192 of 207

20

25

30

40

60

132

The size of each input switch ISl-IS4 can be denoted in
general with the notation d*d and each output switch 081-
084 can be denoted in general with the notation d2*d2, where

d

d2=N2><A—,l=p><d-

The size of each switch in any ofthe middle stages excepting
the last middle stage can be denoted as d*d. The size of each
switch in the last middle stage can be denoted as d*d2. A
switch as used herein can be either a crossbar switch, or a
network of switches each of which in turn may be a crossbar
switch or a network of switches. An asymmetric folded multi-

stage network can be represented with the notation Vfom,(N1 ,
N2, d, s), where N1 represents the total number ofinlet links of
all input switches (for example the links IL1—IL8), N2 repre—
sents the total number of outlet links of all output switches
(for example the links OLl-OL24), drepresents the inlet links
of each input switch where N2>Nl, and s is the ratio of
number of outgoing links from each input switch to the inlet
links of each input switch.

In network 500C of FIG. 5C, each ofthe

N1
d

input switches ISl—IS4 are connected to exactly d switches in
middle stage 130 through (1 links (for example input switch
ISl is connected to middle switches MS(1,1) and MS(1,2)
through the links ML(1,1) and ML(1,2) respectively).

Each of the

middle switches MS(1,1)-MS(1,4) in the middle stage 130
are connected from exactly d input switches through d links
(for example the links ML(1,1) and ML(1,4) are connected to
the middle switch MS(1,1) from input switch I81 and ISZ
respectively) and also are connected to exactly d switches in
middle stage 140 through (1 links (for example the links
ML(2,1) and ML(2,2) are connected from middle switch
MS(1,1) to middle switch MS(2,1) and MS(2,3) respec—
tively).

Similarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly (1 switches in middle stage 130
through d links (for example the links ML(2,1) and ML(2,6)
are c01mected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly (1 switches in middle stage 150 through
d links (for example the links MI,(3,1) and MI.(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,3) respectively).
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Similarly each of the

middle switches MS(3.1)-MS(3.4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,6)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly (1 output switches in output stage 120
through d2 links (for example the links ML(4,1) and ML(4,2)
are connected to output switches 081 from middle switch
MS(3,1); the links ML(4,3) and ML(4,4) are cmmected to
output switches 082 from middle switch MS(3,1); the link
ML(4,5) is connected to output switches 083 from middle
switch MS(3,1); and the link ML(4,6) is connected to output
switches 084 from middle switch MS(3,1)).

Each of the

output switches OSI -OS4 are connected from exactly d
switches in middle stage 150 through d2 links (for example
output switch OSI is connected from middle switch MS(3,1)
hrough the links ML(4,1) and ML(4,2); output switch 081 is
connected from middle switch MS(3.2) through the links
VIL(4,7) and ML(4,8); output switch 081 is connected from
middle switch MS(3,3) through the link ML(4,13); and out-
3ut switch 081 is c01mected from middle switch MS(3,4)
hrough the links ML(4,19)).
Generalized Asymmetric Folded RNB (N2>N1) Unicast
Embodiments:

Network 500D of FIG. 5D is an example of general asym-
netrical folded multi-stage network Vfold(N1, N2, d, s) with
(2xlogd N)—l stages where N2>Nl and N2:p*N1 where p>l.
In network 500D ofFIG. 5D, N1 :N and N2:p*N. The general

symmetrical folded multi-stage network Vfold(N1, N2, d, s)
can be operated in rearrangeably nonblocking manner for
unicast when sil according to the current invention (and in
the example of FIG. 5D, s:l). The general asymmetrical
folded multi-stage network V 0151(N1: N 2, d, s) with (2xlogd
N)—l stages has d inlet links or each of

 

M
d

input switches ISl-IS(N1/d) (for example the links IL1-IL(d)
to the input switch I81) and d outgoing links for each of

N1
{1

input switches ISl-IS(N1/d) (for example the links ML(1,1)-
ML(1, d) to the input switch ISl). There are d2 (where

d

[where d2 =N2>< — = pxd]N1
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outlet links for each of

output switches OSl-OS(N1/d) (for example the links 0L1-
OL(p*d) to the output switch 081) and d2 (:pxd) incoming
links for each of

output switches OSl-OS(N1/d) (for example ML(2xLogd
N1—2,1)-ML(2><Logd N1—2, d2) to the output switch 081).

Each of the

input switches ISl-IS(N1/d) are cmmected to exactly d
switches in middle stage 130 through d links.

Each of the

middle switches MS(1,1)-MS(1,N1/d) in the middle stage
130 are comiected from exactly d input switches through d
links and also are connected to exactly (1 switches in middle
stage 140 through d links.

Similarly each of the

N1
7

middle switches

. N1

1113110ng — 1, 1) — MS(I,ong1 — 1, 7)

in the middle stage 130+ l 0* (Logd N1—2) are connected from
exactly (1 switches in middle stage 130+10*(Logd N1—3)
through (1 links and also are connected to exactly d switches in
middle stage 130+10*(Logd Nl—l) through d links.

Similarly each of the

middle switches

_3 fl)MS(2><Long1—3, 1)— MS(2><Long1 d

in the middle stage 130+10*(2*Logd N1—4) are comiected
from exactly d switches in middle stage 130+10*(2*I,ogd
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Nl—S) through d links and also are connected to exactly d
output switches in output stage 120 through d1 links.

Each of the

output switches OSl -OS(N1/d) are connected from exactly d
switches in middle stage 130+10*(2*Logd N—4) through (12
links.

The general symmetrical folded multi-stage network Vfo[(1
(N1, N2, d, s) can be operated in rearrangeably nonblocking
manner for multicast when 521 according to the current
invention.

Asymmetric Folded RNB (N1>N2) Unicast Embodiments:
Referring to FIG. 5E, an exemplary symmetrical folded

multi—stage network 500E with five stages oftwenty switches
for satisfying communication requests, such as setting up a
telephone call or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 Via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, six by six switches ISl-IS4
and output stage 120 consists of four, two by two switches
OSl-OS4.And all the middle stages namely middle stage 130
consists of four, six by two switches MS(1,1)-MS(1,4),
middle stage 140 consists of four, two by two switches MS(2,
l)—MS(2,4), and middle stage 150 consists offour, two by two
switches MS(3,1)-MS(3,4).

Such a network can be operated in rearrangeably non-
blocking manner for unicast connections, because the
switches in the input stage 110 are of size six by six, the
switches in output stage 120 are of size two by two, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

The comiection topology of the network 500E shown in
FIG. SE is known to be back to back inverse Benes connection

topology. The connection topology of the networks 500E is
different in the other embodiments. That is the way the links
ML(1,1)-ML(1,8), ML(2,1)-ML(2,8), ML(3,1)-ML(3,8),
and ML(4,1)-ML(4,8) are connected between the respective
stages is different.

Even though only one embodiment is illustrated, in gen-

eral, the network Vfold(Nl, N2, d, s), comprise any arbitrary
type of connection topology. For example the connection

topology of the network Vfold(Nl, N2, d, s) may be back to
back Benes networks, Delta Networks and many more com-
binations. The applicant notes that the fundamental property

of a valid connection topology of the Vfold(N1, N2, d, s)
network is, whenno connections are setup from any input link
all the output links should be reachable. Based on this prop-

erty numerous embodiments ofthe net\)vorkaoh,t,(Nl , N2, d, s)
can be built. The embodiment ofFIG. 53 is only one example

of network Vfoldml, N2, d, s).
The network 500E is rearrangeably nonblocking for uni-

cast according to the current invention. 11 one embodiment of
these networks each of the input switches 181-184 and output
switches OSl-OS4 are crossbar switches. The number of

switches of input stage 110 and of output stage 120 can be
denoted in general with the variable

 

N2
d .
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where Nl is the total number ofinlet links or and N2 is the total
number of outlet links and N1>N2 and N1:p*N2 where p>l.
The number of middle switches in each middle stage is
denoted by

The size of each input switch ISl-IS4 can be denoted in
general with the notation d1 *dl and each output switch 081-
084 canbe denoted in general with the notation (d*d), where

d
d=N><—= xd.

1 1 N2 P

The size of each switch in any ofthe middle stages excepting
the first middle stage can be denoted as d*d. The size of each
switch in the first middle stage can be denoted as d1 *d. A
switch as used herein can be either a crossbar switch, or a
network of switches each of which in turn may be a crossbar
switch or a network of switches. An asymmetric folded multi-

stage network can be represented with the notation Vfom,(N1 ,
N2, d, s), where N1 represents the total number ofinlet links of
all input switches (for example the links IL1-IL24), N2 rep-
resents the total number of outlet links of all output switches
(for example the links OLl-OLS), d represents the inlet links
of each output switch where N1>N2, and s is the ratio of
number of outgoing links from each input switch to the inlet
links of each input switch.

In network 500E of FIG. 5E, each of the

N2
d

input switches ISl—IS4 are connected to exactly d switches in
middle stage 130 through dl links (for example input switch
ISl is connected to middle switch MS(1,1) through the links
ML(1,1) and ML(1,2); input switch ISl is connected to
middle switch MS(1,2) through the links ML(1,3) and ML(l,
4); input switch ISl is connected to middle switch MS(1,3)
through the link ML(1,5); and input switch 181 is connected
to middle switch MS(1,4) through the links ML(1,6)).

Each of the

3

middle switches MS(1,1)-MS(1,4) in the middle stage 130
are connected from exactly d, input switches through d links
(for example the links ML(1,1) and ML(1,2) are connected to
the middle switch MS(1,1) from input switch ISI; the links
ML(1,7) and ML(1,8) are connected to the middle switch
MS(1,1) from input switch ISZ; the link ML(1,13) is con-
nected to the middle switch MS(1,1) from input switch 183;
and the link ML(1,19) is connected to the middle switch
MS(1,1) from input switch IS4), and also are connected to
exactly (1 switches in middle stage 140 through (1 links (for
example the links MI,(2,l) and MI,(2,2) are connected from
middle switch MS(1,1) to middle switch MS(2,1) and MS(2,
3) respectively).
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Similarly each of the

middle switches MS(2.1)-MS(2.4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links MI,(2,1) and MI.(2,6)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for example the links ML(3,1) and ML(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,3) respectively).

Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,6)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly (1 output switches in output stage 120
through dl links (for example the links ML(4,1) and ML(4,2)
are connected to output switches 081 and 082 respectively
from middle switch MS(3,1)).

Fach of the

output switches OSl-OS4 are cormected from exactly d
switches in middle stage 150 through d2 links (for example
output switch 081 is connected from middle switches MS(3,
1) and MS(3,2) through the links ML(4,1) and ML(4,4)
respectively).
Generalized Asymmetric Folded RNB (N1>N2) Unicast
Embodiments:

Network 500F of FIG. 5F is an example of general asym-
netrical folded multi-stage network VfoZd(N1, N2, d, s) with
(2xlogd N)—l stages where N1>N2 and N1:p*N2 where p>l.
In network 500F of FIG. 5F, N2:N and N1:p*N. The general
symmetrical folded multi-stage network Vfold(N1, N2, d, s)
can be operated in rearrangeably nonblocking manner for
unicast when s:l according to the current invention (and in
the example of FIG. 5F, s:1). The general asymmetrical

folded multi-stage network Vf0,d(N1, N2, (1, s) with (2xlogd
N)—l stages has (11 (where

 

d

d1=N1><N—=P><d
a

inlet links for each of
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input switches IS1-IS(N2/d) (for example the links ILl-IL
(p*d) to the input switch 181) and d1 (:pxd) outgoing links for
each of

3

input switches ISl-IS(N2/d) (for example the links l\/JL(1,1)-
ML(1,(d+p"‘d)) to the input switch 181). There are (1 outlet
links for each of

12

output switches OSl-OS(N2/d) (for example the links 0L1-
OL(d) to the output switch 081) and d incoming links for
each of

3

output switches OSl-OS(N2/d) (for example ML(2><Logd
N2—2,l)-ML(2><Logd N2—2, d) to the output switch 081).

Each of the

12

input switches ISl-IS(N2/d) are connected to exactly d
switches in middle stage 130 through dl links.

Each of the

12

middle switches MS(1,1)—MS(1,N2/d) in the middle stage
130 are connected from exactly d input switches through (11
links and also are connected to exactly (1 switches in middle
stage 140 through d links.

Similarly each of the

3

middle switches

N2

ltlS(Long2 — 1, 1) — MS(Long2 — 1, 7)

in the middle stage 130+10*(Logd N2—2) are connected from
exactly (1 switches in middle stage 130+lO*(Logd N2—3)
through (1 links and also are connected to exactly d switches in
middle stage 130+] 0*(I.ogd Nz—l) through d links.
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Similarly each of the

middle switches

' N

MS(ZXLong; — 3,1)— MS(ZXLogiNz — 3, 72)

in the middle stage 130+10*(2*Logd N2—4) are connected
from exactly d switches in middle stage 130+10*(2*Logd
N2—5) through d links and also are connected to exactly d
output switches in output stage 120 through d links.

Each of the

output switches 0S1 -OS(N2/d) are connected from exactly d
switches in middle stage 130+10*(2*Logd N2—4) through d
links.

The general symmetrical folded multi-stage network Vfold
(N1, N2, d, s) can be operated in rearrangeably nonblocking
manner for unicast when s21 according to the current inven-
tion.

Symmetric RNB Unicast Embodiments:
Referring to FIG. 6A, F G. 6B, FIG. 6C, FIG. 6D, FIG. 6B,

FIG. 6F, FIG. 6G, FIG. 600H, FIG. 600I and FIG. 6] with
exemplary symmetrical multi-stage networks 600A, 600B,
600C, 600D, 600E, 600F, 600G, 600H, 600I, and 600]
respectively with five stages oftwenty switches for satisfying
communication requests, such as setting up a telephone call
or a data call, or a connection between configurable logic
blocks, between an input stage 110 and output stage 120 via
middle stages 130, 140, and 150 is shown where input stage
110 consists of four, two by two switches 181-184 and output
stage 120 consists of four, two by two switches OSl-OS4.

 

And all the middle stages namely middle stage 130 consists of
four, two by two switches MS(1,1)—MS(1,4), middle stage
140 consists of four, two by two switches MS(2,1)-MS(2,4),
and middle stage 150 consists of four, two by two switches
\/IS(3,l)-MS(3,4).

Such networks can be operated in rearrangeably nonblock—
'ng manner for unicast connections, because the switches in
he input stage 110 are of size two by two, the switches in
output stage 120 are of size two by two, and there are four
switches in each of middle stage 130, middle stage 140 and
niddle stage 150.

In all the ten embodiments of FIG. 6A to FIG. 6] the

connection topology is different. That is the way the links
\/IL(1,1)-ML(1,8), ML(2,1)-ML(2,8), ML(3,1)-ML(3,8),
and ML(4,1)-ML(4,8) are connected between the respective
stages is different. For example, the connection topology of
he network 600A shown in FIG. 6A is known to be back to

jack inverse Benes connection topology; the connection
opology of the network 600B shown in FIG. 6B is known to
ac back to back Omega connection topology; and the connec-
ion topology of the network 600C shown in FIG. 6C is
1ereinafter called nearest neighbor connection topology.

Fven though only ten embodiments are illustrated, in gen-
eral, the networkV(N, d, s) can comprise any arbitrary type of
connection topology. For example the connection topology of
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the network V(N, d, s) may be back to back Benes networks,
Delta Networks and many more combinations. The applicant
notes that the fundamental property of a valid connection
topology of the V(N, d, s) network is, when no connections
are setup from any input link all the output links should be
reachable. Based on this property numerous embodiments of
the network V(N, d, s) can be built. The ten embodiments of
FIG. 6A to FIG. 6] are only three examples of network V(N,
d, s).

The networks 600A-600] of FIG. 6A-FIG. 6] are also

rcarrangcably nonblocking for unicast according to the cur-
rent invention. In one embodiment of these networks each of

the input switches ISl-IS4 and output switchcs OSl-OS4 arc
crossbar switches. The number of switches of input stage 110
and of output stage 120 can be denoted in general with the
variable N/d, where N is the total number of inlet links or
outlet links. The number of middle switches in each middle

stage is denoted by N/d. The size ofeach input switch ISl-IS4
can be denoted in general with the notation d*d and each
output switch OSl-OS4 can be denoted in general with the
notation d*d. Likewise, the size of each switch in any of the
middle stages can be denoted as d*d. A switch as used herein
can be either a crossbar switch, or a network of switches each
of which in turn may be a crossbar switch or a network of
switches. A symmetric multi-stage network can be repre-
sented with the notation V(N, d, s), where N represents the
total number of inlet links of all input switches (for example
the links IL1-IL8), (1 represents the inlet links of each input
switch or outlet links of each output switch, and s is the ratio
of number of outgoing links from each input switch to the
inlet links of each input switch. Although it is not necessary
that there be the same number of inlet links IL1-IL8 as there

are outlet links OLl-OLS, in a symmetrical network they are
the same.

In network 600A of FIG. 6A, each of the N/d input
switches ISl-IS4 are connected to exactly d switches in
middle stage 130 through (1 links (for example input switch
ISl is connected to middle switches MS(1,1) and MS(1,2)
through the links ML(1,1) and ML(1,2) respectively).

Each of the N/d middle switches MS(1,1)-MS(1,4) in the
middle stage 130 are c01mected from exactly d input switches
through d links (for example the links ML(1,1) and ML(1,4)
are connected to the middle switch MS (1 , 1) from input switch
I81 and ISZ respectively) and also are connected to exactly d
switches in middle stage 140 through d links (for example the
links ML(2,1) and ML(2,2) are connected from middle
switch MS(1,1) to middle switch MS(2,1) and MS(2,3)
respectively).

Similarly each of the N/d middle switches MS(2,l)-MS(2,
4) in the middle stage 140 are connected from exactly d
switches in middle stage 130 through d links (for example the
links ML(2,1) and ML(2,6) are connected to the middle
switch MS(2,1) from middle switches MS(1,1) and MS(1,3)
respectively) and also are connected to exactly d switches in
middle stage 150 through (1 links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1) and MS(3,3) respec-
tively).

Similarly each ofthe N/d middle switches MS(3,1)—MS(3,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through d links (for example the
links ML(3,1) and ML(3,6) are connected to the middle
switch MS(3,1) from middle switches MS(2,1) and MS(2,3)
respectively) and also are connected to exactly (1 output
switches in output stage 120 through d links (for example the
links ML(4,1) and ML(4,2) are connected to output switches
OS1 and 0S2 respectively from middle switch MS(3,1)).
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Each of the N/d output switches OSl-OS4 are connected
from exactly d switches in middle stage 150 through d links
(for example output switch 081 is connected from middle
switches MS(3,1) and MS(3,2) through the links MI ,(4,l ) and
ML(4,4) respectively).
Generalized Symmetric RNB Unicast Embodiments:

Network 600K of FIG. 6K is an example of general sym-
metrical multi—stage network V(N, d, s) with (2xlogd N)—1
stages. The general symmetrical multi-stage network V(N, d,
s) can be operated in rearrangeably nonblocking manner for
unicast when s21 according to the current invention (and in
the example of FIG. 6K, 5:1). The general symmetrical
multi-stage network V(N, d, s) with (2xlogd N)—l stages has
d inlet links for each of N/d input switches ISl-IS(N/d) (for
example the links IL1-IL(d) to the input switch 181) and d
outgoing links for each ofN/d input switches ISl-IS(N/d) (for
example the links ML(1,1)-ML(1, d) to the input switch 181).
There are d outlet links for each of N/d output switches
OS1-OS(N/d) (for example OLl-OL(d) to the output switch
081) and d incoming links for each of N/d output switches
OSl-OS(N/d) (for example ML(2><Long—2,l)-ML(2><Logd
N—2,d) to the output switch 081).

Each of the N/d input switches ISl-IS(N/d) are connected
to exactly d switches in middle stage 130 through d links.

Each of the N/d middle switches MS(1,1)-MS(1,N/d) in
the middle stage 130 are connected from exactly d input
switches through d links and also are connected to exactly d
switches in middle stage 140 through d links.

Similarly each of the N/d middle switches

1v

MS(Long —1,1)— MS(Long — 1, g)

in the middle stage 130+10*(Logd N—2) are connected from
exactly d switches in middle stage 130+ 1 0*(Logd N—3)
through d links and also are connected to exactly (1 switches in
middle stage 130+10*(Logd N—l) through d links.

Similarly each of the N/d middle switches

N

Msa XLong — 3, 1) — MS(2><Long — 3, g)

in the middle stage 130+10*(2*Logd N—4) are connected
from exactly d switches in middle stage 130+10*(2*Logd
N—S) through d links and also are comlected to exactly d
output switches in output stage 120 through d links.

Each of the N/d output switches OSl—OS(N/d) are con—
nected from exactly (1 switches in middle stage 130+10*
(2*Logd N—4) through d links.

The general symmetrical multi-stage network V(N, d, s)
can be operated in rearrangeably nonblocking manner for
unicast when s21 according to the current invention.
Asymmetric RNB (N2>N1) Unicast Embodiments:

Referring to FIG. 6A1, FIG. 6131, FIG. 6C1, FIG. 6D],
FIG. 6E1, FIG. 6F1, FIG. 6G1, FIG. 600H1, FIG. 600H1 and
71G. 6J1 with exemplary symmetrical multi-stage networks
600A1, 600B1, 600C1, 600D1, 600E1, 600F1, 600G1,
600H1, 600I1, and 600J1 respectively with five stages of
wenty switches for satisfying communication requests, such
as setting up a telephone call or a data call, or a connection
Jetween configurable logic blocks, between an input stage
110 and output stage 120 via middle stages 130, 140, and 150
is shown where input stage 110 consists of four, two by two
switches ISl -IS4 and output stage 120 consists of four, six by
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six switches OSl-OS4. And all the middle stages namely
middle stage 130 consists of four, two by two switches MS(1,
1)—MS(1,4), middle stage 140 consists of four, two by two
switches MS(2,1)-MS(2,4). and middle stage 150 consists of
four, two by six switches MS(3,1)—MS(3,4).

Such networks can be operated in rearrangeably nonblock-
ing manner for unicast connections, because the switches in
the input stage 110 are of size two by two, the switches in
output stage 120 are of size six by six, and there are four
switches in each of middle stage 130, middle stage 140 and
middle stage 150.

In all the ten embodiments of FIG. 6A1 to FIG. 6J1 the

connection topology is different. That is the way the links
ML(1,1)-ML(1,8), ML(2,1)-ML(2,8), ML(3,1)-ML(3,8),
and ML(4,1)-ML(4,8) are connected between the respective
stages is different. For example, the connection topology of
the network 600A1 shown in FIG. 6A1 is known to be back to

back inverse Benes connection topology; the connection
topology of the network 600B1 shown in FIG. 6B1 is known
to be back to back Omega connection topology; and the
connection topology of the network 600C1 shown in FIG.
6C1 is hereinafter called nearest neighbor connection topol-
ogy.

Even though only ten embodiments are illustrated, in gen-
eral, the network V(N1, N2, (1, s) can comprise any arbitrary
type of connection topology. For example the connection
topology of the network V(N1, N2, d, s) may be back to back
Benes networks, Delta Networks and many more combina-
tions. The applicant notes that the fundamental property of a
valid connection topology of the V(N1, N2, d, s) network is,
when no connections are setup from any input link all the
output links should be reachable. Based on this property
numerous embodiments of the networkV(Nl, N2, (1, s) can be
built. The ten embodiments of FIG. 6A1 to FIG. 6]1 are only
three examples of network V(Nl, N2, d, s).

The networks 600A1-600J1 ofFIG. 6A1-FIG. 6J1 are also

rearrangeably nonblocking for unicast according to the cur-
rent invention. In one embodiment of these networks each of

the input switches 181-184 and output switches OSl-OS4 are
crossbar switches. The number of switches of input stage 110
and of output stage 120 can be denoted in general with the
variable

where N1 is the total number ofinlet links or and N2 is the total
number of outlet links and N2>Nl and N2:p*Nl where p>l.
The number of middle switches in each middle stage is
denoted by

The size of each input switch ISl-IS4 can be denoted in
general with the notation d*d and each output switch 081—
084 can be denoted in general with the notation d2*d2, where

d
d=Na><—= xd.

2 . N1 P

The size of each switch in any ofthe middle stages excepting
the last middle stage can be denoted as d*d. The si7e of each
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switch in the last middle stage can be denoted as d*d2. A
switch as used herein can be either a crossbar switch, or a

network of switches each of which in turn may be a crossbar
switch or a network of switches. An asymmetric multi-stage
network can be represented with the notationV(N1, N2, d, s),
where N1 represents the total number of inlet links ofall input
switches (for example the links lLl-ILS), N2 represents the
total number of outlet links of all output switches (for
example the links OLl-OL24), d represents the inlet links of
each input switch where N2>N1, and s is the ratio of number
of outgoing links from each input switch to the inlet links of
each input switch.

In network 600A1 of FIG. 6A1, each of the

N1
d

input switches ISl-IS4 are connected to exactly d switches in
middle stage 130 through d links (for example input switch
181 is connected to middle switches MS(1,1) and MS(1,2)
through the links ML(1,1) and ML(1,2) respectively).

Each of the

middle switches MS(l,l)-MS(1,4) in the middle stage 130
are connected from exactly d input switches through d links
(for example the links ML(1,1) and ML(1,4) are connected to
the middle switch MS(1,1) from input switch 181 and ISZ
respectively) and also are connected to exactly d switches in
middle stage 140 through d links (for example the links
ML(2,1) and ML(2,2) are connected from middlc switch
MS(1.1) to middle switch MS(2.1) and MS(2.3) respec-
tively).

Similarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly (1 switches in middle stage 130
through d links (for example the links Ml,(2,l) and Ml.(2,6)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for example the links ML(3,1) and ML(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,3) respectively).

Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,6)
are connected to the middle switch MS(3.1) from middle
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly (1 output switches in output stage 120
through d2 links (for example the links ML(4,1) and ML(4,2)
are connected to output switches 081 from middle switch
MS(3,1); the links Ml,(4,3) and Ml,(4,4) are connected to
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output switches 0S2 from middle switch MS(3,1); the link
ML(4,5) is connected to output switches 083 from middle
switch MS(3,1); and the link ML(4,6) is connected to output
switches 084 from middle switch MS(3,1)).

Each of the

output switches 081-084 are connected from exactly d
switches in middle stage 150 through d2 links (for example
output switch OSl is connected from middle switch MS(3,1)
through the links ML(4,1) and ML(4,2); output switch 081 is
connected from middle switch MS(3,2) through the links
ML(4,7) and ML(4,8); output switch 081 is connected from
middle switch MS(3,3) through the link ML(4,13); and out-
put switch OSl is connected from middle switch MS(3,4)
through the links ML(4,19)).
Generalized Asymmetric RNB (N2>N1) Unicast Embodi-
ments:

Network 600K1 of FIG. 6K1 is an example of general
asymmetrical multi-stage network V(Nl, N2, d, s) with
(2xlogd N)—l stages where N2>Nl and N2:p *Nl where p>l.
ln network 400K] of FIG. 4K1, N1:N and N2:p*N. The
general symmetrical multi-stage network V(Nl , N2, d, s) can
be operated in rearrangeably nonblocking manner for unicast
when sil according to the current invention (and in the
example of FIG. 6K1, s:l). The general asymmetrical multi-
stage network V(N1, N2, (1, s) with (2xlogd N)—l stages has (1
inlet links for each of

input switches ISl-IS(N1/d) (for example the links lLl-IL(d)
to the input switch 181) and d outgoing links for each of

N1
d

input switches ISl-IS(Nl/d) (for example the links ML(1,1)-
ML(1, d) to the input switch 181). There are d2 (where

d

[where d2 =N2>< — = pxd]N1

outlet links for each of

output switchcs OSl-OS(N1/d) (for example the links 0L1-
0L(p*d) to the output switch 081) and d2 (:pxd) incoming
links for each of
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output switches OSl-OS(Nl/d) (for example ML(2xLogd
N1—2.I)-ML(2><Logd N1—2, d2) to the output switch 081).

Each of the

input switches lSl -IS(N1/d) are connected to exactly d
switches in middle stage 130 through (1 links.

Each of the

middle switches MS(l,l)-MS(1,N1/d) in the middle stage
130 are connected from exactly (1 input switches through d
links and also are connected to exactly d switches in middle
stage 140 through d links.

Similarly each of the

middle switches

N1)MS(Long1 — 1, 1) — Mleogdzvl — 1, 7

in the middle stage 130+10*(Logd N1—2) are connected from
exactly d switches in middle stage 130+10*(L0gd N1 —3)
through (1 links and also are connected to exactly (1 switches in
middle stage 130+10*(Logd Nl—l) through d links.

Similarly each of the

middle switches

, 1v

MS(2><Long1— 3,1)— MS(2xLong1— 3, 71)

in the middle stage 130+10*(2*L0gd N1—4) are connected
from exactly d switches in middle stage 130+10*(2*L0gd
N1—5) through d links and also are connected to exactly d
output switches in output stage 120 through d1 links.

Each of the

output switches OSl-OS(N1/d) are connected from exactly d
switches in middle stage 130+10*(2*Logd N—4) through d2
links.

The general symmetrical multi-stage network V(N1, N2, d,
s) can be operated in rearrangeably nonblocking manner for
multicast when s:l according to the current invention.
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Asymmetric RNB (N1>N2) Unicast Embodiments:

Referring to FIG. 6A2, FIG. 6B2, FIG. 6C2, FIG. 6D2,
FIG. 6E2, FIG. 61-‘2, FIG. 6G2, FIG. 600H2, FIG. 60012 and

FIG. 6J2 with exemplary symmetrical multi-stage networks
600A2, 600B2, 600C2, 600D2, 600E2, 600F2, 600G2,

600H2, 60012, and 600.12 respectively with five stages of
twenty switches for satisfying communication requests, such
as setting up a telephone call or a data call, or a connection
between configurable logic blocks, between an input stage
110 and output stage 120 via middle stages 130, 140, and 150
is shown where input stage 110 consists of four, six by six
switches ISl-IS4 and output stage 120 consists offour, two by
two switches OSl-OS4. And all the middle stages namely
middle stage 130 consists of four, six by two switches MS(1,
1)-MS(1,4), middle stage 140 consists of four, two by two
switches MS(2,1)-MS(2,4), and middle stage 150 consists of
four, two by two switches MS(3,1)-MS(3,4).

Such networks can be operated in rearrangeably nonblock-
ing manner for unicast connections, because the switches in
the input stage 110 are of size six by six, the switches in output
stage 120 are of size two by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150.

In all the ten embodiments of FIG. 6A2 to FIG. 6J2 he

connection topology is different. That is the way the links
ML(1,1)—ML(1,8), ML(2,1)—ML(2,8), ML(3,1)—ML(3,8),
and ML(4,1)-ML(4,8) are connected between the respective
stages is different. For example, the connection topology of
the network 600A2 shown in FIG. 6A2 is known to be back to

back inverse Benes connection topology; the connection
topology of the network 600B2 shown in FIG. 6B2 is known
to be back to back Omega connection topology; and the
connection topology of the network 600C2 shown in FIG.
6C2 is hereinafter called nearest neighbor connection topol-
ogy.

Even though only ten embodiments are illustrated, in gen-
eral, the network V(Nl, N2, (1, s) can comprise any arbitrary
type of connection topology. For example the connection
topology of the network V(N1, N2, d, s) may be back to back
Benes networks, Delta Networks and many more combina-
tions. The applicant notes that the fundamental property of a
valid connection topology of the V(N1, N2, d, s) network is,
when no connections are setup from any input link all the
output links should be reachable. Based on this property
numerous embodiments of the network V(N l, N 2, d, s) can be
built. The ten embodiments of FIG. 6A2 to FIG. 6J2 are only
three examples of network V(N1, N2, d, s).

The networks 600A2-600]2 ofFIG. 6A2-FIG. 6]2 are also

rearrangeably nonblocking for unicast according to the cur-
rent invention. In one embodiment of these networks each of

the input switches 181-184 and output switches ()Sl-OS4 are
crossbar switches. The number of switches of input stage 110
and of output stage 120 can be denoted in general with the
variable

where Nl is the total number ofinlet links or and N2 is the total
number of outlet links and N1>N2 and N1:p*N2 where p>l .
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The number of middle switches in each middle stage is
denoted by

The size of each input switch ISl-IS4 can be denoted in
general with the notation d1 *d1 and each output switch 081-
0S4 can be denoted in general with the notation (d*d), where

d

dl=N1XN—=p><d.
a

The size ofeach switch in any of the middle stages excepting
the first middle stage can be denoted as d*d. The size of each
switch in the first middle stage can be denoted as d1*d. A
switch as used herein can be either a crossbar switch, or a
network of switches each of which in turn may be a crossbar
switch or a network of switches. An asymmetric multi-stage
network can be represented with the notationV(N1, N2, d, s),
where N, represents the total number of inlet links ofall input
switches (for example the links IL1-IL24), N, represents the
total number of outlet links of all output switches (for
example the links OLl-OLS). (1 represents the inlet links of
each output switch where N1>N2, and s is the ratio ofnumber
of outgoing links from each input switch to the inlet links of
each input switch.

In network 600A2 ofFIG. 6A2, each ofthe

N2
d

input switches ISl-IS4 are connected to exactly d switches in
middle stage 130 through (11 links (for example input switch
IS1 is connected to middle switch MS(1,1) through the links
ML(1,1) and ML(1,2); input switch 181 is connected to
middle switch MS(1,2) through the links ML(1,3) and ML(1,
4); input switch 181 is connected to middle switch MS(1,3)
through the link ML(1,5); and input switch ISl is connected
to middle switch MS(1,4) through the links ML(1,6)).

Each of the

middle switches MS(1,1)-MS(1,4) in the middle stage 130
are connected from exactly d, input switches through d links
(for example the links ML(1,1) and ML(1,2) are connected to
the middle switch MS(1,1) from input switch ISl; the links
ML(1,7) and ML(1,8) are connected to the middle switch
MS(1,1) from input switch IS2; the link ML(1,13) is con-
nected to the middle switch MS(1,1) from input switch I83;
and the link ML(1,19) is connected to the middle switch
MS(1,1) from input switch 184), and also are connected to
exactly d switches in middle stage 140 through (1 links (for
example the links MI,(2,1) and MI.(2,2) are connected from
middle switch MS(1,1) to middle switch MS(2,1) and MS(2,
3) respectively).
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Similarly each of the

middle switches MS(2.1)-MS(2.4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links MI (2,1) and MI.(2,6)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for cxamplc thc links ML(3,1) and ML(3,2) arc
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,3) respectively).

Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,6)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly d output switches in output stage 120
through dl links (for example the links ML(4,1) and ML(4,2)
are connected to output switches 081 and OSZ respectively
from middle switch MS(3,1)).

Fach of the

output switches OSl-OS4 are connected from exactly d
switches in middle stage 150 through d2 links (for example
output switch 081 is connected from middle switches MS(3,
1) and MS(3,2) through the links ML(4,1) and ML(4,4)
respectively).
Generalized Asymmetric RNB (N1>N2) Unicast Embodi-
ments:

Network 600K2 of FIG. 6K2 is an example of general
asymmetrical multi-stage network V(Nl, N2, d, s) with
(2xlogd N)—l stages where N1>N2 and N1:p*N2 where p>l.
In network 400K2 of FIG. 4K2, N2:N and N1:p*N. The
general symmetrical multi-stage network V(N1, N2, d, s) can
be operated in rearrangeably nonblocking manner for unicast
when 521 according to the current invention (and in the
example of FIG. 6K2, F1). The general asymmetrical multi-
stage networkV(Nl, N2, d, s) with (2xlong)—l stages has dl
(Where

d
d=N><—= xd

1 1 N2 P

inlet links for each of

3
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input switches IS1-IS(N2/d) (for example the links ILl-IL
(p*d) to the input switchISl) and d, (:pxd) outgoing links for
each of

input switches ISl-IS(N2/d) (for example the links ML(1,1)-
ML(1,(d+p"‘d)) to the input switch ISl). There are d outlet
links for each of

N2
7

output switches OSl-OS(N2/d) (for example the links 0L1-
OL(d) to the output switch 081) and d incoming links for
each of

output switches OSl-OS(N2/d) (for example ML(2><Logd
N2—2,1)-ML(2><Logd N2—2, d) to the output switch 081).

Each of the

input switches ISl-IS(N2/d) are connected to exactly d
switches in middle stage 130 through dl links.

Each of the

middle switches MS(1,1)—MS(1,N2/d) in the middle stage
130 are connected from exactly d input switches through dl
links and also are c01mected to exactly d switches in middle
stage 140 through d links.

Similarly each of the

middle switches

, 1V2

MS(Long2 — 1, 1) — MS(Long2 — 1, 7)

in the middle stage 13 0+ 1 0* (Logd N1 —2) are connected
from exactly d switches in middle stage 130+ l 0* (LogdN1 —3)
through d links and also are connected to exactly d switches in
middle stage 130+10*(I,ogd Nl—l ) through d links.
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Similarly each of the

3

middle switches

N

Mm XLogd/Vz — 3, 1) — Ms(2xLog,1v2 — 3, 72)

in the middle stage 130+10*(2*Logd N1—4) are connected
from exactly d switches in middle stage 130+10*(2*Logd
Nl—S) through d links and also are connected to exactly d
output switches in output stage 120 through d links.

Each of the

N:
d

output switches 0S1 -OS(N2/d) are connected from exactly d
switches in middle stage 130+10*(2*Logd N1—4) through d
links.

The general symmetrical multi-stage network V(N1 , N2, d,
s) can be operated in rearrangeably nonblocking manner for
unicast when 521 according to the current invention.
Scheduling Method Embodiments:

FIG. 7A shows a high-level flowchart of a scheduling
method 1000, in one embodiment executed to setup multicast
and unicast connections in network 100A of FIG. 1A (or any
of the networks szmk(N1, N2, d, s) and the networks V(N1,
N2, d, s) disclosed in this invention). According to this
embodiment, a multicast connection request is received in act
1010. Then the control goes to act 1020.

In act 1020, based on the inlet link and input switch of the
multicast connection received in act 1010, from each avail-
able outgoing middle link of the input switch of the multicast
connection, by traveling forward from middle stage 130 to
middle stage 130+10*(Logd N—2), the lists of all reachable
middle switches in each middle stage are derived recursively.
That is, first, by following each available outgoing middle
link of the input switch all the reachable middle switches in
middle stage 130 are derived. Next, starting from the selected
middle switches in middle stage 130 traveling through all of
their available out going middle links to middle stage 140 all
the availablemiddle switches in middle stage 140 are derived.
This process is repeated recursively until all the reachable
middle switches, starting from the outgoing middle link of
input switch, in middle stage 130+10*@ogd N—2) are
derived. This process is repeated for each available outgoing
middle link from the input switch of the multicast connection
and separate reachable lists are derived in each middle stage
from middle stage 130 to middle stagc 130+10*(Logd N—2)
for all the available outgoing middle links from the input
switch. Then the control goes to act 1030.

In act 1030, based on the destinations of the multicast
connection received in act 1010, from the output switch of
each destination, by traveling backward from output stage
120 to middle stage 130+10*(Logd N—Z), the lists of all
middle switches in each middle stage from which each des-
tination output switch (and hence the destination outlet links)
is reachable, are derived recursively. That is, first, by follow-
ing each available incoming middle link of the output switch
of each destination link of the multicast connection, all the
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middle switches in middle stage 130+10*(2*Logd N—4) from
which the output switch is reachable, are derived. Next, start-
ing from the selected middle switches in middle stage 130+
10*(2*Log[, N—4) traveling backward through all of their
available incoming middle links from middle stage 130+10*
(2*Logd N—5) all the available middle switches in middle
stage 130+10*(2*Logd N—5) from which the output switch is
reachable, are derived. This process is repeated recursively
until all the middle switches in middle stage 130+10*(Logd
N—2) from which the output switch is reachable, are derived.
This process is repeated for each output switch of each dcs-
tination link of the multicast connection and separate lists in
each middle stage from middle stagc 130+10*(2*Logd N—4)
to middle stage 130+10*(Logd N—2) for all the output
switches of each destination link of the connection are

derived. Then the control goes to act 1040.
In act 1040, using the lists generated in acts 1020 and 1030,

particularly list of middle switches derived in middle stage
130+10*(Logd N—2) corresponding to each outgoing link of
the input switch of the multicast connection, and the list of
middle switches derived in middle stage 130+10*(Logd N—2)
corresponding to each output switch of the destination links,
the list of all the reachable destination links from each out-

going link of the input switch are derived. Specifically if a
middle switch in middle stage 130+10*(Logd N—2) is reach-
able from an outgoing link of the input switch, say “x”, and
also from the same middle switch in middle stage 130+10*
(Logd N—2) if the output switch of a destination link, say “y”,
is reachable then using the outgoing link ofthe input switch x,
destination link y is reachable. Accordingly, the list of all the
reachable destination links from each outgoing link of the
input switch is derived. The control then goes to act 1050.

In act 1050, among all the outgoing links of the input
switch, it is checked ifall the destinations are reachable using
only one outgoing link of the input switch. If one outgoing
link is available through which all the destinations of the
multicast connection are reachable (i.e., act 1050 results in
“yes”), the control goes to act 1070. And in act 1070, the
multicast connection is setup by traversing from the selected
only one outgoing middle link ofthe input switch in act 1050,
to all the destinations. Then the control transfers to act 1090.

If act 1050 results “no”, that is one outgoing link is not
available through which all the destinations of the multicast
connection are reachable, then the control goes to act 1060. In
act 1060, it is checked if all destination links of the multicast
connection are reachable using two outgoing middle links
from the input switch. According to the current invention, it is
always possible to find at most two outgoing middle links
from the input switch through which all the destinations of a
multicast connection are reachable. So act 1060 always
results in “yes”, and then the control transfers to act 1080. In
act 1080, the multicast connection is setup by traversing from
the selected only two outgoing middle links of the input
switch in act 1060, to all the destinations. Then the control
transfers to act 1090.

In act 1090, all the middle links between any two stages of
the network used to setup the connection in either act 1070 or
act 1080 are marked unavailable so that these middle links
will be made unavailable to other multicast connections. The

control then returns to act 1010, so that acts 1010, 1020,1030,
1040, 1050, 1060, 1070, 1080, and 1090 are executed in a
loop, for each connection request until the connections are set
up.

In the example illustrated in FIG. 1A, four outgoing middle
links are available to satisfy a multicast connection request if
input switch is ISZ, but only at most two outgoing middle
links ofthe input switch will be used in accordance with this
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method. Similarly, although three outgoing middle links is
available for a multicast connection request ifthe input switch
is IS1, again only at most two outgoing middle links is used.
The specific outgoing middle links ofthe input switch that are
chosen when selecting two outgoing middle links of the input
switch is irrelevant to the method of FIG. 7A so long as at
most two outgoing middle links of the input switch are
selected to ensure that the connection request is satisfied, i.e.
the destination switches identified by the connection request
can be reached from the outgoing middle links of the input
switch that are selected. In essence, limiting the outgoing
middle links of the input switch to no more than two permits
the network Vmh."k(N1, N2, d, s) and the network V(N1, N2, d,
s) to be operated in nonblocking manner in accordance with
the invention.

According to the current invention, using the method 1040
ofFIG. 7A, the network th-nk(N1, N2, d, s) and the networks
V(N1, N2, d, s) are operated in rearrangeably nonblocking for
unicast connections when 521, are operated in strictly non-
blocking for unicast connections when siZ, and are operated
in rearrangeably nonblocking formulticast connections when
siZ .

The connection request of the type described above in
reference to method 1000 of FIG. 7A can be unicast connec-

tion request, a multicast connection request or a broadcast
connection request, depending on the example. In case of a
unicast connection request, only one outgoing middle link of
the input switch is used to satisfy the request. Moreover, in
method 1000 described above in reference to FIG. 7A any
number ofmiddle links may be used between any two stages
excepting between the input stage and middle stage 130, and
also any arbitrary fan-out may be used within each output
stage switch, to satisfy the connection request.

As noted above method 1000 of FIG. 7A can be used to

setup multicast connections, unicast connections, or broad-
cast connection of all the networks lemk(N, d, s), lemk(N1,
N2, (1, s), V(N, d, s) and V(N1, N2, (1, s) disclosed in this
invention.

Applications Embodiments:
All the embodiments disclosed in the current invention are

useful in many varieties of applications. FIG. 8A1 illustrates
the diagram of 800A1 which is a typical two by two switch
with two inlet links namely IL1 and IL2, and two outlet links
namely 0L1 and 0L2. The two by two switch also imple—
ments four crosspoints namely CP(1,1), CP(1,2), CP(2,1) and
CP(2,2) as illustrated in FIG. 8A1. For example the diagram
of 800A1 may the implementation ofmiddle switch MS(1,1)
of the diagram 400A of FIG. 4A where inlet link IL1 of
diagram 800A1 corresponds to middle link ML(1,1) of dia-
gram 400A, inlet link IL2 of diagram 800A1 corresponds to
middle link ML(1,5) of diagram 400A. outlet link 0L1 of
diagram 800A1 corresponds to middle link ML(2,1) of dia—
gram 400A, outlet link 0L2 ofdiagram 800A1 corresponds to
middle link ML(2,2) of diagram 400A.
1) Programmable Integrated Circuit Embodiments:

All the embodiments discloscd in the current invention are

useful in programmable integrated circuit applications. FIG.
8A2 illustrates the detailed diagram 800A2 for the implemen-
tation of the diagram 800A1 in programmable integrated
circuit embodiments. Each crosspoint is implemented by a
transistor coupled between the corresponding inlet link and
outlet link, and a programmable cell in programmable inte-
grated circuit embodiments. Specifically crosspoint CP(1,1)
is implemented by transistor C(1,1) coupled between inlet
link IIJ and outlet link CI ,1, and programmable cell P(l,l);
crosspoint CP(1,2) is implemented by transistor C(1,2)
coupled between inlet link IIJ and outlet link OI,2, and
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programmable cell P(1,2); crosspoint CP(2,1) is imple-
mented by transistor C(2,1) coupled between inlet link IL2
and outlet link OL1, and programmable cell P(2,1); and cros—
spoint CP(2,2) is implemented by transistor C(2,2) coupled
between inlet link IL2 and outlet link OL2, and program—
mable cell P(2,2).

If the programmable cell is programmed ON, the corre—
sponding transistor couples the corresponding inlet link and
outlet link. Ifthe programmable cell is programmed OFF, the
corresponding inlet link and outlet link are not connected. For
example if the programmable cell P(1,1) is programmed ON,
the corresponding transistor C(1,1) couples the correspond-
ing inlet link IL1 and outlet link OL1. If the programmable
cell P(1,1) is programmed OFF, the corresponding inlet link
IL1 and outlet link OL1 are not connected. In volatile pro-
grammable integrated circuit embodiments the program-
mable cell may be an SRAM (Static Random Address
Memory) cell. In non-volatile programmable integrated cir-
cuit embodiments the programmable cell may be a Flash
memory cell. Also the programmable integrated circuit
embodiments may implement field programmable logic
arrays (FPGA) devices, or programmable Logic devices
(PLD), or Application Specific Integrated Circuits (ASIC)
embedded with programmable logic circuits or 3D-FPGAs.
2) One-time Programmable Integrated Circuit Embodiments:

All the embodiments disclosed in the current invention are

useful in one-time programmable integrated circuit applica-
tions. FIG. 8A3 illustrates the detailed diagram 800A3 for the
implementation of the diagram 800A1 in one-time program-
mable integrated circuit embodiments. Each crosspoint is
implemented by a via coupled between the corresponding
inlet link and outlet link in one-time programmable integrated
circuit embodiments. Specifically crosspoint CP(1,1) is
implemented by via V(1,1) coupled between inlet link IL1
and outlet link OL1; crosspoint CP(1,2) is implemented by
via V(1,2) coupledbetween inlet link IL1 and outlet link OL2;
crosspoint CP(2,1) is implemented by via V(2,1) coupled
between inlet link IL2 and outlet link OL1; and crosspoint
CP(2,2) is implemented by via V(2,2) coupled between inlet
link IL2 and outlet link OL2.

If the via is programmed ON, the corresponding inlet link
and outlet link are permanently connected which is denoted
by thick circle at the intersection of inlet link and outlet link.
If the via is programmed OFF, the corresponding inlet link
and outlet link are not connected which is denoted by the
absence of thick circle at the intersection of inlet link and

outlet link. For example in the diagram 800A3 the via V(l,l)
is programmed ON, and the corresponding inlet link IL1 and
outlet link OL1 are connected as denoted by thick circle at the
intersection of inlet link IL1 and outlet link OL1; the via
V(2,2) is programmed ON, and the corresponding inlet link
IL2 and outlet link OL2 are connected as denoted by thick
circle at the intersection of inlet link IL2 and outlet link OL2;
the via V(1,2) is programmed OFF, and the corresponding
inlet link IL1 and outlet link OL2 are not connected as

denoted by the absence of thick circle at the intersection of
inlet link IL1 and outlet link OL2; the via V(2,1) is pro-
grammed OFF, and the corresponding inlet link IL2 and out-
let link OLl are not connected as denoted by the absence of
thick circle at the intersection of inlet link IL2 and outlet link

OL1. One-time programmable integrated circuit embodi-
ments may be anti-fuse based programmable integrated cir-
cuit devices or mask programmable structuredASIC devices.
3) Integrated Circuit Placement and Route Embodiments:

All the embodiments disclosed in the current invention are

useful in Integrated Circuit Placement and Route applica-
tions, for example in ASIC backend Placement and Route

Page 203 of 207

20

25

30

40

60

154

tools. FIG. 8A4 illustrates the detailed diagram 800A4 for the
implementation of the diagram 800A1 in Integrated Circuit
Placement and Route embodiments. In an integrated circuit
since the connections are known a-priori, the switch and
crosspoints are actually virtual. However the concept of vir-
tual switch and virtal crosspoint using the embodiments dis-
closed inthe current invention reduces the number ofrequired
wires, wire length needed to connect the inputs and outputs of
different netlists and the time required by the tool for place-
ment and route of netlists in the integrated circuit.

Each virtual crosspoint is used to either to hardwire or
provide no connectivity between the corresponding inlet link
and outlet link. Specifically crosspoint CP(1,1) is imple-
mented by direct connect point DCP(1,1) to hardwire (i.e., to
permanently connect) inlet link IL1 and outlet link OL1
which is denoted by the thick circle at the intersection of inlet
link IL1 and outlet link OL1; crosspoint CP(2,2) is imple-
mented by direct connect point DCP(2,2) to hardwire inlet
link IL2 and outlet link OL2 which is denoted by the thick
circle at the intersection of inlet link IL2 and outlet link OL2.

The diagram 800A4 does not show direct connect point DCP
(1,2) and direct connect point DCP(1,3) since they are not
needed and in the hardware implementation they are elimi-
nated. Alternatively inlet link IL1 needs to be connected to
outlet link OI] and inlet link IIJ does not need to be con-
nected to outlet link OL2. Also inlet link IL2 needs to be
connected to outlet link OL2 and inlet link IL2 does not need
to be connected to outlet link OL1. Furthermore in the

example of the diagram 800A4, there is no need to drive the
signal of inlet link IL1 horizontally beyond outlet link OL1
and hence the inlet link IL1 is not even extended horizontally
until the outlet link OL2. Also the absence of direct connect

point DCP(2,1) illustrates there is no need to connect inlet
link IL2 and outlet link OL1.

In summary in integrated circuit placement and route tools,
the concept ofvirtual switches and virtual cross points is used
during the implementation of the placement & routing algo-
rithmically in software, however during the hardware imple-
mentation cross points in the cross state are implemented as
hardwired connections between the corresponding inlet link
and outlet link, and in the bar state are implemented as no
connection between inlet link and outlet link

3) More Application Embodiments:
All the embodiments disclosed in the current invention are

also useful in the design of 80C interconnects, Field program-
mable interc01mect chips, parallel computer systems and in
time-space-time switches.

Numerous modifications and adaptations of the embodi-
ments, implementations, and examples described herein will
be apparent to the skilled artisan in view of the disclosure.

What is claimed is:

1. A network having a plurality of multicast connections,
said network comprising:

Nl inlet links and N2 outlet links, where N1>l, N2>l and

when N2>Nl and Nzrp’l‘Nl where p>l then N1:N, d1:d,
and

d—Nxd— xd-,2_ 2 N——P ,,

where N>l, d1>l , d2>l , (>1 and
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an input stage comprising

Ni
d

input switches, and said each input switch comprising d
inlet links and each said input switch further comprising
x><d outgoing links connecting to switches in a second
stage where x>0; and
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an output stage comprising

N2 

output switches, and said each output switch comprising
d outlet links and said each output switch further com-
prising Xxd incoming links connecting from switches in

 

 

. . 10 .
an output stage comprismg a penultimate stage; and

a plurality of y middle stages comprising N/d middle
switches in each of said y middle stages wherein said

fl second stage and said pcnultimatc stage are one of said

d 15 middle stages where y>3, and
output switches, and said each output switch comprising said each middle switch in said second stage comprising
d2 outlet links and each said output switch further com—
prising

X (d + 111)
X

20 2
(d + d2)

XX ’7 . . . . . . . . .
‘ incoming links connecting from sw1tches in its immedi-

incoming links connecting from switches in a penulti- ate preceding stage i'e': said input stage, and said each
mate stage; and midd e switch further comprising x><d outgoing links

a plurality of y middle stages comprising N/d middle 25 connecting to switches in its immediate succeeding
switches in each of said y middle stages wherein said stage; and
second stage and said penultimate stage are one Of said said eac imiddle switch in all said middle stages excepting

.Iénddll‘: “3113:? Whériy>3han4d 'ddl . said second stage comprising xxd incoming links (here-
sai eac m1 . e SWIIC m a sai. m1 e Stages e¥°eplmg inafter “incoming middle links”) connecting fromsaid penultimate stage comprismg xxd incoming links 30 . . . . . . .

. ,,. . . . ,, . sw1tc ies in its immediate preceding stage, and said each
(hereinafter incoming middle links ) connecting from . dd . h fu h . . d . 1.nk
switches in its immediate preceding stage, and said each m1 1e SWHC“ rt .er COITIPHSIDE X: Omgomfvf 1 S
middlc switch further comprising x><d outgoing links (hereinafter. (““80ng middle links ) connecting to
(hereinafter “outgoing middle links”) comiecting to sw1tc1es in its said immediate succeeding stage; and
switches in its immediate succeeding stage; and 35 wherein said each inulticast connection from an inlet link

said each middle switch in said penultimate stage compris- passes through at most two outgoing links in said input

mg X.><d IHCleng llnkS. connecting from. sw1tches }n Its switc i, and said multicast connection further passes
said immediate preceding stage, and said each middle through a plurality of outgoing links in a plurality
SWIICh fiirther comprising switc ies in each said middle stage and in said output

40 stage.

(0i +42)
X '7

X  2. The network of claim 1, wherein all said incoming
middle links and outgoing middle links are comiected in any
arbitrary topology such that when no connections are setup in

outgoing links connecting to switches in its said imme— said network, a connection from any said inlet link to any said

 

diate succeeding stage i.e., said output stage; or 45 outlet link can be setup.
When N1>N2 and N1:p*N2 where p>1 then N2:N, d2:d 3. The network of claim 2, wherein y§(2><long)—3 when

and N2>N1, and y'§(2><long2)—3 when N1>N2.
4. The network ofclaim 3 , wherein x21, wherein said each

multicast connection comprises only one destination link,
d dd1=N1>< =p><d 50 an

N2 said each multicast connection from an inlet link passes

and through only one outgoing link in input switch, and said
inulticast connection further passes through only onean in ut sta 0 com risin

p g p g outgoing link in one of the switches in each said middle
55 stage and in said output stage, and

N2 further is always capable of setting up said multicast con-
? nection by changing the path, defined by passage of an

existing inulticast connection, thereby to change only
one outgoing link ofthe input switch used by said exist-
ing multicast connection, and said network is hereinafter
“rearrangeably nonblocking network for unicast”.

5. The network ofclaim 3 , wherein x22, wherein said each
multicast connection comprises only one destination link,
and

65 said each multicast connection from an inlet link passes
through only one outgoing link in input switch, and said
multicast connection further passes through only one

input switches, and said each input switch comprising d1
inlet links and said each input switch further comprising 60

(d+dl)
X ’7

.1'  

outgoing links connecting to switches in a second stage
where x>0; and
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outgoing link in one of the switches in each said middle
stage and in said output stage, and

further is always capable of setting up said multicast con-
nection by never changing path of an existing multicast
connection, wherein said each multicast connection
comprises only one destination link and the network is
hereinafter “strictly nonblocking network for unicast”.

6. The network of claim 3, wherein xi2,
further is always capable of setting up said multicast con-

nection by changing the path, defined by passage of an
existing multicast connection, thereby to change one or
two outgoing links of the input switch used by said
existing multicast connection, and said network is here-
inafter “rearrangeably nonblocking network”.

7. The network of claim 3, wherein x:\3,
furtheris always capable of setting up said multicast con-

nection by never changing path of an existing multicast
connection, and the network is hereinafter “strictly non-
blocking networ ”

8. The network of claim 1, further comprising a controller
coupled to each of said input, output and middle stages to set
up said multicast connection.

9.'11e network of claim 1, wherein said N inlet links and
N2 outlet links are the same number of links i.e., N:NZ:,N
and d:d_:d.

10. The network ofclaim 1, wherein said each input switch,
said each output switch and said each middle switch is either
fully populated or partially populated.

11. The network of claim 1,
wherein each of said input switches, or each of said output

switches, or each of said middle switches further recur-
sively comprise one or more networks.

12. A method for setting up one or more multicast connec-
tions in a network having Nl inlet links and N2 outlet links,
where N1>l, N2>l and

when N2>N1 and N2:p*N1 where p>1 then N1:N, d1:d,
and

 

d

d2=N2><M=p><£L

where N>1, d,1, d2
an input stage having

1, d>1 and having

N1
d

input switches, and said each input switch having d inlet
links and said each input switch further having xxd
outgoing links connected to switches in a second stage
where x>0; and

an output stage having

N1
{1

output switches, and said each output switch having (12
outlet links and said each output switch further having

((1 +42)'7
 XX

incoming links connected from switches in a penulti-
mate stage; and
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a plurality of y middle stages having N/d middle switches
in each ofsaid y middle stages wherein said second stage
and said penultimate stage being one of said middle
stages where y>3, and

said each middle switch in all said middle stages excepting
said penultimate stage having x><d incoming links con-
nected from switches in its immediate preceding stage,
and said each middle switch further having x><d outgoing
links connected to switches in its immediate succeeding
stage; and

said each middle switch in said penultimate stage having
xxd incoming links connected from switches in its said
immediate preceding stage, and said each middle switch
fithher having

(d+dz)xx 

outgoing links connected to switches in its said imme-
diate succeeding stage; or

when N1>N2 and N1:p*N2 where p>1 then N2:N, d2:d
and

d

dl=N1><N—=pxd;

and having
an input stage having

N2 

input switches, and said each input switchhaving d1 inlet
links and said each input switch further having

(d+dl)
2

XX 

outgoing links connected to switches in a second stage
where x>0; and

an output stage having output

NA 

switches, and said each output switch having d outlet
links and said each output switch further having x><d
incoming links connected from switches in a penulti—
mate stage: and

a plurality of y middle stages having N/d middle switches
in each ofsaidy middle stages wherein said second stage
and said pcnultimatc stagc being one of said middle
stages where y>3, and

said each middle switch in said second stage having

(d-l-dl)
X 2
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incoming links connected from switches in its immedi-
ate preceding stage, and said each middle switch further
having X><d outgoing links connected to switches in its
said immediate succeeding stage; and

said each middle switch in all said middle stages excepting
said second stage having x><d incoming links connected
from switches in its immediate preceding stage, and said
each middle switch further having xxd outgoing links
connected to switches in its immediate succeeding
stage; and said method comprising:

receiving a multicast connection at said input stage;
fanning out said multicast connection through at most two

outgoing links in said input switch and a plurality of
outgoing links in a plurality of middle switches in each
said middle stage to set up said multicast connection to
a plurality of output switches among said

N2
{1

output switches, wherein said plurality of output
switches are specified as destinations of said multicast
connection, wherein said at most two outgoing links in
input switch and said plurality of outgoing links in said
plurality of middle switches in each said middle stage
are available.

13 . A method ofclaim 12 whcrcin said act of fanning out is
performed without changing any existing connection to pass
through another set of plurality of middle switches in each
said middle stage.

14.A method ofclaim 12 wherein said act of fanning out is
performed recursively.

15. A method of claim 12 wherein a connection exists

through said network and passes through a plurality ofmiddle
switches in each said middle stage and said method further
comprises:

if necessary, changing said connection to pass through
another set of plurality of middle switches in each said
middle stage, act hereinafter “rearranging connection".

16. A method of claim 12 wherein said acts of fanning out
and rearranging are performed recursively.

17. A method for setting up one or more multicast connec-
tions in a network having Nl inlct links and N2 outlct links,
where N1>1,N2>l and

when N2>N1 and N2:p*N1 where p>l then N1:N, dl:d,
and

d —N X d — xd-
2 — 2 V1 — P .

where N>l, d1>l, d2>l, d>l and having
an input stage having

N1
d

input switches, and said each input switch having d inlet
links and said each input switch further having x><d
outgoing links connected to switches in a second stage
where x>0; and

an output stage having
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output switches, and said each output switch having d2
outlet links and said each output switch further having

(d + d2)
XX 2

 

incoming links connected from switches in a penulti-
mate stage; and

a plurality of y middle stages having N/d middle switches
in each ofsaid y middle stages wherein said second stage
and said penultimate stage being one of said middle
stages where y>3, and

said each middle switch in all said middle stages excepting
said penultimate stage having x><d incoming links c011-
nected from switches in its immediate preceding stage,
and said each middle switch further having xxd outgoing
links connected to switches in its immediate succeeding
stage; and

said each middle switch in said penultimate stage having
xxd incoming links connected from switches in its said
immediate preceding stage, and said each middle switch
fithher having

(d+dz)xx
 

outgoing links connected to switches in its said imme-
diate succeeding stage; or

when N1>N2 and N1:p*N2 where p>l then N2:N, d2:d
and

d

d1=N1><N—=P><d;

and having

an input stage having

N4 

input switches, and said each input switch having dl inlet
links and said each input switch further having

(d+d1)X
x 2

 

outgoing links connected to switches in a second stage
where X>02 and

an output stage having

 

output switches, and said each output switch having d
outlet links and said each output switch further having
xxd incoming links connected from switches in a pen-
ultimate stage; and
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a plurality of y middle stages having N/d middle switches
in each ofsaidy middle stages wherein said second stage
and said penultimate stage being one of said middle
stages where y>3, and

said each middle switch in said second stage having

(d+dl)’7
 

XX

incoming links connected from switches in its immedi-
ate preceding stage, and said each middle switch further
having X><d outgoing links connected to switches in its
immediate succeeding stage; and

said each middlc switch in all said middle stagcs excepting
said second stage having x><d incoming links connected
from switches in its immediate preceding stage, and said
each middle switch further having x><d outgoing links
connected to switches in its immediate succeeding
stage; and said method comprising:

checking if a first outgoing link in input switch and a first
plurality of outgoing links in plurality of middle
switches in each said middle stage are available to at
least a first subset of destination output switches of said
multicast connection; and

checking if a second outgoing link in input switch and
second plurality ofoutgoing links in plurality ofmiddle
switches in each said middle stage are available to a
second subset of destination output switches of said
multicast connection,

wherein each destination output switch of said multicast
connection is one of said first subset of destination out-

put switches and said second subset of destination out-
put switches.
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18. The method of claim 17 further comprising:
prior to said checkings, checking if all the destination

output switches of said multicast connection are avail—
able through said first outgoing link in input switch and
said first plurality of outgoing links in plurality of
middle switches in each said middle stage.

19. The method of claim 17 further comprising:
repeating said checkings of available second outgoing link

in input switch and second plurality of outgoing links in
plurality ofmiddle switches in each said middle stage to
a sccond subset of destination output switchcs of said
multicast connection to each outgoing link in input
switch other than said first and said second outgoing
links in input switch,

wherein each destination output switch of said multicast
connection is one of said first subset of destination out-

put switches and said second subset of destination out-
put switches.

20. The method of claim 17 further comprising:
repeating said checkings of available first outgoing link in

input switch and first plurality of outgoing links in plu-
rality of middle switches in each said middle stage to a
first subset of destination output switches of said multi-
cast connection to each outgoing link in input switch
other than said first outgoing link in input switch.

21. The method of claim 17 further comprising:
setting up each of said multicast connection from its said

input switch to its said output switches through not more
than two outgoing links, selected by said checkings, by
fanning out said multicast connection in its said input
switch into not more than said two outgoing links.

22. The method of claim 17 wherein any of said acts of
checking and setting up are performed recursively.

* * * * *


