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FULLY CONNECTED GENERALIZED
MULTI-LINK MULTI-STAGE NETWORKS
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BACKGROUNDOF INVENTION

Clos switching network, Benes switching network, and
Cantor switching network are a network of switches config-
ured as a multi-stage network so that fewer switching points
are necessary to implement connections between its inlet
links (also called “inputs”) and outlet links (also called “out-
puts”) than would be required by a single stage (e.g. crossbar)
switch having the same numberof inpuls and outputs. Clos
and Benes networks are very popularly used in digital cross-
connects, switch fabrics and parallel compuler systems.
However Clos and Benes networks may block some of the
connection requests.

There are generally three types of nonblocking networks:
strictly nonblocking; wide sense nonblocking; and rearrange-
ably nonblocking (See V. E. Benes, “Mathematical Theory of
Connecting Networks and Telephone Traffic’ Academic
Press, 1965 that is incorporated by reference, as background).
In a rearrangeably nonblocking network, a connection path is
guaranteed as a result of the networks ability to rearrange
prior connections as new incoming calls are received. In
strictly nonblocking network, for any connection request
from an inlet link to some set of outlet links, it is always
possible to provide a connection path through the network to
satisfy the request without disturbing other existing connec-
tions, and ifmore than one such path is available, any path can
be selected without being concerned about realization of
future potential connection requests. In wide-sense non-
blocking networks, it is also always possible to provide a
connection path through the network to satisfy the request
without disturbing other existing connections, but in this case
the path used to satisfy the connection request must be care-
fully selected so as to maintain the nonblocking connecting
capability for future potential connection requests.

Butterfly Networks, Banyan Networks, Batcher-Banyan
Networks, Baseline Networks, Delta Networks, Omega Net-
works and Flip networks have been widely studied particu-
larly for self routing packet switching applications. Also
Benes Networks with radix of two have been widely studied
and it is known that Benes Networksofradix two are shown
to be built with back to back baseline networks which are

rearrangeably nonblocking for unicast connections.
U.S. Pat. No. 5,451,936 entitled “Non-blocking Broadcast

Network”granted to Yanget al. is incorporated by reference
herein as backgroundofthe invention. This patent describes
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a numberofwell known nonblocking multi-stage switching
network designs in the background section at column 1, line
22 to column 3, 59. An article by Y. Yang, and G. M., Masson
entitled, “Non-blocking Broadcast Switching Networks”
IEEETransactions on Computers, Vol. 40, No. 9, September
1991 that is incorporated by reference as backgroundindi-
cates that if the numberofswitches in the middle stage, m, of
a three-stage networksatisfies the relation m=min((n-1)(x+
r’*)) where 1=x=min(n-1,n,the resulting network is non-
blocking for multicast assignments. In the relation, r is the
numberof switchesin the input stage, and n is the number of
inlet links in each input switch.

USS. Pat. No. 6,885,669 entitled “Rearrangeably Non-
blocking Multicast Multi-stage Networks” by Konda showed
hat three-stage Clos network is rearrangeably nonblocking
for arbitrary fan-out multicast connections when m=2xn.
And USS. Pat. No. 6,868,084 entitled “Strictly Nonblocking
Multicast Multi-stage Networks” by Konda showed that
hree-stage Clos networkis strictly nonblocking for arbitrary
fan-out multicast connections when m=3xn-1.

In general multi-stage networks for stages of more than
hree and radix of more than two are not well studied. An

article by Charles Clos entitled “A Study of Non-Blocking
Switching Networks” The Bell Systems Technical Journal,
Volume XXXII, January 1953, No. 1, pp. 406-424 showed a
way of constructing large multi-stage networks by recursive
substitution with a crosspoint complexity of d?xNx(log,
N)?** for strictly nonblocking unicast network. Similarly

 
USS.Pat. No. 6,885,669 entitled “Rearrangeably Nonblock- 30
ing Multicast Multi-stage Networks” by Konda showed a way
of constructing large multi-stage networks by recursive sub-
stitution for rearrangeably nonblocking multicast network.
An article by D. G. Cantor entitled “On Non-Blocking
Switching Networks” 1: pp. 367-377, 1972 by John Wiley
and Sons, Inc., showed a way of constructing large multi-
stage networks with a crosspoint complexity of d?xNx(log,
N)*forstrictly nonblocking unicast, (by using log,N number
of Benes Networks for d=2) and without counting the cross-
points in multiplexers and demultiplexers. Jonathan Turner
studied the cascaded Benes Networkswith radices larger than
two, for nonblocking multicast with 10 times the crosspoint
complexity of that of nonblocking unicast for a network of
size N=256.

‘Lhe crosspoint complexity ofall these networks is prohibi-
tively large to implementthe interconnect for multicast con-
nections particularly in field programmable gate array
(PGA) devices, programmable logic devices (PLDs), field
programmable interconnect Chips (FPICs), digital crosscon-
nects, switch fabrics and parallel computer systems.

SUMMARYOF INVENTION

A generalized multi-link multi-stage network comprising
(2xlog,,N)-1 stages is operatedin strictly nonblocking man-
ner for unicast includes an input stage having N/d switches
with each of them havingd inlet links and 2xd outgoinglinks
connecting to second stage switches, an output stage having

/d switches with each ofthem having d outlet links and 2xd
incoming links connecting from switches in the penultimate
stage. The network also has (2xlog,, N)-3 middle stages with
each middle stage having N/d switches, and each switchin the
middle stage has 2xd incoming links connecting from the
switches in its immediate preceding stage, and 2xd outgoing
links connecting to the switchesin its immediate succeeding
stage. Also the same generalized multi-link multi-stage net-
work is operated in rearrangeably nonblocking manner for
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arbitrary fan-out multicast and each multicast connection is
set up by use of at most two outgoing links from the input
stage switch.

A generalized multi-link multi-stage network comprising
(2xlog,, N)—1 stages is operated in strictly nonblocking man-
ner for multicast includes an input stage having N/d switches
with eachofthem havingd inlet links and 3xd outgoing links
connecting to second stage switches, an output stage having
N/d switches with each of themhavingdoutlet links and 3xd
incominglinks connecting from switches in the penultimate
stage. The network also has (2xlog, N)-3 middle stages with
each middle stage having N/d switches, and each switch inthe
middle stage has 3xd incoming links connecting from the
switchesin its immediate preceding stage, and 3xd outgoing
links connecting to the switches in its immediate succeeding
stage.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1A is a diagram 100A of an exemplary symmetrical
multi-link multi-stage networkV,,,,,,,,(N, d, s) having inverse
Benes connection topology offive stages with N=8, d=2 and
s=2, strictly nonblocking network for unicast connections
and rearrangeably nonblocking network forarbitrary fan-out
multicast connections, in accordance withthe invention.

FIG. 1B is a diagram 100B of an exemplary symmetrical
multi-link multi-stage network V,,3,.(N, d, s) (having a con-
nection topology built using back-to-back Omega Networks)
offive stages with N-8, d—2 and s—2,strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1C is a diagram 100C of an exemplary symmetrical
multi-link multi-stage network V,,,,,,,,(N, d, s) having an
exemplary connection topology offive stages with N=8, d=2
and s=2, strictly nonblocking network for unicast connec-
tions and rearrangeably nonblocking network for arbitrary
fan-out multicast connections, in accordance with the inven-
tion.

FIG. 1D is a diagram 100D of an exemplary symmetrical
multi-link multi-stage network V,,,,,,,(N, d, s) having an
exemplary connection topology offive stages with N=8, d=2
and s=2, strictly nonblocking network for unicast connec-
tions and rearrangeably nonblocking network for arbitrary
fan-out multicast connections, in accordance with the inven-
tion.

FIG. 1E is a diagram 100E of an exemplary symmetrical
multi-link multi-stage network V,,,;,,(N, d, s) (having a con-
nection topology called flip network and also known as
inverse shuffle exchange network) of five stages with N=8,
d=2 and s=2,strictly nonblocking network for unicast con-
nections and rearrangeably nonblocking network for arbi-
trary fan-out multicast connections, in accordance with the
invention.

FIG. 1Fis a diagram 100F of an exemplary symmetrical
multi-link multi-stage network V,,,,,,,(N, d, s) having Base-
line connection topology of five stages with N=8, d=2 and
s=2, strictly nonblocking network for unicast connections
and rearrangeably nonblocking network for arbitrary fan-out
multicast connections, in accordance with the invention.

FIG. 1G is a diagram 100G of an exemplary symmetrical
multi-link multi-stage network V,,,,,,,(N, d, s) having an
exemplary connection topology offive stages with N=8, d=2
and s=2, strictly nonblocking network for unicast connec-
tions and rearrangeably nonblocking network for arbitrary
fan-out multicast connections, in accordance with the inven-
tion.
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FIG. 1H is a diagram 100H of an exemplary symmetrical
multi-link multi-stage network V,,,,,,,,(N, d, s) having an
exemplary connection topologyoffive stages with N=8, d=2
and s=2, strictly nonblocking network for unicast connec-
tions and rearrangeably nonblocking network for arbitrary
fan-out multicast connections, in accordance with the inven-
tion.

FIG. 1] is a diagram 100] of an exemplary symmetrical
multi-link multi-stage networkV,,,,,,,(N, d, s) (having a con-
nection topology built using back-to-back Banyan Networks
or back-to-back Delta Networks or equivalently back-to-back
Butterfly networks) of five stages with N=8, d=2 and s=2,
strictly nonblocking network for unicast connections and
rearrangeably nonblocking network for arbitrary fan-out
multicast connections, in accordance with the invention.

FIG. 1J is a diagram 100J of an exemplary symmetrical
multi-link multi-stage network V,,;,,,(N, d, s) having an
exemplary connection topologyoffive stages with N=8, d=2
and s=2, strictly nonblocking network for unicast connec-
tions and rearrangeably nonblocking network for arbitrary
fan-out multicast connections, in accordance with the inven-
tion.

FIG. 1Kis a diagram 100K ofa general symmetrical multi-
link multi-stage network V,,,,,,,.(N, d, s) with (2xlog,, N)-1
stages with s=2, strictly nonblocking network for unicast
connections and rearrangeably nonblocking network forarbi-
trary fan-out multicast connections, in accordance with the
invention.

FIG. 1A1is a diagram 100A1 of an exemplary asymmetri-
cal multi-link multi-stage networkV,,,,,,,(N,,N.. d,s) having
inverse Benes connection topologyoffive stages with N,=8,
N,=p*N,=24 where p=3, d=2 and s=2,strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1B1 is a diagram 100B1 of an exemplary asymmetri-
cal multi-link multi-stage network V,,,7:4(N,, N., d, s) (hav-
ing a connection topology built using back-to-back Omega
Networks) offive stages with N,=8, N.=p*N,=24 where p=3,
d=2 and s=2, strictly nonblocking network for unicast con-
nections and rearrangeably nonblocking network for arbi-
trary fan-out multicast connections, in accordance with the
invention.

FIG. 1C1 is a diagram 100C1 of an exemplary asymmetri-
cal multi-link multi-stage networkV,,,,;,,.,(N,, No. d, s) having
an exemplary connection topology offive stages with N,=8,
N,=p*N,=24 where p=3, d=2 and s=2,strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1D1is a diagram 100D1 of an exemplary asymmetri-
cal multi-link multi-stage networkV,,,7,.,(N,, No. d,s) having
an exemplary connection topology offive stages with N,=8,
N,-p*N,—24 where p-3, d-2 and s~—2,strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1E1is a diagram 100E1 of an exemplary asymmetri-
cal multi-link multi-stage network V,,.7;.;(N,, N., d, s) (hav-
ing a connection topology called flip network and also known
as inverse shuffle exchange network) offive stages with
N,=8, N,=p*N,=24 where p=3, d=2 and s=2, strictly non-
blocking network for unicast connections and rearrangeably
nonblocking networkfor arbitrary fan-out multicast connec-
tions, in accordance with the invention.

FIG. 1F1 is a diagram 100F1 of an exemplary asymmetri-
cal multi-link multi-stage network V,,,,7,.,4(N,, N>. d,s) having
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Baseline connection topology of five stages with N,=8,
N.=p*N,=24 where p=3, d=2 and s=2,strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1G1is a diagram 100G1 of an exemplary asymmetri-
cal multi-link multi-stage network V,,,,,,,(N,, N>, d, s) having
an exemplary connection topologyoffive stages with N,=8,
N,=p*N,=24 where p=3, d=2 and s=2,strictly nonblocking
network for unicast connections and rearrangeablynonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1H1is a diagram 100H1 of an exemplary asymmetri-
cal multi-link multi-stage network V,,,1,,.;,(N,, N.. d,s) having
an exemplary connection topologyoffive stages with N,=8,
N,=p*N,=24 where p=3, d=2 and s=2,strictly nonblocking
networkfor unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 111 is a diagram 10011 ofan exemplary asymmetrical
multi-link multi-stage network V,,,;,,(N,, N>, d, s) (having a
connection topology built using back-to-back Banyan Net-
works or back-to-back Delta Networks or equivalently back-
to-back Butterfly networks) of five stages with N,=8,
N,=p*N,=24 where p=3, d=2 and s=2,strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing, network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1J1 is a diagram 100J1 ofan exemplary asymmetrical
multi-link multi-stage network V,,,,,,,(N,, N>. d. s) having an
exemplary connection topology of five stages with N,=8,
N,=p*N,=24 where p=3, d=2 and s=2,strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1K1 is a diagram 100K1 of a general asymmetrical
multi-link multi-stage network V,,7,,(N,, N>, d,s) with
(2xlog, N)-1 stages with N,=p*N, and s=2,strictly non-
blocking network for unicast connections and rearrangeably
nonblocking network for arbitrary fan-out multicast connec-
tions, in accordance with the invention.

FIG. 1A2 is a diagram 100A2 of an exemplary asymmetri-
cal multi-link multi-stage networkV,,,;,,,,(N,, N-, d,s) having
inverse Benes connection topology offive stages with N,=8,
N,=p*N,=24, where p=3, d=2 and s=2,strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1B2 is a diagram 100B2 of an exemplary asymmetri-
cal multi-link multi-stage network V,,7:.4(N,, No, d, s) (hav-
ing a connection topology built using back-to-back Omega
Networks) of five stages with N,—8, N,—p*N,—24, where
p=3, d=2 and s=2,strictly nonblocking network for unicast
connections and rearrangeably nonblocking networkforarbi-
trary fan-out multicast connections, in accordance with the
invention.

FIG. 1C2 is a diagram 100C2 of an exemplary asymmetri-
cal multi-link multi-stage network V,,,4,;(N1, N>, d, s) having
an exemplary connection topologyoffive stages with N,=8,
N|=p*N,=24, where p=3, d=2 and s=2,strictly nonblocking
network for unicast connections and rearrangeablynonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1D2is a diagram 100D2 of an exemplary asymmetri-
cal multi-link multi-stage network V,,,,;,(N,, N>, d, s) having
an exemplary connection topologyoffive stages with N,=8,
N,=p*N,=24, where p=3, d=2 and s=2,strictly nonblocking
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network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1E2 is a diagram 100E2 of an exemplary asymmetri-
cal multi-link multi-stage network V,,.7:(N,, N., d, s) (hav-
ing a connection topology called flip network and also known
as inverse shuffle exchange network) of five stages with
N,=8, N,=p*N,=24, where p=3, d=2 and s=2,strictly non-
blocking network for unicast connections and rearrangeably
nonblocking network for arbitrary fan-out multicast connec-
tions, in accordance with the invention.

FIG. 1F2 is a diagram 100F2 of an exemplary asymmetri-
cal multi-link multi-stage networkV,,,,7.,(N,, No. d,s) having
Baseline connection topology of five stages with N,=8,
N,=p*N,=24, where p=3, d=2 and s=2, strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

TIG. 1G2is a diagram 100G2 of an exemplary asymmetri-
cal multi-link multi-stage networkV,,,,7,,4(N,, N2. d, s) having
an exemplary connection topology of five stages with N,=8,
N,=p*N.=24, where p=3, d=2 and s=2, strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1H2is a diagram 100H2 of an exemplary asymmetri-
cal multi-link multi-stage networkV,,,,7.,(N,, No. d,s) having
an exemplary connection topology of five stages with N,=8,
N,—p*N,—24, where p—3, d—2 and s—2, strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 112 is adiagram 10012 of an exemplary asymmetrical
multi-link multi-stage network V,7,,(N,, N>, d, s) (having a
connection topology built using back-to-back Banyan Net-
works or back-to-back Delta Networks or equivalently back-
to-back Butterfly networks) of five stages with N,=8,
N,=p*N.,=24, where p=3, d=2 and s=2, strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1]2 is a diagram 100J2 ofan exemplary asymmetrical
multi-link multi-stage network V,,,7,,,(N,, N>, d, s) having an
exemplary connection topology of five stages with N,=8,
N,=p**N,=24, where p=3, d=2 and s=2,strictly nonblocking
network for unicast connections and rearrangeably nonblock-
ing network for arbitrary fan-out multicast connections, in
accordance with the invention.

FIG. 1K2 is a diagram 100K2 of a general asymmetrical
multi-link multi-stage network V,,7,,.(N,, No, d, s) with
(2xlog, N)-1 stages with N.=p*N, and s=2, strictly non-
blocking network for unicast connections and rearrangeably
nonblocking network for arbitrary fan-out multicast connec-
ions, in accordance with the invention.

FIG. 2A is a diagram 200A of an exemplary symmetrical
folded multi-link multi-stage network Vgiztine(N, d, 8) hav-
ing inverse Benes connection topology of five stages with
N=8, d=2 and s=2 with exemplary multicast connections,
strictly nonblocking network for unicast connections and
rearrangeably nonblocking network for arbitrary fan-out
multicast connections, in accordance with the invention.

VIG.2B is a diagram 200B ofa general symmetrical folded
multi-link multi-stage network ViermtndN, d, 2) with
(2xlog,,N)-1 stages strictly nonblocking network for unicast
connections and rearrangeably nonblocking network forarbi-
rary fan-out multicast connections in accordance with the
invention.
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FIG.2C is a diagram 200C of an exemplary asymmetrical
folded multi-link multi-stage networkV14.mtine(N1,N>, 4, 2)
having inverse Benes connection topologyoffive stages with
N,=8, N,=p*N,=24 where p=3, and d=2 with exemplary
multicast connections, strictly nonblocking network for uni-
cast connections and rearrangeably nonblocking network for
arbitrary fan-out multicast connections, in accordance with
the invention.

FIG. 2D is a diagram 200D of a general asymmetrical
folded multi-link multi-stage networkV14.mtinnLN1, No, d, 2)
with N,=p*N, and with (2xlog, N)-1 stages strictly non-
blocking network for unicast connections and rearrangeably
nonblocking network for arbitrary fan-out multicast connec-
tions in accordance with the invention.

FIG.2E is a diagram 200E of an exemplary asymmetrical
folded multi-link multi-stage networkVgmtina(N1,No, 4, 2)
having inverse Benes connection topologyoffive stages with
N.=8, N,=p*N.=24, where p=3, and d=2 with exemplary
multicast connections, strictly nonblocking network for uni-
cast connections and rearrangeably nonblocking network for
arbitrary fan-out multicast connections, in accordance with
the invention.

FIG. 2F is a diagram 200F of a general asymmetrical
folded multi-link multi-stage network Vg7¢mtina(N1, No, 4, 2)
with N,=p*N, and with (2xlog, N)-1 stages strictly non-
blocking network for unicast connections and rearrangeably
nonblocking network for arbitrary fan-out multicast connec-
tions in accordance with the invention.

FIG. 3A is a diagram 300A of an exemplary symmetrical
multi-link multi-stage network V,,,,,.,(N, d, s) having inverse
Benes connection topology of five stages with N=8, d=2 and
s=3, strictly nonblocking network for arbitrary fan-out mul-
licast connections, in accordancewith the invention.

FIG.3B is a diagram 300B of an exemplary symmetrical
multi-link multi-stage network V,,,,,,,(N, d, s) (having a con-
nection topology built using back-to-back Omega Networks)
offive stages with N=8, d=2 and s=3, strictly nonblocking
networkfor arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG.3C is a diagram 300C of an exemplary symmetrical
multi-link multi-stage network V,,,,,,,(N, d, s) having an
exemplary connection topology offive stages with N=8, d=2
and s=3, strictly nonblocking network for arbitrary fan-out
multicast connections, in accordance with the invention.

FIG.3D is a diagram 300D of an exemplary symmetrical
multi-link multi-stage network V,,,,,,,,(N, d, s) having an
exemplary connection topology offive stages with N=8, d=2
and s=3, strictly nonblocking network for arbitrary fan-out
multicast connections, in accordance with the invention.

FIG.3E is a diagram 300E of an exemplary symmetrical
multi-link multi-stage network V,,,1,(N, d, s) (having a con-
nection topology called flip network and also known as
inverse shuffle exchange network) of five stages with N=8,
d-2 and s—3, strictly nonblocking networkfor arbitrary fan-
out multicast connections, in accordance with the invention.

FIG.3F is a diagram 300F of an exemplary symmetrical
multi-link multi-stage network V,,.,(N, d, s) having Base-
line connection topology of five stages with N=8, d=2 and
s=3, strictly nonblocking network for arbitrary fan-out mul-
ticast connections, in accordance with the invention.

FIG.3G is a diagram 300G of an exemplary symmetrical
multi-link multi-stage network V,,,,,,,(N, d, s) having an
exemplary connection topology offive stages with N=8, d=2
and s=3, strictly nonblocking network for arbitrary fan-out
multicast connections, in accordance with the invention.

FIG. 3H is a diagram 300H of an exemplary symmetrical
multi-link multi-stage network V,,,,,,,(N, d, s) having an
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exemplary connection topologyoffive stages with N=8, d=2
and s=3, strictly nonblocking network for arbitrary fan-out
multicast connections, in accordance with the invention.

FIG. 31 is a diagram 3001 of an exemplary symmetrical
multi-link multi-stage networkV,,,,,,,(N, d, s) (having a con-
nection topology built using back-to-back Banyan Networks
or back-to-back Delta Networks or equivalently back-to-back
Butterfly networks) of five stages with N—-8, d-2 and s-3,
strictly nonblocking network for arbitrary fan-out multicast
connections, in accordance with the invention.

FIG. 3J is a diagram 300J of an exemplary symmetrical
multi-link multi-stage network V,,;,,,(N, d, s) having an
exemplary connection topologyoffive stages with N=8, d=2
and s=3, strictly nonblocking network for arbitrary fan-out
multicast connections, in accordance with the invention.

FIG.3K isa diagram 300K ofa general symmetrical multi-
link multi-stage network V,,,,,,,,(N, d, s) with (2xlog, N)-1
stages with s=3, strictly nonblocking network for arbitrary
fan-out multicast connections, in accordance with the inven-
tion.

FIG. 3A1is a diagram 300A1 of an exemplary asymmetri-
cal multi-link multi-stage networkV,,,,,,,(N,,N>. d,s) having
inverse Benes connection topologyoffive stages with N,=8,
N,=p*N|=24 where p=3, d=2 and s=3,strictly nonblocking
network for arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 3B1 is a diagram 300B1 of an exemplary asymmetri-
cal multi-link multi-stage network V,,74(N,, N., d, s) (hav-
ing a connection topology built using back-to-back Omega
Networks) offive stages with N,=8, No=p*N,=24 where p=3,
d=2 and s=3, strictly nonblocking network for arbitrary fan-
out multicast connections.

FIG. 3C1 is a diagram 300C1 of an exemplary asymmetri-
cal multi-link multi-stage networkV,,,,,,,(N,,N.>.d, s) having
an exemplary connection topology offive stages with N,=8,
N,=p*N,=24 where p=3, d=2 and s=3,strictly nonblocking
networkfor arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 3D1is a diagram 300D1ofan exemplary asymmetri-
cal multi-link multi-stage networkV,,,,;,.;(N,, N>. d, s) having
an exemplary connection topology of five stages with N,=8,
N,=p*N,=24 where p=3, d=2 and s=3,strictly nonblocking
networkfor arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG.3E1is a diagram 300E1 of an exemplary asymmetri-
cal multi-link multi-stage network V,,,,,,.,(N,, N., d, s) (hav-
ing a connection topology calledflip network and also known
as inverse shuffle exchange network) of five stages with
N,=8, N,=p*N,=24 where p=3, d=2 and s=3, strictly non-
blocking network for arbitrary fan-out multicast connections,
in accordance with the invention.

FIG. 3F1 is a diagram 300F1 of an exemplary asymmetri-
cal multi-link multi-stage networkV,,,,,,,(N,,N>. d,s) having
Baseline connection topology of five stages with N,=8,
N,=p*N,=24 where p=3, d=2 and s=3,strictly nonblocking
networkfor arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 3G1is a diagram 300G1 ofan exemplary asymmetri-
cal multi-link multi-stage networkV,,,7,.,(N,, No. d,s) having
an exemplary connection topology offive stages with N,=8,
N,=p*N|=24 where p=3, d=2 and s=3,strictly nonblocking
networkfor arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 3H1is a diagram 300H1 of an exemplary asymmetri-
cal multi-link multi-stage networkV,,,7.,(N,, No. d, s) having
an exemplary connection topology offive stages with N,=8,

 
Page 131 of 207

10

20

25

30

40

50

60

10

N,=p*N| =24 where p=3, d=2 and s=3,strictly nonblocking
network for arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 311 is a diagram 30011 ofan exemplary asymmetrical
multi-link multi-stage network V,,,.,(N,, No, d,s) (having a
connection topology built using back-to-back Banyan Net-
works or back-to-back Delta Networks or equivalently back-
to-back Butterfly networks) of five stages with N,—8,
N,=p*N,=24 where p=3, d=2 and s=3,strictly nonblocking
network for arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 3J1 is a diagram 300J1 ofan exemplary asymmetrical
multi-link multi-stage network V,,,,.,(N,, No, d. s) having an
exemplary connection topology of five stages with N,=8,
N,=p*N,=24 where p=3, d=2 and s=3,strictly nonblocking
network for arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 3K1 is a diagram 300K1 of a general asymmetrical
multi-link multi-stage network V,,7,.(N,, N., d. s) with
(2xlog, N)-1 stages with N,=p*N, and s=3,strictly non-
blocking networkfor arbitrary fan-out multicast connections,
in accordance withthe invention.

FIG. 3A2 is a diagram 300A2 of an exemplary asymmetri-
cal multi-link multi-stage network V,,,4,;(N,, N>, d,s) having
inverse Benes connection topology of five stages with N,=8,
N,—p*N,—24, where p—3, d—2 and s—3, strictly nonblocking,
network for arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 3B2 isa diagram 300B2 of an exemplary asymmetri-
cal multi-link multi-stage network V,74(N,, No, d, s) (hav-
ing a connection topology built using back-to-back Omega
Networks) of five stages with N,=8, N,=p*N,=24, where
p=3, d=2 and s=3, strictly nonblocking network for arbitrary
fan-out multicast connections, in accordance with the inven-
tion.

FIG. 3C2is a diagram 300C2 of an exemplary asymmetri-
cal multi-link multi-stage network V,,,4:;(N,, N-, d, s) having
an exemplary connection topologyoffive stages with N,=8,
N,=p*N,=24, where p=3, d=2 and s=3, strictly nonblocking
network for arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 3D2is a diagram 300D2 of an exemplary asymmetri-
cal multi-link multi-stage network V,,,74,;(N,, N>, d, s) having
an exemplary connection topologyoffive stages with N,=8,
N|=p*N,=24, where p=3, d=2 and s=3, strictly nonblocking
network for arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG.3E2 is a diagram 300E2 of an exemplary asymmetri-
cal multi-link multi-stage network V,,7:.4(N,, No, d, s) (hav-
ing a connection topology called flip network and also known
as inverse shuffle exchange network) of five stages with
N,=8, N,=p*N,=24, where p=3, d=2 and s=3, strictly non-
blocking networkfor arbitrary fan-out multicast connections,
in accordance with the invention.

FIG.3F2 is a diagram 300F2 of an exemplary asymmetri-
cal multi-link multi-stage network V,,1,,.:(N,, N-, d, s) having
Baseline connection topology of five stages with N,=8,
N,=p*N.,=24, where p=3, d=2 and s=3, strictly nonblocking
network for arbitrary fan-out multicast connections, in accor-
dance with the invention.

VIG. 3G2 is a diagram 300G2 of an exemplary asymmetri-
cal multi-link multi-stage networkV,,,,,,,,(N,, N;, d, s) having
an exemplary connection topologyoffive stages with N,=8,
N,=p*N,=24, where p=3, d=2 and s=3, strictly nonblocking
network for arbitrary fan-out multicast connections, in accor-
dance with the invention.
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FIG. 3H2is a diagram 300H2 of an exemplary asymmetri-
cal multi-link multi-stage networkV,,,,;,.,(N,, N». d,s) having
an exemplary connection topology offive stages with N,=8,
N,=p**N,=24, where p=3, d=2 and s=3,strictly nonblocking
networkfor arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG.312 is a diagram 30012 of an exemplary asymmetrical
multi-link multi-stage networkV,,,7,,,:(N,, N., d,s) (having a
connection topology built using back-to-back Banyan Net-
worksor back-to-back Delta Networks or equivalently back-
to-back Butterfly networks) of five stages with N,=8,
N,=p*N.=24, where p=3, d=2 and s=3,strictly nonblocking
networkfor arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 3]2 is a diagram 300J2 ofan exemplary asymmetrical
multi-link multi-stage network V,,,,,,,(N,,N., d,s) having an
exemplary connection topology of five stages with N,=8,
N,=p*N.=24, where p=3, d=2 and s=3, strictly nonblocking
networkfor arbitrary fan-out multicast connections, in accor-
dance with the invention.

TIG. 3K2 is a diagram 300K2 of a general asymmetrical
multi-link multi-stage network V,,,,,,.4(N,, No, d, s) with
(2xlog,, N)-1 stages with N,=p*N, and s=3, strictly non-
blocking network for arbitrary fan-out multicast connections,
in accordance withthe invention.

FIG. 4A is a diagram 400A of an exemplary symmetrical
folded multi-stage network V,z,,(N, d, s) having inverse
Benes connection topology offive stages with N=8, d=2 and
s—2 with exemplary multicast connections, strictly nonblock-
ing network for unicast connections and rearrangeably non-
blocking network for arbitrary fan-out multicast connections,
in accordance with the invention.

FIG. 4A1 is a diagram 400A1 ofan exemplary symmetrical
folded multi-stage network V,,,AN,d, 2) having Omega con-
nection topology offive stages with N=8, d=2 and s=2 with
exemplary multicast connections, strictly nonblocking net-
work for unicast connections and rearrangeably nonblocking
networkfor arbitrary fan-out multicast connections, in accor-
dance with the invention.

FIG. 4A2 is a diagram 400A2 ofan exemplary symmetrical
folded multi-stage network V,,{N, d, 2) having nearest
neighbor connection topology of five stages with N=8, d=2
and s=2 with exemplary multicast connections, strictly non-
blocking network for unicast connections and rearrangeably
nonblocking network for arbitrary fan-out multicast connec-
tions, in accordance with the invention.

FIG.4B is a diagram 400B ofa general symmetrical folded
multi-stage network V,,7,(N, d, 2) with (2xlog,, N)-1 stages
strictly nonblocking network for unicast connections and
rearrangeably nonblocking network for arbitrary fan-out
multicast connections in accordance with the invention.

FIG.4C is a diagram 400C of an exemplary asymmetrical
folded multi-stage network V,,A{N,, No, d, 2) having inverse
Benes connection topology of five stages with N,—8,
N,=p*N ,=24 where p=3, and d=2 with exemplary multicast
connections, strictly nonblocking network for unicast con-
nections and rearrangeably nonblocking network for arbi-
rary fan-out multicast connections, in accordance with the
invention.

TIG. 4C1 is a diagram 400C1ofan exemplary asymmetri-
cal folded multi-stage network Vz,(N,, No, d, 2) having
Omega connection topology of five stages with N,=8,
N,=p*N,=24 where p=3, and d=2 with exemplary multicast
connections, strictly nonblocking network for unicast con-
nections and rearrangeably nonblocking network for arbi-
rary fan-out multicast connections, in accordance with the
invention.
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FIG. 4C2is a diagram 400C2 of an exemplary asymmetri-
cal folded multi-stage network V,,(N,, N., d, 2) having
nearest neighbor connection topology of five stages with
N,=8, N,=p*N,=24 where p=3, and d=2 with exemplary
multicast connections, strictly nonblocking network for uni-
cast connections and rearrangeably nonblocking network for
arbitrary fan-out multicast connections, in accordance with
the invention.

FIG. 4D is a diagram 400D of a general asymmetrical
folded multi-stage network Vz,(N1,N2, d, 2) with N,=p*N,
and with (2xlog, N)-1 stagesstrictly nonblocking network
for unicast connections and rearrangeably nonblocking net-
work for arbitrary fan-out multicast connections in accor-
dance with the invention.

FIG.4E is a diagram 400E of an exemplary asymmetrical
folded multi-stage network V.,,AN,, N., d, 2) having inverse
Benes connection topology of five stages with N,=8,
N,=p*N.=24, where p=3, and d=2 with exemplary multicast
connections, strictly nonblocking network for unicast con-
nections and rearrangeably nonblocking network for arbi-
trary fan-out multicast connections, in accordance with the
invention.

FIG. 4F1is a diagram 400E1 of an exemplary asymmetri-
cal folded multi-stage network V,,;,(N,, N>, d, 2) having
Omega connection topology of five stages with N,=8,
N,=p*N,=24, where p=3, and d=2 with exemplary multicast
connections, strictly nonblocking, network for unicast con-
nections and rearrangeably nonblocking network for arbi-
trary fan-out multicast connections, in accordance with the
invention.

FIG.4E2is a diagram 400E2 of an exemplary asymmetri-
cal folded multi-stage network V,,4N,, N>, d, 2) having
nearest neighbor connection topology of five stages with
N,=8, N,=p*N,=24, where p=3, and d=2 with exemplary
multicast connections, strictly nonblocking network for uni-
cast connections and rearrangeably nonblocking network for
arbitrary fan-out multicast connections, in accordance with
the invention.

FIG. 4F is a diagram 400F of a general asymmetrical
folded multi-stage network V,,,(N,, N., d, 2) with N,=p*N,
and with (2xlog,, N)-1 stages strictly nonblocking network
for unicast connections and rearrangeably nonblocking net-
work for arbitrary fan-out multicast connections in accor-
dance with the invention.

FIG.5A is a diagram 500A of an exemplary symmetrical
folded multi-stage network V,,),(N, d, s) having inverse
Benes connection topologyoffive stages with N=8, d=2 and
s=1 with exemplary unicast connections rearrangeably non-
blocking network for unicast connections, in accordance with
the invention.

FIG. 5Bis a diagram 500B ofa general symmetrical folded
multi-stage network V7,(N, d, 1) with (2xlog, N)-1 stages
rearrangeably nonblocking network for unicast connections
in accordance with the invention.

FIG. 5C is a diagram 500C of an exemplary asymmetrical
folded multi-stage networkV,,4{N,, No, d, 1) having inverse
Benes connection topology of five stages with N,=8,
N.=p*N,=24 where p=3, and d=2 with exemplary unicast
connections rearrangeably nonblocking network for unicast
connections, in accordance with the invention.

FIG. 5D is a diagram 500D of a general asymmetrical
folded multi-stage network V,,40N1, No, d, 1) with N,=p*N,
and with xlog,,N)-1 stages rearrangeably nonblockingnet-
work for unicast connections in accordance with the inven-
tion.

FIG. 5E is a diagram 500E of an exemplary asymmetrical
folded multi-stage network Vz,,AN,, Nz, d, 1) having inverse
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Benes connection topology of five stages with N,=8,
N,=p*N,=24, where p=3, and d=2 with exemplary unicast
connections rearrangeably nonblocking network for unicast
connections, in accordancewith the invention.

FIG. 5F is a diagram 500F of a general asymmetrical
folded multi-stage network V,,,A{N,, Na, d, 1) with N|=p*N
and with (2xlog,,N)-1 stages rearrangeably nonblocking net-
work for unicast connections in accordance with the inven-
tion.

FIG.6A is a diagram 600A of an exemplary symmetrical
multi-stage network V(N,d, s) having inverse Benes connec-
tion topology of five stages with N=8, d=2 and s=1, rear-
rangeably nonblocking network for unicast connections, in
accordance with the invention.

FIG.6B is a diagram 600B of an exemplary symmetrical
multi-stage network V(N, d,s) (having a connection topology
built using back-to-back Omega Networks) of five stages
with N=8, d=2 and s=1, rearrangeably nonblocking network
for unicast connections.

FIG.6C is a diagram 600C of an exemplary symmetrical
multi-stage network V(N,d, s) having an exemplary connec-
tion topology of five stages with N=8, d=2 and s=1, rear-
rangeably nonblocking network for unicast connections, in
accordance with the invention.

FIG.6D is a diagram 600D of an exemplary symmetrical
multi-stage network V(N,d, s) having an exemplary connec-
tion topology of five stages with N—8, d—2 and s—1, rear-
rangeably nonblocking network for unicast connections, in
accordance with the invention.

FIG.6E is a diagram 600E of an exemplary symmetrical
multi-stage network V(N,d,s) (having a connection topology
called flip network and also known as inverse shuffle
exchange network) of five stages with N=8, d=2 and s=1,
rearrangeably nonblocking network for unicast connections.

FIG. 6F is a diagram 600F of an exemplary symmetrical
multi-stage network V(N, d, s) having Baseline connection
topology offive stages with N=8, d=2 and s=1, rearrangeably
nonblocking network for unicast connections.

FIG. 6G is a diagram 600G of an exemplary symmetrical
multi-stage network V(N,d, s) having an exemplary connec-
tion topology of five stages with N=8, d=2 and s=1, rear-
rangeably nonblocking network for unicast connections, in
accordance with the invention.

FIG.6H is a diagram 600H of an exemplary symmetrical
multi-stage network V(N,d, s) having an exemplary connec-
tion topology of five stages with N=8, d=2 and s=1, rear-
rangeably nonblocking network for unicast connections, in
accordance with the invention.

FIG.6] is a diagram 600] of an exemplary symmetrical
multi-stage network V(N,d,s) (having a connection topology
built using back-to-back Banyan Networks or back-to-back
Delta Networks or equivalently back-to-back Butterfly net-
works)offive stages with N=8, d=2 and s=1, rearrangeably
nonblocking network for unicast connections.

FIG. 6J is a diagram 600J of an exemplary symmetrical
multi-stage network V(N,d, s) having an exemplary connec-
tion topology of five stages with N=8, d=2 and s=1, rear-
rangeably nonblocking network for unicast connections.

FIG.6K is a diagram 600K of'a general symmetrical multi-
stage network V(N,d, s) with (2xlog,, N)-1 stages with s=1,
rearrangeably nonblocking network for unicast connections
in accordance with the invention.

FIG. 6A1is a diagram 600A1 of an exemplary asymmetri-
cal multi-stage network V(N,, N>, d, s) having inverse Benes
connection topologyoffive stages with N,=8, Nj=p*N,=24
where p=3, d=2 and s=1, rearrangeably nonblocking network
for unicast connections, in accordance with the invention.

 

Page 133 of 207

10

20

25

30

A2

a

5 2

6 2

14

FIG.6B1is a diagram 600B1 of an exemplary asymmetri-
cal multi-stage network V(N,, N,, d, s) (having a connection
topology built using back-to-back Omega Networks)offive
stages with N,=8, N,=p*N,=24 where p=3, d=2 and s=1,
rearrangeably nonblocking network for unicast connections.

FIG. 6C1 is a diagram 600C1ofan exemplary asymmetri-
cal multi-stage network V(N,, N,, d,s) having an exemplary
connection topologyoffive stages with N,=8, N2=p*N,=24
where p=3, d=2 and s=1, rearrangeably nonblocking network
for unicast connections, in accordance with the invention.

FIG. 6D1is a diagram 600D1 of an exemplary asymmetri-
cal multi-stage network V(N,, N,, d,s) having an exemplary
connection topology offive stages with N,=8, N.=p*N,=24
where p=3, d=2 and s=1, rearrangeably nonblocking network
for unicast connections, in accordance with the invention.

FIG. 6E1 is a diagram 600E1 of an exemplary asymmetri-
cal multi-stage network V(N,, N,, d, s) (having a connection
topology called flip network and also knownas inverse shuffle
exchange network) of five stages with N,=8, N.=p*N,=24
where p=3, d=2 and s=1, rearrangeably nonblocking network
for unicast connections.

FIG.6F1 is a diagram 600F1 of an exemplary asymmetri-
cal multi-stage network V(N,, N,, d, s) having Baseline con-
nection topology of five stages with N,=8, N,=p*N,=24
where p=3, d=2 and s=1, rearrangeably nonblocking network
for unicast connections.

FIG. 6G1is a diagram 600G1 of an exemplary asymmetri-
cal multi-stage network V(N,, N., d,s) having an exemplary
connection topology of five stages with N,—8, N.—p*N,—24
where p=3, d=2 and s=1, rearrangeably nonblocking network
for unicast connections, in accordance with the invention.

FIG. 6H1is a diagram 600H1 of an exemplary asymmetri-
cal multi-stage network V(N,, N,, d,s) having an exemplary
connection topologyoffive stages with N,=8, N,=p*N,=24
where p=3, d=2 and s=1, rearrangeably nonblocking network
for unicast connections, in accordance with the invention.

FIG.611 is a diagram 60011 ofan exemplary asymmetrical
multi-stage network V(N,, N., d, s) (having a connection
topology built using back-to-back Banyan Networksor back-
to-back Delta Networks or equivalently back-to-back Butter-
fly networks) of five stages with N,=8, N,=p*N,=24 where
p=3, d=2 and s=1, rearrangeably nonblocking network for
unicast connections.

FIG.6J1 is a diagram 600J1 ofan exemplary asymmetrical
multi-stage network V(N,. N., d, s) having an exemplary
connection topology offive stages with N,=8, N.=p*N,=24
where p=3, d=2 and s=1, rearrangeably nonblocking network
for unicast connections.

FIG. 6K1 is a diagram 600K1 of a general asymmetrical
multi-stage network V(N,, N,, d, s) with (2xlog,N)-1 stages
with N,=p*N, and s=1, rearrangeably nonblocking network
for unicast connections in accordance with the invention.

FIG. 6A2 is a diagram 600A2 of an exemplary asymmetri-
cal multi-stage network V(N,, N,, d,s) having inverse Benes
connection topology offive stages with N.=8, N,=p*N.=24,
where p=3, d=2 and s=1, rearrangeably nonblocking network
for unicast connections, in accordance with the invention.

FIG. 6B2is a diagram 600B2 of an exemplary asymmetri-
cal multi-stage network V(N,, N,, d, s) (having a connection
topology built using back-to-back Omega Networks)of five
stages with N,=8, N,=p*N,=24, where p=3, d=2 and s=1,
rearrangeably nonblocking network for unicast connections.

FIG. 6C2 is a diagram 600C2 of an exemplary asymmetri-
cal multi-stage network V(N,, N., d,s) having an exemplary
connection topology offive stages with N,=8, N,=p*N,=24,
where p=3, d=2 and s=1, rearrangeably nonblocking network
for unicast connections, in accordance with the invention.
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FIG. 6D2is a diagram 600D2 of an exemplary asymmetri-
cal multi-stage network V(N,, N,, d, s) having an exemplary
connection topologyoffive stages with N=8, N,;=p*N,=24,
where p=3, d=2 and s=1, rearrangeably nonblocking network
for unicast connections, in accordance with the invention.

FIG. 6E2 is a diagram 600E2 of an exemplary asymmetri-
cal multi-stage network V(N,, N,, d, s) (having a connection
topology calledflip network and also known asinverse shuffle
exchange network) of five stages with N,=8, N,=p*N,=24,
where p=3, d=2 and s=1, rearrangeably nonblocking network
for unicast connections.

FIG. 6F2 is a diagram 600F2 of an exemplary asymmetri-
cal multi-stage network V(N,. N,, d, s) having Baseline con-
nection topology of five stages with N,=8, N,=p*N,=24,
where p—3, d—2 and s—1, rearrangeably nonblocking network
for unicast connections.

FIG.6G2is a diagram 600G2 of an exemplary asymmetri-
cal multi-stage network V(N,, N,, d, s) having an exemplary
connection topologyoffive stages with N,=8, N,=p*N,=24,
where p=3, d=2 and s=1, rearrangeably nonblocking network
for unicast connections, in accordance with the invention.

FIG. 6H2is a diagram 600H2 of an exemplary asymmetri-
cal multi-stage network V(N,, N,, d, s) having an exemplary
connection topologyoffive stages with N,=8, N,=p*N.,=24,
where p=3, d=2 and s=1, rearrangeably nonblocking network
for unicast connections, in accordance with the invention.

FIG.612 is adiagram 60012 of an exemplary asymmetrical
multi-stage network V(N,, N.. d, s) (having a connection
topology built using back-to-back Banyan Networksor back-
to-back Delta Networks or equivalently back-to-back Butter- 30
fly networks)of five stages with N,=8, N,=p*N,=24, where
p=3, d=2 and s=1, rearrangeably nonblocking network for
unicast connections.

FIG.6]2 is a diagram 600J2 ofan exemplary asymmetrical
multi-stage network V(N,, N2, d, s) having an exemplary
connection topologyoffive stages with N=8, N,=p*N,=24,
where p=3, d=2 and s=1, rearrangeably nonblocking network
for unicast connections.

FIG. 6K2 is a diagram 600K2 of a general asymmetrical
multi-stage network V(N,, N,, d, s) with (2xlog,N)-1 stages
with N,=p*N,and s=1, rearrangeably nonblocking network
for unicast connections in accordance with the invention.

FIG. 7A is high-level flowchart of a scheduling method
according to the invention, used to set up the multicast con-
nections in all the networks disclosed in this invention.

FIG. 8A1 is a diagram 800A1 of an exemplary priorart
implementation ofa two bytwo switch; FIG. 8A2 is a dia-
gram 800A2 for programmable integrated circuit prior art
implementation ofthe diagram 800A] ofFIG. 8A1; FIG. 8A3
is a diagram 800A3 for one-time programmable integrated
circuit prior art implementationofthe diagram 800A1 ofFIG.
8A1; FIG. 8A4 is a diagram 800A4 for integrated circuit
placementand route implementation ofthe diagram 800A1 of
FIG. 8A1.

DETAILED DESCRIPTION OF THE INVENTION 
 

The present invention is concerned with the design and
operation oflarge scale crosspoint reduction using arbitrarily
large multi-link multi-stage switching networks for broad-
cast, unicast and multicast connections. Particularly multi-
link multi-stage networks with stages more than three and
radices greater than or equal to two offer large scale cross-
point reduction when configured with optimal links as dis-
closed in this invention.

Whena transmitting device simultaneously sends informa-
tion to more than one receiving device, the one-to-many con-

  

Page 134 of 207

20

25

40

60

16

nection required between the transmitting device and the
receiving devices is called a multicast connection. A set of
multicast connectionsis referred to as a multicast assignment.
Whena transmitting device sends information to one receiv-
ing device, the one-to-one connection required between the
transmitting device and the receiving deviceis called unicast
connection. When a transmitting device simultaneously
sends information to all the available receiving devices, the
one-to-all connection required between the transmitting
device andthe receiving devicesis called a broadcast connec-
tion.

In general, a multicast connection is meant to be one-to-
manyconnection, which includes unicast and broadcast con-
nections. A multicast assignment in a switching network is
nonblocking if any of the available inlet links can always be
connected to any of the available outlet links.

In certain multi-link multi-stage networks, folded multi-
link multi-stage networks, and folded multi-stage networks of
the type described herein, any connection request ofarbitrary
fan-out, i.e. from an inlet link to an outlet link or to a set of
outlet links of the network, can besatisfied without blocking
if necessary by rearranging someofthe previous connection
requests. In certain other multi-link multi-stage networks of
the type described herein, any connection requestofarbitrary
fan-out, i.e. from aninlet link to an outlet link or to a set of
outlet links of the network, can besatisfied without blocking
with never needing to rearrange any of the previous connec-
tion requests.

In certain multi-link multi-stage networks, folded multi-
link multi-stage networks, and folded multi-stage networks of
the type described herein, any connection request of unicast
from an inlet link to an outlet link of the network, can be
satisfied without blocking if necessary by rearranging some
of the previous connection requests. In certain other multi-
link multi-stage networks of the type described herein, any
connection request of unicast from an inlet link to an outlet
link of the network, can be satisfied without blocking with
never needing to rearrange any of the previous connection
requests.

Nonblocking configurations for other types of networks
with numerous connection topologies and scheduling meth-
ods are disclosed as follows:

1) Strictly and rearrangeably nonblocking for arbitrary
fan-out multicast and unicast for generalized multi-stage net-
works V(N,. N., d,s) with numerous connection topologies
and the scheduling methodsare described in detail in the U.S.
application Ser. No. 12/530,207 that is incorporated by ref-
erence above.

2) Strictly and rearrangeably nonblocking for arbitrary
fan-out multicast and unicast for generalized butterfly fat tree
networks V,,,(N,, Nz, d, s) with numerous connection topolo-
gies and the scheduling methods are described in detail in
PCT Application Serial No. PCT/US08/64603 that is incor-
porated by reference above.

3) Strictly and rearrangeably nonblocking for arbitrary
fan-out multicast and unicast for generalized multi-link but-
terfly fat tree networks V,,jin%-49(N1, Nz, d, 8) with numerous
connection topologies and the scheduling methods are
describedin detail in PCT Application Serial No. PCT/US08/
64603 that is incorporated byreference above.

4) VLSIlayouts ofgeneralized multi-stage networks V(N,,
N,, d, s), generalized folded multi-stage networks Vz,(N),
N,. d, s), generalized butterfly fat tree networks VaglNNo,
d, s), generalized multi-link multi-stage networks V,,,,.(N1;
N,. d, s), generalized folded multi-link multi-stage networks
Void-mink(N,, No, d, s), generalized multi-link butterfly fat
tree networksV,,zn4-a¢(N1, Nz. d,s), and generalized hyper-
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cube networksV,,_.,,.(N,, N2, d,s) fors=1, 2,3 orany number
in general, are described in detail in the PCT Application
Serial No. PCT/US08/64605that is incorporated byreference
above.

5) VLSI layouts ofnumeroustypes ofmulti-stage networks
with locality exploitation are described in U.S. Provisional
Patent Application Ser. No. 61/252,603 that is incorporated
byreference above.

6) VLSI layouts of numerous types ofmultistage pyramid
networks are described in U.S. Provisional Patent Applica-
tion Ser. No. 61/252,609 that is incorporated by reference
above.

RNB Multi-Link Multi-Stage Embodiments:
Symmetric RNB Embodiments:

Referring to '1G. 1A, in one embodiment, an exemplary
symmetrical multi-link multi-stage network 100A with five
stages of twenty switches for satisfying communication
requests, such as setting up a telephonecall or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown whereinput stage 110 consists of four,
two by four switches [S1-IS4 and output stage 120 consists of
four, four by two switches OS1-OS4. And all the middle
stages namely middle stage 130 consists of four, four by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, four by four switches MS(2,1)-MS(2,4), and middle
stage 150 consists of four, four by four switches MS(3,1)-MS
(3,4).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are ofsize two by four, the switches in output
stage 120 are of size four by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are ofsize four by two, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches IS1-IS4 and output switches OS1-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable
N/d, where N is the total numberofinlet links or outlet links.
The number of middle switches in each middle stage is
denoted by N/d, The size of each input switch IS1-IS4 can be
denoted in general with the notation d*2d and each output
switch OS1-OS4 can be denoted in general with the notation
2d*d. Likewise, the size of each switch in any of the middle
stages can be denoted as 2d*2d. A switch as used herein can
be either a crossbar switch, or a network of switches each of
which in turn may be a crossbar switch or a network of
switches. A symmetric multi-link multi-stage network can be
represented with the notation V,,,,,,,,(N, d, s), where N repre-
sents the total numberofinlet links of all input switches (for
examplethe links IL1-IL8), drepresentsthe inlet links ofeach
input switchoroutlet links of each output switch, ands is the
ratio of numberof outgoing links from each input switch to
the inlet links of each input switch. Althoughit is not neces-
sary that there be the same numberofinlet links IL1-IL8 as
there are outlet links OL1-OL8, in a symmetrical network
theyare the same.

Fach of the N/d input switches IS1-IS4 are connected to
exactly 2xd switches in middle stage 130 through 2xd links
(for example input switch IS1 is connected to middle switch

Page 135 of 207

20

25

30

40

45

60

18

MS(1,1) through the links ML(1,1), ML(,2), and also to
middle switch MS(1,2) through the links ML(1,3) and ML(1,
4)).

Eachof the N/d middle switches MS(1,1)-MS(1,4) in the
middle stage 130 are connected from exactly d input switches
through 2xd links (for example the links ML(1,1) and ML(1,
2) are connected to the middle switch MS(1,1) from input
switch IS1, and the links ML(1,7) and ML(1.8) are connected
to the middle switch MS(1,1) from input switch IS2) and also
are connected to exactly d switches in middle stage 140
through 2xd links (for example the links ML(2,1) and ML(2,
2) are connected from middle switch MS(1,1) to middle
switch MS(2,1), and the links ML(2,3) and ML(2,4) are con-
nected from middle switch MS(1,1) to middle switch MS(2,
3)).

Similarly each of the N/d middle switches MS(2,1)-MS(Q,
4) in the middle stage 140 are connected from exactly d
switches in middle stage 130 through 2xd links (for example
the links ML(2,1) and ML(2,2) are connected to the middle
switch MS(2,1) from middle switch MS(1,1), and the links
ML(2,11) and ML(2,12) are connected to the middle switch
MS(2,1) from middle switch MS(1,3)) andalso are connected
to exactly d switches in middle stage 150 through 2xd links
(for example the links MI.(3,1) and MT.(3,2) are connected
from middle switch MS(2,1) to middle switch MS(3,1), and
the links MI.3,3) and MI(3,4) are connected from middle
switch MS(2,1) to middle switch MS(3,3)).

Similarly each of the N/d middle switches MS(3,1)-MS@G,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through 2xd links (for example
the links ML(3,1) and ML(3,2) are connected to the middle
switch MS(3,1) from middle switch MS(2,1), and the links
ML(3,11) and ML(3,12) are connected to the middle switch
MS(3,1) from middle switch MS(2,3)) andalso are connected
to exactly d output switches in output stage 120 through 2xd
links (for example the links ML(4,1) and ML(4,2) are con-
nected to output switch OS1 from Middle switch MS(3,1),
and the links ML(4,3) and ML(4,4) are connected to output
switch OS2 from middle switch MS(3,1)).

Each of the N/d output switches OS1-OS4 are connected
from exactly 2xd switches in middle stage 150 through 2xd
links (for example output switch OS1 is connected from
middle switch MS(3,1) through the links ML(4,1) and ML(4,
2), and output switch OS1 is also connected from middle
switch MS(3,2) through the links ML(4,7) and ML(4,8)).

Finally the connection topology of the network 100A
shownin FIG. 1A is knownto be back to back inverse Benes

connection topology.
Referring to FIG. 1B, in another embodiment of network

Vntingk(N; d,s), an exemplary symmetrical multi-link multi-
stage network 100B with five stages of twenty switches for
satisfying communication requests, such as setting up a tele-
phone call or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, two by four switches IS1-IS4
and output stage 120 consists of tour, four by two switches
OS1-OS4. And all the middle stages namely middle stage 130
consists of four, four by four switches MS(1,1)-MS(1,4),
middle stage 140 consists of four, four by four switches
MS(2,1)-MS(2,4), and middle stage 150 consists of four, four
by four switches MSG,1)-MS@G,4).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two,and there are four switches
in each of middle stage 130, middle stage 140 and middle
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stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size four by two, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches IS1-IS4 and output switches OS1-OS4are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

/d, where N is the total numberofinlct links or outlet links.
The number of middle switches in each middle stage is
denoted by N/d. The size of cach input switch IS1-IS4 can be
denoted in general with the notation d*2d and each output
switch OS1-OS4 can be denoted in general with the notation
2d*d. Likewise, the size of each switch in any of the middle
stages can be denoted as 2d*2d. A switch as used herein can
be either a crossbar switch, or a network of switches each of
which in turn may be a crossbar switch or a network of
switches. The symmetric multi-link multi-stage network of
l'IG.1B is also the network ofthe type V,,,,,(N, d. s), where N
represents the total numberofinlet links ofall input switches
(for example the links IL1-IL8), d representsthe inlet links of
each input switchoroutlet links of each output switch, and s
is the ratio of number of outgoing links from each input
switchto the inlet links ofeach input switch. Althoughit is not
necessarythat there be the same number ofinlet links IL1-IL8
as there are outlet links OL1-OL8, in a symmetrical network
theyare the same.

Each of the N/d input switches [S1-IS4 are connected to 30
exactly 2xd switches in middle stage 130 through 2xd links
(for example input switch IS1 is connected to middle switch
MS(1,1) through the links ML(,1), ML(1,2), and also to
middle switch MS(1,2) through the links ML(1,3) and ML(,
4)).

Each of the N/d middle switches MS(1,1)-MS(1,4)in the
middle stage 130 are connected from exactly d input switches
hrough 2xd links (for example the links ML(1,1) and MLQ,
2) are connected to the middle switch MS(1,1) from input
switch IS1, and the links ML(1,9) and ML(1,10) are con-
nected to the middle switch MS(1,1) from input switch IS3)
and also are connected to exactly d switches in middle stage
140 through 2xd links (for example the links ML(2,1) and
ML(2,2) are connected from middle switch MS(1,1) to
middle switch MS(2,1), and the links ML(2,3) and ML(2,4)
are connected from middle switch MS(1,1) to middle switch
MS(2,2)).

Similarly each of the N/d middle switches MS(2,1)-MS(2,
4) in the middle stage 140 are connected from exactly d
switches in middle stage 130 through 2xd links (for example
he links ML(2,1) and ML(2,2) are connected to the middle
switch MS(2,1) from middle switch MS(1,1), and the links
ML(2,9) and ML(2,10) are connected to the middle switch
MS(2,1) from middle switch MS(1,3)) and also are connected
o exactly d switches in middle stage 150 through 2xd links
(for example the links ML(3,1) and ML(3,2) are connected
from middle switch MS(2,1) to middle switch MS(3,1), and
he links ML(3,3) and ML(3,4) are connected from middle
switch MS(2,1) to middle switch MS(3,2)).

Similarly each of the N/d middle switches MS(3,1)-MS@,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through 2xd links (for example
the links ML(3,1) and ML(3,2) are connected to the middle
switch MS(3,1) from middle switch MS(2,1), and the links
MI_.(3,9) and MI.(3,10) are connected to the middle switch
MS(3,1) from middle switch MS(2,3)) and also are connected
to exactly d output switches in output stage 120 through 2xd
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links (for example the links ML(4,1) and ML(4,2) are con-
nected to output switch OS1 from Middle switch MS(3,1),
and the links ML(4,3) and ML(4,4) are connected to output
switch OS2 from middle switch MS(3,1)).

Each of the N/d output switches OS1-OS4 are connected
from exactly 2xd switches in middle stage 150 through 2xd
links (for example output switch OS1 is connected from
middle switch MS(3,1) through the links ML(4,1) and ML(4,
2), and output switch OS1 is also connected from middle
switch MS(3,3) through the links ML(4.9) and ML(4,10)).

Finally the connection topology of the network 100B
shown in FIG. 1B is known to be back to back Omega con-
nection topology.

Referring to FIG. 1C, in another embodiment of network
Vnting(N; d,s), an exemplary symmetrical multi-link multi-
stage network 100C with five stages of twenty switches for
satisfying communication requests, such as setting up a tele-
phonecall or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, two by four switches IS1-IS4
and output stage 120 consists of four, four by two switches
OS1-OS4. And all the middle stages namely middle stage 130
consists of four, four by four switches MS(1,1)-MS(1,4),
middle stage 140 consists of four, four by four switches
MS(2,1)-MS(2,4), and middle stage 150 consists of four, four
by four switches MS@,1)-MS@,4).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two,and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking mannerfor multicast connections, because the
switches in the input stage 110 are of size two by four, the
switchesin output stage 120are ofsize four by two, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches IS1-IS4 and output switches OS1-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable
N/d, where N is the total numberofinlet links or outlet links.
The number of middle switches in each middle stage is
denoted byN/d. Thesize of each input switch IS1-IS4 can be
denoted in general with the notation d*2d and each output
switch OS1-OS4 can be denoted in general with the notation
2d*d. Likewise, the size of each switch in anyof the middle
stages can be denoted as 2d*2d. A switch as used herein can
be either a crossbar switch, or a network of switches each of
which in turn may be a crossbar switch or a network of
switches. The symmetric multi-link multi-stage network of
FIG. 1C is also the networkofthe type V,,,,1;,,,(N, d,s), where
N represents the total number of inlet links of all input
switches (for example the links IL1-IL8), d represents the
inlet links of cach input switch or outlet links of cach output
switch, and s is the ratio of number of outgoing links from
each input switch to the inlet links of each input switch.
Althoughit is not necessarythat there be the same numberof
inlet links IL1-IL8 as there are outlet links OL1-OL8, in a
symmetrical network they are the same.

Lach of the N/d input switches IS1-IS4 are connected to
exactly 2xd switches in middle stage 130 through 2xd links
(for example input switch IS1 is connected to middle switch
MS(1,1) through the links M1.(1,1), MI.(1,2), and also to
middle switch MS(1,2) throughthe links ML(1,3) and ML(,
4)).
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Each of the N/d middle switches MS(1,1)-MS(1,4)in the
middle stage 130 are connected from exactly d input switches
hrough 2xd links (for example the links ML(1,1) and ML(,
2) are connected to the middle switch MS(1,1) from input
switch IS1, and the links ML(1,15) and ML(1,16) are con-
nected to the middle switch MS(1,1) from input switch IS4)
and also are connected to exactly d switches in middle stage
140 through 2xd links (for example the links ML(2,1) and
ML(2,2) are connected from middle switch MS(1,1) to
middle switch MS(2,1), and the links ML(2,3) and ML(2,4)
are connected from middle switch MS(1,1) to middle switch
MS(2,2)).

Similarly cach of the N/d middle switches MS(2,1)-MS(2,
4) in the middle stage 140 are connected from exactly d
switches in middle stage 130 through 2xdlinks (for example
he links ML(2,1) and ML(2,2) are connected to the middle
switch MS(2,1) from middle switch MS(1,1), and the links
ML(2,15) and ML(2,16) are connected to the middle switch
MS(2,1) from middle switch MS(1,4)) and also are connected
o exactly d switches in middle stage 150 through 2xd links
(for example the links ML(3,1) and ML(3,2) are connected
from middle switch MS(2,1) to middle switch MS(3,1), and
he links ML(3,3) and ML(3,4) are connected from middle
switch MS(2,1) to middle switch MS(3,2)).

Sunilarly each of the N/d middle switches MS(3,1)-MS(3,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through 2xd links (for example
the links ML(3,1) and ML(3,2) are connected to the middle
switch MS(3,1) from middle switch MS(2,1), and the links
ML(3,15) and ML(3,16) are connected to the middle switch
MS(3,1) from middle switch MS(2,4)) and also are connected
to exactly d output switches in output stage 120 through 2xd
links (for example the links ML(4,1) and ML(4,2) are con-
nected to output switch OS1 from middle switch MS(3,1),
and the links ML(4,3) and ML(4,4) are connected to output
switch OS2 from middle switch MS(3,1)).

Each of the N/d output switches OS1-OS4 are connected
from exactly 2xd switches in middle stage 150 through 2xd
links (for example output switch OS1 is connected from
middle switch MS(3,1) through the links ML(4,1) and ML(4,
2), and output switch OS1 is also connected from middle
switch MS(3,4) through the links ML(4,15) and ML(4,16)).

Finally the connection topology of the network 100C
shown in FIG. 1C is hereinafter called nearest neighbor con-
nection topology.

Similar to network 100A ofFIG. 1A, 100B ofFIG. 1B, and
100C ofFIG.IC, referring to FIG. 1D, FIG. 1E, FIG. 1F, FIG.
1G, FIG. 1H, FIG. 1] and FIG. 1J with exemplary symmetri-
cal multi-link multi-stage networks 100D, 100E, 1L00F, 100G,
100H,1001, and 100J respectively with five stages of twenty
switches for satisfying communication requests, such asset-
ting up a telephone call or a data call, or a connection between
configurable logic blocks, between an input stage 110 and
output stage 120 via middle stages 130, 140, and 150 is shown
where input stage 110 consists of four, two by four switches
IS1-IS4 and output stage 120 consists of four, four by two
switches OS1-OS4. And all the middle stages namely middle
stage 130 consists of four, four by four switches MS(1,1)-MS
(1,4), middle stage 140 consists of four, four by four switches
MS(2,1)-MS(2,4), and middle stage 150 consists of four, four
by four switches MS(3,1)-MS(3,4).

Such networks can also be operatedin strictly non-block-
ing manner for unicast connections, because the switches in
the input stage 110 are of size two by four, the switches in
output stage 120 are of size four by two, and there are four
switches in each of middle stage 130, middle stage 140 and
middle stage 150. Such a network can be operated in rear-
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rangeably non-blocking manner for multicast connections,
because the switchesin the input stage 110 are of size two by
four, the switches in output stage 120 are of size four by two,
and there are four switches in each of middle stage 130,
middle stage 140 and middle stage 150.

The networks 100D, 100E, 100F, 100G, 100H, 100I and
100J ofFIG. 1D, FIG. 1E, FIG. 1F, FIG. 1G, FIG. 1H, FIG. 1,
and FIG. 1J are also embodiments of symmetric multi-link
multi-stage network can be represented with the notation
Vink (N, d, s), where N represents the total numberofinlet
links of all input switches (for example the links IL1-IL8), d
representsthe inlet links ofeach input switch or outlet links of
each output switch, and s is the ratio of numberofoutgoing
links from each input switch to the inlet links of each input
switch. Although it is not necessary that there be the same
numberofinlet links IL1-IL8 as there are outlet links OL1-

OL8, in a symmetrical network they are the same.
Just like networks of 100A, 100B and 100C, for all the

networks 100D, 100E, 100F, 100G, 100H, 100] and 100] of
FIG. 1D, FIG. 1E, FIG. 1F, FIG. 1G, FIG. 1H, FIG. 11, and
FIG. 1J, each ofthe N/d input switches IS1-IS4 are connected
to exactly 2xd switches in middle stage 130 through 2xd
links.

Eachof the N/d middle switches MS(1,1)-MS(1,4) in the
middle stage 130 are connected from exactly d input switches
through 2xd links and also are connected to exactly d
switches in middle stage 140 through 2xd links.

Sunilarly each of the N/d middle switches MS(2,1)-MS(2,
4) in the middle stage 140 are connected fram exactly d
switches in middle stage 130 through 2xd links and also are
connected to exactly d switches in middle stage 150 through
2xd links.

Similarly each of the N/d middle switches MS(3,1)-MS@,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through 2xd links and also are
connected to exactly d output switches in output stage 120
through 2xd links.

Each of the N/d output switches OS1-OS4 are connected
from exactly 2xd switches in middle stage 150 through 2xd
links.

In all the ten embodiments of FIG. 1A to FIG. 1J the

connection topology is different. That is the way the links
ML(1,1)-ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-ML@G,
16), and ML(4,1)-ML(4,16) are connected between the
respective stages is different. Even though only ten embodi-
ments are illustrated, in general, the network V,,,.,,.(N, 4, s)
can comprise any arbitrary type of connection topology. For
example the connection topologyof the network V,,,,,,,,(N, d,
s) may be back to back Benes networks, Delta Networks and
many more combinations. The applicant notes that the fun-
damental property of a valid connection topology of the
Vntine(N, d, S) network is, when no connections are setup
from anyinputlinkall the output links should be reachable.
Based on this property numerous embodiments of the net-
work V_iaAdN, d,s) can be built. The ten embodiments of
FIG. 1A to FIG. 1J are only three examples ofnetwork V
(N, d, 8).

In all the ten embodiments of FIG. 1A to FIG. 1J, each of
the links ML(1,1)-ML(1,16), ML(2.1)-ML(2,16), ML(3,1)-
ML(3,16) and ML(4,1)-ML(4,16) are either available for use
by a new connectionor not available if currently used by an
existing connection. The input switches IS1-IS4 are also
referred to as the network input ports. The input stage 110 is
often referred to as thefirst stage. The output switches OS1-
OS4are also referred to as the network output ports. The
output stage 120 is often referred to as the last stage. The

milink
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middle stage switches MS(1,1)-MS(1,4), MS(2,1)-MS(2,4),
and MS(3,1)-MS(3,4) are referred to as middle switches or
middle ports.

Tn the example illustrated in FIG. 1A (orin FIG. 1B to FIG.
1J), a fan-out offour is possibleto satisfy a multicast connec-
tion request if input switch is IS2, but only two switches in
middle stage 130 will be used. Similarly, although a fan-out of
three is possible fora multicast connection requestifthe input
switchis IS1, again only a fan-out oftwois used. Thespecific
middle switches that are chosen in middle stage 130 when
selecting a fan-out of twois irrelevant so long as at most two
middle switches are selected to ensure that the connection

requestis satisfied. In essence, limiting the fan-out from input
switch to no more than two middle switches permits the
network 100A (or 100B to 100J), to be operated in rearrange-
ably nonblocking mannerin accordance with the invention.

The connection request ofthe type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case of a unicast connection request, a fan-out of one is used,
i.e. a single middle stage switch in middle stage 130 is used to
salisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the number of middle
stage switches in a network (while maintaining the rearrange-
ably nonblocking nature of operation of the network for mul-
ticast connections). However any arbitrary fan-out may be
used within any of the middle stage switches and the output ~
stage switchesto satisfy the connection request.
Generalized Symmetric RNB Embodiments:

Network 100K of FIG. 1K is an example of general sym-
metrical multi-link multi-stage network V,,,;,,,,(N, d, s) with
(2xlog, N)-1 stages. The general symmetrical multi-link
multi-stage network V,,4:;(N, d, s) can be operated in rear-
rangeably nonblocking manner for multicast when s=2
according to the current invention. Also the general sym-
metrical multi-link multi-stage networkV,,,,1;,,(N, d, s) can be
operated in strictly nonblocking mannerfor unicast if s=2
according to the current invention. (And in the example of
FIG. 1K, s=2), The general symmetrical multi-link multi-
stage network V,,,,,,,(N, d,s) with (2xlog,, N)-1 stages has d
inlet links for each of N/d input switches IS1-IS(N/d) (for
example the links IL1-IL(d)to the input switch IS1) and 2xd
outgoing links for each ofN/d input switches IS1-IS(N/d)(for
example the links ML(1,1)-ML(1,2d) to the input switch
1S1). There are d outlet links for each of N/d output switches
OS1-OS(N/d) (for example the links OL1-OL(d)to the out-
put switch OS1) and 2xd incoming links for cach of N/d
output switches OS1-OS(N/d) (for example ML(2xLog,
N-2,1)-ML(2xLog,, N-2,2xd) to the output switch OS1).

Each ofthe N/d input switches IS1-IS(N/d) are connected
to exactly d switches in middle stage 130 through 2xd links.

Each of the N/d middle switches MS(1,1)-MS(1,N/d) in
the middle stage 130 are connected from exactly d input
switches through 2xd links and also are connected to exactly
d switches in middle stage 140 through 2xd links.

Similarly each of the N/d middle switches

7)

in the middle stage 130+10*(Log,, N-2) are connected from
exactly d switches in middle stage 130+10*(I.0g, N-3)

MS(Log,N -1, I) - MS{Log,N -1,
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through 2xd links and also are connected to exactly d
switches in middle stage 130+10*(Log, N-1) through 2xd
links.

Similarly each of the N/d middle switches

N

MS(2xLog,N — 3, 1)— ms(2 xLog,N-3. 5)

in the middle stage 130+10*(2*Log, N-4) are connected
from exactly d switches in middle stage 130+10*(2*Log,
N-5) through 2xd links and also are connected to exactly d
output switches in output stage 120 through 2xd links.

Each of the N/d output switches OS1-OS(N/d) are con-
nected from exactly d switches in middle stage 130+10*
(2*Log,, N—-4) through 2xdlinks.

As described before, again the connection topologyof a
general V,7..(N, d, s) may be any one of the connection
topologies. For example the connection topology of the net-
work Van(N, d, s) may be back to back inverse Benes
networks, back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property of a valid con-
nection topology of the general V,,,,,,(N, d, s) network is,
when no connections are setup from any input link if any
output link should be reachable. Based on this property
numerous embodiments of the networkV,,,,,,,(N, d,s) can be
built. The embodiments of FIG. 1A to FIG. 1J are ten

examples of network V,,;:,<(N; d, s).

The general symmetrical multi-link multi-stage network
VntiingON, d, s) can be operated in rearrangeably nonblocking
manner for multicast when s=2 according to the current
invention. Also the general symmetrical multi-link multi-
stage network V,,,,,,,(N, d, s) can be operated instrictly non-
blocking mannerfor unicast if S22 according to the current
invention.

Every switch in the multi-link multi-stage networks dis-
cussed herein has multicast capability. In a V,,,7.4(N, d, s)
network,ifanetwork inlet link is to be connected to more than

one outlet link on the same output switch, then it is only
necessary for the corresponding input switch to have one path
to that output switch. This follows because that path can be
multicast within the output switch to as many outlet links as
necessary. Multicast assignments can therefore be described
in terms of connections between input switches and output
switches. An existing connection or a new connection from an
input switch to r' output switches is said to have fan-out r’. If
all multicast assignments ofafirst type, wherein anyinlet link
of an input switch is to be connected in an output switch to at
most one outlet link are realizable, then multicast assign-
ments of a second type, wherein anyinlet link of each input
switch is to be connected to more than one outlet link in the

sameoutput switch, can also be realized. Forthis reason, the
following discussion is limited to general multicast connec-
tions of the first type

N

[wie fan-outr’, 1 <r < a

although the samediscussion is applicable to the second type.
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To characterize a multicast assignment, for each inlet link

ie {1.2 Le a)= ~~

let L=O, where

oc{l.2, bey *,

denote the subset of output switches to which inlet link iis to
be connected in the multicast assignment. For example, the
network of FIG. 1C shows an exemplary five-stage network,
namely V,,,7.4(8,2,2), with the following multicast assign-
ment], ={2,4} andall other I= forj=[2-8]. Itshould be noted
that the connectionI, fans outinthefirst stage switch IS1 into
middle switches MS(1,1) and MS(1,2) in middle stage 130,
and fans out in middle switches MS(1,1) and MS(1,2) only
once into middle switches MS(2,1) and MS(2,3) respectively
in middle stage 140.

‘The connection1, also fans out in middle switches MS(2,1)
and MS(2,3) only once into middle switches MS(3,2) and
MS(3,4) respectively in middle stage 150. The connection I,
also fans out in middle switches MS(3,2) and MS(3,4) only
once into output switches OS2 and OS4 in output stage 120. 30
Finally the connection I, fans out once in the output stage
switch OS2 into outlet link OL3 andin the output stage switch
OS4 twiceinto the outlet links O17 and O18. In accordance

with the invention, each connection can fan out in the input
stage switch into at most two middle stage switches in middle
stage 130.

Asymmetric RNB (N,>N,) Embodiments:

Referring to FIG. 1A1, in one embodiment, an exemplary
asymmetrical multi-link multi-stage network 100A1 with
five stages of twenty switches for satisfying communication
requests, such as setting up a telephonecall or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown whereinput stage 110 consists of four,
two by four switches IS1-IS4 and output stage 120 consists of
four, eight by six switches OS1-OS4. And all the middle
stages namely middle stage 130 consists of four, four by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, four by four switches MS(2,1)-MS(2,4), and middle
stage 150 consists of four, four by eight switches MS(3,1)-
MS(3,4).

Such a network can be operated instrictly non-blocking
manner for unicast connections, because the switches in the

input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size eight bysix, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches [S1-IS4 and output switches OS1-OS4are crossbar
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switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

Ny
7

where N,is the total numberofinlet links or and N,is the total
numberofoutlet links and N,>N, and N,=p*N, where p>1.
The number of middle switches in each middle stage is
denoted by

‘The size of each input switch [S1-IS4 can be denoted in
general with the notation d*2d and each output switch OS1-
OS4can be denoted in general with the notation (d+d,)*d,,
where

d
dy = N,X — =pxd.

2 2k Ny Pp

Thesize of each switch in any ofthe middle stages excepting
the last middle stage can be denoted as 2d*2d. The size of
each switch in the last middle stage can be denoted as 2d*(d+
d,). A switch as used herein can be either a crossbarswitch,or
anetwork ofswitches each ofwhich in turn may be a crossbar
switch or a network of switches. An asymmetric multi-link
multi-stage network can be represented with the notation
VntinkON,, N>, d, s), where N, represents the total number of
inlet links of all input switches (for example the links IL1-
IL8), N, represents the total number of outlet links of all
output switches (for example the links OL1-OL24), d repre-
sents the inlet links of each input switch where N,>N,, ands
is the ratio of number of outgoing links from each input
switch to the inlet links of each input switch.

Eachofthe

input switches IS1-IS4 are connected to exactly d switches in
middle stage 130 through 2xdlinks (for example input switch
IS1 is connected to middle switch MS(1,1) through the links
ML(1,1), ML(1,2), and also to middle switch MS(,2)
through the links ML(1,3) and ML(1,4)).

Each of the

middle switches MS(1,1)-MS(1.4) in the middle stage 130
are connected from exactly d input switches through 2xd
links (for example the links ML(1,1) and ML(1,2) are con-
nected to the middle switch MS(1,1) from input switch IS1,
and the links ML(1,7) and ML(1,8) are connected to the
middle switch MS(1,1) from input switch IS2) and also are
connected to exactly d switches in middle stage 140 through
2xd links (for example the links ML(2,1) and ML(2,2) are
connected from middle switch MS(1,1) to middle switch
MS(2,1), and the links ML(2,3) and ML(2,4) are connected
from middle switch MS(1,1) to middle switch MS(2,3)).
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Sunilarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 2xd links (for example the links MT_.(2,1) and MT.(2,
2) are connected to the middle switch MS(2,1) from middle
switch MS(1,1), and the links ML(2,11) and ML(2,12) are
connected to the middle switch MS(2,1) from middle switch
MS(1,3)) and also are connected to exactly d switches in
middle stage 150 through 2xd links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1), and the links ML(3,3) and
ML(3,4) are connected from middle switch MS(2,1) to
middle switch MS(3,3)).

Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 2xdlinks (for example the links ML(3,1) and ML(3,
2) are connected to the middle switch MS(3,1) from middle
switch MS(2,1), and the links ML(3,11) and ML(3,12) are
connected to the middle switch MS(3,1) from middle switch
MS(2,3)) and also are connected to exactly

d+d, 

output switches in output stage 120 through d+d, links (for
example the links ML(4,1) and ML(4,2) are connected to
output switch OS1 from Middle switch MS(3,1); the links
ML(4,3) and ML(4,4) are connected to output switch OS2
from middle switch MS(3,1); the links ML(4,5) and ML(4,6)
are connected to output switch OS3 from Middle switch
MS(3,1); and the links ML(4,7) and ML(4,8) are connected to
output switch OS4 from middle switch MS(3,1)).

Eachofthe

output switches OS1-OS4 are connected from exactly

dt+d9
 

switches in middle stage 150 through d+d, links (for example
output switch OS1 is connected from middle switch MS(3,1)
throughthe links ML(4,1) and ML(4,2); output switch OS1 is
also connected from middle switch MS(3,2) through the links
ML(4,9) and ML(4,10); output switch OS1 is connected from
middle switch MS(3,3) through the links ML(4,17) and
MI_.(4,18); and output switch OS1 is also connected from
middle switch MS(3,4) through the links ML(4,25) and
MI_.(4,26)).
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Finally the connection topology of the network 100A1
shown in FIG. 1A1 is knownto be back to back inverse Benes

connection topology.
Referring to FIG. 1B1, in one embodiment, an exemplary

asymmetrical multi-link multi-stage network 100B1 with five
stages of twenty switches for satisfying communication
requests, such as setting up a telephonecall or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown where input stage 110 consists of four,
two by four switches IS1-IS4 and output stage 120 consists of
four, eight by six switches OS1-OS4. And all the middle
stages namely middle stage 130 consists of four, four by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, four by four switches MS(2,1)-MS(2,4), and middle
stage 150 consists of four, four by eight switches MS(3,1)-
MS@,4).

Such a network can be operated in strictly non-blocking
mannerfor unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two,and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking mannerfor multicast connections, because the
switches in the input stage 110 are of size two by four, the
switchesin output stage 120 are of size eight by six, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches IS1-IS4 and output switches OS1-OS4 are crassbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

where N,is the total numberofinlet links or and N,is the total
numberofoutlet links and N,>N, and N,=p*N, where p>1.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d*2d and each output switch OS1-
OS4can be denoted in general with the notation (d+d,)*d,,
where

d
dy = Ny xX — =pxd.

2 1 P

‘The size of each switch in any ofthe middle stages excepting
the last middle stage can be denoted as 2d*2d. The size of
each switch in the last middle stage can be denoted as 2d*(d+
d,). A switch as used herein can beeither a crossbarswitch, or
anetworkofswitches each ofwhich in turn may be a crossbar
switch or a network of switches. An asymmetric multi-link
multi-stage network can be represented with the notation
VntinkN, N2, d, s), where N, represents the total number of
inlet links of all input switches (for example the links II1-
IL8), N. represents the total number of outlet links of all
output switches (for example the links OT.1-OT 24), d repre-
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sents the inlet links of each input switch where N,>N,, ands
is the ratio of number of outgoing links from each input
switch to the inlet links of each input switch.

Lach ofthe

input switches [S1-IS4 are connected to exactly 2xd switches
in middle stage 130 through 2xd links (for example input
switch IS1 is connected to middle switch MS(1,1) through the
links ML(1,1), ML(1,2), and also to middle switch MS(1,2)
through the links ML(1,3) and ML(1,4)).

Eachofthe

middle switches MS(1,1)-MS(,4) in the middle stage 130
are connected from exactly d input switches through 2xd
links (for example the links ML(1,1) and ML(1,2) are con-
nected to the middle switch MS(1,1) from input switch IS1,
and the links ML(1,9) and ML(1,10) are connected to the
middle switch MS(1,1) from input switch IS3) and also are
connected to exactly d switches in middle stage 140 through
2xd links (for example the links ML(2,1) and ML(2,2) are
connected from middle switch MS(1,1) to middle switch
MS(2,1), and the links ML(2,3) and ML(2,4) are connected
from middle switch MS(1,1) to middle switch MS(2,2)).

Similarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 2xd links (for example the links ML(2,1) and ML(2,
2) are connected to the middle switch MS(2,1) from middle
switch MS(1,1), and the links ML(2,9) and ML(2,10) are
connected to the middle switch MS(2,1) from middle switch
MS(1,3)) and also are connected to exactly d switches in
middle stage 150 through 2xd links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1), and the links MT (3,3) and
ML(3,4) are connected from middle switch MS(2,1) to
middle switch MS(3,2)).

Sunilarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 2xd links (for example the links ML(3,1) and ML(3,
2) are connected to the middle switch MS(3,1) from middle
switch MS(2,1), and the links MI.(3,9) and MI.(3,10) are
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connected to the middle switch MS@,1) from middle switch
MS(2,3)) and also are connected to exactly

dtd,
2

output switches in output stage 120 through d+d, links (for
example the links ML(4,1) and ML(4,2) are connected to
output switch OS1 from middle switch MS(3,1); the links
ML(4,3) and ML(4,4) are connected to output switch OS2
from middle switch MS(3,1); the links ML(4,5) and ML(4,6)
are connected to output switch OS3 from Middle switch
MS(3,1); andthe links ML(4,7) and ML(4,8) are connected to
output switch OS4 from middle switch MS(3,1)).

Eachof the

output switches OS1-OS4 are connected. from exactly

d+d)
2

switches in middle stage 150 through d+d, links (for example
output switch OS1 is connected from middle switch MS(3,1)
throughthe links ML(4,1) and ML(4,2); output switch OS1is
also connected from middle switch MS(3,2) through thelinks
ML(4,9) and ML(4,10); output switch OS1 is connected from
middle switch MS(3,3) through the links ML(4,17) and
ML(4,18); and output switch OS1 is also connected from
middle switch MS(3,4) through the links ML(4,25) and
ML(4,26)).

Finally the connection topology of the network 100B1
shown in FIG. 1B1 is known to be back to back Omega
connection topology.

Referring to FIG. 1C1, in one embodiment, an exemplary
asymmetrical multi-link multi-stage network 100C1 with five
stages of twenty switches for satisfying communication
requests, such as setting up a telephonecall or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown whereinput stage 110 consists of four,
two by four switches IS1-IS4 and output stage 120 consists of
four, eight by six switches OS1-OS4. And all the middle
stages namely middle stage 130 consists of four, four by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, four by four switches MS(2,1)-MS(2,4), and middle
stage 150 consists of four, four by eight switches MS(3,1)-
MS(@3,4).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two,and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switchesin output stage 120are of size eight by six, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches IS1-IS4 and output switches OS1-OS4 are crossbar
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switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

MN
7q

where N,is the total numberofinlet links or and N,is the total
numberof outlet links and N.>N, and N,=p*N, where p>1.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d*2d and cach output switch OS1-
OS4 can be denoted in general with the notation (d+d,)*d,,
where

d

dy = 2X a = pxd.

Thesize ofeach switch in any of the middle stages excepting
the last middle stage can be denoted as 2d"2d. The size of
each switchin the last middle stage can be denoted as 2d*(d+
d,). A switch as used herein can be either a crossbar switch, or ~~
a network of switches each ofwhich in turn may bea crossbar
switch or a network of switches. An asymmetric multi-link
multi-stage network can be represented with the notation
Vntint(N,, N., d, s), where N, represents the total number of
inlet links of all input switches (for example the links IL1-
IL8), N represents the total numberofoutlet links ofall output
switches (for example the links OL1-OL24), d represents the
inlet links ofeach input switch where N,>N,, and sis the ratio
of number of outgoing links from each input switch to the
inlet links of each input switch.

Eachofthe

input switches IS1-IS4 are connected to exactly 2xd switches
in middle stage 130 through 2xd links (for example input
switchIS1 is connected to middle switch MS(1,1) through the
links ML(1,1), ML(1,2), and also to middle switch MS(1,2)
through the links ML(1,3) and ML(1,4)).

Eachofthe

middle switches MS(1,1)-MS(1,4) in the middle stage 130
are connected from exactly d input switches through 2xd
links (for example the links ML(1,1) and ML(1,2) are con-
nected to the middle switch MS(1,1) from input switch IS1,
and the links ML(1,15) and ML(1,16) are connected to the
middle switch MS(1,1) frominput switch IS4) andalso are
connected to exactly d switches in middle stage 140 through
2xd links (for example the links ML(2,1) and ML(2,2) are
connected from middle switch MS(1,1) to middle switch
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MS(2,1), and the links ML(2,3) and ML(2,4) are connected
from middle switch MS(1,1) to middle switch MS(2,2)).

Similarly each of the

middle switches MS(2,1)-MS(2.4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 2xd links (for example the links ML(2,1) and MLQ,
2) are connected to the middle switch MS(2,1) from middle
switch MS(1,1), and the links ML(2,15) and ML(2,16) are
connected to the middle switch MS(2,1) from middle switch
MS(1,4)) and also are connected to exactly d switches in
middle stage 150 through 2xd links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1), and the links ML(3,3) and
ML(3,4) are connected from middle switch MS(2,1) to
middle switch MS(3,2)).

Similarly each of the

middle switches MS(3,1)-MS(3.4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 2xd links (for example the links ML(3,1) and ML(@3,
2) are connected to the middle switch MS(3,1) from middle
switch MS(2,1), and the links MT.(3,15) and MI.(3,16) are
connected to the middle switch MS@,1) from middle switch
MS(2,4)) and also are connected to exactly

d+d)
2

output switches in output stage 120 through d+d, links (for
example the links ML(4,1) and ML(4,2) are connected to
output switch OS1 from middle switch MS(3,1); the links
ML(4,3) and ML(4,4) are connected to output switch OS2
from middle switch MS(3,1); the links ML(4,5) and ML(4,6)
are connected to output switch OS3 from Middle switch
MS(3,1); andthe links ML(4,7) and ML(4,8) are connected to
output switch OS4 from middle switch MS(3,1)).

Eachofthe

output switches OS1-OS4 are connected from exactly

d+d,
2

switches in middle stage 150 through d+d, links (for example
output switch OS1 is connected from middle switch MS(3,1)
throughthe links ML(4,1) and ML(4,2); output switch OS1 is
also connected from middle switch MS(3,2) throughthe links
ML(4,9) and ML(4,10); output switch OS1 is connected from
middle switch MS(3,3) through the links MI (4,17) and
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ML(4,18); and output switch OS1 is also connected from
middle switch MS(3,4) through the links ML(4,25) and
ML(4,26)).

Finally the connection topology of the network 100C1
shown in FIG. 1C1 is hereinafter called nearest neighbor
connection topology.

Similar to network 100A1 of FIG. 1A1, 100B1 of FIG.
1B1, and 100C1 of FIG. 1C1, referring to FIG. 1D1, FIG.
1E1, FIG. 1F1, FIG. 1G1, FIG. 11, FIG. 111 and FIG. 1J1
with exemplary asymmetrical multi-link multi-stage net-
works 100D1, 100E1, 100F1, 100G1, 100H1, 10011, and
100J1 respectively with five stages of twenty switches for
satisfying communication requests, such assetting upa tele-
phonecall or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, two by four switches IS1-IS4
and output stage 120 consists of four, four by two switches
OS1-OS4. And all the middle stages namely middle stage 130
consists of four, four by four switches MS(,1)-MS(1,4),
middle stage 140 consists of four, four by four switches
MS(2,1)-MS(2,4), and middle stage 150 consists of four, four
by four switches MS(3,1)-MS@,4).

Such networks can also be operatedin strictly non-block-
ing manner for unicast connections, because the switches in
he input stage 110 are of size two by four, the switches in
output stage 120 are of size four by two, and there are four
switches in each of middle stage 130, middle stage 140 and
middle stage 150. Such a network can be operated in rear-

becausethe switches inthe input stage 110 are of size two by
four, the switches in output stage 120 are ofsize four by two,
and there are four switches in each of middle stage 130,
middle stage 140 and middle stage 150.

The networks 100D1, 100E1, 100F1, 100G1, 100H1,
10011 and 10031 ofFIG. 1D1, FIG. 1E1, FIG. 1F1, FIG. 1G1,
FIG. 1H1, FIG. 111, and FIG. 1J1 are also embodiments of
asymmetric multi-link multi-stage network can be repre-
sented with the notation V,,,;,,,(N,, N>, d. s), where N, repre-
sents the total numberofinlet links of all input switches (for
examplethe links IL1-IL8), N, represents the total number of
outlet links of all output switches (for example the links
OL1-0L24), d represents theinlet links of each input switch
where N,>N,, and s is the ratio of numberof outgoing links
from cach input switch to the inlet links of cach input switch.

Just like networks of 100A1, 100B1 and 100C1, forall the
networks 100D1, 100E1, 100F1, 100G1, 100H1, 10011 and
100J1 ofFIG. 1D1, FIG. 1E1, FIG. 1F1, FIG. 1G1, FIG. 1H1,
FIG. 111, and FIG. 1J1, each of the

 
M
d

input switches IS1-IS4 are connected to exactly d switches in
middle stage 130 through 2xd links.

Eachofthe

middle switches MS(1,1)-MS(,4) in the middle stage 130
are connected from exactly d input switches through 2xd
links and also are connected to exactly d switches in middle
stage 140 through 2xdlinks.
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Similarly each of the

middle switches MS(2,1)-MS(2.4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 2xd links and also are connected to exactly d
switches in middle stage 150 through 2xdlinks.

Similarly each of the

middle switches MS(3,1)-MS(3.4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 2xd links and also are connected to exactly

dtd,
2

output switches in output stage 120 through d+d,links.
Each of the

output switches OS1-OS4 are connected from exactly

dtd
2

switches in middle stage 150 through d+d, links.
In all the ten embodiments of FIG. 1A1 to FIG. 1J1 the

connection topology is different. That is the way the links
ML(1,1)-ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-ML@G,
16), and ML(4,1)-ML(4,16) are connected between the
respective stages is different. Even though only ten embodi-
mentsareillustrated, in general, the networkV,,,,,,,.(N,,N>.d,
s) can comprise any arbitrary type of connection topology.
For example the connection topology of the network V,,,1,,,
(N,, N,, d, s) may be back to back Benes networks, Delta
Networks and many more combinations. The applicant notes
that the fundamental propertyof a valid connection topology
oftheVinN,.N>. 4, 8) network is, when no connectionsare
setup from anyinputlink all the output links should be reach-
able. Based on this property numerous embodiments of the
network V,,jdN,, N», d,s) can be built. The ten embodi-
ments of FIG. 1A1 to FIG. 1J1 are only three examples of
network V,,,4,(N,, No, d, s).

In all the ten embodiments ofFIG. 1A1 to FIG. 1J1, each of
the links ML(1,1)-ML(1,16), ML(2.1)-ML(2,16), ML(3,1)-
ML(3,16) and ML(4,1)-ML(4,16) are either available for use
by a new connectionor not available if currently used by an
existing connection. The input switches IS1-IS4 are also
referred to as the network input ports. The input stage 110 is
often referred to as thefirst stage. The output switches OS1-
OS4are also referred to as the network output ports. The
output stage 120 is often referred to as the last stage. The
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middle stage switches MS(1,1)-MS(1,4), MS(2,1)-MS(2,4),
and MS(3,1)-MS(3,4) are referred to as middle switches or
middle ports.

In the example illustrated in FIG. 1A1 (or in FIG. 1B1 to
FIG.1J1), a fan-out of four is possible to satisfy a multicast
connection request if input switch is IS2, but only two
switches in middle stage 130 will be used. Similarly, although
a fan-out of three is possible for a multicast connection
requestif the input switch is IS1, again only a fan-out of two
is used. The specific middle switches that are chosen in
middle stage 130 whenselecting a fan-out oftwois irrelevant
so long as at most two middle switchesare selected to ensure
that the connection request is satisfied. In essence, limiting
the fan-out from input switch to no more than two middle
switches permits the network 100A1 (or 100B1 to 100J1), to
be operated in rearrangeably nonblocking mannerin accor-
dance with the invention.

The connection request of the type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case ofa unicast connecuion request, a fan-out of one is used,
i.e. a single middle stage switch in middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the number of middle
stage switches in a network (while maintaining the rearrange-
ably nonblocking nature of operation of the network for mul-
ticast connections). However any arbitrary fan-out may be
used within any of the middle stage switches and the output
stage switchesto satisfy the connection request.
Generalized Asymmetric RNB (N,>N,) Embodiments:

Network 100K1 of FIG. 1K1 is an example of general
asymmetrical multi-link multi-stage network V,,j4,.0N1, No;
d,s) with (2xlog,, N,)-1 stages where N,>N, and N,=p*N,
where p>1. In network 100K1 of FIG. 1K1, N,=N and
N,=p*N. The general asymmetrical multi-link multi-stage
network Vinx(N,, No, d, s) can be operated in rearrangeably
nonblocking manner for multicast when s=2 accordingto the
current invention. Also the general asymmetrical multi-link
multi-stage network V,,s.(N,, No. d, s) can be operated in
strictly nonblocking mannerfor unicast if S22 according to
the current invention. (Andin the example ofFIG. 1K1, s=2).
The general asymmetrical multi-link multi-stage network
Vontine(N 1, N>, d, s) with (2xlog,,N,)—1 stages has d inlet links
for each of

input switches IS1-IS(N,/d) (for example the links IL1-IL(d)
to the input switch IS1) and 2xd outgoinglinks for each of

M
d

input switches IS1-IS(N,/d) (for example the links ML(1,1)-
ML(1,2d) to the input switch IS1). There are d,

d

(were dy =N2X— = pxd]Ni
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outlet links for each of

output switches OS1-OS(N,/d) (for example the links OL1-
OL(p*d) to the output switch OS1) and d+d, (=d+pxd)
incominglinks for each of

output switches OS1-OS(N,/d) (for example ML(2xLog,
N,-2,1)-ML2xLog,N,-2, d+d,) to the output switch OS1).

Each of the

input switches IS1-IS(N,/d) are connected to exactly 2xd
switches in middle stage 130 through 2xd links.

Each of the

middle switches MS(1,1)-MS(1,N,/d) in the middle stage
130 are connected from exactly d input switches through 2xd
links and also are connected to exactly d switches in middle
stage 140 through 2xd links.

Similarly each of the

middle switches

N
MS(Log,- 1, 1) - MS{Log,M -1, 5)

in the middle stage 130+10*(Log,, N,-2) are connected from
exactly d switches in middle stage 130+10*(Log, N,-3)
through 2xd links and also are connected to exactly d
switches in middle stage 130+10*(Log,, N,-1) through 2xd
links,

Similarly each of the

middle switches

Ni

MS(2xLog,N, -3, 1)- MS(2xLog,N, -3, 5)
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in the middle stage 130+10*(2*Log, N,-4) are connected
from exactly d switches in middle stage 130+10*(2*Log,
N,-5) through 2xd links and also are connected to exactly

dt+d
2
 

output switches in output stage 120 through d+d,links.
Lach ofthe

output switches OS1-OS(N,/d) are connected from exactly

d+d,
2

switches in middle stage 130+10*(2*Log, N,-4) through
d+d, links

Asdescribed before, again the connection topology of a
general V,,,si4(N,, N>, d, 8) may be any oneofthe connection
topologies. For example the connection topology of the net-
work V,,ing(N,, N». d, s) may be back to back inverse Benes
networks, back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property ofa valid con-
nection topology of the general V,,,7,,(N,, No, d, s) network
is, when no connections are setup from any inpullink if any
output link should be reachable. Based on this property
numerous embodiments of the network V,,,,,,,(N,, No, d, s)
can be built. The embodiments of FIG. 1A1 to FIG, 1J1 are

ten examples of network V,,,(N,, N>, d, s) for s=2 and
N>N,.

The general symmetrical multi-link multi-stage network
Vntine(N, N2, d, s) can be operated in rearrangeably non-
blocking manner for multicast when s=2 according to the
current invention. Also the general symmetrical multi-link
multi-stage network V,,,;,:(N,, No. d, s) can be operated in
strictly nonblocking manner for unicast if s=2 according to
the current invention.

For example, the network ofFIG. 1C1 shows an exemplary
five-stage network, namely V,,,,,,,,(8,24,2,2), with the follow-
ing multicast assignment I,={1,4} andall other l=forj=[2-
8]. It should be notedthat the connection I, fans out in the first
stage switch IS1 into middle switches MS(1,1) and MS(1,2)
in middle stage 130, and fans out in middle switches MS(1,1)
and MS(1,2) only once into middle switches MS(2,1) and
MS(2,3) respectively in middle stage 140.

The connection I, also fans out in middle switches MS(2,1)
and MS(2,3) only once into middle switches MS(3,1) and
MS(3,4) respectively in middle stage 150. The connection I,
also fans out in middle switches MS(3,1) and MS(3,4) only
once into output switches OS1 and OS4in output stage 120.
Finally the connection I, fans out once in the output stage
switch OS1into outlet link OL2 andin the output stage switch
OS4 twice into the outlet links OL20 and OL23. In accor-

dance with the invention, each connection can fan out in the
input stage switch into at most two middle stage switches in
middle stage 130.
Asymmetric RNB (N,>N,) Embodiments:

Referring to FIG. 1A2, in one embodiment, an exemplary
asymmetrical multi-link multi-stage network 100A2 with
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five stages of twenty switches for satisfying communication
requests, such as setting up a telephonecall or a datacall, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown where input stage 110 consists of four,
six by eight switches IS1-IS4 and outputstage 120 consists of
four, four by two switches OS1-OS4. And all the middle
stages namely middle stage 130 consists of four, eight by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, four by four switches MS(2,1)-MS(2,4), and middle
stage 150 consists of four, four by four switches MS(3,1)-MS
(3,4).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the

input stage 110 are ofsize six by eight, the switches in output
stage 120 are of size four by two,and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size six by cight, the
switchesin output stage 120are of size four by two, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches IS1-IS4 and output switches OS1-OS4 are crossbar
switches. The number ofswitches ofinput stage 110 and of
output stage 120 can be denoted in general with the variable

where N,is the total numberofinlet links or and N,is the total
numberof outlet links and N,>N, and N,=p"*N, where p>1.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d,*(d+d,) and each output switch
OS1-OS4 can be denoted in general with the notation
(2xd*d), where

d

dy = Nx 5 = pxd.

Thesize of each switch in any ofthe middle stages excepting
the first middle stage can be denoted as 2d*2d. The size of
each switchin the first middle stage can be denoted as (d+d, )
*2d. A switch as used herein can be either a crossbar switch,
or a network of switches each of which in turn may be a
crossbar switch or a network of switches. An asymmetric
multi-link multi-stage network can be represented with the
notation V_4,4(N,, N,, d, s), where N, represents the total
numberofinlet links ofall input switches (for example the
links IL1-IL24), N. represents the total numberofoutlet links
of all output switches (for example the links OL1-OL8), d
represents the inlet links of each input switch where N,>N,,
and s is the ratio of number of incominglinks to each output
switch to the outlet links of each output switch.
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Eachofthe

input switches IS1-IS4 are connected to exactly

dt+d,
2

switches in middle stage 130 through d+d, links (for example
input switch IS1 is connected to middle switch MS(1,1)
(through the links ML(1,1), ML(1,2); input switch IS1 is con-
nected to middle switch MS(1,2) through the links ML(1,3)
and ML(1,4); input switch IS1 is connected to middle switch
MS(1,3) through the links ML(1,5), ML(1,6); and input
switch IS1 is also connected to middle switch MS(1,4)
throughthe links ML(1,7) and ML(1,8)).

Eachofthe

middle switches MS(1,1)-MS(1,4) in the middle stage 130
are connected from exactly

dt+d

input switches through d+d, links (for example the links
ML(1,1) and ML(1,2) are connected to the middle switch
MS(1,1) from input switch IS1; the links ML(1,9) and ML(1,
10) are connected to the middle switch MS(1,1) from input
switch 182; the links ML(1,17) and ML(1,18) are connected
to the middle switch MS(1,1) from input switch IS3; and the
links ML(1,25) and ML(1,26) are connected to the middle
switch MS(1,1) from input switch IS4) and also are connected
to exactly d switches in middle stage 140 through 2xd links
(for example the links ML(2,1) and ML(2,2) are connected
from middle switch MS(1,1) to middle switch MS(2,1), and
the links ML(2,3) and ML(2,4) are connected from middle
switch MS(1,1) to middle switch MS(2,3)).

Sunilarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 2xd links (for example the links ML(2,1) and ML(2,
2) are connected to the middle switch MS(2,1) trom middle
switch MS(1,1), and the links ML(2,11) and ML(2,12) are
connected to the middle switch MS(2,1) from middle switch
MS(1,3)) and also are connected to exactly d switches in
middle stage 150 through 2xd links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1), and the links MT (3,3) and
ML(3,4) are connected from middle switch MS(2,1) to
middle switch MS(3,3)).
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Similarly each of the

No
d

middle switches MS(3,1)-MS@.4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 2xd links (for example the links ML@G,1) and MLG,
2) are connected to the middle switch MS(3,1) from middle
switch MS(2,1), and the links ML(3,11) and ML(3,12) are
connected to the middle switch MS(3,1) trom middle switch
MS(2,3)) and also are connected to exactly d output switches
in output stage 120 through 2xd links (for example the links
ML(4,1) and ML(4,2) are connected to output switch OS1
from middle switch MS(3,1); and the links ML(4,3) and
ML(4,4) are connected to output switch OS2 from middle
switch MS(3,1)).

Each of the

Nz
da

output switches OS1-OS4 are connected from exactly d
switches in middle stage 150 through 2xd links (for example
output switch OSI is connected from middle switch MS(3,1)
through the links ML(4,1) and ML(4,2); and output switch
OS1is also connected from middle switch MS(3,2) through
the links MI.(4,7) and MI_(4,8)).

Finally the connection topology of the network 100A2
shown in FIG. 1A2 is knownto be back to back inverse Benes

connection topology.
Referring to FIG. 1B2, in one embodiment, an exemplary

asymmetrical multi-link multi-stage network 100B2 withfive
stages of twenty switches for satisfying communication
requests, such as selling up a telephonecall or a datacall, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown where input stage 110 consists offour,
six by eight switches IS1-IS4 and outputstage 120 consists of
four, four by two switches OS1-OS4. Andall the middle
stages namely middle stage 130 consists of four, eight by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, four by four switches MS(2,1)-MS(2,4), and middle
stage 150 consists of four, four by four switches MS(3,1)-MS
(3,4).

Such a network can be operated in strictly non-blocking
mannerfor unicast connections, because the switches in the
input stage 110 are ofsize six by eight, the switches in output
stage 120 are of size four by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking mannerfor multicast connections, because the
switches in the input stage 110 are of size six by eight, the
switchesin output stage 120 are of size four by two, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches IS1-IS4 and output switches OS1-OS4 are crossbar
switches. ‘he number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

N2
q°
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where N,is the total numberofinlet links or and N,is the total
numberofoutlet links and N,>N, and N,=p*N, where p>1.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d,*(d+d,) and each output switch
OS1-O84 can be denoted in general with the notation
(2xd*d), where

d

di = Nixqe = px

The size ofeach switch in any of the middle stages excepting
the first middle stage can be denoted as 2d*2d. The size of
each switch in the first middle stage can be denoted as (d+
d,)*2d. A switch as used herein can be either a crossbar
switch, or anetwork of switches each ofwhich in turn may be
a crossbar switch or a network of switches. An asymmetric
multi-link multi-stage network can be represented with the
notation V,,,z4(N,, N2, d,s), where N, represents the total
numberofinlet links of all input switches (for example the
links IL1-IL24), N, represents the total numberofoutletlinks
ofall output switches (tor example the links OL1-OL8), d 30
represents the inlet links of each input switch where N,>N,,
and s is the ratio of numberof incominglinks to each output
switch to the outlet links of each output switch.

Each ofthe

input switches [S1-IS4 are connected to exactly

dtd
2
 

switches in middle stage 130 through d+d,links (for example
input switch IS1 is connected to middle switch MS(1,1)
throughthe links ML(1,1), ML(1,2); input switch IS1 is con-
nected to middle switch MS(1,2) through the links ML(1,3)
and ML(1,4); input switch IS1 is connected to middle switch
MS(1,3) through the links ML(1,5), ML(1,6); and input
switch IS1 is also connected to middle switch MS(1,4)
through the links ML(1,7) and ML(1,8)).

Each ofthe

middle switches MS(1,1)-MS(1,4) in the middle stage 130
are connected from exactly

d+da, 
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input switches through d+d, links (for example the links
ML(1,1) and ML(1,2) are connected to the middle switch
MS(1,1) from input switch [S1; the links ML(1,9) and ML(,
10) are connected to the middle switch MS(1,1) from input
switch IS2; the links ML(1,17) and ML(1,18) are connected
to the middle switch MS(1,1) from input switch IS3; and the
links ML(1,25) and ML(1,26) are connected to the middle
switch MS(1,1) from input switch IS4) and also are connected
to exactly d switches in middle stage 140 through 2xd links
(for example the links ML(2,1) and ML(2,2) are connected
from middle switch MS(1,1) to middle switch MS(2,1), and
the links MI.(2,3) and MI (2,4) are connected from middle
switch MS(1,1) to middle switch MS(2,2)).

Similarly each of the

Ny
d

middle switches MS(2,1)-MS(2.4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 2xdlinks (for example the links ML(2,1) and ML(2,
2) are connected to the middle switch MS(2,1) from middle
switch MS(1,1), and the links ML(2,9) and ML(2,10) are
connected to the middle switch MS(2,1) from middle switch
MS(1,3)) and also are connected to exactly d switches in
middle stage 150 through 2xd links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1), and the links ML(3,3) and
ML(3,4) are connected from middle switch MS(2,1) to
middle switch MS(3,2)).

Similarly each of the

Ny
a

middle switches MS(3,1)-MS@.4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 2xd links (for example the links ML@G,1) and MLG,
2) are connected to the middle switch MS(3,1) from middle
switch MS(2,1), and the links ML(3,9) and ML(3,10) are
connected to the middle switch MS(3,1) from middle switch
MS(2,3)) and also are connected to exactly d output switches
in output stage 120 through 2xdlinks (for example the links
ML(4,1) and ML(4,2) are connected to output switch OS1
from middle switch MS(3,1); and the links ML(4,3) and
ML(4,4) are connected to output switch OS2 from middle
switch MS(3,1)).

Each of the

Nz
d

output switches OS1-OS4 are connected from exactly d
switches in middle stage 150 through 2xd links (for example
output switch OS1 is connected from middle switch MS(3,1)
through the links ML(4,1) and ML(4,2); and output switch
OS1is also connected from middle switch MS(3,3) through
the links ML(4,9) and ML(4,10)).

Finally the connection topology of the network 100B2
shown in FIG. 1B2 is known to be back to back Omega
connection topology.

Referring to FIG. 1C2, in one embodiment, an exemplary
asymmetrical multi-link multi-stage network 100C2 with five



Page 148 of 207

US 8,363,649 B2
43

stages of twenty switches for satisfying communication
requests, such as setting up a telephonecall or a datacall, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shownwhereinput stage 110 consists of four,
six by eight switches IS1-IS4 and output stage 120 consists of
four, four by two switches OS1-OS4. And all the middle
stages namely middle stage 130 consists of four, eight by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, four by four switches MS(2,1)-MS(2,4), and middle
stage 150 consists of four, four by four switches MS(3,1)-MS
(3,4).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the

input stage 110 are of size six byeight, the switches in output
stage 120 are of size four by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size six by cight, the
switches in output stage 120 are ofsize four by two, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches [S1-IS4 and output switches OS1-OS4are crossbar
switches. The numberofswitches ofinput stage 110 and of
output stage 120 can be denoted in general withthe variable

where N,isthe total numberofinletlinks or and N,is the total
numberofoutlet links and N,>N, and N,=p"*N, where p>1.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d,*(d+d,) and each output switch
OS1-O84 can be denoted in general with the notation
(2xd*d), where

d

dy = Ni xaF = pxd.

Thesize ofeach switch in any of the middle stages excepting
the first middle stage can be denoted as 2d*2d. The size of
each switch in the first middle stage can be denoted as (d+
d,)*2d. A switch as used herein can be either a crossbar
switch, or anetwork of switches each ofwhich in turn may be
a crossbar switch or a network of switches. An asymmetric
multi-link multi-stage network can be represented with the
notation V,,,2:4(N,, N.. d,s), where N, represents the total
numberofinlet links of all input switches (for example the
links IL1-IL24), N. represents the total numberofoutletlinks
of all output switches (for example the links OL1-OL8), d
represents the inlet links of each input switch where N,>N,,
and s is the ratio of number of incominglinks to each output
switchto the outlet links of each output switch.
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Each of the

=

input switches IS1-IS4 are connected to exactly

dt+a,
2

switches in middle stage 130 through d+d,links (for example
input switch IS1 is connected to middle switch MS(1,1)
through the links ML(1,1), ML(1,2); input switch IS1 is con-
nected to middle switch MS(1,2) through the links ML(1,3)
and ML(1,4); input switch IS1 is connected to middle switch
MS(,3) through the links ML(1,5), ML(1,6); and input
switch IS1 is also connected to middle switch MS(1,4)
through the links ML(1,7) and ML(1,8)).

Eachofthe

=

middle switches MS(1,1)-MS(1.4) in the middle stage 130
are connected from exactly

dt+d, 

input switches through d+d, links (for example the links
ML(1,1) and ML(1,2) are connected to the middle switch
MS(1,1) from input switch [S1; the links ML(1,9) and ML(,
10) are connected to the middle switch MS(1,1) from input
switch IS2; the links ML(1,17) and ML(1,18) are connected
to the middle switch MS(1,1) from input switch IS3; and the
links ML(1,25) and ML(1,26) are connected to the middle
switch MS(1,1) from input switch TS4) andalso are connected
to exactly d switches in middle stage 140 through 2xd links
(for example the links ML(2,1) and ML(2,2) are connected
from middle switch MS(1,1) to middle switch MS(2,1), and
the links ML(2,3) and ML(2,4) are connected from middle
switch MS(1,1) to middle switch MS(2,2)).

Sunilarly each of the

Ny
d

middle switches MS(2,1)-MS(2.4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 2xd links (for example the links ML(2,1) and ML(2,
2) are connected to the middle switch MS(2,1) from middle
switch MS(1,1), and the links ML(2,15 and ML(2,16) are
connected to the middle switch MS(2,1) from middle switch
MS(1,4)) and also are connected to exactly d switches in
middle stage 150 through 2xd links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1), and the links MT.(3,3) and
ML(3,4) are connected from middle switch MS(2,1) to
middle switch MS(3,2)).
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Sunilarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 2xd links (for example the links MT_.(3,1) and MT.(3,
2) are connected to the middle switch MS(3,1) from middle
switch MS(2,1), and the links ML(3,15) and ML(3,16) are
connected to the middle switch MS(3,1) from middle switch
MS(2,4)) and also are connected to exactly d output switches
in output stage 120 through 2xdlinks (for example the links
ML(4,1) and ML(4,2) are connected to output switch OS1
from middle switch MS@,1); and the links ML(4,3) and
ML(4,4) are connected to output switch OS2 from middle
switch MS(3,1)).

Eachofthe

output switches OS1-OS4 are connected from exactly d
switches in middle stage 150 through 2xd links (for example
output switch OS1 is connected from middle switch MS(3,1)
through the links ML(4,1) and ML(4,2); and output switch
OS1is also connected from middle switch MS@3,4) through 30
the links ML(4,15) and ML(4,16)).

Finally the connection topology of the network 100C2
shown in FIG. 1C2 is hereinafter called nearest neighbor
connection topology.

Similar to network 100A2 of FIG. 1A2, 100B2 of FIG.
1B2, and 100C2 of FIG. 1C2,referring to FIG. 1D2, FIG.
1E2, FIG. 1F2, FIG. 1G2, FIG. 1H2, FIG. 112 and FIG. 1J2
with exemplary asymmetrical multi-link multi-stage net-
works 100D2, 100E2, 100F2, 100G2, 100H2, 10012, and
100J2 respectively with five stages of twenty switches for
satisfying communication requests, such assetting up a tele-
phonecall or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, six by eight switches IS1-IS4
and output stage 120 consists of four, four by two switches
OS1-OS4. Andall the middle stages namely middle stage 130
consists of four, eight by four switches MS(1,1)-MS(1,4),
middle stage 140 consists of four, four by four switches
MS(2,1)-MS(2,4), and middle stage 150 consists of four, four
by four switches MS(3,1)-MS(3,4).

Such networks can also be operatedin strictly non-block-
ing manner for unicast connections, because the switches in
the input stage 110 are of size two by four, the switches in
output stage 120 are of size four by two, and there are four
switches in cach of middle stage 130, middle stage 140 and
middle stage 150. Such a network can be operated in rear-
rangeably non-blocking manner for multicast connections,
because the switches in the input stage 110 are ofsize six by
eight, the switches in output stage 120 are of size four by two,
and there are four switches in each of middle stage 130,
middle stage 140 and middle stage 150.

The networks 100D2, 100E2, 100F2, 100G2, 100H2,
10012 and 100J2 ofFIG. 1D2, FIG. 1E2, FIG. 1F2, FIG. 1G2,
FIG. 1H2, FIG. 112, and FIG. 132 are also embodiments of
asymmetric multi-link multi-stage network can be repre-
sented with the notation V,,,,,,,,<(N,, N>, d,s), where N, rep-
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resents the total numberofinlet links ofall input switches (for
example the links IL1-IL8), N, represents the total number of
outlet links of all output switches (for example the links
OL1-OL24), d represents the inlet links of each input switch
where N,>N,, ands is the ratio of number of outgoing links
from each input switchto the inlet links ofeach input switch.

Just like networks of 100A2, 100B2 and 100C2, forall the
networks 100D2, 100E2, 100F2, 100G2, 100H2, 10012 and
10032 ofFIG. 1D2, FIG. 1E2, FIG. 1F2, FIG. 1G2, FIG. 1H2,
FIG.112, and FIG. 1J2, each of the

=

input switches IS1-IS4 are connected to exactly

d+d,
2

switches in middle stage 130 through d+d,links.
Each of the

Np
“a

middle switches MS(1,1)-MS(1.4) in the middle stage 130
are connected from exactly

d+d,

input switches through d+d, links and also are connected to
exactly d switches in middle stage 140 through 2xd links.

Similarly each of the

=

middle switches MS(2,1)-MS(2.4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 2xd links and also are connected to exactly d
switches in middle stage 150 through 2xd links.

Similarly each of the

Nz
d

middle switches MS(3,1)-MS(3.4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 2xdlinks and also are connected to exactly d output
switches in output stage 120 through 2xd links.

Each of the

Ny
a

output switches OS1-OS4 are connected from exactly d
switches in middle stage 150 through 2xdlinks.
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In all the ten embodiments of FIG. 1A2 to FIG. 1J2 the

connection topologyis different. That is the way the links
ML(1,1)-ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-ML(3,
16), and ML(4,1)-ML(4,16) are connected between the
respective stages is different. Even though only ten embodi-
mentsare illustrated, in general, the networkV,,,;,,,,(N,, No, d,
s) can comprise any arbitrary type of connection topology.
For example the connection topology of the network V,,1:..
(N,, N,, d, s) may be back to back Benes networks, Delta
Networks and many more combinations. The applicant notes
that the fundamental property of a valid connection topology
oftheV,,j2c(N,, N2, d,s) network is, when no connections are
setup from any input link all the output links should be reach-
able. Based on this property numerous embodiments of the
network V,,,z4(N,, No, d, s) can be built. The ten embodi-
ments of FIG. 1A2 to FIG. 1J2 are only three examples of
network V,,7na(N,, No, d,s).

In all the ten embodiments ofFIG. 1A2 to FIG. 132, each of
the links ML(1,1)-ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-
ML(3,16) and ML(4,1)-ML(4,16) are either available for use
bya new connection ornot available if currently used by an
existing connection. The input switches IS1-IS4 are also
referred to as the network input ports. The input stage 110 is
often referred to as the first stage. The output switches OS1-
OS4 are also referred to as the network output ports. The
output stage 120 is often referred to as the last stage. The
middle stage switches MS(1,1)-MS(1,4), MS(2,1)-MS(2,4),
and MS(3,1)-MS@,4)are referred to as middle switches or
middle ports.

In the example illustrated in FIG. 1A2 (or in FIG. 1B2 to 30
FIG. 132), a fan-out of four is possible to satisfy a multicast
connection request if input switch is IS2, but only two
switches in middle stage 130 will be used. Similarly, although
a fan-out of three is possible for a multicast connection
requestif the input switch is IS1, again only a fan-out of two
is used. The specific middle switches that are chosen in
middle stage 130 whenselecting a fan-out oftwois irrelevant
so long as at most two middle switches are selected to ensure
that the connection request is satisfied. In essence, limiting
the fan-out from input switch to no more than two middle
switches permits the network 100A2 (or 100B2 to 100J2), to
be operated in rearrangeably nonblocking mannerin accor-
dance with the invention.

The connection request of the type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case of a unicast connection request, a fan-out of oneis used,
i.e. a single middle stage switch in middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the number of middle
stage switches in a network (while maintaining the rearrange-
ably nonblocking nature of operation of the network for mul-
ticast connections). However any arbitrary fan-out may be
used within any of the middle stage switches and the output
stage switchesto satisfy the connection request.
Generalized Asymmetric RNB (N,>N,) Embodiments:

Network 1001K2 of FIG. 1K2 is an example ofgeneral
asymmetrical multi-link multi-stage network V,,;,,0N,, No;
d, s) with Qxlog,, N,)-1 stages where N,>N, and N,=p*N,
where p>1. In network 100K2 of FIG. 1K2, N,=N and
N,=p*N. The general asymmetrical multi-link multi-stage
network V7:,4(N,, N>, d, s) can be operated in rearrangeably
nonblocking mannerfor multicast when s=2 accordingto the
current invention. Also the general asymmetrical multi-link
multi-stage network V,,7:4(N,, No, d, s) can be operated in
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strictly nonblocking mannerfor unicast if S22 according to
the current invention. (And in the example of FIG. 1K2, s=2).
The general asymmetrical multi-link multi-stage network
Vintink(N,, No, d, s) with (2xlog,,N.,)-1 stages has d, (where

d
dj =N,x— =pxd

1 1~N P

inlet links for each of

N,z
d

input switches IS1-IS(N,/d) (for example the links IL1-IL
(p*d) to the input switch IS1) and d+d, (=d+pxd) outgoing
links for each of

No
d

input switches IS1-IS(N,/d) (for example the links ML(1,1)-
ML(1,(d+p*d)) to the input switch IS1). There are d outlet
links for each of

=

output switches OS1-OS(N./d) (for example the links OL1-
OL(d) to the output switch OS1) and 2xd incominglinks for
each of

=

output switches OS1-OS(N,/d) (for example ML(2xLog,
N,2,1)-ML(2xLog, N.-2,2xd) to the output switch OS1).

Eachofthe

Ny
d-

input switches IS1-IS(N./d) are connected to exactly

dt+da
2

switches in middle stage 130 through d+d, links.
Each of the

Ny
d

middle switches MS(1,1)-MS(1,N./d) in the middle stage
130 are connected from exactly d input switches through 2xd
links and also are connected to exactly d switches in middle
stage 140 through 2xdlinks.
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Sunilarly each of the

middle switches

MS(Log,N2 -1, 1)- Ms(Loe. -1,
No

Pome

in the middle stage 130+10*(I_og,, N,-2) are connected from
exactly d switches in middle stage 130+10*(Log, N,-3)
through 2xd links and also are connected to exactly d
switches in middle stage 130+10*(Log, N,-1) through 2xd
links.

Similarly each of the

middle switches

Ny

MS(2. x Log,N2 —3, 1) - as xLogyN2 —3, 7

in the middle stage 130+10*(2*Log, N,-4) are connected
from exactly d switches in middle stage 130+10*(2*Log,
N,-5) through 2xd links and also are connected to exactly d
output switches in output stage 120 through 2xdlinks.

Eachofthe

output switches OS1-OS(N,/d) are connected from exactly d
switches in middle stage 130+10*(2*Log, N.-4) through
2xdlinks.

Asdescribed before, again the connection topology of a
general V,,,1i4(N,, N>, d,s) may be any one of the connection
topologies. For example the connection topology of the net-
work V,,,in(N,, No, d, s) may be back to back inverse Benes
networks, back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property ofa valid con-
nection topology of the general V,_,,,,.,(N,, N>, d, s) network
is, when no connections are setup from any input link if any
output link should be reachable. Based on this property
numerous embodiments of the network V,,,,,,(N,, No, d, s)
can be built. The embodiments of FIG. 1A2 to FIG. 1J2 are

ten examples of network V,,7,(N,, No, d, s) for s—2 and
N>N,.

The general symmetrical multi-link multi-stage network
Vntink(N, N2, d, s) can be operated in rearrangeably non-
blocking manner for multicast when s=2 according to the
current invention. Also the general symmetrical multi-link
multi-stage network V,,7:4(N,, No, d, s) can be operated in
strictly nonblocking mannerfor unicast if S=2 according to
the current invention.
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For example, the network ofFIG. 1C2 shows an exemplary
five-stage network, namely V,,,,,,,,(8,24,2,2), with the follow-
ing multicast assignment I,={1,4} andall other L=forj=[2-
8]. It should be noted that the connection I, fans outin thefirst
stage switch IS1 into middle switches MS(1,1) and MS(1,4)
in middle stage 130, and fans out in middle switches MS(1,1)
and MS(1,4) only once into middle switches MS(2,1) and
MS(2,4) respectively in middle stage 140.

The connection I, also fans out in middle switches MS(2,1)
and MS(2,4) only once into middle switches MS(3,1) and
MS(3,4) respectively in middle stage 150. The connectionI,
also fans out in middle switches MS(3,1) and MS(3,4) only
once into output switches OS1 and OS4in output stage 120.
Finally the connection 1, fans out once in the output stage
switch OS1 into outlet link OL1andin the output stage switch
OS4 twice into the outlet links OL7 and OLS. In accordance

with the invention, each connection can fan out in the input
stage switch into at most two middle stage switches in middle
stage 130.
Symmetric Folded RNB Embodiments:

The folded multi-link multi-stage network Vgi¢.miina(Ni
N,, d, s) disclosed, in the current invention, is topologically
exactly the sameas the multi-link multi-stage network V,,j.4
(N,, N;, d,s), disclosedin the current invention so far, except-
ing thatinthe illustrations folded network Vygi¢.mtina(Ni; No,
d, s) is shownas it is folded at middle stage 130+10*(I og,
N,-2). Thisis true for all the embodiments presented inthe
current invention.

Referring to FIG, 2A, in one embodiment, an exemplary
symmetrical folded multi-link multi-stage network 200A
with five stages of twenty switches for satisfying communi-
cation requests, such as setting up a telephonecall or a data
call, or a connection between configurable logic blocks,
between an input stage 110 and output stage 120 via middle
stages 130, 140, and 150 is shown where input stage 110
consists of four, two by four switches IS1-IS4 and output
stage 120 consists of four, four by two switches OS1-OS4.
Andall the middle stages namely middle stage 130 consists of
four, four by four switches MS(1,1)-MS(1,4), middle stage
140 consists of four, four by four switches MS(2,1)-MS(2,4),
and middle stage 150 consists of four, four by four switches
MS(3,1)-MS(@3,4).

Such a network can be operated in strictly non-blocking
mannerfor unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two,and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size four by two, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches IS1-IS4 and output switches OS1-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable
N/d, where N is the total numberofinlet links or outlet links.
The number of middle switches in each middle stage is
denoted by N/d. The size of each input switch IS1-IS4 can be
denoted in general with the notation d*2d and each output
switch OS1-OS4 can be denoted in general with the notation
2d*d. Likewise, the size of each switch in anyof the middle
stages can be denoted as 2d¥*2d. A switch as used herein can
be either a crossbar switch, or a network of switches each of
which in turn may be a crossbar switch or a network of
switches. A symmetric folded multi-link multi-stage network
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can be representedwith the notationVj51¢miineN,d, 8), where
N represents the total number of inlet links of all input
switches (for example the links IL1-IL8), d represents the
inlet links of each input switch or outlet links of each output
switch, and s is the ratio of number of outgoing links from
each input switch to the inlet links of each input switch.
Althoughit is not necessary that there be the same number of
inlet links IL1-IL8 as there are outlet links OL1-OL8,in a

symmetrical network they are the same.
Each of the N/d input switches IS1-IS4 are connected to

exactly 2xd switches in middle stage 130 through 2xd links
(for example input switch IS1 is connected to middle switch
MS(1,1) through the links ML(,1), ML(1,2), and also to
middle switch MS(1,2) through the links ML(1,3) and ML(1,
4)).

Each of the N/d middle switches MS(1,1)-MS(1,4) in the
middle stage 130 are connected from exactly d input switches
through 2xd links (for example the links ML(1,1) and ML,
2) are connected to the middle switch MS(1,1) from input
switch IS1, and the links ML(1,7) and ML(1,8)are connected
to the middle switch MS(1,1) from input switch IS2) and also
are connected to exactly d switches in middle stage 140
through 2xd links (for example the links ML(2,1) and ML(2,
2) are connected from middle switch MS(1,1) to middle
switch MS(2,1), and the links ML(2,3) and ML(2,4)are con-
nected from middle switch MS(1,1) to middle switch MS(2,
3)).

Similarly each of the N/d middle switches MS(2,1)-MS(2,
4) in the middle stage 140 are connected from exactly d

 
switches in middle stage 130 through 2xd links (for example 30
the links ML(2,1) and ML(2,2) are connected to the middle
switch MS(2,1) from middle switch MS(1,1), and the links
ML(2,11) and ML(2,12) are connected to the middle switch
MS(2,1) from middle switch MS(1,3)) and also are connected
to exactly d switches in middle stage 150 through 2xd links
(for example the links ML(3,1) and ML(3,2) are connected
from middle switch MS(2,1) to middle switch MS(3,1), and
the links ML(3,3) and ML(3,4) are connected from middle
switch MS(2,1) to middle switch MS(3,3)).

Similarly each of the N/d middle switches MS(3,1)-MS@,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through 2xdlinks (for example
the links ML(3,1) and ML(3,2) are connected to the middle
switch MS(3,1) from middle switch MS(2,1), and the links
ML(3,11) and ML(3,12) are connected to the middle switch
MS(3,1) from middle switch MS(2,3)) and also are connected
to exactly d output switches in output stage 120 through 2xd
links (for example the links ML(4,1) and ML(4,2) are con-
nected to output switch OS1 from Middle switch MS(3,1),
and the links ML(4,3) and ML(4,4) are connected to output
switch OS2 from middle switch MS(3,1)).

Each of the N/d output switches OS1-OS4 are connected
from exactly 2xd switches in middle stage 150 through 2xd
links (for example output switch OS1 is connected from
middle switch MS(3,1) through the links ML(4,1) and ML(4,
2), and output switch OS1 is also connected from middle
switch MS(3,2) through the links ML(4,7) and ML(4,8)).

Finally the connection topology of the network 200A
shown in FIG. 2A is knownto be backto back inverse Benes

connection topology.
In other embodiments the connection topology may be

different from the network 200A of PIG. 2A. That is the way
the links ML(1,1)-ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-
ML(3,16), and ML(4,1)-ML(4,16) are connectedbetweenthe
respective stages is different. Even though only one embodi-
mentis illustrated, in general, the network Vgi¢-mineN; 4, 8)
can comprise any arbitrary type of connection topology. For
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example the connection topology of the network Vyia-miink
(N, d, s) may be back to back Benes networks, Delta Net-
works and many more combinations. The applicantnotesthat
the fundamental property of a valid connection topology of
the Vsra-munk(N, d, s) network is, when no connections are
setup from anyinput link all the output links should be reach-
able. Based on this property numerous embodiments of the
network Vgi¢-minx(N, d, s) can be built. The embodiment of
FIG.2A is only one example of network Vyo15mtini(N, d, 8).

In the embodimentofFIG. 2A each of the links ML(1,1)-
ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-ML(3,16) and
ML(4,1)-ML(4,16)are either available for use by a newcon-
nection or not available if currently used by an existing con-
nection. ‘he input switches IS1-IS4 are also referred to as the
network input ports. The input stage 110 is often referred to as
the first stage.‘he output switches OS1-OS4are also referred
to as the network output ports. The output stage 120 is often
referred to as the last stage. The middle stage switches MS(1,
1)-MS(1,4) and MS(2,1)-MS(2,4) are referred to as middle
switches or middle ports. The middle stage 130 is also
referred to as root stage and middle stage switches MS(2,1)-
MS(2,4)are referred to as root stage switches.

In the example illustrated in FIG. 2A, a fan-out of four is
possible to satisfy a multicast connection request if input
switch is 1S2, but only two switches in middle stage 130 will
be used. Similarly, although a fan-out of three is possible for
amulticast connection request ifthe input switchis IS1, again
only a fan-out of two is used. The specific middle switches
that are chosen in middle stage 130 whenselecting a fan-out
oftwois irrelevant so long as at most two middle switches are
selected to ensure that the connection request is satisfied. In
essence, limiting the fan-out from input switch to no more
than two middle switches permits the network 200A, to be
operatedin rearrangeably nonblocking mannerin accordance
with the invention.

The connection request ofthe type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case of a unicast connection request, a fan-outof one is used,
i.e. asingle middle stage switch in middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the numberofmiddle
stage switches in a network (while maintaining the rearrange-
ably nonblocking nature ofoperation of the network for mul-
ticast connections). However any arbitrary fan-out may be
used within any of the middle stage switches and the output
stage switchesto satisfy the connection request.
Generalized Symmetric Folded RNB Embodiments:

Network 200B of FIG. 2B is an example of general sym-
metrical folded multi-link multi-stage network V1.mina(N,
d, s) with (2xlog, N)-1 stages. The general symmetrical
folded multi-link niulti-stage network Vygi7-miini(N, d, 8) can
be operated in rearrangeably nonblocking manner for multi-
cast when s=2 according to the current invention. Also the
general symmetrical folded multi-link multi-stage network
Vyoid-munk(N, d, s) can be operated in strictly nonblocking
mannerfor unicast if S=2 according to the current invention.
(Andin the example of 'IG. 2B, s=2). The general symmetri-
cal folded multi-link multi-stage network Vp14-mina(N: 4, 8)
with (2xlog, N)-1 stages has d inlet links for each of N/d
input switches IS1-IS(N/d) (for example the links IL1-IL(d)
to the input switch IS1) and 2xd outgoing links for each of
N/d input switches IS1-IS(N/d) (for example the links MI_.(1,
1)-ML(1,2d) to the input switch IS1). There are d outlet links
for each of N/d output switches OS1-OS(N/d) (for example
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the links OL1-OL(d) to the output switch OS1) and 2xd
incominglinks for each ofN/d output switches OS1-OS(N/d)
(for example ML(2xLog,, N-2,1)-ML(2xLog,, N-2,2xd) to
the output switch OS1).

Eachof the N/d input switches IS1-IS(N/d) are connected
to exactly d switches in middle stage 130 through 2xd links.

Each of the N/d middle switches MS(1,1)-MS(I,N/d) in
the middle stage 130 are connected from exactly d input
switches through 2xd links and also are connected to exactly
d switches in middle stage 140 through 2xd links.

Similarly each of the N/d middle switches

N

MS(Log,N- 1, 1) - usfogn -1, |

in the middle stage 130+10*(Log,, N-2) are connected from
exactly d switches in middle stage 130+10*(Log, N-3)
through 2xd links and also are connected to exactly d
switches in middle stage 130+10*(Log, N-1) through 2xd
links.

Similarly each of the N/d middle switches

N

MS(2 xLog,N— 3, 1) - Ms|2>Log —3, "|

in the middle stage 1304+10*(2*Log,, N-4) are connected. 30
from exactly d switches in middle stage 130+10*(2*Log,
N-5) through 2xd links and also are connected to exactly d
output switches in outpul stage 120 through 2xd links.

Each of the N/d output switches OS1-OS(N/d) are con-
nected from exactly d switches in middle stage 130+10*
(2*Log, N-4) through 2xdlinks.

Asdescribed before, again the connection topology of a
general V214-mtin(N, d, $) may be any one ofthe connection
topologies. For example the connection topology of the net-
work Vysig-miink(N, d, 8) may be back to back inverse Benes
networks, back to back Omeganetworks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property of a valid con-
nection topology ofthe general V74miina(N; d, s) networkis,
when no connections are setup from any input link if any
output link should be reachable. Based on this property
numerous embodimentsofthe networkV14mini, d, s) can
be built. The embodiment of FIG. 1A is one example of
network Vo14.mtimuN, d,s).

The general symmetrical folded multi-link multi-stage net-
work VysigmtindN, d, 8) can be operated in rearrangeably
nonblocking mannerformulticast when s=2 accordingto the
current invention. Also the general symmetrical folded multi-
linkmulti-stage networkV14.miint(N, 4, 8) can be operated in
strictly nonblocking manner for unicast if s=2 according to
the current invention.

Every switch in the folded multi-link multi-stage networks
discussed herein has multicast capability. Ina Vg1¢.mia(N, 4;
s) network, ifa network inletlink is to be connected to more
than one outlet link on the same output switch, then it is only
necessaryfor the corresponding input switch to have one path
to that output switch. This follows because that path can be
multicast within the output switch to as many outlet links as
necessary. Multicast assignments can therefore be described
in terms of connections between input switches and output
switches. Anexisting connection or a new connection from an
input switch to r' output switches is said to have fan-out r’. If
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all multicast assignments ofafirst type, wherein anyinlet link
of an input switch is to be connected in an output switch to at
most one outlet link are realizable, then multicast assign-
ments of a second type, wherein anyinlet link of each input
switch is to be connected to more than one outlet link in the

same output switch, can also be realized. For this reason, the
following discussion is limited to general multicast connec-
tions of the first type

[wie fan-out’, lar s —

although the samediscussion is applicable to the second type.
To characterize a multicast assignment, for each inlet link

ref Qe s al= SH

let I=O, where

ofa tee a

denote the subset of output switches to whichinlet link i is to
be connected in the multicast assignment. For example, the
network of FIG. 1C shows an exemplaryfive-stage network,
namely V,,74(8,2,2), with the following multicast assign-
mentI,={2,4} and all other I=} forj=[2-8]. It should be noted
that the connection I, fans out in thefirst stage switch IS1 into
middle switches MS(1,1) and MS(1,2) in middle stage 130,
and fans out in middle switches MS(1,1) and MS(,2) only
once into middle switches MS(2,1) and MS(2,3) respectively
in middle stage 140.

The connection I, also fans out in middle switches MS(2,1)
and MS(2,3) only once into middle switches MS(3,2) and
MS@3,4) respectively in middle stage 150. The connectionI,
also fans out in middle switches MS(3,2) and MS@,4) only
once into output switches OS2 and OS4 in output stage 120.
Finally the connection I, fans out once in the output stage
switch OS2into outlet link OL3 andin the output stage switch
OS4twiceinto the outlet links OL7 and OL8. In accordance

with the invention, each connection can fan out in the input
stage switch into at most two middle stage switches in middle
stage 130.
Asymmetric Folded RNB (N,>N,) Embodiments:

Referring to FIG. 2C, in one embodiment, an exemplary
asymmetrical folded multi-link multi-stage network 200C
with five stages of twenty switches for satisfying communi-
cation requests, such as setting up a telephonecall or a data
call, or a connection between configurable logic blocks,
between an input stage 110 and output stage 120 via middle
stages 130, 140, and 150 is shown where input stage 110
consists of four, two by four switches IS1-IS4 and output
stage 120 consists of four, eight by six switches OS1-OS4.
Andall the middle stages namely middle stage 130 consists of
four, four by four switches MS(1,1)-MS(1,4), middle stage
140 consists of four, four by four switches MS(2,1)-MS(2,4),
and middle stage 150 consists of four, four by eight switches
MS(3,1)-MS(@3,4).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
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stage 120 are of size four by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size eight bysix, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches [S1-IS4 and output switches OS1-OS4are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

where N,is the total numberofinlet links or and N,is the total
numberof outlet links and N,>N, and N,=p*N, where p>1.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in 30
general with the notation d*2d and each output switch OS1-
OS4 can be denoted in general with the notation (d+d,)*d,,
where

Thesize ofeach switch in any of the middle stages excepting
the last middle stage can be denoted as 2d*2d. The size of
each switchin the last middle stage can be denoted as 2d*(d+
d,). A switch as used herein can be either a crossbar switch, or
a network of switches each ofwhichin turn may bea crossbar
switch ora network of switches. An asymmetric folded multi-
link multi-stage network can be represented with the notation
Vyotd-munt(N,, N2, d,s), where N,represents the total number
of inlet links of all input switches (for example the links
IL1-IL8), N, represents the total numberofoutlet linksofall
output switches (for example the links OI,1-O1.24), d repre-
sents the inlet links of each input switch where N,>N,, ands
is the ratio of number of outgoing links from each input
switchto the inlet links of each input switch.

Eachofthe

input switches [S1-IS4 are connected to exactly d switches in
middle stage 130 through 2xdlinks (for example input switch
IS1 is connected to middle switch MS(1,1) through the links
ML(1,1), ML(1,2), and also to middle switch MS(1,2)
through the links MT.(1,3) and MI_.(1,4)).
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Each of the

middle switches MS(1,1)-MS(1.4) in the middle stage 130
are connected from exactly d input switches through 2xd
links (for example the links ML(1,1) and ML(1,2) are con-
nected to the middle switch MS(1,1) from input switch IS1,
and the links ML(1,7) and ML(1,8) are connected to the
middle switch MS(1,1) from input switch IS2) and also are
connected to exactly d switches in middle stage 140 through
2xd links (for example the links ML(2,1) and ML(2,2) are
connected from middle switch MS(1,1) to middle switch
MS(2,1), and the links ML(2,3) and ML(2,4) are connected
from middle switch MS(1,1) to middle switch MS(2,3)).

Similarly cach of the

Ny
d

middle switches MS(2,1)-MS(2.4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 2xd links (for example the links ML(2,1) and ML(,
2) are connected to the middle switch MS(2,1) from middle
switch MS(1,1), and the links ML(2,11) and ML(2,12) are
connected to the middle switch MS(2,1) from middle switch
MS(1,3)) and also are connected to exactly d switches in
middle stage 150 through 2xd links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1), and the links ML(3,3) and
ML(3,4) are connected from middle switch MS(2,1) to
middle switch MS(3,3)).

Similarly each of the

middle switches MS(3,1)-MS(3.4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 2xd links (for example the links ML(3,1) and MLG,
2) are connected to the middle switch MS(3,1) from middle
switch MS(2,1), and the links ML(3,11) and ML@3,12) are
connected to the middle switch MS@,1) from middle switch
MS(2,3)) and also are connected to exactly

dtd,
2

output switches in output stage 120 through d+d, links (for
example the links ML(4,1) and ML(4,2) are connected to
output switch OS1 from Middle switch MS(3,1); the links
ML(4,3) and ML(4,4) are connected to output switch OS2
from middle switch MS(3,1); the links ML(4,5) and ML(4,6)
are connected to output switch OS3 from Middle switch
MS(3,1); andthe links ML(4,7) and ML(4,8) are connected to
output switch OS4 from middle switch MS(3,1)).

Eachofthe
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output switches OS1-OS4 are connected from exactly

d+d,
2
 

switches in middle stage 150 through d+d, links (for example
output switch OS1 is connected from middle switch MS(3,1)
through the links MT.(4,1) and MI_(4,2); output switch OS1 is
also connected from middle switch MS(3,2) through the links
ML(4,9) and ML(4,10); output switch OS1 is connected from
middle switch MS(3,3) through the links ML(4,17) and
ML(4,18); and output switch OS1 is also connected from
middle switch MS(3,4) through the links ML(4,25) and
ML(4,26)).

Finally the connection topology of the network 200C
shownin FIG. 2C is knowntobe back to back inverse Benes

connection topology.
In other embodiments the connection topology may be

different from the network 200C of PIG. 2C. Thatis the way
the links ML(1,1)-ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-
ML(3,16), and ML(4,1)-ML(4,16) are connectedbetweenthe
respective stages is different. Even though only one embodi-
mentis illustrated, in general, the network V517.miins(N; , 8)
can comprise any arbitrary type of connection topology. For
example the connection topology of the network Viamuink
(N, d, s) may be back to back Benes networks, Delta Net-
works and many more combinations. The applicant notesthat

he Veia-mtinw(N, d, 8) network is, when no connections are
setup from any inputlink all the output links should be reach-
able. Based on this property numerous embodiments of the
network Vyg2¢-mtnalN, d, s) can be built. The embodimentof
FIG. 2C is only one example of network Viei4mtine(N 4, 8).

In the embodiment of FIG. 2C each of the links ML(1,1)-
ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-ML(3,16) and
ML(4,1)-ML(4,16) are either available for use by a new con-
nection or not available if currently used by an existing con-
nection. The input switches IS1-IS4are also referred to as the
network input ports. The input stage 110 is often referred to as
he first stage. The output switches OS1-OS4 are also referred
o as the network output ports. The output stage 120 is often

referredto as the last stage. The middle stage switches MS(1,
1)-MS(1,4) and MS(2,1)-MS(2,4) are referred to as middle
switches or middle ports. The middle stage 130 is also
referred to as root stage and middle stage switches MS(2,1)-
MS(2,4) are referred to as root stage switches.

In the example illustrated in FIG. 2C, a fan-out of fouris
possible to satisfy a multicast connection request if input
switchis IS2, but only two switches in middle stage 130 will
be used. Similarly, although a fan-outof three is possible for
a multicast connection requestifthe input switch is IS1, again
only a fan-out of two is used. The specific middle switches
that are chosen in middle stage 130 when selecting a fan-out
oftwois irrelevant so long as at most two middle switches are
selected to ensure that the connection request is satisfied. In
essence, limiting the fan-out from input switch to no more
than two middle switches permits the network 200C, to be
operated in rearrangeably nonblocking mannerin accordance
with the invention.

The connection request of the type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case of a unicast connection request, a fan-outof one is used,
i.e. a single middle stage switchin middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
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scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the numberofmiddle
stage switches in a network (while maintaining the rearrange-
ably nonblocking nature ofoperation of the network for mul-
ticast connections). However any arbitrary fan-out may be
used within any of the middle stage switches and the output
stage switchesto satisfy the connection request.

Generalized Asymmetric Folded RNB (N,>N,) Embodi-
ments:

Network 200D of FIG. 2D is an example of general asym-

metrical folded multi-link multi-stage network Vjyrgmtin(N1
N,, d, s) with Qxlog, N,)-1 stages where N,>N, and
N,=p*N,where p>1. Innetwork 200D ofFIG. 2D, N,=N and
N,=p*N. The general asymmetrical folded multi-link multi-
stage network Vyza-miniN1, Nz, d, s) can be operated in
rearrangeably nonblocking mannerfor multicast when s=2
according to the current invention. Also the general asym-

metrical folded multi-link multi-stage network Vjyi¢mtini(N1 5
N,, d, s) can be operated in strictly nonblocking mannerfor
unicast if s=2 according to the current invention. (And in the
example of 'IG. 2D, s=2). The general asymmetrical folded
multi-link multi-stage network Vz2¢.202(N1, No, d, s) with
(2xlog, N,)-1 stages has d inlet links for each of

input switches IS1-IS(N,/d) (for example the links IL1-IL(d)
to the input switch IS1) and 2xd outgoing links for each of

input switches IS1-IS(N,/d) (for example the links ML(1,1)-
ML(1,2d) to the input switch IS1). There are d,

d

(where ad =NoX— = pxd]Ni

outlet links for each of

output switches OS1-OS(N,/d) (for example the links OL1-
OL(p*d) to the output switch OS1) and d+d, (=d+pxd)
incominglinks for each of

output switches OS1-OS(N,/d) (for example ML(2xLog,
N,-2,1)-ML(2xLog,, N,-2, d+d,) to the output switch OS1).
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Eachofthe

input switches IS1-IS(N,/d) are connected to exactly 2xd
switches in middle stage 130 through 2xdlinks.

Eachofthe

middle switches MS(1,1)-MS(1,N,/d) in the middle stage
130 are connected fromexactly d input switches through 2xd
links and also are connected to exactly d switches in middle
stage 140 through 2xd links.

Similarly each of the

middle switches

myMS(Log,N, — 1, 1) -MS{Log,M, - 1, 7

in the middle stage 130+10*(Log,, N,-2) are connected from
exactly d switches in middle stage 130+10*(Log, N,-3)
through 2xd links and also are connected to exactly d
switches in middle stage 130+10*(Log, N,-1) through 2xd
links.

Sunilarly each of the

middle switches

mMS(2xLog,N; —3, 1) - MS(2xLog,N; —3, 7

in the middle stage 130+10*(2*Log, N,-4) are connected
from exactly d switches in middle stage 130+10*(2*Log,
N,-5) through 2xd links and also are connected to exactly

d+d,
2

output switches in output stage 120 through d+d,links.
Eachofthe
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output switches OS1-OS(N,/d) are connected from exactly

d+d,
2

switches in middle stage 130+10*(2*Log, N,-4) through
dtd, links.

As described before, again the connection topology of a

general Vg1¢-miine(N1, No, d, $) may be any one of the con-
nection topologies. For example the connection topology of

the network Vye2¢.miinc(N:, No, d, s) may be back to back
inverse Benes networks, back to back Omega networks, back
to back Benes networks, Delta Networks and many more
combinations. The applicant notesthat the fundamental prop-
erty of a valid connection topology of the general Vjoi4-mrink
(N,, N,, d,s) network is, when no connections are setup from
anyinputlink ifany output link should be reachable. Based on
this property numerous embodiments of the network

Vpoid-miine(N,, Nz,d, s) can be built. The embodimentofPG.
1C is one example ofnetwork V,24-mrms(N1 No, d, s) for s=2
and N,>N,.

The general symmetrical folded multi-link multi-stage net-
WorkVpigmiins(N,, No, d, s) can be operated in rearrangeably
nonblocking mannerfor multicast when s=2 accordingto the
current invention. Also the general symmetrical folded multi-
link multi-stage network V74.miina(N1, No, d,s) can be oper-
ated in strictly nonblocking mannerforunicastifs=2 accord-
ing to the current invention.

For example, the network of FIG. 2C shows an exemplary
five-stage network, namely V1-2.ming(8,24,2,2), with the fol-
lowing multicast assignmentI,={1,4} andall other 1=9 for
j=[2-8]. It should be noted that the connectionI, fans out in
the first stage switch IS1 into middle switches MS(1,1) and
MS(1,2) in middle stage 130, and fans out in middle switches
MS(1,1) and MS(1,2) only once into middle switches MS(2,
1) and MS(2,3) respectively in middle stage 140.

The connection I, also fans out in middle switches MS(2,1)
and MS(2,3) only once into middle switches MS(3,1) and
MS@3,4) respectively in middle stage 150. The connectionI,
also fans out in middle switches MS(3,1) and MS@,4) only
once into output switches OS1 and OS4 in output stage 120.
Finally the connection I, fans out once in the output stage
switch OS1into outlet link OL2 andin the output stage switch
OS4twice into the outlet links OL20 and OL23. In accor-

dance with the invention, each connection can fan out in the
input stage switch into at most two middle stage switches in
middle stage 130.
Asymmetric Folded RNB (N,>N,) Embodiments:

Referring to FIG. 2E, in one embodiment, an exemplary
asymmetrical folded multi-link multi-stage network 200E
with five stages of twenty switches for satisfying communi-
cation requests, such as setting up a telephonecall or a data
call, or a connection between configurable logic blocks,
between an input stage 110 and output stage 120 via middle
stages 130, 140, and 150 is shown where input stage 110
consists of four, six by eight switches IS1-IS4 and output
stage 120 consists of four, four by two switches OS1-OS4.
Andall the middle stages namely middle stage 130 consists of
four, eight by four switches MS(1,1)-MS(1.4), middle stage
140 consists of four, four by four switches MS(2,1)-MS(2,4),
and middle stage 150 consists of four, four by four switches
MS(3,1)-MS(@3,4).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are ofsize six by eight, the switches in output
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stage 120 are of size four by two, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size six by eight, the
switches in output stage 120 are ofsize four by two, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches [S1-IS4 and output switches OS1-OS4are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general withthe variable

N2
q°

where N,isthe total numberofinlet links or and N,is the total
numberofoutlet links and N,>N, and N,=p*N, where p>1.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d,*(d+d,) and each output switch
OS1-OS4 can be denoted in general with the notation 30
(2xd*d), where

d

a = Nixa = px.

Thesize ofeach switch in any of the middle stages excepting
the first middle stage can be denoted as 2d*2d. The size of
each switch in the first middle stage can be denoted as (d+
d,)*2d. A switch as used herein can be either a crossbar
switch, or anetwork of switches each ofwhich in turn may be
a crossbar switch or a network of switches. An asymmetric
folded multi-link multi-stage network can be represented
with the notationVo14-mrni(N,, N>, d,s), where N, represents
the total number of inlet links of all input switches (for
example the links IL1-IL24), N, represents the total number
of outlet links of all output switches (for example the links
OL1-OL8), d represents the inlet links of each input switch
where N,>N,, andsis the ratio of number of incominglinks
to each output switch to the outlet links ofeach output switch.

Eachofthe

input switches IS1-IS4 are connected to exactly

d+ad,
2

switches in middle stage 130 through d+d, links (for example
input switch IS1 is connected to middle switch MS(1,1)
throughthe links ML(1,1), ML(1,2); input switch IS1 is con-
nected to middle switch MS(1,2) through the links MT.(1,3)
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and ML(1,4); input switch IS1 is connected to middle switch
MS(d,3) through the links ML(1,5), ML(1,6); and input
switch IS1 is also connected to middle switch MS(1,4)
through the links ML(1,7) and ML(1,8)).

Each of the

=

middle switches MS(1,1)-MS(1.4) in the middle stage 130
are connected from exactly

d+d,
2

input switches through d+d, links (for example the links
ML(1,1) and ML(1,2) are connected to the middle switch
MS(1,1) frominput switch [S1; the links ML(1,9) and MLC,
10) are connected to the middle switch MS(1,1) from input
switch IS2; the links ML(1,17) and ML(1,18) are connected
to the middle switch MS(1,1) from input switch IS3; and the
links ML(1,25) and ML(1,26) are connected to the middle
switch MS(1,1) from input switch IS4) and also are connected
to exactly d switches in middle stage 140 through 2xd links
(for example the links ML(2,1) and ML(2,2) are connected
from middle switch MS(1,1) to middle switch MS(2,1), and
the links ML(2,3) and ML(2,4) are connected from middle
switch MS(1,1) to middle switch MS(2,3)).

Similarly each of the

=

middle switches MS(2,1)-MS(2.4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 2xd links (for example the links ML(2,1) and ML(2,
2) are connected to the middle switch MS(2,1) from middle
switch MS(1,1), and the links ML(2,11) and ML(,12) are
connected to the middle switch MS(2,1) from middle switch
MS(1,3)) and also are connected to exactly d switches in
middle stage 150 through 2xd links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1), and the links ML(3,3) and
ML(3,4) are connected from middle switch MS(2,1) to
middle switch MS(3,3)).

Similarly each of the

Ny
d

middle switches MS(3,1)-MS(.4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 2xd links (for example the links ML@G,1) and MLG,
2) are connected to the middle switch MS(3,1) from middle
switch MS(2,1), and the links ML(3,11) and ML(3,12) are
connected to the middle switch MS(3,1) from middle switch
MS(2,3)) and also are connected to exactly d output switches
in output stage 120 through 2xd links (for example the links
ML(4,1) and ML(4,2) are connected to output switch OS1
from middle switch MS(3,1); and the links MI.(4,3) and
ML(4,4) are connected to output switch OS2 from middle
switch MS(3,1)).
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Eachofthe

output switches OS1-OS4 are connected from exactly d
switches in middle stage 150 through 2xdlinks (for example
output switch OS1 is connected from middle switch MS(3,1)
(through the links ML(4,1) and ML(4,2); and output switch
OS1is also connected from middle switch MS(3,2) through
the links ML(4,7) and ML(4,8)).

Finally the connection topology of the network 200E
shownin FIG. 2E is knownto be back to back inverse Benes

connection topology.
In other embodiments the connection topology may be

different from the network 200E of FIG. 2E. That is the way
the links ML(1,1)-ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-
ML(3,16), and ML(4,1)-ML(4,16) are connectedbetween the
respective stagesis different.Even though only one embodi-
mentis illustrated, in general, the network Vg24-miina(N; d,s)
can comprise any arbitrary type of connection topology. For
example the connection topologyof the network Ve12.mtnt
(N, d, s) may be back to back Benes networks, Delta Net-
works and many more combinations. The applicantnotesthat
he fundamental property of a valid connection topology of
he Vsia-min(N, d, 8) network is, when no connections are
setup fromany input link all the output links should be reach-

 

 

network Vgi¢.miin(N; d, s) can be built. The embodiment of
FIG.2Eis only one example of network Vyoi¢-mimk(N, 4 s)-

In the embodiment of FIG. 2E eachof the links ML(1,1)-
ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-ML(3,16) and
ML(4,1)-ML(4,16) are either available for use by a new con-
nection or not available if currently used by an existing con-
nection. The input switches [S1-IS4 are also referredto as the
network input ports. The input stage 110 is often referred to as
hefirst stage. The output switches OS1-OS4 are also referred
o as the network output ports. The output stage 120 is often
referred to asthe last stage. The middle stage switches MS(1,
1)-MS(1,4) and MS(2,1)-MS(2,4) are referred to as middle
switches or middle ports. The middle stage 130 is also
referred to as root stage and middle stage switches MS(2,1)-
MS(2,4) are referred to as root stage switches.

In the exampleillustrated in FIG. 2E, a fan-out of four is
possible to satisfy a multicast connection request if input
switchis IS2, but only two switches in middle stage 130 will
be used. Similarly, although a fan-out of three is possible for
a multicast connection request ifthe input switch is IS1, again
only a fan-out of two is used. The specific middle switches
hat are chosen in middle stage 130 when selecting a fan-out
oftwois irrelevant so long as at most two middle switches are
selected to ensure that the connection requestis satisfied. In
essence, limiting the fan-out from input switch to no more
han two middle switches permits the network 200E, to be
operated in rearrangeably nonblocking mannerin accordance
with the invention.

The connection request ofthe type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case of a unicast connection request, a fan-outof one is used,
i.e. a single middle stage switch is used to satisfy the request.
Moreover, although in the above-described embodiment a
limit of two has been placed on the fan-out into the middle
stage switches in middle stage 130, the limit can be greater
depending on the numberof middle stage switches in a net-
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work (while maintaining the rearrangeably nonblocking
nature ofoperation ofthe network for multicast connections).
Howeverany arbitrary fan-out maybe used within any of the
middle stage switches and the output stage switchesto satisfy
the connection request.
Generalized Asymmetric
ments:

Network 200F of FIG. 2F is an example of general asym-
metrical folded multi-link multi-stage network Vjyrgmtinc(N1
N,. d, s) with Qxlog, N,)-1 stages where N,>N, and
N,=p"N, where p>1. In network 200F of FIG. 2F, Nj=N and
N,=p*N.The general asymmetrical folded multi-link multi-
stage network Vio77miink(N,, N2, d, s) can be operated in
rearrangeably nonblocking mannerfor multicast when s=2
according to the current invention. Also the general asym-
metrical folded multi-link multi-stage network Vj;4.min(N1,
N,, d, s) can be operated in strictly nonblocking manner for
unicastif s=2 accordingto the current invention. (Andin the
example of FIG. 2F, s=2). The general asymmetrical folded
multi-link multi-stage network V7¢-mim(N1, No, d, s) with
(2xlog,, N,)—1 stages has d, (where

Folded RNB (N,>N,) Embodi- 
da

dj =N,x No =pxd

inlet links for each of

Ny
d

input switches IS1-IS(N,/d) (for example the links IL1-IL
(p*d) to the input switch IS1) and d+d, (=d+pxd) outgoing
links for each of

Nz
da

input switches IS1-IS(N./d) (for example the links ML(1,1)-
MLI.(1,(d+p*d)) to the input switch IS1). There are d outlet
links for each of

=

output switches OS1-OS(N./d) (for example the links OL1-
OL(d) to the output switch OS1) and 2xd incoming links for
each of

=

output switches OS1-OS(N,/d) (for example ML(2xLog,
N,-2,1)-ML@xLog, N,-2,2xd) to the output switch OS1).

Each of the

alt
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input switches IS1-IS(N./d) are connected to exactly

dt+d
2
 

switches in middle stage 130 through d+d,links.
Each ofthe

middle switches MS(1,1)-MS(1,N,/d) in the middle stage
130 are connected from exactly d inpul swilches through 2xd
links and also are connected to exactly d switches in middle
stage 140 through 2xdlinks.

Similarly cach of the

middle switches

i No
MS(LogNz — 1, 1) — MS(LogyN3 — 1, 5]

in the middle stage 130+10*(Log, N.-2) are connected from
exactly d switches in middle stage 130+10*(Log, N.-3)
through 2xd links and also are connected to exactly d
switches in middle stage 130+10*(Log, N,-1) through 2xd
links.

Sunilarly each of the

middle switches

7)MS(2.xLogyN2 —3, 1) — MS(2%Log,N2 —3, 7

in the middle stage 130+10*(2*Log, N,-4) are connected
from exactly d switches in middle stage 130+10*(2*Log,
N,-5) through 2xd links and also are connected to exactly d
output switches in output stage 120 through 2xdlinks.

Eachofthe

output switches OS1-OS(N,/d) are connected from exactly d
switches in middle stage 130+10*(2*Log, N.-4) through
2xdlinks.

Asdescribed before, again the connection topology of a
general Vg1¢.miin(N,, No, d, s) may be any oneof the con-
nection topologies. For example the connection topology of
the network Vgia-mink(N1, No, d,s) may be back to back
inverse Benes networks, back to back Omega networks, back

Page 159 of 207

10

15

20

25

30

40

60

66

to back Benes networks, Delta Networks and many more
combinations. The applicant notes that the fundamental prop-
erty of a valid connection topology of the general Vjo74-mrink
(N,, N3, d,s) network is, when no connectionsare setup from
anyinputlink ifany outputlink should be reachable. Based on
this property numerous embodiments of the network
Vpoid-miine(N,, Nz,d, 8) can be built. The embodimentofFIG.
2F is one example of networkVimtins(N1, No, d, 8) for s=2
and N,>N,.

The general symmetrical folded multi-link multi-stagenet-
workVy14-mtink(N1, No, d, s) can be operated in rearrangeably
nonblocking mannerfor multicast when s=2 accordingto the
current invention. Also the general symmetrical folded multi-
link multi-stage network V4,miniN1; N., d, 8) can be oper-
ated in strictly nonblocking mannerforunicastifs=2 accord-
ing to the current invention.

For example, the network of FIG. 2E shows an exemplary
five-stage network, namely V1-2.miing(8.24,2.2), with the fol-
lowing multicast assignmentI,={1,4} and all other I,=for
j=[2-8]. It should be noted that the connectionI, fans out in
the first stage switch IS1 into middle switches MS(1,1) and
MS(1,4) in middle stage 130, and fans out in middle switches
MS(1,1) and MS(1,4) only once into middle switches MS(2,
1) and MS(2,4) respectively in middle stage 140.

The connectionI, also fans out in middle switches MS(2,1)
and MS(2,4) only once into middle switches MS(3,1) and
MS(3,4) respectively in middle stage 150. The connectionI,
also fans out in middle switches MS(3,1) and MS@,4) only
once into output switches OS1 and OS4in output stage 120.
Finally the connection I, fans out once in the output stage
switch OS1 into outlet link OLand in the output stage switch
OS4twiceinto the outlet links OL7 and OL8. In accordance

with the invention, each connection can fan oul in the input
stage switch into at most two middle stage switches in middle
stage 130.
SNB Multi-Link Multi-Stage Embodiments:
Symmetric SNB Embodiments:

Referring to FIG. 3A, in one embodiment, an exemplary
symmetrical multi-link multi-stage network 300A with five
stages of twenty switches for satisfying communication
requests, such as setting up a telephonecall or a datacall, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown where input stage 110 consists offour,
twobysix switches IS1-IS4 and output stage 120 consists of
four, six by two switches OS1-OS4. Andall the middle stages
namely middle stage 130 consists of four, six by six switches
MS(1,1)-MS(1,4), middle stage 140 consists of four, six by
six switches MS(2,1)-MS(2,4), and middle stage 150 consists
offour, six by six switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
mannerfor multicast connections, because the switches in the
input stage 110 are of size two bysix, the switches in output
stage 120 are of size six by two, and there are four switches in
each of middle stage 130, middle stage 140 and middle stage
150.

In one embodiment of this network each of the input
switches IS1-IS4 and output switches OS1-OS4 are crossbar
switches. The number ofswitches ofinput stage 110 and of
output stage 120 can be denoted in general with the variable
N/d, where N is the total numberofinlet links or outlet links.
The number of middle switches in each middle stage is
denoted by N/d. The size of each input switch IS1-IS4 can be
denoted in general with the notation d*3d and each output
switch OS1-OS4 can be denoted in general with the notation
3d*d. Likewise, the size of each switch in anyof the middle
stages can be denoted as 3d¥3d. A switch as used herein can
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be either a crossbar switch, or a network of switches each of
which in turn may be a crossbar switch or a network of
switches. A symmetric multi-link multi-stage network can be
represented with the notation V,,,,,,,,(N, d, s), where N repre-
sents the total numberofinlet links of all input switches (for
examplethe links IL1-IL8), drepresentsthe inlet links ofeach
input switchor outlet links of each output switch, ands is the
ratio of numberof outgoing links from each input switch to
the inlet links of each input switch. Althoughit is not neces-
sary that there be the same numberofinlet links IL1-IL8 as
there are outlet links OL1-OL8, in a symmetrical network
theyare the same.

Each of the N/d input switches IS1-IS4 are connected to
exactly 3xd switches in middle stage 130 through 3xd links
(for example input switch IS1 is connected to middle switch
MS(1,1) through the links ML(1,1), ML(,2), and ML(1,3);
and also to middle switch MS(1,2) through the links ML(1,4),
ML(1,5), and ML(1,6)).

Eachof the N/d middle switches MS(1,1)-MS(1,4) in the
middle stage 130 are connected from exactly d input switches
hrough 3xd links (for example the links ML(1,1), ML(,2),
and ML(1,3) are connected to the middle switch MS(1,1)
from input switch IS1, andthe links MT.(1,10), MT.(1,11), and
ML(1,12) are connected to the middle switch MS(1,1) from
input switch IS2) and also are connected to exactly d switches
in middle stage 140 through 3xdlinks (for example the links
ML(2,1), ML(2,2), and ML(2,3) are connected from middle
switch MS(1,1) to middle switch MS(2,1), and the links

 
switch MS(1,1) to middle switch MS(2,3)).

Similarly each of the N/d middle switches MS(2,1)-MS(2,
4) in the middle stage 140 are connected from exactly d
switches in middle stage 130 through 3xdlinks (for example
the links ML(2,1), ML(2,2), and ML(2,3) are connected to the
middle switch MS(2,1) from middle switch MS(1,1), and the
links ML(2,16), ML(2,17), and ML(2,18) are connected to
the middle switch MS(2,1) from middle switch MS(1,3)) and
also are connected to exactly d switches in middle stage 150
through 3xd links (for example the links ML(3,1), ML(3,2),
and ML(3,3) are connected from middle switch MS(2,1) to
middle switch MS(3,1), and the links ML(3,4), ML(3,5), and
ML(3,6) are connected from middle switch MS(2,1) to
middle switch MS(3,3)).

Similarly each of the N/d middle switches MS(3,1)-MS(3,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through 3xdlinks (for example
he links ML(3,1), ML(3,2), and ML(3,3) are connectedto the
middle switch MS(3,1) from middle switch MS(2,1), and the
inks ML(3,16), ML(3,17), and ML(3,18) are connected to
he middle switch MS(3.1) from middle switch MS(2,3)) and
also are connected to exactly d output switches in output stage
120 through 3xdlinks (for example the links ML(4,1), ML(4,
2), and ML(4,3) are connected to output switch OS1 from
Middle switch MS(3,1), and the links ML(4,10), ML(4,11),
and ML(4,12) are connected to output switch OS2 from
middle switch MS(3,1)).

Each of the N/d output switches OS1-OS4 are connected
from exactly 3xd switches in middle stage 150 through 3xd
inks (for example output switch OS1 is connected from
middle switch MS(3,1) through the links ML(4,1), ML(4,2),
and ML(4,3), and output switch OS1 is also connected from
middle switch MS(3,2) through the links ML(4,10), ML(4,
11) and ML(4,12)).

Finally the connection topology of the network 300A
shownin FIG. 3A is knownto be back to back inverse Benes

connection topology.
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Referring to FIG. 3B, in another embodiment of network
VontinkN, d,s), an exemplary symmetrical multi-link multi-
stage network 300B with five stages of twenty switches for
satisfying communication requests, such as setting up a tele-
phonecall or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, two by six switches IS1-IS4
and output stage 120 consists of four, six by two switches
OS1-OS4. Andall the middle stages namely middle stage 130
consists offour, six by six switches MS(1,1)-MS(1,4), middle
stage 140 consists of four, six by six switches MS(2,1)-MS
(2,4), and middle stage 150 consists of four, six by six
switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
mannerfor multicast connections, because the switches inthe
input stage 110 are ofsize two bysix, the switches in output
stage 120 are of size six by two, and there are four switches in
each of middle stage 130, middle stage 140 and middle stage
150.

In one embodiment of this network each of the input
switches IS1-IS4 and output switches OS1-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable
N/d, where N is the total numberofinlet links or outlet links.
The number of middle switches in each middle stage is
denoted by N/d. The size of each input switch IS1-IS4 can be
denoted. in general with the notation d*3d and each output
switch OS1-OS4 can be denoted in general with the notation
3d*d. Likewise, the size of each switch in any of the middle
stages can be denoted as 3d*3d. A switch as used herein can
be either a crossbar switch, or a network of switches each of
which in tum may be a crossbar switch or a network of
switches. The symmetric multi-link multi-stage network of
FIG.3B is also the networkofthetype V,,,,;,,,(N, d,s), where
N represents the total number of inlet links of all input
switches (for example the links IL1-IL8), d represents the
inlet links of each input switch or outlet links of each output
switch, and s is the ratio of number of outgoing links from
each input switch to the inlet links of each input switch.
Althoughit is not necessarythat there be the same numberof
inlet links IL1-IL8 as there are outlet links OL1-OL8, in a
symmetrical network they are the same.

Each of the N/d input switches IS1-IS4 are connected to
exactly 3xd switches in middle stage 130 through 3xd links
(for example input switch IS1 is connected to middle switch
MS(1,1) through the links ML(1,1), ML(1,2), and ML(1,3);
and also to middle switch MS(1,2) through the links ML(1,4),
ML(1,5), and ML(1,6)).

Each of the N/d middle switches MS(1,1)-MS(1,4) in the
middle stage 130 are connected from exactly d input switches
through 3xd links (for example the links ML(1.1), ML(1,2),
and ML(1,3) are connected to the middle switch MS(1,1)
from input switch IS1, and the links ML(1,13), ML(1,14), and
ML(1,15) are connected to the middle switch MS(1,1) from
input switch IS3) and also are connected to exactly d switches
in middle stage 140 through 3xd links (for example the links
ML(2,1), ML(2,2), and ML(2,3) are connected from middle
switch MS(1,1) to middle switch MS(2,1); and the links
ML(2,4), ML(2,5), and ML(2,6) are connected from middle
switch MS(1,1) to middle switch MS(2,2)).

Similarly each of the N/d middle switches MS(2,1)-MS(2,
4) in the middle stage 140 are connected from exactly d
switches in middle stage 130 through 3xd links (for example
the links MT (2,1), MI.(2,2), and MT _.(2,3) are connected to the
middle switch MS(2,1) from middle switch MS(1,1), and the
links MT.(2,13), MI.(2,14), and MI .(2,15) are connected to
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the middle switch MS(2,1) from middle switch MS(1,3)) and
also are connected to exactly d switches in middle stage 150
through 3xd links (for example the links ML(3,1), ML(3,2),
and ML(3,3) are connected from middle switch MS(2,1) to
middle switch MS(3,1), and the links ML(3,4), ML(3.5) and
ML(3,6) are connected from middle switch MS(2,1) to
middle switch MS(3,2)).

Similarly each of the N/d middle switches MS(3,1)-MS(3,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through 3xdlinks (for example
he links ML(3,1), ML(3,2), and ML(3,3) are connectedto the
middle switch MS(3,1) from middle switch MS(2,1), and the
inks ML(3,13), ML(3,14), and ML(3,15) are connected to
he middle switch MS(3.1) from middle switch MS(2,3)) and
also are connected to exactly d output switches in output stage
120 through 3xdlinks (for example the links ML(4,1), ML(4,
2), and ML(4,3) are connected to output switch OS1 from
Middle switch MS(3,1), and the links ML(4,4), ML(4.5), and
ML(4,6) are connected to output switch OS2 from middle
switch MS(3,1)).

Lach of the N/d output switches OS1-OS4 are connected
from exactly 3xd switches in middle stage 150 through 3xd
inks (for example output switch OS1 is connected from

middle switch MS(3,1) through the links MT.(4,1), M1.(4,2),
and ML(4,3), and output switch OS1 is also connected from
middle switch MS(3,3) through the links MI (4,13), MT.(4,
14), and ML(4,15)).

Finally the connection topology of the network 300B
shown in FIG. 3B is knownto be back to back Omega con-
nection topology.

Referring to FIG. 3C, in another embodiment of network
Vinnne(N, d,s), an exemplary symmetrical multi-link multi-
stage network 300C with five stages of twenty switches for
satisfying communication requests, such as setting up a tele-
phonecall or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, two by six switches IS1-IS4
and output stage 120 consists of four, six by two switches
OS1-OS4. And all the middle stages namely middle stage 130
consists of four, six by six switches MS(1,1)-MS(1,4), middle
stage 140 consists of four, six by six switches MS(2,1)-MS
(2,4), and middle stage 150 consists of four, six by six
switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
mannerformulticast connections, becausethe switches in the
input stage 110 are of size two by six, the switches in output
stage 120 are ofsize six by two, and there are four switches in
each ofmiddle stage 130, middle stage 140 and middle stage
150.

In one embodiment of this network each of the input
switches [S1-IS4 and output switches OS1-OS4are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable
N/d, where N is the total numberofinlet links or outlet links.
The number of middle switches in cach middle stage is
denoted by N/d.‘The size of each input switch IS1-IS4 can be
denoted in general with the notation d*3d and each output
switch OS1-OS4 can be denoted in general with the notation
3d*d. Likewise, the size of each switch in any of the middle
stages can be denoted as 3d*3d. A switch as used herein can
be either a crossbar switch, or a network of switches each of
which in turn may be a crossbar switch or a network of
switches. The symmetric multi-link multi-stage network of
FIG.3C is also the network ofthe type V,,,7,,,.(N, d, s), where
N represents the total number of inlet links of all input
switches (for example the links IT.1-II.8), d represents the
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inlet links of each input switch or outlet links of each output
switch, and s is the ratio of number of outgoing links from
each input switch to the inlet links of each input switch.
Althoughit is not necessarythat there be the same numberof
inlet links IL1-IL8 as there are outlet links OL1-OL8, in a
symmetrical network they are the same.

Each of the N/d input switches IS1-IS4 are connected to
exactly 3xd switches in middle stage 130 through 3xd links
(for example input switch IS1 is connected to middle switch
MS(1,1) through the links ML(1,1), ML(,2), and ML(1,3);
and also to middle switch MS(1,2) through the links ML(1,4),
ML(1,5), and ML(1,6)).

Each of the N/d middle switches MS(1,1)-MS(1,4) in the
middle stage 130 are connected trom exactly d input switches
through 3xd links (for example the links ML(1.1), ML(1,2),
and ML(1,3) are connected to the middle switch MS(1,1)
from input switch IS1, and the links ML(1,22), ML(1,23), and
ML(1,24) are connected to the middle switch MS(1,1) from
input switch IS4) and also are connected to exactly d switches
in middle stage 140 through 3xd links (for example the links
ML(2,1), Ml(2,2), and ML(2,3) are connected from middle
switch MS(1,1) to middle switch MS(2,1), and the links
ML(2,4), ML(2,5), and ML(2,6) are connected from middle
switch MS(1,1) to middle switch MS(2,2)).

Similarly each of the N/d middle switches MS(2,1)-MS(2,
4) in the middle stage 140 are connected from exactly d
switches in middle stage 130 through 3xd links (for example
the links ML(2,1), ML(2,2), and ML(2,3) are connected to the
middle switch MS(2,1) from middle switch MS(1,1), and the
links ML(2,22), ML(2,23), and ML(2,24) are connected to
the middle switch MS(2,1) from middle switch MS(1,4)) and
also are connected to exactly d switches in middle stage 150
through 3xd links (for example the links ML(3,1), ML(3,2),
and ML(3,3) are connected from middle switch MS(2,1) to
middle switch MS(3,1), and the links ML(3,4), ML(3,5), and
ML(3,6) are connected from middle switch MS(2,1) to
middle switch MS(3,2)).

Similarly each of the N/d middle switches MS(3,1)-MS@3,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through 3xd links (for example
the links ML(3,1), ML(3,2), and ML(3,3) are connected to the
middle switch MS(3,1) from middle switch MS(2,1), and the
links ML(3,22), ML(3,23), and ML(3,24) are connected to
the middle switch MS(3,1) from middle switch MS(2,4)) and
also are connected to exactly d output switchesin output stage
120 through 3xdlinks (for example the links ML(4,1), ML(4,
2), and ML(4,3) are connected to output switch OS1 from
middle switch MS(3,1), and the links ML(4,4), ML(4,5), and
ML(4,6) are connected to output switch OS2 from middle
switch MS(3,1)).

Eachof the N/d output switches OS1-OS4are connected
from exactly 3xd switches in middle stage 150 through 3xd
links (for example output switch OS1 is connected from
middle switch MS(3,1) through the links ML(4.1), ML(4,2),
and ML(4,3), and output switch OS1 is also connected from
middle switch MS(3,4) through the links ML(4,22), ML(4,
23), and ML(4,24)).

Finally the connection topology of the network 300C
shown in FIG. 3C is hereinafter called nearest neighbor con-
nection topology.

Similar to network 300A ofFIG. 3A, 300B ofFIG.3B, and
300C ofFG.3C,referring to FIG. 3D, FIG.3L, FIG. 31, FIG.
3G,FIG. 3H, FIG. 3] and FIG. 3J with exemplary symmetri-
cal multi-link multi-stage networks 300D, 300E, 300F, 300G,
300H,3001, and 300J respectively with five stages of twenty
switches for satisfying communication requests, suchas set-
ting up a telephonecall ora data call, or aconnection between
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configurable logic blocks, between an input stage 110 and
output stage 120 via middle stages 130, 140, and 150 is shown
where input stage 110 consists of four, two by six switches
1S1-IS4 and output stage 120 consists of four, six by two
switches OS1-OS4. Andall the middle stages namely middle
stage 130 consists of four, six by six switches MS(1,1)-MS
(1,4), middle stage 140 consists of four, six by six switches
MS(2,1)-MS(2,4), and middle stage 150 consists of four, six
bysix switches MS(3,1)-MS(3,4).

Such a network can be operated instrictly non-blocking
mannerformulticast connections, becausethe switches in the

input stage 110 are of size two by six, the switches in output
stage 120 are ofsize six by two, and there are four switches in
each ofmiddle stage 130, middle stage 140 and middle stage
150.

The networks 300D, 300E, 300F, 300G, 300H, 300] and
300] ofFIG.3D, FIG. 3E, FIG.3F, FIG. 3G, FIG.3H,FIG.3],
and FIG. 3J are also embodiments of symmetric multi-link
multi-stage network can be represented with the notation
Vnink(N, d, 8), where N represents the total numberofinlct
links of all input switches (for example the links IL1-IL8), d
representsthe inlet links ofeach input switchor outlet links of
each output switch, and s is the ratio of numberof outgoing
links from each input switchto the inlet links of each input
switch. Although it is not necessary that there be the same
number of inlet links IL1-IL8 as there are outlet links OL1-

OLS8, in a symmetrical network they are the same.
Just like networks of 300A, 300B and 300C,for all the

networks 300D, 300E. 300F, 300G, 300H, 3001 and 300] of
FIG. 3D, FIG. 3E, FIG. 3F, FIG. 3G, FIG. 3H, FIG.3], and
FIG.3J, each ofthe N/d input switches IS1-IS4 are connected
6 exactly 3xd switches in middle stage 130 through 3xd
inks.

Each of the N/d middle switches MS(1,1)-MS(1,4) in the
middle stage 130 are connected from exactly d input switches
hrough 3xd links and also are connected to exactly d
switches in middle stage 140 through 3xdlinks.

Similarly each of the N/d middle switches MS(2,1)-MS(2,
4) in the middle stage 140 are connected from exactly d
switches in middle stage 130 through 3xd links and also are
connected to exactly d switches in middle stage 150 through
3xdlinks.

Similarly each of the N/d middle switches MS(3,1)-MS@,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through 3xd links and also are
connected to exactly d output switches in output stage 120
through 3xd links.

Each of the N/d output switches OS1-OS4 are connected
from exactly 3xd switches in middle stage 150 through 3xd
links.

In all the ten embodiments of FIG. 3A to FIG. 3J the

connection topologyis different. That is the waythe links
ML(1,1)-ML(1,24), MlL(2,1)-ML(2,24), ML(3,1)-ML(3,
24), and ML(4,1)-ML(4,24) are connected between the
respective stages is different. Even though only ten embodi-
ments are illustrated, in general, the network V,,,7,,,:(N, d, s)
can comprise any arbitrary type of connection topology. For
example the connection topology ofthe network V,,,1,:<N, d,
s) may be back to back Benes networks, Delta Networks and
many more combinations. The applicant notes that the fun-
damental property of a valid connection topology of the
VntimeON d, s) network is, when no connectionsare setup from
any inputlink all the output links should be reachable. Based
on this property numerous embodiments of the network
VntinkN, d, s) can be built. The ten embodiments ofFIG. 3A
to FIG. 3] are only three examples of network V,,,,7,,,,(N, d, s)-
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In all the ten embodiments of FIG. 3A to FIG.3J, each of
the links ML(1,1)-ML(1,24), ML(2.1)-ML(2,24), ML(3,1)-
ML(3,24) and ML(4,1)-ML(4,24)are either available for use
by a new connection or not available if currently used by an
existing connection. The input switches IS1-IS4 are also
referred to as the network input ports. The input stage 110 is
often referred to as the first stage. The output switches OS1-
OS4are also referred to as the network output ports. The
output stage 120 is often referred to as the last stage. The
middle stage switches MS(1,1)-MS(1,4), MS(2,1)-MS(2,4),
and MS(3,1)-MS@,4)are referred to as middle switches or
middle ports.

In the example illustrated in FIG. 3A (orin FIG.1B to FIG.
3J), a fan-out of fouris possible to satisfy a multicast connec-
tion request if input switch is [S2, but only two switches in
middle stage 130 will be used. Similarly, althougha fan-out of
three is possible for a multicast connection request ifthe input
switch is IS1, again only a fan-out of two is used. The specific
middle switches that are chosen in middle stage 130 when
selecting a fan-out of two is irrelevant so long as at most two
middle switches are selected to ensure that the connection

requestis satisfied. In essence, limiting the fan-out from input
switch to no more than two middle switches permits the
network 300A (or 300B to 300J), to be operated in strictly
nonblocking mannerin accordance with the invention.

The connection request of the type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case ofa unicast connection request, a fan-out of one is used,
i.e. asingle middle stage switch in middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the number of middle
stage switches in a network (while maintaining the strictly
nonblocking nature of operation of the network for multicast
connections). However any arbitrary fan-out may be used
within any of the middle stage switches and the output stage
switches to satisfy the connection request.

Generalized Symmetric SNB Embodiments:

Network 300K of FIG. 3K is an example of general sym-
metrical multi-link multi-stage network V,,,,,,,,(N, d, s) with
(2xlog, N)-1 stages. The general symmetrical multi-link
multi-stage network V,,,;,,;(N, d, s) can be operatedinstrictly
nonblocking mannerfor multicast when s=3 accordingto the
current invention (and in the example of FIG. 3K, s=3). The
general symmetrical multi-link multi-stage network V4
(N,d, s) with (2xlog, N)-1 stages has d inletlinks for each of
N/d input switches IS1-IS(N/d) (for example the links IL1-
IL(d)to the input switch IS1) and 3xd outgoinglinks for each
of N/d input switches IS1-IS(N/d) (for example the links
ML(1,1)-ML(1,3d)to the input switch IS1). There are d outlet
links for each of N/d output switches OS1-OS(N/d) (for
example the links OL1-OL(d) to the output switch OS1) and
3xd incoming links for each ofN/d output switches OS1-OS
(N/d) (for example ML(2xLog,, N-2,1)-ML(2xLog,N-2,3x
d) to the output switch OS1).

Each of the N/d input switches IS1-IS(N/d) are connected
to exactly d switches in middle stage 130 through 3xd links.

Each of the N/d middle switches MS,1)-MS(,N/d) in
the middle stage 130 are connected from exactly d input
switches through 3xdlinks and also are connected to exactly
d switches in middle stage 140 through 3xd links.
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Sumilarly each of the N/d middle switches

N

MS(Log,N - 1, 1)- MS{Log,N -1, 5]

in the middle stage 130+10*(Log,, N-2) are connected from
exactly d switches in middle stage 130+10*(Log, N-3)
through 3xd links and also are connected to exactly d
switches in middle stage 130+10*(Log, N-1) through 3xd
links.

Similarly each of the N/d middle switches

N

MSQxLog,N ~3, 1) - MS(2xLog,N -3. 3]

in the middle stage 130+10*(2*Log, N-4) are connected
from exactly d switches in middle stage 130+10*(2*Log,
N-5) through 3xd links and also are connected to exactly d
output switches in output stage 120 through 3xdlinks.

Each of the N/d output switches OS1-OS(N/d) are con-
nected from exactly d switches in middle stage 130+10*
(2*Log, N-4) through 3xdlinks.

Asdescribed before, again the connection topology of a
general V,iin<(N, d, s) may be any one of the connection
topologies. For example the connection topology of the net-
work V,,z(N, d, s) may be back to back inverse Benes
networks, back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property ofa valid con-
nection topologyof the general V,,,,;,,,(N, d, s) network is,
when no connections are setup from any input link if any
output link should be reachable. Based on this property
numerous embodiments of the network V,,,1;,,,(N, d, s) can be
built. The embodiments of FIG. 3A to FIG. 3J are ten

examples of network V,,,;;,,(IN, d, s).
The general symmetrical multi-link multi-stage network

Vntin(N, d, s) can be operated in strictly nonblocking manner
for multicast when s=3 accordingto the current invention.

Every switch in the multi-link multi-stage networks dis-
cussed herein has multicast capability. In a V,,,z.,(N, d, s)
network, ifa networkinlet link is to be connected to more than

one outlet link on the same output switch, then it is only
necessaryfor the corresponding input switch to have one path
o that output switch. This follows because that path can be
multicast within the output switch to as many outlet links as
necessary. Multicast assignments can therefore be described
in terms of connections between input switches and output
switches. An existing connection or a new connection from an
input switch to r' output switches is said to have fan-outr’. If
all multicast assignments ofa first type, wherein any inlet link
of an input switchis to be connected in an output switch to at
most one outlet link are realizable, then multicast assign-
ments of a second type, wherein anyinlet link of each input
switch is to be connected to more than one outlet link in the

same output switch, can also be realized. For this reason, the
following discussionis limited to general multicast connec-
ions ofthe first type

 
: , ,N

with fan-out r’, 1 <r =a

although the samediscussion is applicable to the secondtype.
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To characterize a multicast assignment, for eachinlet link

bo al2 wTie{I, >

let =O, where

oc{l.
we YY

denote the subset of output switches to whichinlet link i is to
be connected in the multicast assignment. For example, the
network of FIG. 3C shows an exemplaryfive-stage network,
namely V,7,;(8,2,3), with the following multicast assign-
mentI,={1,4} and all other I=$ forj=[2-8]. It should be noted
that the connection I, fans out in thefirst stage switch IS1 into
middle switches MS(1,1) and MS(1,2) in middle stage 130,
and fans out in middle switches MS(1,1) and MS(1,2) only
once into middle switches MS(2,1) and MS(2,3) respectively
in middle stage 140.

The connection I, also fans out in middle switches MS(2,1)
and MS(2,3) only once into middle switches MS(3,1) and
MS(3,4) respectively in middle stage 150. The connectionI,
also fans out in middle switches MS(3,1) and MS@,4) only
once into output switches OS1 and OS4in output stage 120.
Finally the connection I, fans out once in the output stage
switch OS1into outlet link OL1 andin the output stage switch
OS4 twiceinto the outlet links OL7 and OL8. In accordance

with the invention, each connection can fan out in the input
slage switch into al most two middle stage switches in middle
stage 130.
Asymmetric SNB (N,>N,) Embodiments:

Referring to FIG. 3A1, in one embodiment, an exemplary
asymmetrical multi-link multi-stage network 300A1 with
five stages of twenty switches for satisfying communication
requests, such as setting up a telephonecall or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown where input stage 110 consists offour,
two by six switches IS1-IS4 and output stage 120 consists of
four, eight by six switches OS1-OS4. And all the middle
stages namely middle stage 130 consists of four, six by six
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, six by six switches MS(2,1)-MS(2,4), and middle stage
150 consists offour, four by eight switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
mannerfor multicast connections, because the switches inthe
input stage 110 are ofsize two bysix, the switches in output
stage 120 are of size eight by six, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150.

In one embodiment of this network each of the input
switches IS1-IS4 and output switches OS1-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

N
q”

where N,is the total numberofinlet links or and N,is the total
numberofoutlet links and N,>N, and N,=p*N, where p>1.
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The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d*3d and each output switch OS1-
OS4can be denoted in general with the notation (2d+d,)*d,,
where

d
dy = NyX — = pxd.

2 2 N, Dp

Thesize ofeach switchin anyofthe middle stages excepting
the last middle stage can be denoted as 3d*3d. The size of
each switch in the last middle stage can be denoted as 3d*
(2d+d,). A switch as used herein can beeither a crossbar
switch, or anetwork of switches each ofwhichin tummay be
a crossbar switch or a network of switches. An asymmetric
multi-link multi-stage network can be represented with the
notation V,,21.4(N,, N»,. d, s), where N, represents the total
numberof inlet links of all input switches (for example the
links IL1-IL8), N represents the total numberofoutletlinks of
all output switches (for example the links OL1-OL24), d
representsthe inlet links of each input switch where N,>N,,
and s is the ratio ofnumberofoutgoing links from each input
switch to the inlet links of each input switch,

Eachofthe

input switches [S1-IS4 are connected to exactly d switches in
middle stage 130 through 3xdlinks (for example input switch
IS1 is connected to middle switch MS(1,1) throughthe links
ML(1,1), ML(1,2), and ML(1,3); and also to middle switch
MS(1,2) through the links ML(1,4), ML(,5), and ML(1,6)).

Eachofthe

middle switches MS(1,1)-MS(.,4) in the middle stage 130
are connected from exactly d input switches through 3xd
links (for example the links ML(1,1), ML(1,2), and ML(1,3)
are connected to the middle switch MS(1,1) from input switch
IS1, and the links ML(1,13), ML(1,14), and ML(1,15) are
connected to the middle switch MS(1,1) from input switch
IS3) and also are connected to exactly d switches in middle
stage 140 through 3xdlinks (for example the links ML(2,1),
ML(2,2), and ML(2,3) are connected from middle switch
MS(1,1) to middle switch MS(2,1); and the links ML(2,4),
ML(2,5), and ML(2,6) are connected from middle switch
MS(1,1) to middle switch MS(2,2)).

Sunilarly each of the
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middle switches MS(2,1)-MS(2.4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 3xd links (for example the links ML(2,1), ML(2,2),
and ML(2,3) are connected to the middle switch MS(2,1)
from middle switch MS(1,1), and the links ML(2,13), ML,
14), and ML(2,15) are connected to the middle switch MS(2,
1) from middle switch MS(1,3)) and also are connected to
exactly d switches in middle stage 150 through 3xdlinks (for
example the links MI.(3,1), MI.(3,2), and MI.(3,3) are con-
nected from middle switch MS(2,1) to middle switch MSG,
1), and the links ML(3,4), ML(3,5) and ML(3,6) are con-
nected from middle switch MS(2,1) to middle switch MSG,
2)).

Similarly each of the

middle switches MS(3,1)-MS(.4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 3xd links (for example the links ML(3,1), ML(3,2),
and ML(3,3) are connected to the middle switch MS(3,1)
from middle switch MS(2,1), and the links ML(3,13), ML,
14), and ML(3,15) are connected to the middle switch MS(3,
1) from middle switch MS(2,3)) and also are connected to
exactly

2d + dy 

output switches in output stage 120 through 2d+d,links (For
example the links ML(4,1), ML(4,2), and ML(4,3) are con-
nected to output switch OS1 from Middle switch MS(3,1); the
links ML(4,4), ML(4.5), and ML(4,6) are connected to output
switch OS2 from middle switch MS(3,1); the links ML(4,7),
ML(4,8), and ML(4,9) are connected to output switch OS3
from Middle switch MS(3,1); the links ML(4,10), ML(4.11),
and ML(4,12) are connected to output switch OS2 from
middle switch MS(3,1)).

Eachofthe

output switches ON1-OS4are connected fromexactly

2d + dy
3
 

switches in middle stage 150 through 2d+d, links (for
example output switch OS1 is connected from middle switch
MS@,1) throughthe links ML(4,1), ML(4,2), and ML(4,3);
output switch OS1 is also connected from middle switch
MS(3,2) through the links ML(4,16), ML(4,17), and ML(4,
18); output switch OS1 is connected from middle switch
MS(3,3) through the links ML(4,28), ML(4,29), and ML(4,
30); and output switch OS1 is also connected from middle
switch MS@3,4) through the links ML(4,43), ML(4,44), and
ML(4,45)).

Finally the connection topology of the network 300A1
shownin FIG. 3A1 is knownto be back to back inverse Benes

connection topology.
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Referring to FIG. 3B1, in one embodiment, an exemplary
asymmetrical multi-link multi-stage network 300B1 withfive
stages of twenty switches for satisfying communication
requests, such as setting up a telephonecall or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown whereinput stage 110 consists of four,
two by six switches I1S1-IS4 and output stage 120 consists of
four, eight by six switches OS1-OS4. And all the middle
stages namely middle stage 130 consists of four, six by six
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, six by six switches MS(2,1)-MS(2,4), and middle stage
150 consists offour, four by eight switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
mannerformulticast connections, because the switchesin the

input stage 110 are of size two by six, the switches in output
stage 120 are of size eight by six, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150.

In one embodiment of this network each of the input
switches [S1-IS4 and output switches OS1-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

N
q

where N,isthe total numberofinletlinks or and N,is the total
numberofoutlet links and N,>N, and N,=p*N, where p>1.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d*3d and each output switch OS1-
OS4can be denoted in general with the notation (2d+d,)*d,,
where

d
dy = N2X — =pXd.

2 2 M P

Thesize ofeach switchin any of the middle stages excepting
the last middle stage can be denoted as 3d*3d. The size of
each switch in the last middle stage can be denoted as 2d*
(2d+d,). A switch as used herein can be either a crossbar
switch, or anetwork of switches each ofwhich in turn may be
a crossbar switch or a network of switches. An asymmetric
multi-link multi-stage network can be represented with the
notation V,,,z24(N,, N2, d,s), where N, represents the total
numberofinlet links of all input switches (for example the
links IL1-IL8), N. represents the total numberof outlet links
of all output switches (for example the links OL1-OL24), d
represents the inlet links of each input switch where N,>N,,
and s is the ratio ofnumberofoutgoing links from each input
switchto the inlet links of each input switch.
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Each of the

input switches IS1-IS4 are connected to exactly 3xd switches
in middle stage 130 through 3xd links (for example input
switch IS1 is connected to middle switch MS(1,1) through the
links ML(,1), ML(1,2), and ML(1,3); and also to middle
switch MS(1,2) through the links ML(1,4), ML(1,5), and
ML(1,6)).

Each of the

middle switches MS(1,1)-MS(1.4) in the middle stage 130
are connected from exactly d input switches through 3xd
links (for example the links ML(1,1), ML(1,2), and ML(,3)
are connected to the middle switch MS(1,1) from input switch
IS1, and the links ML(1,13), ML(1,14), and ML(1,15) are
connected to the middle switch MS(1,1) from input switch
IS3) and also are connected to exactly d switches in middle
stage 140 through 3xd links (for example the links ML(2,1),
ML(2,2), and ML(2,3) are connected from middle switch
MS(1,1) to middle switch MS(2,1); and the links ML(2,4),
ML(2,5), and ML(2,6) are connected from middle switch
MS(1,1) to middle switch MS(2,2)).

Similarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 3xd links (for example the links ML(2,1), ML(2,2),
and ML(2,3) are connected to the middle switch MS(2,1)
from middle switch MS(1,1), and the links ML(2,13), ML,
14), and ML(2,15) are connected to the middle switch MS(2,
1) from middle switch MS(1,3)) and also are connected to
exactly d switches in middle stage 150 through 3xdlinks (for
example the links ML(3,1), ML(3,2), and ML(3,3) are con-
nected from middle switch MS(2,1) to middle switch MSG,
1), and the links ML(3,4), ML(3,5) and ML(3,6) are con-
nected from middle switch MS(2,1) to middle switch MSG,
2)).

Similarly each of the

middle switches MS(3,1)-MS@.4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 3xd links (for example the links ML(3.1), ML(3,2),
and ML(3,3) are connected to the middle switch MS(3,1)
from middle switch MS(2,1), and the links ML(3,13), MLG,
14), and MI .(3,15) are connected to the middle switch MS(3,
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1) from middle switch MS(2,3)) and also are connected to
exactly

Id + dy
3

output switches in output stage 120 through 2d+d, links (For
example the links ML(4,1), ML(4,2), and ML(4,3) are con-
nected to output switch OS1 from Middle switch MS(3,1); the
links ML(4,4), ML(4.5), and ML(4,6) areconnected to output
switch OS2 from middle switch MS(3,1); the links ML(4,7),
ML(4,8), and ML(4,9) are connected to output switch OS3
from Middle switch MS(3,1); the links ML(4,10), ML(4.11),
and MI.(4,12) are connected to output switch OS2 from
middle switch MS(3,1)).

Each ofthe

output switches OS1-OS4 are connected from exactly

2d + dy
3
 

switches in middle stage 150 through 2d+d, links (for
example output switch OS1 is connected from middle switch
MS(3,1) through the links ML(4,1), ML(4,2), and ML(4,3);
output switch OS1 is also connected from middle switch
MS(3,2) through the links ML(4,16), ML(4.17), and ML(4,
18); output switch OS1 is connected from middle switch
MS(3,3) through the links ML(4,28), ML(4,29), and ML(4,
30); and output switch OS1 is also connected from middle
switch MS(3,4) through the links ML(4,43), ML(4,44), and
MI_.(4,45)).

Finally the connection topology of the network 300B1
shown in FIG. 3B1 is known to be back to back Omega
connection topology.

 

Referring to FIG. 3C1, in one embodiment, an exemplary
asymmetrical multi-link multi-stage network 300C1 withfive
stages of twenty switches for satisfying communication
requests, such as setting up a telephonecall or a datacall, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown whereinput stage 110 consists offour,
two by six switches 1S1-IS4 and output stage 120 consists of
four, eight by six switches OS1-OS4. And all the middle
stages namely middle stage 130 consists of four, six by six
switches MS(1,1)-MS(,4), middle stage 140 consists of
four, six by six switches MS(2,1)-MS(2,4), and middle stage
150 consists offour, four by eight switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
mannerformulticast connections, becausethe switches inthe
input stage 110 are of size two by six, the switches in output
stage 120 are of size eight by six, and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150.

In one embodiment of this network each of the input
switches [S1-IS4 and output switches OS1-OS4are crossbar
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switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

N
q’

where N,is the total numberofinletlinks or and N,is the total
numberofoutlet links and N,>N, and N,=p*N, where p>1.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d*3d and cach output switch OS1-
OS4 can be denoted in general with the notation (2d+d,)*d,,
where

d

dy = Na x 5 =pxd.

Thesize of each switch in any ofthe middle stages excepting
the last middle stage can be denoted as 3d*3d. The size of
each switch in the last middle stage can be denoted as 2d*
(2d+d,). A switch as used herein can be either a crossbar
switch, or a network of switches each ofwhich in turn may be
a crossbar switch or a network of switches. An asymmetric
multi-link multi-stage network can be represented with the
notation V,,4..(N,, N», d, s), where N, represents the total
numberofinlet links ofall input switches (for example the
links IL1-IL8), N. represents the total numberofoutlet links
ofall output switches (for example the links OL1-OL24), d
represents the inlet links of each input switch where N,>N,,
and s is the ratio ofnumberofoutgoing links from each input
switch to the inlet links of each input switch.

Eachofthe

input switches IS1-IS4 are connected to exactly 3xd switches
in middle stage 130 through 3xd links (for example input
switch IS1 is connected to middle switch MS(1,1) through the
links ML(1,1), ML(1,2), and ML(1,3); and also to middle
switch MS(1,2) through the links ML(1,4), ML(1,5), and
ML(1,6)).

Eachofthe

middle switches MS(1,1)-MS(1.4) in the middle stage 130
are connected from exactly d input switches through 3xd
links (for example the links ML(1,1), ML(1,2), and ML(1,3)
are connected to the middle switch MS(1,1) from input switch
IS1, and the links ML(1,22), ML(1,23), and ML(1,24) are
connected to the middle switch MS(1,1) from input switch
IS4)) and also are connected to exactly d switches in middle
stage 140 through 3xd links (for example the links MT.(2,1),
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MI(2,2), and ML(2,3) are connected from middle switch
MS(1,1) to middle switch MS(2,1), and the links ML(2,4),
ML(2,5), and ML(2,6) are connected from middle switch
MS(1,1) to middle switch MS(2,2)).

Sunilarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 3xd links (for example the links ML(2,1), ML(2,2),
and ML(2,3) are connected to the middle switch MS(2,1)
from middle switch MS(1,1), and the links ML(2,22), ML(2,
23), and ML(2,24) are connected to the middle switch MS(2,
1) from middle switch MS(1,4)) and also are connected to
exactly d switches in middle stage 150 through 3xdlinks (for
example the links ML(3,1), ML@,2), and ML(3,3) are con-
nected from middle switch MS(2,1) to middle switch MS(3,
1), and the links ML(3,4), ML(3,5), and ML(3,6) are con-
nected from middle switch MS(2,1) to middle switch MS(3,
2)).

Sunilarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 3xd links (for example the links ML(3,1), ML@G,2),
and ML(3,3) are connected to the middle switch MS(3,1)
from middle switch MS(2,1), and the links ML(3,22), ML(3,
23), and ML(3,24) are connected to the middle switch MS(3,
1) from middle switch MS(2,4)) and also are connected to
exactly

2d + dy

output switches in output stage 120 through 2d+d, links
(For example the links ML(4,1), ML(4,2), and ML(4,3)are

connected to output switch OS1 from Middle switch MS(3,
1); the links ML(4,4), ML(4.5), and ML(4,6) are connected to
output switch OS2 trom middle switch MS(3,1); the links
ML(4,7), ML(4,8), and ML(4,9) are connected to output
switch OS3 from Middle switch MS(3,1); the links ML(4,10),
ML(4.11), and ML(4,12) are connected to output switch OS2
from middle switch MS(3,1)).

Lach ofthe

output switches OS1-OS4 are connected from exactly

2d + dy
3

switches in middle stage 150 through 2d+d, links (for
example output switch OS1 is connected from middle switch
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MS(3,1) through the links ML(4,1), ML(4,2), and ML(4,3);
output switch OS1 is also connected from middle switch
MS(3,2) through the links ML(4,16), ML(4,17), and ML(4,
18); output switch OS1 is connected from middle switch
MS(3,3) through the links ML(4,28), ML(4,29), and ML(4,
30); and output switch OS1 is also connected from middle
switch MS(3,4) through the links ML(4,43), ML(4,44), and
ML(4,45)).

Finally the connection topology of the network 300C1
shown in P'IG. 3C1 is hereinafter called nearest neighbor
connection topology.

Similar to network 300A1 of FIG. 3A1. 300B1 of FIG.
3B1, and 300C1 of FIG. 3C1, referring to FIG. 3D1, FIG.
3E1, FIG. 3F1, FIG. 3G1, FIG. 3H1, FIG. 311 and FIG. 3J1
with exemplary asymmetrical multi-link multi-stage net-
works 300D1, 300E1, 300F1, 300G1, 300H1, 300J1, and
300J1 respectively with five stages of twenty switches for
satisfying communication requests, suchas setting up a tele-
phonecall or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
inpul stage 110 consists of four, two by six switches IS1-IS4
and output stage 120 consists of four, six by two switches
OS1-OS4. And all the middle stages namely middle stage 130
consists offour, six by six switches MS(1,1)-MS(1,4), middle
stage 140 consists of four, six by six switches MS(2,1)-MS
(2,4), and middle stage 150 consists of four, six by six
switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
mannerfor multicast connections, because the switches in the
input stage 110 are ofsize two bysix, the switches in output
stage 120 are of size six by two, and there are four switchesin
each of middle stage 130, middle stage 140 and middle stage
150.

The networks 300D1, 300E1, 300F1, 300G1. 300H1,
30011 and 300J1 ofFIG. 3D1, FIG. 3E1, FIG. 3F1, FIG. 3G1,
FIG. 3H1, FIG. 311, and FIG. 3J1 are also embodiments of
asymmetric multi-link multi-stage network can be repre-
sented with the notationV,,,,,,,(N,, N>, d,s), where N, rep-
resents the total numberofinlet links ofall input switches(for
example the links IL1-IL8), N, represents the total number of
outlet links of all output switches (for example the links
OL1-OL24), d represents the inlet links of each input switch
where N,>N,, and s is the ratio of numberofoutgoing links
from cach input switch to the inlct links ofcach input switch.

Just like networks of 300A1, 300B1 and 300C1, forall the
networks 300D1, 300E1, 300F1, 300G1, 300H1, 30011 and
300J1 ofFIG. 3D1, FIG. 3E1, FIG. 3F1, FIG. 3G1, FIG. 3H1,
FIG. 311, and FIG. 3J1, each of the

 

N
d

input switches IS1-IS4 are connected to exactly d switches in
middle stage 130 through 3xd links.

Each of the

middle switches MS(1,1)-MS(1.4) in the middle stage 130
are connected from exactly d input switches through 3xd
links and also are connected to exactly d switches in middle
stage 140 through 3xdlinks.
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Sunilarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130

through 3xd links and also are connected to exactly d 1
switches in middle stage 150 through 3xdlinks.

Sunilarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 3xd links and also are connected to exactly

2d + dz
3

output switches in output stage 120 through 2d+d links.
Eachofthe

output switches OS1-OS4 are connected from exactly

Id + dy
3

switches in middle stage 150 through 2d+d, links
In all the ten embodiments of FIG. 3A1 to FIG. 3J1 the

connection topologyis different. That is the way the links
ML(1,1)-ML(1,24), ML(2,1)-ML(2,24), ML(3,1)-ML(@,
24), and ML(4,1)-ML(4,48) are connected between the
respective stages is different. Even though only ten embodi-
ments areillustrated, in general, the networkV,,,,,,,(N,,N>,d,
s) can comprise any arbitrary type of connection topology.
For example the connection topology of the network V,,,;,,.x
(N,, N,, d, s) may be back to back Benes networks, Delta
Networks and many more combinations. The applicant notes
that the fundamental property of a valid connection topology
ofthe V,,jing(N,,N>, d,s) network is, when no connections are
setup from any inputlink all the output links should be reach-
able. Based on this property numerous embodiments of the
network V,j2.(N,, N., d, s) can be built. The ten embodi-
ments of FIG. 3A1 to FIG. 3J1 are only three examples of
network V,,j:n.(N,, No, 4, 8).

In all the ten embodiments ofFIG. 3.A1 to FIG. 3J1, each of
the links ML(1,1)-ML(1,24), ML(2,1)-ML(2,24), ML(3,1)-
ML(3,24) and ML(4,1)-ML(4,48) are either available for use
bya new connection ornot available if currently used by an
existing connection. The input switches IS1-IS4 are also
referred to as the network input ports. The input stage 110 is
often referred to as the first stage. The output switches OS1-
OS4 are also referred to as the network output ports. The
output stage 120 is often referred to as the last stage. The
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middle stage switches MS(1,1)-MS(1,4), MS(2,1)-MS(2,4),
and MS(3,1)-MS(3,4) are referred to as middle switches or
middle ports.

In the example illustrated in '1G. 3A1 (or in FIG. 3B1 to
FIG. 3J1), a fan-out of four is possible to satisfy a multicast
connection request if input switch is IS2, but only two
switches in middle stage 130 will be used. Similarly, although
a fan-out of three is possible for a multicast connection
requestif the input switch is IS1, again only a fan-out of two
is used. The specific middle switches that are chosen in
middle stage 130 whenselecting a fan-out oftwois irrelevant
so long as at most two middle switches are selected to ensure
that the connection request is satisfied. In essence, limiting
the fan-out from input switch to no more than two middle
switches permits the network 300A1 (or 300B1 to 300J1), to
be operated in strictly nonblocking manner in accordance
with the invention.

The connection request of the type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case of a unicast connection request, a fan-out of oneis used,
i.e. asingle middle stage switch in middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the number of middle
stage switches in a network (while maintaining the strictly
nonblocking nature of operation ofthe network for multicast
connections). [lowever any arbitrary fan-out may be used
within any ofthe middle stage switches and the output stage
switches to satisfy the connection request.

Generalized Asymmetric SNB (N,>N,) Embodiments:

Network 300K1 of FIG. 3K1 is an cxample of general
asymmetrical multi-link multi-stage network V,,.3:,::(N,; No;
d, s) with (2xlog,, N,)-1 stages where N,>N, and N=p*N,
where p>1. In network 300K1 of FIG. 3K1, N,=N and
N,=p*N. The general asymmetrical multi-link multi-stage
network V,,,7.(N,, N>, d, s) can be operatedin strictly non-
blocking manner for multicast when 3 according to the cur-
rent invention (and in the example of FIG. 3K1, s=3). The
general asymmetrical multi-link multi-stage network V,,j:.4
(N,. N,, d,s) withxlog,, N,)—1 stages has d inletlinks for
each of

input switches IS1-IS(N, /d) (for examplethe links IL1-IL(d)
to the input switch IS1) and 3xd outgoinglinks for each of

input switches IS1-IS(N,/d) (for example the links ML(1,1)-
ML(1,3d) to the input switch IS1). There are d,

d

(were dg =N2X— = pxa]Ni
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outlet links for each of

output switches OS1-OS(N,/d) (for example the links OL1-
OL(p*d) to the output switch OS1) and 2d+d, (=2d+pxd)
incominglinks for each of

outpul switches OS1-OS(N,/d) (lor example ML(2xLog,
N,-2,1)-ML(2xLog, N,-2,2d+d,) to the output switch
O81).

Eachofthe

input switches IS1-IS(N,/d) are connected to exactly 3xd
switches in middle stage 130 through 3xdlinks.

Eachofthe

middle switches MS(1,1)-MS(1,N,/d) in the middle stage
130 are connected from exactly d input switches through 3xd
links and also are connected to exactly d switches in middle
stage 140 through 3xdlinks.

Similarly each of the

middle switches

Ny }MS(LogyN; — 1,1) - MS{Logy- 1, Fz

in the middle stage 130+10*(Log, N,—-2) are connected from
exactly d switches in middle stage 130+10*(Log, N,-3)
through 3xd links and also are connected to exactly d
switches in middle stage 130+10*(Log, N,-1) through 3xd
links.

Sumilarly each of the

middle switches

, N

MS(2xLogyN; —3, 1) - MS[2xLogNy -3, +)
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in the middle stage 130+10*(2*Log, N,-4) are connected
from exactly d switches in middle stage 130+10*(2*Log,
N,-5) through 3xd links and also are connected to exactly

2d + dy
3
 

output switches in output stage 120 through 2d+d, links.
Lach of the

output switches OS1-OS(N,/d) are connected from exactly

Qd + dy
3
 

switches in middle stage 130+10*(2*Log, N,-4) through
2d+d, links.

As described before, again the connection topology of a
general V,,,44:4(N,, N2, d, s) may be any one of the connection
topologies. For example the connection topology of the net-
work V,ung(N,, N>. d, s) may be back to back inverse Benes
networks, back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property ofa valid con-
nection topology of the general V,,,7::.(N,, N>, d, s) network
is, when no connections are setup from any inputlink if any
output link should be reachable. Based on this property
numerous embodiments of the network V,,,,,.,(N,, N>, d, 8)
can be built. The embodiments of FIG. 3A1 to FIG. 3J1 are

ten examples of network V_,j,.(N,, N», d, s) for s=3 and
N{>N,.

The general symmetrical multi-link multi-stage network
Vntinn&N,, N>, d, s) can be operated in strictly nonblocking
mannerfor multicast when 3 according to the current inven-
tion.

For example, the network ofFIG. 3C1 shows an exemplary
five-stage network, namely V,,,;;,,;(8,24,2,3), with the follow-
ing multicast assignment I,={1,4} andall other I=@ forj=[2-
8]. It should benoted that the connection I, fans out in thefirst
stage switch IS1 into middle switches MS(1,1) and MS(1,2)
in middle stage 130, and fans out in middle switches MS(1,1)
and MS(1,2) only once into middle switches MS(2,1) and
MS(2,3) respectively in middle stage 140.

The connection I, also fans out in middle switches MS(2,1)
and MS(2,3) only once into middle switches MS(3,1) and
MS(3,4) respectively in middle stage 150. The connectionI,
also fans out in middle switches MS(3,1) and MS@,4) only
once into output switches OS1 and OS4 in output stage 120.
Finally the connection I, fans out once in the output stage
switch OS1into outlet link OL2 andin the output stage switch
OS4twice into the outlet links OL19 and OL21. In accor-

dance with the invention, each connection can fan out in the
input stage switch into at most two middle stage switches in
middle stage 130.
Asymmetric SNB (N,>N,) Embodiments:

Referring to FIG. 3A2, in one embodiment, an exemplary
asymmetrical multi-link multi-stage network 300A2 with
five stages of twenty switches for satisfying communication
requests, suchas setting up a telephonecall or a data call, or
a connection between configurable logic blocks, between an
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input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown whereinput stage 110 consists offour,
six by eight switches IS1-IS4 and output stage 120 consists of
four, six by two switches OS1-OS4. Andall the middle stages
namely middle stage 130 consists of four, eight by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, six by six switches MS(2,1)-MS(2,4), and middle stage
150 consists of four, six by six switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
mannerformulticast connections, because the switches in the

input stage 110 are of size six byeight, the switches in output
stage 120 are ofsize six by two, and there are four switches in
each ofmiddle stage 130, middle stage 140 and middle stage
150.

In one embodiment of this network cach of the input
switches [S1-IS4 and output switches OS1-OS4are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

where N,is the total numberofinletlinks or and N,, is the total
numberof outlet links and N,>N, and N,=p*N, where p>1.
The number of middle switches in cach middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d, *(2d+d,) and each output switch
OS1-OS4canbe denoted in general with the notation 3d*d,
where

d

a = MX 5 = px.

Thesize ofeach switch in any of the middle stages excepting
the first middle stage can be denoted as 3d*3d. The size of
each switch in the first middle stage can be denoted as (2d+
d,)*3d. A switch as used herein can be either a crossbar
switch, or anetwork of switches each ofwhich in turn may be
a crossbar switch or a network of switches. An asymmetric
multi-link multi-stage network can be represented with the
notation V,,.zm;(N,, N»,. d, s), where N, represents the total
numberofinlet links of all input switches (for example the
links IL1-IL24), N. represents the total numberofoutletlinks
of all output switches (for example the links OL1-OL8), d
representsthe inlet links of each input switch where N,>N,,
and s is the ratio of numberof incominglinks to each output
switch to the outlet links of each output switch.

Eachofthe
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input switches IS1-IS4 are connected to exactly

2d + dy
3

switches in middle stage 130 through 2d+d, links (for
example input switch IS1 is connected to middle switch
MS(1,1) through the links ML(1,1), ML(,2), and ML(1,3);
input switch IS1 is also connected to middle switch MS(1,2)
through the links ML(1,4), ML(,5), and ML(1,6); input
switch IS1 is connected to middle switch MS(1,3) through the
links ML(1,7), ML(1,8), and ML(1,9); and input switch IS1 is
also connected to middle switch MS(1,4) through the links
ML(1,10), MLG,11), and ML(1,12)).

Each of the

Nz
d

middle switches MS(1,1)-MS(1.4) in the middle stage 130
are connected from exactly

2d + di
3

input switches through 2d+d, links (for example middle
switch MS(1,1) is connected from input switch IS1 through
the links ML(1,1), ML(1,2), and ML(1,3); middle switch
MS(1,1) is connected from input switch IS2 through the links
ML(1,16), ML(1,17), and ML(1,18); middle switch MSC,1)
is connected from input switch IS3 through the links ML(,
28), MI.(1,29), and MI.(1,30); and middle switch MS(1,1) is
connected frominput switch IS4 throughthe links ML(1,43),
MI.(1,44), and MI.(1,45)) and also are connectedto exactly d
switches in middle stage 140 through 3xd links (for example
the links ML(2,1), ML(2,2), and ML(2,3) are connected from
middle switch MS(1,1) to middle switch MS(2,1), and the
links ML(2,4), ML(2,5), and ML(2,6) are connected. from
middle switch MS(1,1) to middle switch MS(2,3)).

Similarly each of the

No
d

middle switches MS(2,1)-MS(2.4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 3xd links (for example the links ML(2.1), ML(2,2),
and ML(2,3) are connected to the middle switch MS(2,1)
from middle switch MS(1,1), and the links ML(2,16), ML(2,
17), and ML(2,18) are connected to the middle switch MS(2,
1) from middle switch MS(1,3)) and also are connected to
exactly d switches in middle stage 150 through 3xdlinks (for
example the links ML(3,1), ML(3,2), and ML(3,3) are con-
nected from middle switch MS(2,1) to middle switch MSG,
1), and the links ML(3,4), ML(3,5), and ML(3,6) are con-
nected from middle switch MS(2,1) to middle switch MSG,
3)).

Similarly each of the

a|=
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middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 3xd links (for example the links ML(3,1), ML(3,2),
and MI.(3,3) are connected to the middle switch MS(3,1)
from middle switch MS(2,1), and the links ML(3,16), ML(3,
17), and ML(3,18) are connected to the middle switch MS@,
1) from middle switch MS(2,3)) and also are connected to
exactly d output switches in output stage 120 through 3xd
links (for example the links ML(4,1), ML(4,2), and ML(4,3)
are connected to output switch OS1 from Middle switch
MS(3,1), and the links ML(4,10), ML(4,11), and ML(4,12)
are connected to output switch OS2 from middle switch
MS(3,1)).

Eachofthe

output switches OS1-OS4 are connected from exactly d
switches in middle stage 150 through 3xdlinks (for example
output switch OS1 is connected from middle switch MS(3,1)
through the links MT (4,1), MI.(4,2), and MT_.(4,3), and output
switch OS1 is also connected from middle switch MS(3,2)
through the links MT.(4,10), MI.(4,11) and MI.(4,12)).

Finally the connection topology of the network 300A2
shown in FIG. 3A2 is knownto be back to back inverse Benes

connection topology.
Referring to FIG. 3B2, in one embodiment, an exemplary 30

asymmetrical multi-link multi-stage network 300B2 with five
stages of twenty switches for satisfying communication
requests, such as setting up a telephonecall or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown whereinput stage 110 consists of four,
six by eight switches IS1-IS4 and output stage 120 consists of
four, six by two switches OS1-OS4. Andall the middle stages
namely middle stage 130 consists of four, eight by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, six by six switches MS(2,1)-MS(2,4), and middle stage
150 consists of four, six by six switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
mannerformulticast connections, becausethe switches in the
input stage 110 are ofsize six by eight, the switches in output
stage 120 are ofsize six by two, and there are four switches in
each ofmiddle stage 130, middle stage 140 and middle stage
150.

In one embodiment of this network each of the input
switches [S1-IS4 and output switches OS1-OS4are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

N2
q

where N,is the total numberofinlet links or and N,is the total
numberofoutlet links and N,>N, and N,=p*N, where p>1.
‘The number of middle switches in each middle stage is
denoted by
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The size of each input switch IS1-IS4 can be denoted in
general with the notation d, *(2d+d,) and each output switch
OS1-OS4 can be denoted in general with the notation 3d*d,
where

d
d, =N, xX — =pxd.

1 1~N P

Thesize of each switch in any ofthe middle stages excepting
the first middle stage can be denoted as 3d*3d. Thesize of
each switch in the first middle stage can be denoted as (2d+
d,)*3d. A switch as used herein can be either a crossbar
switch, or a network of switches each ofwhich in turn may be
a crossbar switch or a network of switches. An asymmetnc
multi-link multi-stage network can be represented with the
notation V,,.<(N,, N>, d, s), where N, represents thetotal
numberofinlet links ofall input switches (for example the
links IL1-IL24), N, represents the total numberofoutlet links
of all output switches (for example the links OL1-OL8), d
represents the inlet links of each input switch where N,>N,,
and s is the ratio of number of incominglinks to each output
switch to the outlet links of each output switch.

Eachofthe

=

input switches IS1-IS4 are connected to exactly

Qd +d;
3

switches in middle stage 130 through 2d+d, links (for
example input switch IS1 is connected to middle switch
MS(1,1) through the links ML(1,1), ML(1,2), and ML(1,3);
input switch IS1 is also connected to middle switch MS(1,2)
through the links ML(1,4), ML(,5), and ML(1,6); input
switch IS1 is connected to middle switch MS(1,3) through the
links ML(1,7), ML(1,8), and ML(1,9); and input switch IS1is
also connected to middle switch MS(1,4) through the links
ML(1,10), ML(1,11), and ML(1,12)).

Eachofthe

Nz
“da

middle switches MS(1,1)-MS(1.4) in the middle stage 130
are connected from exactly

2d +d,
3

input switches through 2d+d, links (for example middle
switch MS(1,1) is connected from input switch IS1 through
the links ML(1,1), ML(1,2), and ML(1,3); middle switch
MS(,1) is connected from input switch IS2 through the links
ML(1,16), ML(1,17), and ML(1,18); middle switch MSQ,1)
is connected from input switch IS3 through the links MI.(1,
28), ML(1,29), and ML(1,30); and middle switch MS(1,1) is
connected from input switch 1S4 through the links MT.(1,43),
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ML(1,44), and ML(1,45)) and also are connected to exactly d
switches in middle stage 140 through 2xdlinks (for example
the links ML(2,1), ML(2,2), and ML(2,3) are connected from
middle switch MS(1,1) to middle switch MS(2,1); and the
links ML(2,4), ML(2,5), and ML(2,6) are connected from
middle switch MS(1,1) to middle switch MS(2,2)).

Sunilarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 3xd links (for example the links ML(2,1), ML(2,2),
and ML(2,3) are connected to the middle switch MS(2,1)
from middle switch MS(1,1), and the links ML(2,13), ML(2,
14), and ML(2,15) are connected to the middle switch MS(2,
1) from middle switch MS(1,3)) and also are connected to
exactly d switches in middle stage 150 through 3xd links (for
example the links ML(3,1), ML@,2), and ML(3,3) are con-
nected from middle switch MS(2,1) to middle switch MS(3,
1), and the links ML(3,4), ML(3,5) and ML(3,6) are con-
nected from middle switch MS(2,1) to middle switch MS(3,
2)).

Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 3xd links (for example the links ML(3,1), ML(3,2),
and ML(3,3) are connected to the middle switch MS(3,1)
from middle switch MS(2,1), and the links ML(3,13), ML(3,
14), and ML(3,15) are connected to the middle switch MSG,
1) from middle switch MS(2,3)) and also are connected to
exactly d output switches in output stage 120 through 3xd
links (for example the links ML(4,1), ML(4,2), and ML(4,3)
are connected to output switch OSI from Middle switch
MS(3,1), and the links ML(4,4), ML(4.5), and ML(4,6) are
connected to output switch OS2 from middle switch MS(3,
1)).

Eachofthe

output switches OS1-OS4 are connected from exactly d
switches in middle stage 150 through 3xdlinks (for example
output switch OS1 is connected from middle switch MS(3,1)
through the links ML(4,1), ML(4,2), and ML(4,3), and output
switch OS1 is also connected from middle switch MS(3,3)
through the links ML(4,13), ML(4,14), and ML(4,15)).

Finally the connection topology of the network 300B2
shown in FIG. 3B2 is known to be back to back Omega
connection topology.

Referring to FIG. 3C2, in one embodiment, an exemplary
asymmetrical multi-link multi-stage network 300C2 with five
stages of twenty switches for satisfying communication
requests, suchas setting up a telephonecall or a datacall, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown whereinput stage 110 consists of four,
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six by eight switches IS1-IS4 and outputstage 120 consists of
four, six by two switches OS1-OS4. And all the middle stages
namely middle stage 130 consists of four, eight by four
switches MS(1,1)-MS(1,4), middle stage 140 consists of
four, six by six switches MS(2,1)-MS(2,4), and middle stage
150 consists of four, six by six switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
mannerfor multicast connections, because the switches inthe

input stage 110 are ofsize six by eight, the switches in output
stage 120 are of size six by two,and there are four switches in
each of middle stage 130, middle stage 140 and middle stage
150.

In one embodiment of this network cach of the input
switches IS1-IS4 and output switches OS1-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

No
q

where N,is the total numberofinletlinks or and N,is the total
numberof outlet links and N,>N., and N,=p*N, where p>1.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d, *(2d+d,) and each output switch
OS1-OS4 can be denoted in general with the notation 3d*d,
where

d
4d, =N,X — =pxd.2N

Thesize of each switch in any ofthe middle stages excepting
the first middle stage can be denoted as 3d*3d. Thesize of
each switch in the first middle stage can be denoted as (2d+
d,)*3d. A switch as used herein can be either a crossbar
switch, or a network of switches each ofwhich in turn may be
a crossbar switch or a network of switches. An asymmetric
multi-link multi-stage network can be represented with the
notation V,,,i%(N,, N>, d, s), where N, represents the total
numberofinlet links of all input switches (for example the
links IL1-IL24), N, represents the total numberofoutlet links
of all output switches (for example the links OL1-OL8), d
represents the inlet links of each input switch where N,>N,,
ands is the ratio of numberof incominglinks to each output
switch to the outlet links of each output switch.

Each of the

N;
dd

input switches IS1-IS4 are connected to exactly

2d +d,
3
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switches in middle stage 130 through 2d4d, links (for
example input switch IS1 is connected to middle switch
MS(1,1) through the links ML(1,1), ML(1,2), and ML(1,3);
input switch IS1 is also connected to middle switch MS(1,2)
through the links ML(1,4), ML(1,5), and ML(1,6); input
switch IS1 is connected to middle switch MS(1,3) through the
links ML(1,7), ML(1,8), and ML(1,9); and input switch IS1 is
also connected to middle switch MS(1,4) through the links
ML(1,10), ML(1,11), and ML(1,12)).

Eachofthe

middle switches MS(1,1)-MS(,4) in the middle stage 130
are connected from exactly

Id + dy

input switches through 2d+d, links (for example middle
switch MS(1,1) is connected from input switch IS1 through
the links ML(,1), ML(,2), and ML(,3); middle switch
MS(1,1) is connected from input switch IS2 through the links
ML(1,16), ML(1,17), and ML(1,18); middle switch MS(1,1)
is connected from input switch IS3 through the links ML(1,
28), ML(1,29), and ML(1,30); and middle switch MS(1,1)is
connected from input switch IS4 through the links ML(1,43),
ML(1,44), and ML(1,45)) and also are connected to exactly d
switches in middle stage 140 through 3xdlinks (for example
the links ML(2,1), M1(2,2), and ML(2,3) are connected from
middle switch MS(1,1) to middle switch MS(2,1), and the
links ML(2,4), ML(2,5), and ML(2,6) are connected from
middle switch MS(1,1) to middle switch MS(2,2)).

Similarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 3xd links (for example the links ML(2,1), ML(2,2),
and ML(2,3) are connected to the middle switch MS(2,1)
from middle switch MS(1,1), and the links ML(2,22), ML(2,
23), and ML(2,24) are connected to the middle switch MS(2,
1) from middle switch MS(1,4)) and also are connected to
exactly d switches in middle stage 150 through 3xd links (for
example the links ML(3,1), ML@,2), and ML(3,3) are con-
nected from middle switch MS(2,1) to middle switch MS(3,
1), and the links ML(3,4), ML(3,5), and ML(3,6) are con-
nected from middle switch MS(2,1) to middle switch MS(3,
2)).

Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 3xd links (for example the links ML(3,1), ML(3,2),
and MI.(3,3) are connected to the middle switch MS(3,1)
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from middle switch MS(2,1), and the links ML(3,22), ML,
23), and ML(3,24) are connected to the middle switch MS(3,
1) from middle switch MS(2,4)) and also are connected to
exactly d output switches in output stage 120 through 3xd
links (for example the links ML(4,1), ML(4,2), and ML(4,3)
are connected to output switch OS1 from middle switch
MS(3,1), and the links ML(4,4), ML(4,5), and ML(4,6) are
connected to output switch OS2 from middle switch MS@,
1)).

Each of the

a|z

output switches OS1-OS4 are connected from exactly d
switches in middle stage 150 through 3xd links (for example
output switch OS1 is connected from middle switch MS(3,1)
through the links ML(4,1), ML(4,2), and ML(4,3), and output
switch OS1 is also connected from middle switch MS(3,4)
through the links ML(4,22), ML(4,23), and ML(4,24)).

Finally the connection topology of the network 300C2
shown in FIG. 3C2 is hereinafter called nearest neighbor
connection topology.

Similar to network 300A2 of FIG. 3A2. 300B2 of FIG.

3B2, and 300C2 of FIG. 3C2, referring to IG. 3D2, FIG.
3E2, FIG. 3F2, FIG. 3G2, FIG. 3H2, FIG. 312 and FIG. 3J2
with exemplary asymmetrical multi-link multi-stage net-
works 300D2, 300E2, 300F2, 300G2, 300H2, 30012, and
300J2 respectively with five stages of twenty switches for
satisfying communication requests, such as setting up a tele-
phonecall or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, six by eight switches IS1-IS4
and output stage 120 consists of four, six by two switches
OS1-OS4. Andall the middle stages namely middle stage 130
consists of four, eight by four switches MS(1,1)-MS(1,4),
middle stage 140 consists of four, six by six switches MS(2,
1)-MS(2,4), and middle stage 150 consists of four, six by six
switches MS(3,1)-MS(3,4).

Such a network can be operated in strictly non-blocking
mannerfor multicast connections, because the switches inthe

input stage 110 are ofsize six by eight, the switches in output
stage 120are of size six by two, and there are four switches in
each of middle stage 130, middle stage 140 and middle stage
150.

The networks 300D2, 300E2, 300F2, 300G2. 300H2,
30012 and 30032 ofFIG. 3D2, FIG. 3E2,FIG. 3F2, FIG. 3G2,
T'IG. 3112, FIG. 312, and I'IG. 3J2 are also embodiments of
asymmetric multi-link multi-stage network can be repre-
sented with the notation V,,,;,.,(N,, N2, d,s), where N, rep-
resentsthe total numberofinlet links ofall input switches (for
example the links IL1-IL8), N, represents the total number of
outlet links of all output switches (for example the links
OL1-0L24), d representsthe inlet links of each input switch
where N,>N,, and s is the ratio of number of outgoing links
fromeachinput switchto the inlet links ofeach input switch.

Just like networks of 300A2, 300B2 and 300C2, forall the
networks 3001D2, 300F2, 300F2. 300G2, 300H2, 30012 and
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300J2 ofFIG. 3D2,FIG. 3E2, FIG. 3F2, FIG. 3G2, FIG. 3H2,
FIG. 312, and FIG. 3J2, each of the

 

N2
d

input switches IS1-IS4 are connected to exactly

2d + dy
3

switches in middle stage 130 through 2d+d, links.
Eachofthe

middle switches MS(1,1)-MS(,4) in the middle stage 130
are connected from exactly

2d + dy

input switches through 2d+d, links and also are connected to
exactly d switches in middle stage 140 through 3xd links.

Sunilarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through 3xd links and also are connected to exactly d
switches in middle stage 150 through 3xd links.

Sunilarly each of the

middle switches MS(3,1)-MS(@3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through 3xd links and also are connected to exactly d output
switches in output stage 120 through 3xdlinks.

Each ofthe

output switches OS1-OS4 are connected from exactly d
switches in middle stage 150 through 3xdlinks.

In all the ten embodiments of FIG. 3A2 to FIG. 3J2 the

connection topology is different. That is the way the links
ML(1,1)-ML(,48), ML(2,1)-ML(2,24), ML(3,1)-ML(,
24), and ML(4,1)-ML(4,24) are connected between the
respective stages is different. Rven though only ten embodi-
ments areillustrated, in general, the networkV,,7,,,,(N,, No, d,
s) can comprise any arbitrary type of connection topology.
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For example the connection topology of the network Vjin
(N,, N5, d, s) may be back to back Benes networks, Delta
Networks and many more combinations. The applicant notes
that the fundamental propertyof a valid connection topology
oftheV,,jinc(N,.N>.d, 8) network is, when no connections are
setup from anyinputlink all the output links should be reach-
able. Based on this property numerous embodiments of the
network V,,ia(N,, N>, d, s) can be built. The ten embodi-
ments of FIG. 3A2 to FIG. 3J2 are only three examples of
network V,,jc(N,, N>, d, s).

In all the ten embodiments ofFIG. 3.A2 to FIG.3J2, each of
the links ML(1,1)-ML(1,48), ML(2.1)-ML(2,24), ML(3,1)-
ML(3,24) and ML(4,1)-ML(4,24)are either available for use
by a new connectionor not available if currently used by an
existing connection. The input switches IS1-IS4 are also
referred to as the network input ports. The input stage 110 is
often referred to as the first stage. The output switches OS1-
OS4are also referred to as the network output ports. The
output stage 120 is often referred to as the last stage. The
middle stage switches MS(1,1)-MS(1,4), MS(2,1)-MS(2,4),
and MS(3,1)-MS(3,4) are referred to as middle switches or
middle ports.

In the example illustrated in FIG. 3A2 (or in FIG. 3B2 to
FIG.3J2), a fan-out of four is possible to satisfy a multicast
connection request if input switch is IS2, but only two
switches in middle stage 130 will be used. Similarly, although
a fan-out of three is possible for a multicast connection
requestif the input switch is IS1, again only a fan-out of two
is used. The specific middle switches that are chosen in
middle stage 130 whenselecting a fan-out oftwois irrelevant
so long as at most two middle switches are selected to ensure
that the connection request is satisfied. In essence, limiting
the fan-out from input switch to no more than two middle
switches permits the network 300A2 (or 300B2 to 300J2), to
be operated in strictly nonblocking manner in accordance
with the invention.

The connection request of the type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case of a unicast connection request, a fan-outof one is used,
i.e.a single middle stage switch in middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the number of middle
stage switches in a network (while maintaining the strictly
nonblocking nature of operation of the network for multicast
connections). However any arbitrary fan-oul may be used
within any of the middle stage switches and the output stage
switches to satisfy the connection request.
Generalized Asymmetric SNB (N,>N,) Embodiments:

Network 3001K2 of FIG. 3K2 is an example of general
asymmetrical multi-link multi-stage network V,,j..(N1, No;
d, s) with (2xlog,, N.)-1 stages where N,>N, and N,=p*N,
where p>1. In network 300K2 of FIG. 3K2, N,=N and
N,=p*N. The general asymmetrical multi-link multi-stage
network V,,,,,,(N,, N., d, s) can be operated in strictly non-
blocking manner for multicast when s=3 according to the
current invention (and in the example ofFIG. 3K2, s=3). The
general asymmetrical multi-link multi-stage network V,,j;.%
(N,, N>, d, s) with (2xlog, N,)-1 stages has d, (where

d

d= Ni Xa = pxd



Page 175 of 207

US 8,363,649 B2
97

inlet links for each of

input switches IS1-IS(N,/d) (for example the links IL1-IL
(p*d) to the input switch IS1) and 2d+d, (=2d+pxd) outgoing
links for each of

input switches IS1-IS(N,/d) (for examplethe links ML(1,1)-
ML(1,(d+p*d)) to the input switch IS1). There are d outlet
links for each of

output switches OS1-OS(N,/d) (for example the links OL1-
OL(d) to the output switch OS1) and 2xd incominglinks for
each of

output switches OS1-OS(N,/d) (for example ML(2xLog,
N,-2,1)-ML(2xLog, N,-2,3xd) to the output switch OS1).

Eachofthe

input switches IS1-IS(N./d) are connected to exactly

2d + dy
3

switches in middle stage 130 through 2d+d, links.
Eachofthe

middle switches MS(1,1)-MS(1,N,/d) in the middle stage
130 are connected from exactly d input switches through 3xd
links and also are connected to exactly d switches in middle
stage 140 through 3xdlinks.

Similarly each of the

«|=
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middle switches

N2
MS(Log,N2 -2)- M5(LogyN2 -1, 5)

in the middle stage 130+10*(Log,, N,-2) are connected from
exactly d switches in middle stage 130+10*(Log, N,-3)
through 3xd links and also are connected to exactly d
switches in middle stage 130+10*(Log,, N»-1) through 3xd
links.

Similarly each of the

=

middle switches

Np

MS(Log,N2 -3, 1)- Ms(2 xLog,N2 -3, F)

in the middle stage 130+10*(2*Log, N,-4) are connected
from exactly d switches in middle stage 130+10*(2*Log,
N,-5) through 3xd links and also are connected to exactly d
output switches in output stage 120 through 3xd links.

Each of the

Ny
d

output switches OS1-OS(N,/d) are connected from exactly d
switches in middle stage 130+10*(2*Log, N,-4) through
2xd links.

As described before, again the connection topologyof a
general V,,,;,(N,,N>, d, s) may be any one of the connection
topologies. For example the connection topology ofthe net-
work V_ing(N,, N», d, s) may be back to back inverse Benes
networks, back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property of a valid con-
nection topology of the general V,,,7::.(N,, No, d, s) network
is, when no connections are setup from any inputlink if any
output link should be reachable. Based on this property
numerous embodiments of the network V,,,,,,..(N,, N>, d,s)
can be built. The embodiments of FIG. 3A2 to FIG. 3J2 are

ten examples of network V,,14::(N,, N»2, d, s) for s=3 and
N>N,.

The general symmetrical multi-link multi-stage network
Vnting(N,, No, d, 8) can be operated in strictly nonblocking
manner for multicast when s=3 according to the current
invention.

For example, the network ofFIG. 3C2 shows an exemplary
five-stage network, namely V,,,;;,,;(8,24,2,3), with the follow-
ing multicast assignmentI ,={1,4} andall other I=@ forj=[2-
8]. It should be noted that the connectionI, fans out in thefirst
stage switch IS1 into middle switches MS(1,1) and MS(1,4)
in middle stage 130, and fans out in middle switches MS(1,1)
and MS(1,4) only once into middle switches MS(2,1) and
MS(2,4) respectively in middle stage 140.

The connection I, also fans out in middle switches MS(2,1)
and MS(2,4) only once into middle switches MS(3,1) and
MS(3,4) respectively in middle stage 150. The connection I,

miin
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also fans out in middle switches MS(3,1) and MS@3,4) only
once into output switches OS1 and OS4in output stage 120.
Finally the connection I, fans out once in the output stage
switch OS1into outlet link OT.1 andin the output stage switch
OS4 twiceinto the outlet links OL7 and OLS. In accordance

with the invention, each connection can fan out in the input
stage switch into at most two middle stage switches in middle
stage 130.
Folded Strictly Nonblocking Multi-lmk Multi-stage Net-
works:

The folded multi-link multi-stage network Vo14minx(N1;
N,, d, s), disclosed in the current invention, is topologically
exactly the same as the multi-stage network V,,,j:(N,. No, d,
s), disclosed in U.S. Provisional Patent Application Ser. No.
60/940,392 that is incorporated by reference above, excepting
thatin theillustrations folded network Vp1-mzina(N1,No>, 4, §)
is shownasit is folded at middle stage 130+10*(Log,, N.-2).

The general symmetrical folded multi-link multi-stage net-
work Voidmini(N, Nz, d,s) can also be operatedinstrictly
nonblocking mannerfor multicast when s=3 accordingto the
current invention. Similarly the general asymmetrical folded
multi-link multi-stage network Vj¢mtinz(N1, No, d,s) can
also be operatedinstrictly nonblocking manner for multicast
when s=3 according to the current invention.
Folded Multi-Stage Network Embodiments:
Symmetric Folded RNB Embodiments:

Referring to FIG. 4A, in one embodiment, an exemplary
symmetrical folded multi-stage network 400A with five
stages of thirty two switches for satisfying communication
requests, such as setting up a telephonecall or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown whereinput stage 110 consists of four,
two by four switches IS1-IS4 and output stage 120 consists of
four, four by two switches OS1-OS4. And all the middle
stages namely middle stage 130 consists of eight, two by two
switches MS(1,1)-MS(1,8), middle stage 140 consists of
eight, two by two switches MS(2,1)-MS(2,8), and middle
stage 150 consists ofeight, two by two switches MS(3,1)-MS
(3,8).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two, and there are eight switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size four by two, and there
are cight switches in cach of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network cach of the input
switches [S1-IS4 and output switches OS1-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

/d, where N is the total numberofinlet links or outlet links.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d*2d and each output switch OS1-
OS4 can be denoted in general with the notation 2d*d. Like-
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wise, the size of each switch in any of the middle stages can
be denoted as d*d. A switch as used herein can be either a

crossbar switch, or a network of switches each of whichin
turn maybe a crossbar switch or a network of switches. A
symmetric folded multi-stage network can be represented
with the notation V,,,,4N,d, s), where N represents the total
numberofinlet links ofall input switches (for example the
links IL1-IL8), d represents the inlet links of each input
switch oroutlet links of each output switch, andsis the ratio
of number of outgoing links from each input switch to the
inlet links of each input switch. Althoughit is not necessary
that there be the same numberofinletlinks IT.1-IT.8 as there

are outlet links OL1-OL8, in a symmetrical network they are
the same.

Each of the N/d input switches IS1-IS4 are connected to
exactly 2xd switches in middle stage 130 through 2xd links
(for example input switch IS1 is connected to middle switches
MS(d,1), MS(,2), MS(1,5) and MS(,6) through the links
ML(1,1), ML(,2), ML(1,3) and ML(1,4) respectively).

Eachofthe

we x
ale

middle switches MS(1,1)-MS(1.8) in the middle stage 130
are connected from exactly d input switches through d links
(for example the links ML(1,1) and ML(1,5) are connected to
the middle switch MS(1,1) from input switch IS1 and IS2
respectively) and also are connected to exactly d switches in
middle stage 140 through d links (for example the links
ML(2,1) and ML(2,2) are connected from middle switch
MS(,1) to middle switch MS(2,1) and MS(2,3) respec-
tively).

Similarly each of the

middle switches MS(2,1)-MS(2.8) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links ML(2,1) and ML(2,6)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for example the links ML(3,1) and ML(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,3) respectively).

Similarly cach of the

middle switches MS(3,1)-MS(3,8) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,6)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly d output switches in output stage 120
through d links (for example the links ML(4,1) and ML(4,2)
are connected to output switches OS1 and O82 respectively
from middle switches MS@G,1)).

Eachof the N/d output switches OS1-OS4 are connected
from exactly 2xd switches in middle stage 150 through 2xd
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links (for example output switch OS1 is connected from
middle switches MS(3,1), MS(3,2), MS(3,5) and MS(3,6)
through the links ML(4,1), ML(4,3), ML(4,9) and ML(4,11)
respectively).

Finally the connection topology of the network 400A
shownin FIG. 4A is knownto be back to back inverse Benes

connection topology.
Referring to FIG. 4A1, in another embodimentofnetwork

VeidN, d,s), an exemplary symmetrical folded multi-stage
network 400A1 with five stages of thirty two switches for
satisfying communication requests, such as setting up a tele-
phonecall or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, two by four switches IS1-IS4
and output stage 120 consists of four, four by two switches
OS1-O84. And all the middle stages namely middle stage 130
consists of eight, two by two switches MS(1,1)-MS(1,8),
middle stage 140 consists of eight, two by two switches
MS(2,1)-MS(2,8), and middle stage 150 consists of eight,
two by two switches MS(3,1)-MS(3,8).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two, and there are eight switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are ofsize four by two, and there
are eight switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network each of the input
switches [S1-IS4 and output switches OS1-OS4are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable
N/d, where N is the total numberofinlet links or outlet links.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d*2d and each output switch OS1-
OS4 can be denoted in general with the notation 2d*d. Like-
wise, the size of each switch in any of the middle stages can
be denoted as d*¥d. A switch as used herein can be either a

crossbar switch, or a network of switches each of which in

turn may be a crossbar switch or a network of switches. The
symmetric folded multi-stage network ofFIG. 4A1is also the
networkofthe type V,,,,(N,d, 5), where N representsthetotal
numberofinlet links of all input switches (for example the
links IL1-IL8), d represents the inlet links of cach input
switchor outlet links of each output switch, ands is the ratio
of number of outgoing links from each input switch to the
inlet links of each input switch. Althoughit is not necessary
that there be the same numberofinlet links IL1-IL8 as there

are outlet links OL1-OL8, in a symmetrical network they are
the same.

Each of the N/d input switches IS1-IS4 are connected to
exactly 2xd switches in middle stage 130 through 2xd links
(for example input switch IS1 is connected to middle switches
MS(1,1), MS(1,2), MS1,5) and MS(1,6) through the links
MI_.(1,1), MI.(1,2), MI.(1,3) and MI_.(1,4) respectively).
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Each of the

2xd

middle switches MS(1,1)-MS(1.8) in the middle stage 130
are connected from exactly d input switches through d links
(for example the links ML(1,1) and ML(1,9) are connected to
the middle switch MS(1,1) from input switch IS1 and IS3
respectively) and also are connected to exactly d switches in
middle stage 140 through d links (for example the links
ML(2,1) and ML(2,2) are connected from middle switch
MS(,1) to middle switch MS(2,1) and MS(2,2) respec-
tively).

Similarly each of the

2xNd

middle switches MS(2,1)-MS(2,8) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links ML(2,1) and ML(2,5)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for example the links ML(3,1) and ML@,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS@,2)respectively).

Similarly each of the

2x0d

middle switches MS(3,1)-MS(3.8) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,5)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly d output switches in output stage 120
through d links (for example the links ML(4,1) and ML(4,2)
are connected to output switches OS1 and OS2 respectively
from middle switches MS@,1)).

Eachof the N/d output switches OS1-OS4are connected
from exactly 2xd switches in middle stage 150 through 2xd
links (for example output switch OS1 is connected from
middle switches MS(3,1), MS(3,3), MS(3,5) and MS@3,7)
through the links ML(4,1), ML(4,5), ML(4,9) and ML(4,13)
respectively).

Finally the connection topology of the network 400A1
shown in FIG. 4A1 is known to be back to back Omega
connection topology.

Referring to FIG. 4A2, in another embodimentofnetwork
VoidN, d, s), an exemplary symmetrical folded multi-stage
network 400A2 with five stages of thirty two switches for
satisfying communication requests, such as setting up a tele-
phonecall or

a data call, or a connection between configurable logic
blocks, between an input stage 110 and output stage 120 via
middle stages 130, 140, and 150 is shown where input stage
110 consists of four, two by four switches IS1-IS4 and output
stage 120 consists of four, four by two switches OS1-OS4.
Andall the middle stages namely middle stage 130 consists of
eight, two by two switches MS(1,1)-MS(1,8), middle stage
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140 consists ofeight, two by two switches MS(2,1)-MS(2,8),
and middle stage 150 consists of eight, two by two switches
MS(3,1)-MS(3,8).

Such a network can be operated in strictly non-blocking
mannerfor unicast connections, because the switches in the

input stage 110 are of size two by four, the switches in output
stage 120 are of size four by two, and there are eight switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are ofsize four by two, and there
are eight switches in each of middle stage 130, middle stage
140 and middle stage 150.

In one embodiment of this network cach of the input
switches [S1-IS4 and output switches OS1-OS4are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable
N/d, where N is the total numberofinlet links or outlet links.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d*2d and each output switch OS1- **
OS4 can be denoted in general with the notation 2d*d. Like-
wise, the size of each switch in any of the middle stages can
be denoted as d*d. A switch as used herein can be either a

crossbar switch, or a network of switches each of which in

turn may be a crossbar switch or a network of switches. The
symmetric folded multi-stage network ofFIG. 4A2 is also the

networkofthe type Vzz,A.N; d, 8), where N represents the total
numberofinlet links of all input switches (for example the
inks JL1-IL8), d represents the inlet links of each input
switch oroutlet links of cach output switch, and s is the ratio
of numberofoutgoing links from each input switch to the
inlet links of each input switch. Althoughit is not necessary
hat there be the same numberofinlet links IL1-IL8 as there

are outlet links OL1-OLS8, in a symmetrical network they are
he same.

Each ofthe N/d input switches IS1-IS4 are connected to
exactly 2xd switches in middle stage 130 through 2xd links
(for example input switch IS1 is connected to middle switches
MS(1,1), MS,2), MS(,5) and MS(1,6) through the links
ML(1,1), MLd,2), ML(,3) and ML(1,4) respectively).

Each ofthe

 
middle switches MS(1,1)-MS(1,8) in the middle stage 130
are connected from exactly d input switches through d links
(for example the links ML(1,1) and ML(1,14) are connected
to the middle switch MS(1,1) from input switch IS1 and IS4
respectively) and also are connected to exactly d switchesin
middle stage 140 through d links (for example the links
MI.(2,1) and MI(2,2) are connected from middle switch
MS(1,1) to middle switch MS(2,1) and MS(2,2) respec-
tively).
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Similarly each of the

2xd

middle switches MS(2,1)-MS(2,.8) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links MT (2,1) and MT (2,8)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,4) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for example the links ML(3,1) and ML(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS@,2) respectively).

Similarly each of the

is) x
ala

middle switches MS(3,1)-MS(3.8) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,8)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,4) respectively) and also are
connected to exactly d output switches in output stage 120
throughd links (for example the links ML(4,1) and ML(4,2)
are connected to output switches OS1 and OS2 respectively
from middle switches MS@,1)).

Each of the N/d output switches OS1-OS4 are connected
from exactly 2xd switches in middle stage 150 through 2xd
links (for example output switch OS1 is connected from
middle switches MS(3,1), MS(3,4), MS(3,5) and MS(3,8)
through the links ML(4,1), ML(4,2), ML(4,3) and ML(4,4)
respectively).

Finally the connection topology of the network 400A2
shown in FIG. 4A2 is hereinafter called nearest neighbor
connection topology.

In the three embodiments of FIG. 4A, FIG. 4A1 and FIG.
4A2 the connection topology is different. That is the way the
links ML(1,1)-ML(1,16), ML(2,1)-ML(2,16), ML(3,1)-ML
(3,16), and ML(4,1)-ML(4,16) are connected between the
respective stagesis different.Even though onlythree embodi-
ments are illustrated, in general, the networkV,,,(N,d,s) can
comprise any arbitrary type of connection topology. For
example the connection topologyofthe networkV,,,(N,4, 5)
may be back to back Benes networks, Delta Networks and
many more combinations. The applicant notes that the fun-
damental property ofa valid connection topology of the V7.
(N,d, s) network is, when no connections are setup from any
input link all the output links should be reachable. Based on
this property numerous embodimentsofthe network V,,,AN,
d, s) can be built. ‘he embodiments of FIG. 4A, FIG. 4A1,
and FIG. 4A2 are only three examples ofnctworkVAN, d,
s).

In the three embodiments of FIG. 4A, FIG. 4A1 and FIG.
4A2, each ofthe links ML(1,1)-ML(1,16), ML(2,1)-ML(2,
16), ML(3,1)-ML(3,16) and ML(4,1)-ML(4,16) are either
available for use by a new connection or not available if
currently used by an existing connection. The input switches
IS1-IS4 are also referred to as the network input ports. The
input stage 110 is often referred to as the first stage. The
output switches OS1-OS4arealso referred to as the network
output ports. The output stage 120 is often referred to as the
last stage. The middle stage switches MS(1,1)-MS(1,8),
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MS(2,1)-MS(2,8), and MS(3,1)-MS(3,8) are referred to as
middle switches or middle ports.

In the example illustrated in FIG. 4A (orin FIG. 1A1,or in
FIG. 4A2), a fan-out of fouris possible to satisfy a multicast
connection request if input switch is IS2, but only two
switches in middle stage 130 will be used. Similarly, although
a fan-out of three is possible for a multicast connection
requestif the input switch is IS1, again only a fan-out of two
is used. ‘he specific middle switches that are chosen in
middle stage 130 whenselecting a fan-out oftwois irrelevant
so long as at most two middle switchesare selected to ensure
that the connection request is satisfied. In essence, limiting
the fan-out from input switch to no more than two middle
switches permits the network 400A (or 400A1,or 400A2), to
be operated in rearrangeably nonblocking mannerin accor-
dance with the invention.

The connection requestofthe type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case of a unicast connection request, a fan-outof one is used,
i.e. a single middle stage switch in middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the number of middle
stage swilches in a network (while maintaining the rearrange-
ably nonblocking nature of operation of the network for mul-
licast connections). However any arbitrary fan-oul may be
used within any of the middle stage switches and the output
stage switchesto satisfy the connection request.
Generalized Symmetric Folded RNB Embodiments:

Network 400B of FIG. 4B is an example of general sym-
metrical folded multi-stage network Vz,,4N, d, s) with
(2xlog,, N)-1 stages. The general symmetrical folded multi-
stage network V,,,,(N,d, s) can be operated in rearrangeably
nonblocking mannerformulticast when s=2 accordingto the
current invention. Also the general symmetrical folded multi-
stage network V,,,AN, d, s) can be operatedin strictly non-
blocking mannerfor unicast if s=2 according to the current
invention. (Andin the example ofFIG. 4B, s=2). The general
symmetrical folded multi-stage network V,,,,(N, d, s) with
(2xlog,, N)-1 stages has d inlet links for each of N/d input
switches IS1-IS(N/d) (for example the links IL1-IL(d) to the
input switch IS1) and 2xd outgoinglinks for eachofN/d input
switches IS1-IS(N/d) (for example the links ML(1,1)-ML(,
2d) to the input switch IS1). There are d outlet links for each
of N/d output switches OS1-OS(N/d) (for example the links
OL1-OL(d) to the output switch OS1) and 2xd incoming
links for each of N/d output switches OS1-OS(N/d) (for
example ML(2xLog, N-2,1)-ML(2xLog, N-2,2xd) to the
output switch OS1).

Each of the N/d input switches I[S1-IS(N/d) are connected
to exactly 2xd switches in middle stage 130 through 2xdlinks
(for example input switch IS1 is connected to middle switches
MS(1,1)-MS(1, d) through the links ML(1,1)-ML(1,d) and to
middle switches MS(1,N/d+1)-MS(1,{N/d}+d) through the
links ML(1, d+1)-ML(1,2d)respectively.

Each of the

ayad

middle switches MS(1,1)-MS(1,2N/d) in the middle stage
130 are connected from exactly d input switches through d
links and also are connected to exactly d switches in middle
stage 140 through d links.

Page 179 of 207

10

20

25

30

40

50

60

106

Similarly each of the

2xd

middle switches

N

MS(Log,N ~1, 1)~ MS{Log,N ~1, 2x 5)

in the middle stage 130+10*(Log,, N-2) are connected from
exactly d switches in middle stage 130+10*(.og,, N-3)
throughdlinks and also are connected to exactly d switches in
middle stage 130+10*(Log,, N-1) through d links.

Similarly each of the

3x
“7

middle switches

N

MS(2xLog.N -3, 1)- MS(2 xLog,N -3,2x 5]

in the middle stage 130+10*(2*Log, N-4) are connected
from exactly d switches in middle stage 130+10*(2*Log,
N-5) through d links and also are connected to exactly d
output switches in output stage 120 throughdlinks.

Each of the N/d output switches OS1-OS(N/d) are con-
nected from exactly 2xd switches in middle stage 130+10*
(2*Log,, N—-4) through 2xd links.

As described before, again the connection topologyof a

general Vz,4N, d, s) may be any one of the connection
topologies. For example the connection topology of the net-
work V,,,AN, d, s) may be back to back inverse Benesnet-
works, back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property ofa valid con-
nection topology of the general V,,,,(N, d, s) networkis,
when no connections are setup from any input link if any
output link should be reachable. Based on this property
numerous embodimentsof the network VAN, d, 5) can be
built. The embodiments of FIG. 4A, FIG. 4A], and FIG. 4A2

are three examplesofnetwork V,,,(N, d,s).
The general symmetrical folded multi-stage network V1

(N, d, s) can be operated in rearrangeably nonblocking man-
ner for multicast when s=2 according to the current inven-
tion. Also the general symmetrical folded multi-stage
network Vz,,,(N, d, s) can be operatedin strictly nonblocking
mannerfor unicast if s=2 according to the currentinvention.

Every switch in the folded multi-stage networks discussed
herein has multicast capability. In a Vz,,4N,d, s) network,if
a networkinlet link is to be connected to more than one outlet

link on the same output switch,then it is only necessary for
the corresponding input switch to have onepathto that output
switch. This follows becausethatpath can be multicast within
the output switch to as many outlet links as necessary. Mul-
ticast assignments can therefore be described in terms of
connections between input switches and output switches. An
existing connection or a new connection froman input switch
to r' output switches is said to have fan-out r’. If all multicast
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assignmentsofa first type, wherein anyinlet link of an input
switch is to be connected in an output switch to at most one
outlet link are realizable, then multicast assignments of a
second type, wherein any inlet link of each input switchis to
be connected to more than one outlet link in the same output
switch, can also be realized. For this reason, the following
discussion is limited to general multicast connections of the
first type (with fan-out r,

N

[win fan-out’, l<r< *)

although the samediscussionis applicableto the secondtype.
To characterize a multicast assignment, for each inlet link

fe{L 2. 5=| onan

let =O, where

Oc{l.2..
N

Ay

denote the subset of output switches to which inlet link iis to
be connected in the multicast assignment. For example, the 3
network of FIG. 4A shows an exemplary five-stage network,
namely Vz,,A8,2,2), with the following multicast assignment
1,={2,3} andall other I=o forj=[2-8]. It should be noted that
the connection I, fans out in the first stage switch IS1 into
middle switches MS(1,1) and MS(1,5) in middle stage 130,
and fans out in middle switches MS(1,1) and MS(1,5) only
once into middle switches MS(2,1) and MS(2,5) respectively
in middle stage 140.

The connection I, also fans out in middle switches MS(2,1)
and MS(2,5) only once into middle switches MS(3,1) and
MS(3,7) respectively in middle stage 150. The connectionI,
also fans out in middle switches MS(3,1) and MS@3,7) only
once into output switches OS2 and OS3 in output stage 120.
Finally the connection I, fans out once in the output stage
switch OS2into outlet link OL3 andin the outputstage switch
OS3 twiceinto the outlet links OLS and OL6. In accordance

with the invention, each connection can fan out in the input
stage switch into at most two middle stage switches in middle
stage 130.
Asymmetric Folded RNB (N,>N,) Embodiments:

Referring to FIG. 4C, in one embodiment, an exemplary
asymmetrical folded multi-stage network 400C with five
stages of thirty two switches for satisfying communication
requests, such as setting up a telephonecall or a data call, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown whereinput stage 110 consists of four,
two by four switches IS1-IS4 and output stage 120 consists of
four, eight by six switches OS1-OS4. And all the middle
stages namely middle stage 130 consists of eight, two by two
switches MS(1,1)-MS(1,8), middle stage 140 consists of
eight, two by two switches MS(2,1)-MS(2,8), and middle
stage 150 consists of eight, two by four switches MS(3,1)-
MS(3,8).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
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stage 120 are of size eight by six, and there are eight switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking mannerfor multicast connections, because the
switches in the input stage 110 are of size two by four, the
switchesin output stage 120are of size eight by six, and there
are eight switches of size two by two in each ofmiddle stage
130 and middle stage 140, and eight switches of size two by
four in middle stage 150.

In one embodiment of this network each of the input
switches IS1-IS4 and output switches OS1-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

where N, is the total numberofinlet links or and N,is the total
numberof outlet links and N,>N, and N,=p*N, where p>1.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d*2d and each output switch OS1-
OS4 can be denoted in general with the notation (d+d,)*d,
where

d

dh = NaX a7 = PX.

Thesize of each switch in any ofthe middle stages excepting
the last middle stage can be denoted as d*d. The size of each
switch in the last middle stage can be denoted as

dtd
du! +o)
 

A switchas used herein canbe either a crossbar switch, or a
network of switches each of which in turn may be a crossbar
switch ora network of switches. An asymmetric folded multi-
stage network can be represented with the notation V,,;(N1,
N,. d,s), where N, represents the total numberofinlet links of
all input switches (for example the links IL1-IL8), N, repre-
sents the total numberofoutlet links ofall output switches
(for example the links OL1-OL24), drepresents the inlet links
of each input switch where N,>N,, and s is the ratio of
numberofoutgoing links from each input switch to the inlet
links of each input switch.

Eachof the

input switches IS1-IS4 are connected to exactly 2xd switches
in middle stage 130 through 2xd links (for example input
switch IS1 is connected to middle switches MS(1,1), MS(1,
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2), MS(1,5) and MS(1,6) through the links ML(1,1), MLC,
2), ML(1,3) and ML(1,4) respectively).

Eachofthe

middle switches MS(1,1)-MS(1,8) in the middle stage 130
are connected from exactly d input switches through d links
(for example the links ML(1,1) and ML(1,5) are connected to
the middle switch MS(1,1) from input switch IS1 and IS2
respectively) and also are connected to exactly d switchesin
middle stage 140 through d links (for example the links
ML(2,1) and ML(2,2) are connected from middle switch
MS(1,1) to middle switch MS(2,1) and MS(2,3) respec-
tively).

Sunilarly each of the

middle switches MS(2,1)-MS(2,8) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links ML(2,1) and ML(2,6)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for example the links ML(3,1) and ML(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,3) respectively).

Sunilarly each of the

middle switches MS(3,1)-MS(3,8) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,6)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly

d+da,
2

output switches in output stage 120 through

d+d,
2
 

links (for example the links ML(4,1), ML(4,2), ML(4,3) and
ML(4,4) are connected to output switches OS1, OS2, OS3,
and OS4 respectively from middle switches MS(3,1)).

Eachofthe

output switches OS1-OS4 are connected from exactly d+d,
switches in middle stage 150 through d+d,links (for example
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output switch OS1 is connected from middle switches MS(3,
1), MS(3,2), MS(3,3), MS(3.4), MS(3,5), MS(3,6), MS(3,7),
and MS(3,8) through the links ML(4,1), ML(4,5), ML(4,9),
ML(4,13), ML(4,17), ML(4,21), ML(4,25) and ML(4,29)
respectively).

Finally the connection topology of the network 400C
shown in FIG. 4C is knownto be back to back inverse Benes

connection topology.
Referring to FIG. 4C1,in another embodimentofnetwork

VyoiadN,, No, d, 3), an exemplary asymmetrical folded multi-
stage network 400C1 with five stages ofthirty two switches
for satisfying communication requests, such as setting up a
telephonecall or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, two by four switches IS1-IS4
and output stage 120 consists of four, eight by six switches
OS1-OS4. Andall the middle stages namely middle stage 130
consists of eight, two by two switches MS(1,1)-MS(1,8),
middle stage 140 consists of eight, two by two switches
MS(2,1)-MS(2,8), and middle stage 150 consists of cight,
two by four switches MS(3,1)-MS(3,8).

Such a network can be operated in strictly non-blocking
mannerfor unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size eight bysix, and there are eight switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size eight by six, and there
are eight switches of size two by two in each ofmiddle stage
130 and middle stage 140, and eight switches of size two by
four in middle stage 150.

In one embodiment of this network each of the input
switches IS1-IS4 and output switches OS1-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

MN
a >

where N,is the total numberofinlet links or and N,is the total
numberof outlet links and N,>N, and N,=p*N, where p>1.
The number of middle switches in each middle stage is
denoted by

Ny2x 1,
x7

The size of each input switch IS1-IS4 can be denoted in
general with the notation d*2d and each output switch OS1-
OS4 can be denoted in general with the notation (d+d,)*d,
where

d

dh = Nox 5 =pxd.

Thesize of each switch in any ofthe middle stages excepting
the last middle stage can be denoted as d*d. The size of each
switch in the last middle stage can be denoted as

dtd
dx! +o)
 

A switch as used herein canbe either a crossbar switch, or a
network of switches each of which in turn may be a crossbar
switch or a network of switches. The asymmetric folded
multi-stage network of FIG. 4C1 is also the network of the
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type ViozaN1; Nz, d,s), where N, represents the total number
of inlet links of all input switches (for example the links
IL1-IL8), N, represents the total numberofoutlet linksofall
output switches (for example the links OL1-OL24), d repre-
sents the inlet links of each input switch where N,>N,, ands
is the ratio of number of outgoing links from each input
switch to the inlet links of each input switch.

Each ofthe

input switches [S1-IS4 are connected to exactly 2xd switches
in middle stage 130 through 2xd links (for example input
switch IS1 is connected to middle switches MS(1,1), MS,
2), MS(1,5) and MS(1,6) through the links ML(1,1), MLC,
2), ML(1,3) and ML(1,4) respectively).

Eachofthe

middle switches MS(1,1)-MS(,8) in the middle stage 130
are connected from exactly d input switches through d links
(for example the links ML(1,1) and ML(1,9) are connected to
the middle switch MS(1,1) from input switch IS1 and IS3
respectively) and also are connected to exactly d switchesin
middle stage 140 through d links (for example the links
ML(2,1) and ML(2,2) are connected from middle switch
MS(1,1) to middle switch MS(2,1) and MS(2,2) respec-
tively).

Sunilarly each of the

middle switches MS(2,1)-MS(2,8) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links ML(2,1) and ML(2,5)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for example the links ML(3,1) and ML(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,2) respectively).

Sunilarly each of the

middle switches MS(3,1)-MS(3,8) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3.1) and ML(3,5)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly

d+d, 
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output switches in output stage 120 through

d+d,
2

links (for example the links ML(4,1), ML(4,2), ML(4,3) and
ML(4,4) are connected to output switches OS1, OS2, OS3,
and OS4respectively from middle switches MS(3,1)).

Each of the

Ny
d

output switches OS1-OS4are connected from exactly d+d,
switches in middle stage 150 through d+d_,links (for example
output switch OS1 is connected from middle switches MS(3,
1), MSG,2), MS(3,3), MS(3,4), MSG,5), MS(3,6), MS(3,7),
and MS(3,8) through the links ML(4,1), ML(4,5), ML(4,9),
ML(4,13), ML(4,17), ML(4,21), ML(4,25) and ML(4,29)
respectively).

Finally the connection topology of the network 400C1
shown in FIG. 4C1 is known to be back to back Omega
connection topology.

Referring to FIG. 4C2, in another embodiment of network
VyoidN,; N>, d,s), an exemplary asymmetrical folded multi-
stage network 400C2 with five stages of thirty two switches
for satisfying communication requests, such as setting up a
telephonecall or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, two by four switches IS1-IS4
and output stage 120 consists of four, eight by six switches
OS1-OS4. And all the middle stages namely middle stage 130
consists of eight, two by two switches MS(1,1)-MS(1,8),
middle stage 140 consists of eight, two by two switches
MS(2,1)-MS(2,8), and middle stage 150 consists of eight,
two by four switches MS(3,1)-MS(3,8).

Such a network can be operated in strictly non-blocking
mannerfor unicast connections, because the switches in the
input stage 110 are of size two by four, the switches in output
stage 120 are of size eight bysix, and there are eight switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size two by four, the
switches in output stage 120 are of size eight by six, and there
are eight switches of size two by two in each ofmiddle stage
130 and middle stage 140, and eight switches of size two by
four in middle stage 150.

In one embodiment of this network each of the input
switches IS1-IS4 and output switches OS1-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

M
7°

where N,is the total numberofinlet links or and N,is thetotal
numberof outlet links and N,>N, and N,=p*N, where p>1.
The number of middle switches in each middle stage is
denoted by

N
2x.

The size of each input switch IS1-IS4 can be denoted in
general with the notation d*2d and each output switch OS1-
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OS4 can be denoted in general with the notation (d+d,)*d,
where

d

dy = N2x a =pxd.

The size ofeach switch in any of the middle stages excepting
the last middle stage can be denoted as d*d. The size of each
switchin the last middle stage can be denoted as

(d +d)
de —

A switch as used herein can be either a crossbar switch, or a
network of switches each of which in turn maybe a crossbar
switch or a network of switches. The asymmetric folded
multi-stage network of FIG. 4C2 is also the network of the
type Veg,AN,, No, d, 8), where N,represents the total number
of inlet links of all input switches (for example the links
IL1-IL8), N, represents the total numberofoutlet links of all
output switches (for example the links OL1-OL24), d repre-
sents the inlet links of each input switch where N,>N,, ands
is the ratio of number of outgoing links from each input
switchto the inlet links of each input switch.

Eachofthe

input switches IS1-IS4 are connectedto exactly 2xd switches
in middle stage 130 through 2xd links (for example input
switch ISI is connected to middle switches MS(1,1), MSC,
2), MS(1,5) and MS(1,6) through the links ML(1,1), MLC,
2), ML(1,3) and ML(1,4) respectively).

Eachofthe

middle switches MS(1,1)-MS(1,8) in the middle stage 130
are connected from exactly d input switches through d links
(for example the links ML(1,1) and ML(1,14) are connected
to the middle switch MS(1,1) from input switch IS1 and IS4
respectively) and also are connected to exactly d switches in
middle stage 140 through d links (for example the links
ML(2,1) and ML(2,2) are connected from middle switch
MS(1,1) to middle switch MS(2,1) and MS(2,2) respec-
tively).

Sunilarly each of the

middle switches MS(2,1)-MS(2,8) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links ML(2,1) and ML(2,8)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,4) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for example the links MI.(3,1) and MI.(3,2) are
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connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,2) respectively).

Similarly each of the

middle switches MS(3,1)-MS(3.8) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,8)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,4) respectively) and also are
connected to exactly

d+d,

output switches in output stage 120 through

d+d,
2

links (for example the links ML(4,1), ML(4,2), ML(4,3) and
ML(4,4) are connected to output switches OS1, OS2, OS3,
and OS4respectively from middle switches MS(3,1)).

Each of the

output switches OS1-OS4 are connected from exactly d+d,
switches in middle stage 150 through d+d, links (for example
output switch OS1 is connected from middle switches MS(3,
1), MS(3,2), MS(3,3). MS(3,4), MS(3,5), MS(3,6), MS(3,7),
and MS(3,8) through the links ML(4,1), ML(4,5), ML(4,9),
ML(4,13), ML(4,17), ML(4,21), ML(4,25) and ML(4,29)
respectively).

Finally the connection topology of the network 400C2
shown in FIG. 4C2 is hereinafter called nearest neighbor
connection topology.

In the three embodiments of FIG. 4C, FIG. 4C1 and FIG.

4C2 the connection topologyis different. That is the way the
links ML(1,1)-ML(1,16). ML(2,1)-ML(2,16), ML(3,1)-ML
(3,16), and ML(4,1)-ML(4,16) are connected between the
respective stagesis different.Even though onlythree embodi-
ments are illustrated, in general, the network Vz,;(N, No, d,
s) can comprise any arbitrary type of connection topology.
For example the connection topology of the network Vz,
(N,, Nz, d, s) may be back to back Benes networks, Delta
Networks and many more combinations. The applicant notes
that the fundamental propertyof a valid connection topology
of the V,74N1, No, d, s) network is,when no connectionsare
setup from anyinput link all the output links should be reach-
able. Based on this property numerous embodiments of the
network V,,AN,, Nz, d, s) can be built. The embodimentsof
VIG. 4C, I'IG. 4C1, and ['1G. 4C2are only three examples of
network V,,,(N,, No, d,s).

In the three embodiments of FIG. 4C, FIG. 4C1 and FIG.

4C2, each ofthe links MT.(1,1)-MT.(1,32), MT.(2,1)-MI.(2,
16), ML(3,1)-ML(3,16) and ML(4,1)-ML(4,16) are either
available for use by a new connection or not available if
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currently used byan existing connection. The input switches
IS1-IS4 are also referred to as the network input ports. The
input stage 110 is often referred to as the first stage. The
output switches OS1-OS4are also referred to as the network
output ports. The output stage 120 is often referred to as the
last stage. The middle stage switches MS(1,1)-MS(1,8),
MS(2,1)-MS(2,8), and MS(3,1)-MS(3,8) are referred to as
middle switches or middle ports.

In the example illustrated in FIG. 4C (or in FIG. 1C1,or in
FIG. 4C2), a fan-out of four is possible to satisfy a multicast
connection request if input switch is IS2, but only two
switches in middle stage 130 will be used. Similarly, although
a fan-out of three is possible for a multicast connection
requestif the input switch is IS1, again only a fan-out of two
is used. The specific middle switches that are chosen in
middle stage 130 whenselecting a fan-out oftwois irrelevant
so long as at most two middle switches are selected to ensure
that the connection request is satisfied. In essence, limiting
the fan-out from input switch to no more than two middle
switches permits the network 400C (or 400C1, or 400C2), to
be operated in rearrangeably nonblocking mannerin accor-
dance with the invention.

The connection requestofthe type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case ofa unicast connection request, a fan-out ofoneis used,
1.e.a single middle stage switch in middle stage 130 is used to
satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can be greater depending on the number of middle
stage switches in a network (while maintaining the rearrange-
ably nonblocking nature of operation of the network for mul-
licast connections). However any arbitrary fan-oul may be
used within any of the middle stage switches and the output
stage switchesto satisfy the connection request.
Generalized Asymmetric Folded RNB (N,>N,) Embodi-
ments:

Network 400D of FIG. 4D is an example of general asym-
metrical folded multi-stage network V,.4(N,, N>, d,s) with
(2xlog,,N,)—1 stages where N,>N, and N,=p*N, where p>1.
Innetwork 400D ofFIG. 4D, N,—-N and N,—p*N.The general
asymmetrical folded multi-stage network V,,,AN,, No, d, s)
can be operated in rearrangeably nonblocking manner for
multicast when s=2 according to the current invention. Also
the general asymmetrical folded multi-stage network V1,
(N,, N,, d, s) can be operatedin strictly nonblocking manner
for unicast if s=2 according to the current invention. (And in
the example of FIG. 4D, s=2). The general asymmetrical
folded multi-stage network Vz;4N,, No, d,s) with (2xlog,
N, )-1 stages has d inlet links for each of

NM
d

input switches IS1-IS(N,/d) (for examplethe links IL1-IL(d)
to the input switch IS1) and 2xd outgoinglinks for each of

N
d
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input switches IS1-IS(N,/d) (for example the links ML(1,1)-
ML(1,2d) to the input switch IS1). There are d, (where

d

[vier ad, =N,X— =pxdNy

outlet links for each of

output switches OS1-OS(N,/d) (for example the links OL1-
OL(p*d) to the output switch OS1) and d+d, (=d+pxd)
incominglinks for each of

output switches OS1-OS(N,/d) (for example ML(2xLog,
N,-2,1)-ML(?2xLog, N,-2, d+d,) to the output switch OS1).

Eachof the

input switches IS1-IS(N,/d) are connected to exactly 2xd
switches in middle stage 130 through 2xdlinks (for example
in one embodiment the input switch IS1 is connected to
middle switches MS(1,1)-MS(, d) through the links ML(1,
1)-ML(1, d) and to middle switches MS(1,N,/d+1)-MS(1,
{N,/d}+d) through the links ML(1, d+1)-ML(1,2d) respec-
tively.

Each of the

middle switches MS(1,1)-MS(1,2N,/d) in the middle stage
130 are connected from exactly d input switches through d
links and also are connected to exactly d switches in middle
stage 140 through d links.

Similarly each of the

N;

MS(Log,Ni~ 1, 1) - MS{Log,Ni ~ 1, 2x 5)

middle switches

N
2x—

in the middle stage 130+10*(Log,, N,-2) are connected from
exactly d switches in middle stage 130+10*(I.og, N,-3)
throughd links and also are connected to exactly d switches in
middle stage 1304+10*(I.og,, N,-1) throughdlinks.
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Sunilarly each of the

middle switches

Ny

MS(2xLog,Ni ~ 3. 1) - MS(2xLog,M, -3. 2x 5)

in the middle stage 130+10*(2*Log,, N,-4) are connected
from exactly d switches in middle stage 130410*(2*1_.og,,
N,-5) through d links and also are connected to exactly d
output switches in output stage 120 throughd links.

Eachofthe

output switches OS1-OS(N,/d) are connected from exactly
d+d, switches in middle stage 130+10*(2*Log, N,-4)
through d+d,links.

Asdescribed before, again the connection topology of a

general V,,(N,, N2, d, 8) may be any one ofthe connection
topologies. For example the connection topology of the net-
work V,,,AN., N>, d, 8) may be back to back inverse Benes
networks, back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property ofa valid con-
nection topology ofthe general V,;,(N,, N>, d,s) networkis,
when no connections are setup from any input link if any
output link should be reachable. Based on this property
numerous embodiments ofthe network V,,,4N,, No, d,s) can
be built. The embodiments of FIG. 4C, FIG. 4C1, and FIG.

4C2 are three examplesofnetwork V,,,,,(N,, No, d,s) for s=2
and N,>N,.

The general symmetrical folded multi-stage networkV
(N,, N., d, s) can be operated in rearrangeably nonblocking
manner for multicast when s=2 according to the current
invention. Also the general symmetrical folded multi-stage
network Vj,@(N., No, d, s) can be operatedin strictly non-
blocking mannerfor unicast if s=2 according to the current
invention.

For example, the network of FIG. 4C shows an exemplary
five-stage network, namely V,,,,(8.24,2,2), with the follow-
ing multicast assignment I,={2,3} andall other I=forj=[2-
8]. It should be noted that the connection I, fans out in the first
stage switch IS1 into middle switches MS(1,1) and MS(1,5)
in middle stage 130, and fans out in middle switches MS(1,1)
and MS(1,5) only once into middle switches MS(2,1) and
MS(2,5) respectively in middle stage 140.

‘The connection 1, also fans out in middle switches MS(2,1)
and MS(2,5) only once into middle switches MS(3,1) and
MS(3,7) respectively in middle stage 150. The connection I,
also fans out in middle switches MS(3,1) and MS@3,7) only
once into output switches OS2 and OS3in output stage 120.
Finally the connection I, fans out once in the output stage
switch OS2 into outlet link OL7 andin the output stage switch
OS3 twice into the outlet links OL13 and OL16. In accor-

dancewith the invention, each connection can fan out in the
input stage switch into at most two middle stage switches in
middle stage 130.
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Asymmetric Folded RNB (N,>N,) Embodiments:
Referring to FIG. 4E, in one embodiment, an exemplary

asymmetrical folded multi-stage network 400E with five
stages of thirty two switches for satisfying communication
requests, suchas setting up a telephonecall or a datacall, or
a connection between configurable logic blocks, between an
input stage 110 and output stage 120 via middle stages 130,
140, and 150 is shown where input stage 110 consists offour,
six by eight switches IS1-IS4 and output stage 120 consists of
four, four by two switches OS1-OS4. Andall the middle
stages namely middle stage 130 consists ofeight, four by two
switches MS(1,1)-MS(1,8), middle stage 140 consists of
eight, two by two switches MS(2,1)-MS(2,8), and middle
stage 150 consists ofeight, two by two switches MS(3,1)-MS
(3,8).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are ofsize six by eight, the switches in output
stage 120 are of size four bytwo, and there are eight switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking mannerfor multicast connections, because the
switches in the input stage 110 are of size six by eight, the
switchesin output stage 120are of size four by two, and there
are eight switches ofsize fourby two in middle stage 130, and
eight switches of size two by two in middle stage 140 and
middle stage 150.

In one embodiment of this network each of the input
switches IS1-IS4 and output switches OS1-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

alt

whereN,is the total numberofinlet links or and N,is the total
numberof outlet links and N,>N, and N,=p*N, where p>1.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d*(d+d,) and each output switch
OS1-OS4 can be denoted in general with the notation
(2xd*d), where

d

d= MX aE = PXd.

The size of each switch in any ofthe middle stages excepting
the first middle stage can be denoted as d*d. Thesize of each
switch in thefirst middle stage can be denoted as

(d+di)“a «d.

A switch as used herein can be either a crossbar switch, or a
network of switches each of which in turn may be a crossbar
switch ora network of switches. An asymmetric folded multi-
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stage network can be represented with the notation V,,,.4N1,
N,, d,s), where N, represents the total numberofinlet links of
all input switches (for example the links IL1-IL24), N, rep-
resents the total numberofoutlet links ofall output switches
(for example the links OL1-OL8), d represents the inlet links
of each input switch where N,>N,, and s is the ratio of
numberof incominglinks to each output switch to the outlet
links of each output switch.

Eachofthe

input switches IS1-IS4 are connected to exactly d+d,
switches in middle stage 130 through d+d, links (for example
inpul switch IS1 is connected to middle switches MS(1,1),
MS(1,2), MS(,3), MS(1,4), MSd.,5), MS(1,6), MS(1,7),
and MS(1,8) through the links ML(1,1), ML(1,2), ML(1,3),
ML(1,4), ML,5), ML(1,6), ML(1,7), and ML(1.8) respec-
tively).

Fach ofthe

10

20

25

middle switches MS(1,1)-MS(1,8) in the middle stage 130 —
are connected from exactly

(d+d,)
2

input switches through

(d+ dy)
2

links (forexample the links ML(1,1), ML(1,9), ML(1,17) and
ML(1,25) are connected to the middle switch MS(1,1) from
input switch IS1, IS2, [S3, and IS4 respectively) and also are
connected to exactly d switches in middle stage 140 through
d links (for example the links ML(2,1) and ML(2,2) are
connected from middle switch MS(1,1) to middle switch
MS(2,1) and MS(2,3) respectively).

Similarly each of the

middle switches MS(2,1)-MS(2,8) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links ML(2,1) and ML(2,6)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for example the links MI.(3,1) and MI.(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,3) respectively).
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Similarly each of the

No

middle switches MS(3,1)-MS(3.8) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,6)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly d output switches in output stage 120
through d links (for example the links ML(4,1) and ML(4,2)
are connected to output switches OS1 and O82 respectively
from middle switches MS@G,1)).

Eachof the

Ny
d

output switches OS1-OS4 are connected. from exactly 2xd
switches in middle stage 150 through 2xd links (for example
output switch OS1 is connected from middle switches MS,
1), MS(3,2), MS(3,5), and MS(3,6) through the links ML(4,
1), ML(4,3), ML(4,9), and ML(4,11) respectively).

Finally the connection topology of the network 400E
shown in FIG.4E is knownto be back to back inverse Benes

connection topology.
Referring to FIG. 4E1, in another embodimentofnetwork

VoidkN,, No, d, 3), an exemplary asymmetrical folded multi-
stage network 400E1 with five stages of thirty two switches
for satisfying communication requests, such as setting up a
telephonecall or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, six by eight switches IS1-IS4
and output stage 120 consists of four, four by two switches
OS1-OS4. Andall the middle stages namely middle stage 130
consists of eight, four by two switches MS(1,1)-MS(1,8),
middle stage 140 consists of eight, two by two switches
MS(2,1)-MS(2,8), and middle stage 150 consists of eight,
two by two switches MS(3.1)-MS(3,8).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are ofsize six by eight, the switches in output
stage 120 are of size four bytwo, and there are eight switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking mannerfor multicast connections, because the
switches in the input stage 110 are of size six by eight, the
switchesin output stage 120 are of size four by two, and there
are eight switches ofsize fourby two in middle stage 130, and
eight switches of size two by two in middle stage 140 and
middle stage 150.

In one embodiment of this network each of the input
switches IS1-IS4 and output switches OS1-OS4 are crossbar
switches. The number of switches of input stage 110 and of
output stage 120 can be denoted in general with the variable

No
q”

where N,is the total numberofinlet links or and N,is the total
numberofoutlet links and N,>N, and N,=p*N, where p>1.
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The number of middle switches in each middle stage is
denoted by

‘The size of each input switch IS1-lS4 can be denoted in
general with the notation d*(d+d,) and each output switch
OS1-OS4 can be denoted in general with the notation
(2xd"d), where

d

a = MX a = px.

The size ofeach switch in any of the middle stages excepting
the first middle stage can be denoted as d*d. Thesize of each
switchin the first middle stage can be denoted as

A switch as used herein can be either a crassbar switch, or a

network of switches each of which in turn maybe a crossbar
switch or a network of switches. The asymmetric folded
multi-stage network of FIG. 4F1 is also the network of the

type ViezAN1, No, d,s), where N, represents the total number
of inlet links of all input switches (for example the links
IL1-IL24), N, represents the total numberofoutlet links ofall
output switches (for example the links OL1-OL8), d repre-
sents the inlet links of each input switch where N,>N.,, ands
is the ratio ofnumber of incominglinks to each output switch
to the outlet links of each output switch.

Each ofthe

input switches IS1-IS4 are connected to exactly d+d,
switches in middle stage 130 through d+d, links (for example
input switch IS1 is connected to middle switches MS(1,1),
MS(1,2), MSd,3), MS(1,4), MSd,5), MS(1,6), MS(1,7),
and MS(1,8) through the links ML(1,1), ML(1,2), ML(1,3),
ML(1,4), ML(,5), ML(1,6), ML(1,7), and ML(1.8) respec-
tively).

Eachofthe

middle switches MS(1,1)-MS(1,8) in the middle stage 130
are connected from exactly

(d+d,)
2
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input switches through

(d+d)
2

links (for example the links ML(1,1), ML(1,9), ML(,17) and
ML(1,25) are connected to the middle switch MS(1,1) from
input switch IS1, 1S2, [S3, and IS4 respectively) and also are
connected to exactly d switches in middle stage 140 through
d links (for example the links ML(2,1) and ML(2,2) are
connected from middle switch MS(1,1) to middle switch
MS(2,1) and MS(2,2) respectively).

Similarly each ofthe

middle switches MS(2,1)-MS(2,8) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links ML(2,1) and ML(2,5)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for example the links ML(3,1) and MLG@,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS@,2)respectively).

Similarly each of the

No2x—

middle switches MS(3,1)-MS(3.8) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,5)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly d output switches in output stage 120
through d links (for example the links ML(4,1) and ML(4,2)
are connected to output switches OS1 and OS2 respectively
from middle switches MS@,1)).

Eachofthe

N2
“a

output switches OS1-OS4 are connected from exactly 2xd
switches in middle stage 150 through 2xd links (for example
output switch OSI is connected from middle switches MS(3,
1), MS@3,3), MS(3,5), and MS(3,7) through the links ML(4,
1), ML(4,5), ML(4,9), and ML(4,13) respectively).

Finally the connection topology of the network 400E1
shown in FIG. 4E1 is known to be back to back Omega
connection topology.

Referring to FIG. 4L:2, in another embodimentofnetwork
VrdN,, No, d, s), an exemplary asymmetrical folded multi-
stage network 400L2 with five stages of thirty two switches
for satisfying communication requests, such as setting up a
telephonecall or a data call, or a connection betweenconfig-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, six by eight switches IS1-IS4
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and output stage 120 consists of four, four by two switches
OS1-OS4. Andall the middle stages namely middle stage 130
consists of eight, four by two switches MS(1,1)-MS(1,8),
middle stage 140 consists of eight, two by two switches
MS(2,1)-MS(2,8), and middle stage 150 consists of eight,
two by two switches MS(3,1)-MS(3,8).

Such a network can be operated in strictly non-blocking
manner for unicast connections, because the switches in the
input stage 110 are ofsize six byeight, the switches in output
stage 120 are of size four by two, and there are eight switches
in each of middle stage 130, middle stage 140 and middle
stage 150. Such a network can be operated in rearrangeably
non-blocking manner for multicast connections, because the
switches in the input stage 110 are of size six by eight, the
switches in output stage 120 are ofsize four by two, and there
are eight switches ofsize four bytwo in middle stage 130, and
eight switches of size two by two in middle stage 140 and
middle stage 150.

In one embodiment of this network each of the input
switches [S1-IS4 and output switches OS1-OS4are crossbar
switches. The number of switches of input stage 110 and of
outpul stage 120 can be denoted in general with the variable

Np
Zz”

where N,is the total numberofinlet links or and N,is the total
numberofoutlet links and N,>N, and N,=p*N, where p>1.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d*(d+d,) and each output switch
OS1-OS4 can be denoted in general with the notation
(2xd*d), where

d

dt = Ni xqe = pxd.

Thesize ofeach switch in any of the middle stages excepting
the first middle stage can be denoted as d*d. Thesize of each
switchin the first middle stage can be denoted as

ded

(d+a)wead.

A switch as used herein can be either a crossbar switch.or a

network of switches each of which in turn maybe a crossbar
switch or a network of switches. The asymmetric folded
multi-stage network of IG. 411 is also the network of the
type V.zA4N,, N;, d, s), where N, represents the total number
of inlet links of all input switches (for example the links
IL1-IL24), N, represents the total numberofoutlet links ofall
output switches (for example the links OL1-OL8), d repre-
sents the inlet links of each input switch where N,>N.,,and s
is the ratio ofnumber of incoming links to each output switch
to the outlet links of each output switch.
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Each of the

=

input switches IS1-IS4 are connected to exactly d+d,
switches in middle stage 130 through d+d,links (for example
input switch IS1 is connected to middle switches MS(1,1),
MS(,2), MS(1,3), MS(1,4), MS(1,5), MS(1,6), MS(1,7),
and MS(1,8) through the links ML(1,1), ML(,2), ML(,3),
ML(1,4), ML(,5), ML(1,6), ML(1,7), and ML(1,8) respec-
tively).

Each of the

No2x—

middle switches MS(1,1)-MS(1.8) in the middle stage 130
are connected from exactly

(d+d)
2

input switches through

(d+d,)

links (for example the links ML(1,1), ML(1,9), ML(1,17) and
ML(1,25) are connected to the middle switch MS(1,1) from
input switch IS1, IS2, IS3, and IS4 respectively) and also are
connected to exactly d switches in middle stage 140 through
d links (for example the links ML(2,1) and ML(2,2) are
connected from middle switch MS(1,1) to middle switch
MS(2,1) and MS(2,2) respectively).

Similarly each of the

middle switches MS(2,1)-MS(2,.8) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links ML(2,1) and ML(2,8)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,4) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for example the links ML(3,1) and ML(3,2) are
connected from middle switch MS(2,1) to middle switch
MS@G,1) and MS(3,2) respectively).

Similarly each of the

2x—

middle switches MS(3,1)-MS@,8) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links MT.(3,1) and MT.(3,8)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,4) respectively) and also are
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connected to exactly d output switches in output stage 120
through d links (for example the links ML(4,1) and ML(4,2)
are connected to output switches OS1 and OS2 respectively
from middle switches MS(3,1)).

Eachofthe

output switches OS1-OS4 are connected from exactly 2xd
switches in middle stage 150 through 2xdlinks (for example
output switch OS1 is connected from middle switches MS(3,
1), MS(3.4), MS(3,5), and MS(3,8) through the links ML(4,
1), ML(4,8), ML(4,9), and ML(4,16) respectively).

Finally the connection topology of the network 400E2
shown in FIG. 4E2 is hereinafter called nearest neighbor
connection topology.

In the three embodiments of FIG. 4E, FIG. 4E1 and FIG.

41:2 the connection topology is different. That is the way the
links ML(1,1)-ML(1,32), ML(2,1)-ML(2,16), ML(3,1)-ML
(3,16), and ML(4,1)-ML(4,16) are connected between the
respective stagesis different. Even though only three embodi-
ments are illustrated, in general, the network Vz,,4N,, No, d,
s) can comprise any arbitrary type of connection topology.
For example the connection topology of the network Vig
(N,, N,, d, s) may be back to back Benes networks. Delta
Networks and many more combinations. The applicant notes
that the fundamental property of a valid connection topology 30
of the Vnz4N1; Nz, d, 8) network is, when no connectionsare
setup from any input link all the output links should be reach-
able. Based on this property numerous embodiments of the
network V,,,N,, Nz,d, s) can be built. The embodiments of
FIG.4E, FIG. 4E1, and FIG. 4E2 are only three examples of
network V,7A4N,, No, d,s).

In the three embodiments of FIG. 4E, FIG. 4E1 and FIG.
4E2, each of the links ML(1,1)-ML(1,32), ML(2,1)-ML(2,
16), ML(3.1)-ML(3,16) and ML(4,1)-ML(4,16) are either
available for use by a newconnection or not available if
currently used by an existing connection. The input switches
IS1-IS4 are also referred to as the network input ports. The
input stage 110 is often referred to as the first stage. The
output switches OS1-OS4are alsoreferred to as the network
output ports. The output stage 120 is often referred to as the
last stage. The middle stage switches MS(1,1)-MS(1,8),
MS(2,1)-MS(2,8), and MS(3,1)-MS(3,8) are referred to as
middle switches or middle ports.

In the example illustrated in FIG. 4E (or in FIG. 1E1, or in
FIG. 4E2), a fan-out of four is possible to satisfy a multicast
connection request if input switch is IS2, but only two
switches in middle stage 130 will be used. Similarly, although
a fan-out of three is possible for a multicast connection
requestif the input switch is IS1, again only a fan-out of two
is used. ‘he specific middle switches that are chosen in
middle stage 130 whenselecting a fan-out oftwois irrelevant
so long as at most two middle switchesare selected to ensure
that the connection request is satisfied. In essence, limiting
the fan-out from input switch to no more than two middle
switches permits the network 400L (or 400E1, or 400L2), to
be operated in rearrangeably nonblocking mannerin accor-
dance with the invention.

The connection requestofthe type described above can be
unicast connection request, a multicast connection request or
a broadcast connection request, depending on the example. In
case of a unicast connection request, a fan-outof one is used,
i.e. a single middle stage switch in middle stage 130 is used to
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satisfy the request. Moreover, although in the above-de-
scribed embodiment a limit of two has been placed on the
fan-out into the middle stage switches in middle stage 130,
the limit can he greater depending on the number of middle
stage switches in a network (while maintaining the rearrange-
ably nonblocking nature ofoperation of the network for mul-
ticast connections). However any arbitrary fan-out may be
used within any of the middle stage switches and the output
stage switchesto satisfy the connection request.

Generalized Asymmetric Folded RNB (N,>N,) Embodi-
ments:  

Network 400F of FIG. 4F is an example of general asym-
metrical folded multi-stage network Vz,4(N,. No, d,s) with
(2xlog,N,)-1 stages where N,>N, and N,=p*N, where p>1.
In network 400D of FIG. 4F, N.=N and N,=p*N.The general
asymmetrical folded multi-stage network V,,,N,, N>, d,s)
can be operated in rearrangeably nonblocking manner for
multicast when s22 according to the current invention. Also

the general asymmetrical folded multi-stage network V.77
(N,, N2, d, s) can be operatedin strictly nonblocking manner
for unicast if s=2 according to the current invention. (And in
the example of FIG. 4I', s=2). The general asymmetrical
folded multi-stage network V,,,AN,, No, d, s) with (2xlog,,
N,)-1 stages has d, (where

dj=N d
1= 1x

=pxd

inlet links for each of

Ny
a

input switches IS1-IS(N./d) (for example the links IL1-IL
(p*d) to the input switch IS1) and d+d, (=d+pxd) outgoing
links for each of

=

input switches IS1-IS(N./d) (for example the links ML(1,1)-
ML(1,(d+p*d)) to the input switch IS1). There are d outlet
links for each of

z

output switches OS1-OS(N./d) (for example the links OL1-
OL(d) to the output switch OS1) and 2xd incoming links for
each of

Ny
d

output switches OS1-OS(N,/d) (for example ML(2xLog,
N,-2,1)-MI(2xI_.og,, N.-2,2xd) to the output switch OS1).
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Eachofthe

input switches IS1-IS(N./d) are connected to exactly d+d,
switches in middle stage 130 through d+d, links (for example
in one embodiment the input switch IS1 is connected to
middle switches MS(1,1)-MS(1, (d+d,)/2) through the links
ML(1,1)-ML(1,(d+d,)/2) and to middle switches MS(,N,/
d+1)-MS(1, {N,/d}+(d+d,)/2) through the links ML(1, ((d+
d,)/2)+1)-ML(L, (d+d,)) respectively.

Eachofthe

middle switches MS(1,1)-MS(1,2*N,/d)in the middle stage
130 are connected from exactly d input switches through d
links and also are connected to exactly d switches in middle
stage 140 throughd links.

Sumilarly each of the

middle switches

N- \

MS(Log,N;- 1, 1)- MS{Log,N2 ~1,2x F|

in the middle stage 130+10*(Log,, N,—2) are connected from
exactly d switches in middle stage 130+10*(Log, N,-3)
through d links and also are connected to exactly d switches in
middle stage 130+10*(Log,, N.-1) through d links.

Similarly cach of the

middle switches

N;

MS(2xLog,N2 -3, I)- MS(2xLog,N2 -3,2x F]

in the middle stage 130+10*(2*Log, N,-4) are connected
from exactly d switches in middle stage 130+10*(2*Log,
N,-5) through d links and also are connected to exactly d
output switches in output stage 120 throughd links.

Eachofthe

output switches OS1-OS(N,/d) are connected from exactly
2xd switches in middle stage 130+10*(2*Log, N,-4)
through 2xd links.
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As described before, again the connection topologyof a
general V,,,(N,, N., d, s) may be any one of the connection
topologies. For example the connection topology of the net-
work V~,4N,, No, d, 8) may be back to back inverse Benes
networks, back to back Omega networks, back to back Benes
networks, Delta Networks and many more combinations. The
applicant notes that the fundamental property of a valid con-
nection topologyofthe general Vz,,4N,, No, d, s) networkis,
when no connections are setup from any input link if any
output link should be reachable. Based on this property
numerous embodimentsofthe networkVz(N,, No, d, s) can
be built. The embodiments of FIG. 4E, FIG. 4E1, and FIG.

422 are three examples ofnetwork Vg74(N1, No, d, s) for s=2
and N,>N,.

The general symmetrical folded multi-stage network V274
(N,, N,, d, s) can be operated in rearrangeably nonblocking
manner for multicast when s=2 according to the current
invention. Also the general symmetrical folded multi-stage
network Vy,AN,, N2, d, s) can be operated in strictly non-
blocking mannerfor unicast if S=2 accordingto the current
invention.

For example, the network of FIG. 4E shows an exemplary
five-stage network, namely V,,,,(24,8,2,2), with the follow-
ing multicast assignment I,={2,3} andall other T=@ forj=[2-
8]. It should be noted that the connectionI, fans out in thefirst
stage switch IS1 into middle switches MS(1,1) and MS(1,5)
in middle stage 130, and fans out in middle switches MS(1,1)
and MS(1,5) only once into middle switches MS(2,1) and
MS(2,5) respectively in middle stage 140.

The connection I, also fans out in middle switches MS(2,1)
and MS(2,5) only once into middle switches MS(3,1) and
MS(3,7) respectively in middle stage 150. The connectionI,
also fans out in middle switches MS(3,1) and MS@,7) only
once into output switches OS2 and OS3 in output stage 120.
Finally the connection I, fans out once in the output stage
switch OS2 into outlet link OL3 andin the output stage switch
OS3 twice into the outlet links OL5 and OL6. In accordance

with the invention, each connection can fan out in the input
stage switch into at most two middle stage switches in middle
stage 130.
SNB Embodiments:

The folded multi-stage network V,,{N,, Nz, d, s) dis-
closed, in the current invention, is topologically exactly the
same as the multi-stage network V,,,(N,, No, d,s), disclosed
in USS. Provisional Patent Application Ser. No. 60/940,391
that is incorporated by reference above, excepting that in the
illustrations folded network V.,(N,, N2, d, s) is shownasit
is folded at middle stage 130+10*(Log, N,-2).

The general symmetrical folded multi-stage network V,,,
(N,d, s) can also be operatedin strictly nonblocking manner
for multicast when s=3 according to the current invention.
Sunilarly the general asymmetrical folded multi-stage net-
work Vz:4N,, Nz, d, 8) can also be operated instrictly non-
blocking manner for multicast when S23 according to the
current invention.

Symmetric Folded RNB Unicast Embodiments:
Referring to FIG. 5A, an exemplary symmetrical folded

multi-stage network 500A respectively with five stages of
twenty switchesfor satisfying communication requests, such
as setting up a telephonecall or a data call, or a connection
between configurable logic blocks, between an input stage
110 and output stage 120 via middle stages 130, 140, and 150
is shown where input stage 110 consists of four, two by two
switches IS1-IS4 and output stage 120 consists offour, two by
two switches OS1-OS4. And all the middle stages namely
middle stage 130 consists of four, two by two switches MS(1,
1)-MS(1,4), middle stage 140 consists of four, two by two
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switches MS(2,1)-MS(2,4), and middle stage 150 consists of
four, two by two switches MS(3,1)-MS(3,4).

Such a network can be operated in rearrangeably non-
blocking manner for unicast connections, because the
switches in the input stage 110 are of size two by two, the
switches in output stage 120 are of size two by two, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

The connection topology of the network 500A shown in
FIG. 5A is knownto be back to back inverse Benes connec-

tion topology. In other embodiments the connection topology
is different. That is the way the links ML(1,1)-ML(1,8),
ML(2,1)-ML(2,8), ML(3,1)-ML(3,8), and ML(4,1)-ML(4,8)
are connected between the respective stages is different.

Even though only one embodimentis illustrated, in gen-
eral, the network Vz,,AN, d, s) can comprise any arbitrary
type of connection topology. For example the connection
topology of the network V,,(N, d, s) may be back to back
Benes networks, Delta Networks and many more combina-
tions. The applicant notes that the fundamental property of a
valid connection topology of the VN, d, s) network is,
when no connections are setup from any input link all the
output links should be reachable. Based on this property
numerous embodiments of the network V,.,,(N, d, s) can be
built. The embodiment of FIG. 5A is only one example of
network V,.,,AN,d, s).

The network 500A of FIG. 5A is also rearrangeably non-
blocking for unicast according to the current invention. In one
embodiment of these networks each of the input switches
1S1-IS4 and output switches OS1-OS4are crossbar switches. 30
Thenumberofswitches ofinput stage 110 and ofoutput stage
120 can be denoted in general with the variable N/d, where N
is the Lotal number ofinlet links or outlet links. The numberof

middle switches in each middle stage is denoted by N/d. The
size of each input switch [S1-IS4 can be denoted in general
with the notation d*d and each output switch OS1-OS4 can be
denoted in general with the notation d*d. Likewise, the size of
each switch in any ofthe middle stages can be denoted as d*d.
A switch as used herein can be either a crossbar switch, or a
network of switches each of which in turn maybe a crossbar
switch or a network of switches. A symmetric folded multi-
stage networkcan berepresented with the notationV,,,,(N, d,
s), where N represents the total numberofinlet links ofall
input switches (for example the links IL1-IL8), d represents
the inlet links of each input switch or outlet links of each
output switch, and s is the ratio of numberof outgoing links
from each input switchto theinlet links of each input switch.
Althoughit is not necessary that there be the same number of
inlet links IL1-IL8 as there are outlet links OL1-OL8, in a
symmetrical network they are the same.

In network 500A of FIG. 5A, each of the N/d input
switches IS1-IS4 are connected to exactly d switches in
middle stage 130 through d links (for example input switch
IS1 is connected to middle switches MS(1,1) and MS(1,2)
through the links ML(1,1) and ML(1,2) respectively).

Each of the N/d middle switches MS(1,1)-MS(1,4) in the
middle stage 130 are connected from exactly d input switches
through d links (for example the links ML(1,1) and ML(1,4)
are connected to the middle switch MS(1,1) from input switch
IS1 and IS2 respectively) and also are connected to exactly d
switches in middle stage 140 through d links (for example the
links ML(2,1) and ML(2,2) are connected from middle
switch MS(1,1) to middle switch MS(2,1) and MS(2,3)
respectively).

Similarly each of the N/d middle switches MS(2,1)-MS(2,
4) in the middle stage 140 are connected from exactly d
switches in middle stage 130 through d links (for example the
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links ML(2,1) and ML(2,6) are connected to the middle
switch MS(2,1) from middle switches MS(1,1) and MS(1,3)
respectively) and also are connected to exactly d switches in
middle stage 150 through d links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1) and MS(3,3) respec-
tively).

Similarly each of the N/d middle switches MS(3,1)-MS@3,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through dlinks (for example the
links ML(3,1) and ML@G,6) are connected to the middle
switch MS(3,1) from middle switches MS(2,1) and MS(2,3)
respectively) and also are connected to exactly d output
switches in output stage 120 through d links (for example the
links ML(4,1) and ML(4,2) are connected to output switches
OS1and O82 respectively from middle switch MS(3,1)).

Each of the N/d output switches OS1-OS4 are connected
from exactly d switches in middle stage 150 throughdlinks
(for example output switch OS1 is connected from middle
switches MS(3,1) and MS(3,2) through the links ML(4,1) and
ML(4,4) respectively).
Generalized Symmetric Folded RNB Unicast Embodiments:

Network 500B of FIG. 5B is an example of general sym-

metrical folded multi-stage network V,,,{N, d, s) with
(2xlog,, N)-1 stages. The general symmetrical folded multi-
stage network V,,,,(N, d,s) can be operated in rearrangeably
nonblocking mannerfor unicast when s221 accordingto the
current invention (and in the example of FIG. 5B, s=1). The

general symmetrical folded multi-stage networkV;z,,,AN, d, $)
with (2xlog, N)-1 stages has d inlet links for each of N/d
input switches IS1-IS(N/d) (for example the links IL1-IL(d)
to the input switch IS1) and d outgoinglinks for each of N/d
input switches IS1-IS(N/d) (for example the links ML(1,1)-
ML(1, d) to the input switch IS1). There are d outlet links for
each ofN/d output switches OS1-OS(N/d) (for example OL1-
OL(d) to the output switch OS1) and d incoming links for
each of N/d output switches OSI-OS(N/d) (for example
ML(2xLog,N-2,1)-ML(?2xLog,, N-2,d) to the output switch
OS1).

Each of the N/d input switches IS1-IS(N/d) are connected
to exactly d switches in middle stage 130 through d links.

Each of the N/d middle switches MS(,1)-MS(1,N/d) in
the middle stage 130 are connected from exactly d input
switches through d links and also are connected to cxactly d
switches in middle stage 140 through d links.

Similarly cach of the N/d middle switches

N

MS(Log,N — 1, 1)- MS(Log,N -1, 5)

in the middle stage 130+10*(Log,, N-2) are connected from
exactly d switches in middle stage 130+10*(Log, N-3)
through d links and also are connected to exactly d switches in
middle stage 130+10*(Log, N-1) through d links.

Similarly each of the N/d middle switches

 
N

MS(2xLog,N - 3, L)- ms(2 xLog,N -3, 5]

in the middle stage 130+10*(2*Log, N-4) are connected
from exactly d switches in middle stage 130+10*(2*1 og,
N-5) through d links and also are connected to exactly d
output switches in output stage 120 throughdlinks.
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Each of the N/d output switches OS1-OS(N/d) are con-
nected from exactly d switches in middle stage 130+10*
(2*Log, N-4) throughdlinks.

The general symmetrical folded multi-stage network V4,2
(N, d, s) can be operated in rearrangeably nonblocking, man-
ner for multicast when s=1 according to the current invention.
Asymmetric Folded RNB (N,>N,) Unicast Embodiments:

Referring to FIG. 5C, an exemplary symmetrical folded
multi-stage network 500C respectively with five stages of
twenty switchesforsatisfying communication requests, such
as setting up a telephonecall or a data call, or a connection
between configurable logic blocks, between an input stage
110 and output stage 120 via middle stages 130, 140, and 150
is shown whereinput stage 110 consists of four, two by two
switches IS1-IS4 and output stage 120 consists of four, six by
six switches OS1-OS4. And all the middle stages namely
middle stage 130 consists of four, two by two switches MS(1,
1)-MS(,4), middle stage 140 consists of four, two by two
switches MS(2,1)-MS(2,4), and middle stage 150 consists of
four, two by six switches MS(3,1)-MS(3,4).

Such networkscan be operated in rearrangeably nonblock-
ing manner for unicast connections, because the switches in
the input stage 110 are of size two by two, the switches in
output stage 120 are of size six by six, and there are four
switches in each of middle stage 130, middle stage 140 and
middle stage 150.

The connection topology of the network 500C shown in
FIG.5C is knownto be back to back inverse Benes connection

topology. The connection topology of the networks 500C is 30
different in the other embodiments. That is the way the links
ML(1,1)-ML(,8), ML(2,1)-ML(2,8), ML(3,1)-ML@.,8),
and ML(4,1)-ML(4,8) are connected between the respective
stages is different.

Even though only one embodimentis illustrated, in gen-
eral, the network V,,(N,, Nz, d, s) can comprise any arbi-
trary type of connection topology. For example the connec-
tion topologyof the network V,,,4N,, N>, d, s) may be back
to back Benes networks, Delta Networks and many more
combinations. The applicant notes that the fundamental prop-
erty of a valid connection topology of the VAN, No; d, s)
network is, whenno connectionsare setup from anyinputlink
all the output links should be reachable. Based on this prop-
erty numerous embodiments ofthe networkVy,74(N1, No, d, §)
can be built. The embodiment ofFIG. 5C is only one example
of network Vy.4(N1, No, 4, 8).

The networks 500C of FIG. 5C is also rearrangeably non-
blocking for unicast accordingto the current invention. In one
embodiment of these networks each of the input switches
1S1-IS4 and output switches OS1-OS4are crossbar switches.
The numberofswitches ofinput stage 110 and ofoutput stage
120 can be denoted in general with the variable

M
q

where N,is the total numberofinlet links or and N,is the total
numberofoutlet links and N,>N, and N,=p*N, where p>1.
‘The number of middle switches in each middle stage is
denoted by
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The size of each input switch IS1-IS4 can be denoted in
general with the notation d*d and each output switch OS1-
OS4 can be denotedin general with the notation d,*d,, where

d

dh = Na X a = PXd.

Thesize of each switch in any ofthe middle stages excepting
the last middle stage can be denoted as d*d. The size of each
switch in the last middle stage can be denoted as d*d,. A
switch as used herein can be cither a crossbar switch, or a
network of switches each of which in turn may be a crossbar
switchor a network of switches. An asymmetric folded multi-
stage network can be represented with the notation V,,(N,,
N.,d, s), where N,represents the total numberofinlet links of
all input switches (for example the links IL1-IL8), N, repre-
sents the total numberofoutlet links ofall output switches
(for example the links OL1-OL24), drepresents the inlet links
of each input switch where N,>N,, and s is the ratio of
numberofoutgoing links from each input switch to the inlet
links of each input switch.

In network 500C of FIG. 5C, each of the

Ni
a

input switches IS1-IS4 are connected to exactly d switches in
middle stage 130 through d links (for example input switch
IS1 is connected to middle switches MS(1,1) and MSQ,2)
through the links ML(1,1) and ML(1,2) respectively).

Each of the

middle switches MS(1,1)-MS(1.4) in the middle stage 130
are connected from exactly d input switches through d links
(for example the links ML(1,1) and ML(1,4)are connected to
the middle switch MS(1,1) from input switch IS1 and IS2
respectively) and also are connected to exactly d switches in
middle stage 140 through d links (for example the links
ML(2,1) and ML(2,2) are connected from middle switch
MS(1,1) to middle switch MS(2,1) and MS(2,3) respec-
tively).

Similarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
throughd links (for example the links ML(2,1) and ML(2,6)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for example the links MI.(3,1) and MI.(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS@,3) respectively).
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Sunilarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3.1) and ML(3,6)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly d output switches in output stage 120
through d, links (for example the links ML(4,1) and ML(4,2)
are connected to output switches OS1 from middle switch
MS(3,1); the links ML(4,3) and ML(4,4) are connected to
output switches OS2 from middle switch MS(3,1); the link
ML(4,5) is connected to output switches OS3 from middle
switch MS(3,1); and the link ML(4,6) is connected to output
switches OS4 from middle switch MS@,1)).

Eachofthe

output switches OS1-OS4 are connected from exactly d
switches in middle stage 150 through d, links (for example
output switch OS1 is connected from middle switch MS(3,1)

connected from middle switch MS(3,2) through the links
ML(4,7) and ML(4,8); output switch OS1 is connected from
middle switch MS(3,3) through the link ML(4,13); and out-
pul switch OS1 is connected from middle switch MS(3,4)
hrough the links ML(4,19)).
Generalized Asymmetric Folded RNB (N,>N,) Unicast
Embodiments:

Network 500D of FIG. 5D is an example of general asym-
metrical folded multi-stage network Vz,,4N,, No, d, s) with
(2xlog,, N)-1 stages where N,>N, and N,=p*N, where p>1.
Innetwork 500D ofFIG. 5D, N,=N and N,=p*N.The general
symmetrical folded multi-stage network V;,.,,(N,, N, d. s)
can be operated in rearrangeably nonblocking manner for
unicast when s=1 accordingto the current invention (and in
the example of FIG. 5D, s=1). The general asymmetrical
folded multi-stage network V,z,({N,, N., d,s) with (2xlog,
N)-1 stages has d inlet links for each of

 
Ni
d

input switches IS1-IS(N,/d) (for example the links IL1-IL(d)
to the input switch IS1) and d outgoing links for each of

MN
d

input switches IS1-IS(N,/d) (for example the links ML(1,1)-
ML(1, d) to the input switch IS1). There are d, (where

d

[wes dy =N.x— = pxa|Ny
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outlet links for each of

output switches OS1-OS(N,/d) (for example the links OL1-
OL(p*d) to the output switch OS1) and d, (=pxd) incoming
links for each of

output switches OS1-OS(N,/d) (for example ML(2xLog,
N,-2,1)-ML(2xLog, N,-2, d,) to the output switch OS1).

Each of the

input switches IS1-IS(N,/d) are connected to exactly d
switches in middle stage 130 through d links.

Eachof the

middle switches MS(1,1)-MS(1,N,/d) in the middle stage
130 are connected from exactly d input switches through d
links and also are connected to exactly d switches in middle
stage 140 through d links.

Similarly each of the

middle switches

. N,
MS(Tog,N1 - 1, 1)- MS{TogsN =, 5]

in the middle stage 130+10*(Log, N,-2) are connected from
exactly d switches in middle stage 130+10*(Log, N,-3)
through d links and also are connected to exactly d switches in
middle stage 130+10*(Log,, N,-1) throughd links.

Similarly each of the

middle switches

3 x)MS(2 xLog,N — 3, 1) - MS(2xLog,N1 7

in the middle stage 130+10*(2*Log, N,-4) are connected
from exactly d switches in middle stage 130+10*(2*1 og,
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N,-5) through d links and also are connected to exactly d
output switches in output stage 120 through d, links.

Eachofthe

output switches OS1-OS(N,/d) are connected from exactly d
switches in middle stage 130+10*(2*Log, N-4) through d,
links.

The general symmetrical folded multi-stage network V1
(N,, N., d, s) can be operated in rearrangeably nonblocking
manner for multicast when s=1 according to the current
invention.

Asymmetric Folded RNB (N,>N,) Unicast Embodiments:
Referring to FIG. 5E, an exemplary symmetrical folded

multi-stage network 500E withfive stages oftwenty switches
for satisfying communication requests, such as setting up a
telephonecall or a data call, or a connection between config-
urable logic blocks, between an input stage 110 and output
stage 120 via middle stages 130, 140, and 150 is shown where
input stage 110 consists of four, six by six switches IS1-IS4
and output stage 120 consists of four, two by two switches
OS1-OS4. Andall the middle stages namely middle stage 130
consists of four, six by two switches MS(,1)-MSd.,4),
middle stage 140 consists of four, two by two switches MS(2,
1)-MS(2,4), and middle stage 150 consists offour, two by two
switches MS(3,1)-MS(3,4).

Such a network can be operated in rearrangeably non-
blocking manner for unicast connections, because the
switches in the input stage 110 are of size six by six, the
switches in output stage 120 are ofsize two by two, and there
are four switches in each of middle stage 130, middle stage
140 and middle stage 150.

The connection topology of the network 500E shown in
FIG. 5E is knownto be back to back inverse Benes connection

topology. The connection topology of the networks 500E is
different in the other embodiments. That is the way the links
ML(1,1)-ML(,8), ML(2,1)-ML(2,8), ML(3,1)-ML(3,8),
and ML(4,1)-ML(4,8) are connected between the respective
stages is different.

Even though only one embodimentis illustrated, in gen-
eral, the network V,,,,(N,, N2, d, s), comprise any arbitrary
type of connection topology. For example the connection
topology of the network V,,,,(N,, No, d, s) may be back to
back Benes networks, Delta Networks and many more com-
binations. The applicant notes that the fundamental property
of a valid connection topology of the Vz,A{N,, N>, d, s)
network is, whenno connectionsare setup from anyinputlink
all the output links should be reachable. Based on this prop-
erty numerous embodiments ofthe networkVy,(N1,N>,d, §)
can be built. The embodimentofFIG.5Eis only one example
of network Vz,A(N,; No, 4, 8).

The network 500E is rearrangeably nonblocking for uni-
cast according to the current invention. In one embodiment of
these networkseach ofthe input switches IS1-1S4 and output
switches OS1-OS4 are crossbar switches. The number of

switches of input stage 110 and of output stage 120 can be
denoted in general with the variable

 

N2
Z°
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where N,is the total numberofinlet links or and N,is the total
numberof outlet links and N,>N, and N,=p*N, where p>1.
The number of middle switches in each middle stage is
denoted by

The size of each input switch [S1-IS4 can be denoted in
general with the notation d,*d, and each output switch OS1-
OS4 can be denoted in general with the notation (d*d), where

d
ad) =N,X — =pxd.

1 1 Np Pp

Thesize of each switch in any ofthe middle stages excepting
the first middle stage can be denoted as d*d. Thesize of each
switch in the first middle stage can be denoted as d,*d. A
switch as used herein can be either a crossbar switch, or a
network of switches each of which in turn may be a crossbar
switch or a network of switches. An asymmetric folded multi-
stage network can be represented with the notation V,,,(N,,
N,, d,s), where N, represents the total numberofinlet links of
all input switches (for example the links IL1-IL24), N, rep-
resents the total numberofoutlet links of all output switches
(for example the links OL1-OL8), d represents the inlet links
of each output switch where N,>N,, and s is the ratio of
numberofoutgoing links from each input switchto the inlet
links of each input switch.

In network 500E of FIG. 5E, each of the

Ny
d

input switches IS1-IS4 are connected to exactly d switches in
middle stage 130 through d, links (for example input switch
IS1 is connected to middle switch MS(1,1) throughthe links
ML(1,1) and ML(1,2); input switch IS1 is connected to
middle switch MS(1,2) through the links ML(1,3) and ML(,
4); input switch IS1 is connected to middle switch MS(1,3)
through the link ML(1,5); and input switch IS1 is connected
to middle switch MS(1,4) through the links ML(1,6)).

Eachofthe

Nz
da

middle switches MS(1,1)-MS(1.4) in the middle stage 130
are connected from exactly d, input switches through d links
(for example the links ML(1,1) and ML(1,2) are connected to
the middle switch MS(1,1) from input switch IS1; the links
ML(1,7) and ML(1,8) are connected to the middle switch
MS(1,1) from input switch IS2; the link ML(1,13) is con-
nected to the middle switch MS(1,1) from input switch IS3;
and the link ML(1,19) is connected to the middle switch
MS(1,1) from input switch IS4), and also are connected to
exactly d switches in middle stage 140 throughd links (for
example the links MT.(2,1) and MI.(2,2) are connected from
middle switch MS(1,1) to middle switch MS(2,1) and MS(2,
3) respectively).
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Sunilarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links MT.(2,1) and MT_(2,6)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for example the links ML(3,1) and ML(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,3) respectively).

Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,6)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly d output switches in output stage 120
through d, links (for example the links ML(4,1) and ML(4,2)

20

25

are connected to output switches OS1 and OS2 respectively ~
from middle switch MS@3,1)).

Fach ofthe

output switches OS1-OS4 are connected from exactly d
switches in middle stage 150 through d, links (for example
output switch OS1 is connected from middle switches MS(3,
1) and MS(3,2) through the links ML(4,1) and ML(4,4)
respectively).
Generalized Asymmetric Folded RNB (N,>N,) Unicast
Embodiments:

Network 500F of FIG. 5F is an example of general asym-
metrical folded multi-stage network Vz,4N,, No, d, s) with
(2xlog,,N)-1 stages where N,>N, and N,=p*N, where p>1.
In network 500F of FIG. 5F, N,=N and N,=p*N.The general
symmetrical folded multi-stage network V,,AN,, Nz, d,s)
can be operated in rearrangeably nonblocking manner for
unicast when s=1 according to the current invention (and in
the example of FIG. 5F, s=1). The general asymmetrical
folded multi-stage network Vz,4N,, Nz, d,s) with (2xlog,
N)-1stages has d, (where

 

d

a = MX = pxd

inlet links for each of
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input switches IS1-IS(N,/d) (for example the links IL1-IL
(p*d) to the input switch IS1) and d, (=pxd) outgoing links for
each of

Nz
da

input switches IS1-IS(N,/d) (for example the links ML(1,1)-
ML(1,(d+p"d)) to the input switch IS1). There are d outlet
links for each of

Ny
da

output switches OS1-OS(N./d) (for example the links OL1-
OL(d) to the output switch OS1) and d incoming links for
each of

N2
da

output switches OS1-OS(N./d) (for example ML(2xLog,
N,-2,1)-ML(2xLog, N»-2, d) to the output switch OS1).

Each of the

=

input switches IS1-IS(N./d) are connected to exactly d
switches in middle stage 130 through d, links.

Each of the

=

middle switches MS(1,1)-MS(1,N./d) in the middle stage
130 are connected from exactly d input switches through d,
links and also are connected to exactly d switches in middle
stage 140 through d links.

Similarly each of the

z

middle switches

Np
MS(Log,N> - 1, 1) - MS|Log,N2 -1, =)

in the middle stage 130+10*(Log, N,-2) are connected from
exactly d switches in middle stage 130+10*(Log, N.-3)
through d links and also are connected to exactly d switches in
middle stage 1304+10*(I.og,, N,-1) throughdlinks.
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Sunilarly each of the

middle switches

i N.

MS(2 x LogyN2 —3, 1) - MS(2xLog,No - 3, =]

in the middle stage 130+10*(2*Log, N,-4) are connected
from exactly d switches in middle stage 130+10*(2*Log,
N,-5) through d links and also are connected to exactly d
output switches in output stage 120 throughd links.

Eachofthe

output switches OS1-OS(N,/d) are connected from exactly d
switches in middle stage 130+10*(2*Log,, N,—4) through d
links.

The general symmetrical folded multi-stage network V,14
(N,, N,, d, s) can be operated in rearrangeably nonblocking
manner for unicast when s=1 accordingto the current inven-
tion.

Symmetric RNB Unicast Embodiments:
Referring to FIG. 6A, FIG. 6B, FIG.6C, FIG. 6D,FIG. 6E,

FIG. 6F, FIG. 6G, FIG. 600H, FIG. 6001 and FIG. 6J with
exemplary symmetrical multi-stage networks 600A, 600B,
600C, 600D, 600E, 600F, 600G, 600H, 600], and 600]
respectively with five stages oftwenty switchesforsatisfying
communication requests, such as setting up a telephonecall
or a data call, or a connection between configurable logic
blocks, between an input stage 110 and output stage 120 via
middle stages 130, 140, and 150 is shown whereinput stage
110 consists of four, two by two switches IS1-IS4 and output
stage 120 consists of four, two by two switches OS1-OS4.
Andall the middle stages namely middle stage 130 consists of
four, two by two switches MS(1,1)-MS(1,4), middle stage
140 consists of four, two by two switches MS(2,1)-MS(2,4),
and middle stage 150 consists of four, two by two switches
MS(3,.D-MS(3,4).

Such networkscan be operated in rearrangeably nonblock-
ing mannerfor unicast connections, because the switches in
he input stage 110 are of size two by two, the switches in
output stage 120 are of size two by two,and there are four
switches in each of middle stage 130, middle stage 140 and
middle stage 150.

In all the ten embodiments of FIG. 6A to FIG. 6J the

connection topologyis different. ‘hat is the waythe links
ML(1,1)-ML(,8), ML(2,1)-ML(2,8), ML(3,1)-ML(,8),
and ML(4,1)-ML(4,8) are connected between the respective
stages is different. For example, the connection topology of
he network 600A shown in FIG. 6A is knownto be back to

back inverse Benes connection topology; the connection
opology ofthe network 600B shownin FIG.6B is known to
be back to back Omega connection topology; and the connec-
ion topology of the network 600C shown in FIG. 6C is
hereinafter called nearest neighbor connection topology.

Fven though only ten embodimentsare illustrated, in gen-
eral, the networkV(N,d, s) can comprise any arbitrary type of
connection topology. For example the connection topologyof

 

 
Page 196 of 207

10

20

25

30

40

45

60

140

the network V(N,d, s) may be back to back Benes networks,
Delta Networks and many more combinations. The applicant
notes that the fundamental property of a valid connection
topology of the V(N, d. s) network is, when no connections
are setup from any inputlink all the output links should be
reachable. Based on this property numerous embodiments of
the network V(N,d, s) can be built. The ten embodiments of
FIG. 6Ato FIG. 6J are only three examples of network V(N,
d, s).

The networks 600A-600J of FIG. 6A-FIG. 6J are also

rearrangcably nonblocking for unicast according to the cur-
rent invention. In one embodimentof these networks each of

the input switches IS1-IS4 and output switches OS1-OS4are
crossbar switches. ‘he numberofswitchesofinput stage 110
and of output stage 120 can be denoted in general with the
variable N/d, where N is the total numberofinlet links or
outlet links. The number of middle switches in each middle

stage is denoted by N/d. Thesize ofeach input switch IS1-IS4
can be denoted in general with the notation d*d and each
output switch OS1-OS4 can be denoted in general with the
notation d*d. Likewise, the size of each switch in any ofthe
middle stages can be denoted as d*d. A switch as used herein
can be either a crossbar switch, or a network of switches each
of which in turn may be a crossbar switch or a network of
switches. A symmetric multi-stage network can be repre-
sented with the notation V(N, d, s), where N represents the
total numberofinlet links of all input switches (for example
the links IL1-IL8), d represents the inlet links of each input
switchor outlet links of each output switch, andsis the ratio
of number of outgoing links from each input switch to the
inlet links of each input switch. Although it is nol necessary
that there be the same numberofinlet links IL1-IL8 as there

are oullet links OL1-OL8, in a symmetrical networkthey are
the same.

In network 600A of FIG. 6A, each of the N/d input
switches IS1-IS4 are connected to exactly d switches in
middle stage 130 through d links (for example input switch
IS1 is connected to middle switches MS(1,1) and MS(,2)
through the links ML(1,1) and ML(1,2) respectively).

Each of the N/d middle switches MS(1,1)-MS(1,4) in the
middle stage 130 are connected from exactly d input switches
through d links (for example the links ML(1,1) and ML(1,4)
are comnectedto the middle switch MS(1,1) from input switch
IS1 and 1S2 respectively) and also are connected to exactly d
switches in middle stage 140 through d links (for example the
links ML(2,1) and ML(2,2) are connected from middle
switch MS(1,1) to middle switch MS(2,1) and MS(2,3)
respectively).

Similarly each of the N/d middle switches MS(2,1)-MS(2,
4) in the middle stage 140 are connected from exactly d
switches in middle stage 130 through d links (for example the
links ML(2,1) and ML(2,6) are connected to the middle
switch MS(2,1) from middle switches MS(1,1) and MS(1,3)
respectively) and also are connected to exactly d switches in
middle stage 150 through d links (for example the links
ML(3,1) and ML(3,2) are connected from middle switch
MS(2,1) to middle switch MS(3,1) and MS(3,3) respec-
tively).

Similarly each of the N/d middle switches MS(3,1)-MS(3,
4) in the middle stage 150 are connected from exactly d
switches in middle stage 140 through d links (for example the
links ML(3,1) and ML@G,6) are connected to the middle
switch MS(3,1) from middle switches MS(2,1) and MS(2,3)
respectively) and also are connected to exactly d output
switchesin output stage 120 through d links (for example the
links ML(4,1) and ML(4,2) are connected to output switches
OS1 and OS2 respectively from middle switch MS(3,1)).
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Each of the N/d output switches OS1-OS4 are connected
from exactly d switches in middle stage 150 through d links
(for example output switch OS1 is connected from middle
switches MS(3,1) and MS(3,2) through the links MI.(4,1) and
ML(4,4) respectively).
Generalized Symmetric RNB Unicast Embodiments:

Network 600K of FIG. 6K is an example of general sym-
metrical multi-stage network V(N, d, s) with (2xlog, N)-1
stages. The general symmetrical multi-stage network V(N,d,
s) can be operated in rearrangeably nonblocking mannerfor
unicast when s=1 accordingto the current invention (and in
the example of FIG. 6K, s=1). The general symmetrical
multi-stage network V(N,d, s) with 2xlog,, N)-1 stages has
d inlet links for each of N/d input switches 1S1-IS(N/d) (for
example the links IL1-IL(d) to the input switch IS1) and d
outgoing links for each ofN/d input switches IS1-IS(N/d) (for
example the links ML(1,1)-ML(1, d) to the input switch IS1).
There are d outlet links for each of N/d output switches
OS1-OS(N/d) (for example OL1-OL(d) to the output switch
OS1) and d incoming, links for each of N/d output switches
OS1-OS(N/d) (for example ML(2xLog,,N-2,1)-ML(2xLog,,
N-2,d) to the output switch OS1).

Eachofthe N/d input switches IS1-IS(N/d) are connected
to exactly d switches in middle stage 130 through d links.

Each of the N/d middle switches MS(1,1)-MS(1,N/d) in
the middle stage 130 are connected from exactly d input
switches through d links and also are connected to exactly d
switches in middle stage 140 through d links.

Similarly each of the N/d middle switches

N

MS(Log,N - 1, 1)- MS{Log,N -1, 5]

in the middle stage 130+10*(Log,, N-2) are connected from
exactly d switches in middle stage 130+10*(Log, N-3)
throughdlinks and also are connected to exactly d switches in
middle stage 130+10*(Log,, N-1) through d links.

Similarly each of the N/d middle switches

N

MS(2 xLog,N ~3, 1) - MS(2xLog,N —3, 3]

in the middle stage 130+10*(2*Log, N-4) are connected
from exactly d switches in middle stage 130+10*(2*Log,
N-5) through d links and also are connected to exactly d
output switches in output stage 120 through d links.

Each of the N/d output switches OS1-OS(N/d) are con-
nected from exactly d switches in middle stage 130+10*
(2*Log, N-4) through d links.

The general symmetrical multi-stage network V(N, d, s)
can be operated in rearrangeably nonblocking manner for
unicast when s=1 according to the current invention.
Asymmetric RNB (N,>N,) Unicast Embodiments:

Referring to FIG. 6A1, FIG. 6B1, FIG. 6C1, FIG. 6D1,
FIG.6E1, FIG. 6F1, FIG. 6G1, FIG. 600H1, FIG. 600H1 and
FIG. 6J1 with exemplary symmetrical multi-stage networks
600A1, 600B1, 600C1, 600D1, 600L1, 60011, 600G1,
600H1, 60011, and 600J1 respectively with five stages of
twenty switches for satisfying communication requests, such
as setting up a telephonecall or a data call, or a connection
between configurable logic blocks, between an input stage
110 and output stage 120 via middle stages 130, 140, and 150
is shown where input stage 110 consists of four, two by two
switches IS1-IS4 and output stage 120 consists of four, six by
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six switches OS1-OS4. And all the middle stages namely
middle stage 130 consists of four, two by two switches MS(1,
1)-MS(1,4), middle stage 140 consists of four, two by two
switches MS(2,1)-MS(2,4), and middle stage 150 consists of
four, two by six switches MS(3,1)-MS(3,4).

Such networks can be operated in rearrangeably nonblock-
ing manner for unicast connections, because the switches in
the input stage 110 are of size two by two, the switches in
output stage 120 are of size six by six, and there are four
switches in each of middle stage 130, middle stage 140 and
middle stage 150.

In all the ten embodiments of FIG. 6A1 to FIG. 6J1 the

connection topology is different. That is the way the links
ML(1,1)-ML(1,8), ML(2,1)-ML(2,8), ML(3,1)-ML(3,8),
and ML(4,1)-ML(4,8) are connected between the respective
stages is different. For example, the connection topology of
the network 600A1 shownin FIG. 6A1 is knownto be back to

back inverse Benes connection topology; the connection
topology of the network 600B1 shown in F'IG. 6B1 is known
to be back to back Omega connection topology; and the
connection topology of the network 600C1 shown in FIG.
6C1is hereinafter called nearest neighbor connection topol-
ogy.

Fven though only ten embodiments are illustrated, in gen-
eral, the network V(N,, N5, d, s) can comprise any arbitrary
type of connection topology. For example the connection
topology of the network V(N,, N>, d, s) maybe back to back
Benes networks, Delta Networks and many more combina-
tions. The applicant notes that the fundamental property of a
valid connection topology of the V(N,, N,, d. s) network is,
when no connections are setup from any input link all the
output links should be reachable. Based on this property
numerous embodiments of the networkV(N,, N,, d,s) can be
built. The ten embodiments of FIG. 6A1 to FIG. 6J1 are only
three examples of network V(N,, N,, d,s).

The networks 600A1-600J1 of FIG. 6A1-FIG.6J1 are also

rearrangeably nonblocking for unicast according to the cur-
rent invention. In one embodimentof these networks each of

the input switches IS1-IS4 and output switches OS1-OS4are
crossbar switches. The numberofswitches of input stage 110
and of output stage 120 can be denoted in general with the
variable

where N,is the total numberofinlet links or and N,is the total
numberof outlet links and N,>N, and N,=p*N, where p>1.
The number of middle switches in each middle stage is
denoted by

The size of each input switch IS1-IS4 can be denoted in
general with the notation d*d and each output switch OS1-
OS4 can be denoted in general with the notation d,*d,, where

d
dy =N,X — =pxd.

2 2x N, Dp

The size of each switch in any ofthe middle stages excepting
the last middle stage can be denoted as d*d. The size of each
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switch in the last middle stage can be denoted as d¥*d,. A
switch as used herein can be either a crossbar switch, or a

network of switches each of which in turn maybe a crossbar
switch or a network of switches. An asymmetric multi-stage
network can be represented withthe notationV(N,, N,, d,s),
where N,represents the total numberofinlet links ofall input
switches (for example the links IL1-IL8), N. represents the
total number of outlet links of all output switches (for
example the links OL1-OL24), d representsthe inlet links of
each input switch where N,>N,, and s is the ratio of number
of outgoing links from each input switch to the inlet links of
each input switch.

In network 600A1 of FIG. 6A1, each of the

N
d

input switches [S1-IS4 are connected to exactly d switches in
middle stage 130 through d links (for example input switch
IS1 is connected to middle switches MS(1,1) and MS(1,2)
through the links ML(1,1) and ML(1,2) respectively).

Eachofthe

middle switches MS(1,1)-MS(1,4) in the middle stage 130 3,
are connected from exactly d input switches through d links
(for example the links ML(1,1) and ML(1,4) are connected to
the middle switch MS(1,1) from input switch IS1 and IS2
respectively) and also are connected to exactly d switches in
middle stage 140 through d links (for example the links
ML(2,1) and ML(2,2) are connected from middle switch
MS(1,1) to middle switch MS(2,1) and MS(2,3) respec-
tively).

Similarly each of the

middle switches MS(2,1)-MS(2,4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links MT.(2,1) and MT_(2,6)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for example the links ML(3,1) and ML(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS(3,3) respectively).

Similarly each of the

middle switches MS(3,1)-MS(3,4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,6)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,3) respectively) and also are
connected to exactly d output switches in output stage 120
throughd, links (for example the links ML(4,1) and ML(4,2)
are connected to output switches OS1 from middle switch
MS(3,1); the links MT.(4,3) and MI_(4,4) are connected to
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output switches OS2 from middle switch MS(3,1); the link
ML(4,5) is connected to output switches OS3 from middle
switch MS(3,1); and the link ML(4,6) is connected to output
switches OS4 from middle switch MS(3,1)).

Eachofthe

output switches OS1-OS4 are connected from exactly d
switches in middle stage 150 through d, links (for example
output switch OS1 is connected from middle switch MS(3,1)
through the links ML(4,1) and ML(4,2); output switch OS1is
connected from middle switch MS(3,2) through the links
ML(4,7) and ML(4,8); output switch OS1 is connected from
middle switch MS(3,3) through the link ML(4,13); and out-
put switch OS1 is connected from middle switch MS@3,4)
throughthe links ML(4,19)).
Generalized Asymmetric RNB (N,>N,) Unicast Embodi-
ments:

Network 600K1 of FIG. 6K1 is an example of general
asymmetrical multi-stage network V(N,, N3, d, s) with
(2xlog, N)-1 stages where N,>N, and N,=p*N, where p>1.
Tn network 400K1 of FIG. 4K1, N,=N and N,=p*N. The
general symmetrical multi-stage network V(N,, N>, d,s) can
be operated in rearrangeably nonblocking mannerforunicast
when s=1 according to the current invention (and in the
example of FIG. 6K1, s=1). The general asymmetrical multi-
stage network V(N,, N,, d, s) with (2xlog,, N)-1 stages has d
inlet links for each of

input switches IS1-IS(N,/d) (for example the links IL1-IL(d)
to the input switch IS1) and d outgoing links for each of

Ni
d

input switches IS1-IS(N,/d) (for example the links ML(1,1)-
ML(1, d) to the input switch IS1). There are d, (where

d

(where a =N2X— =MN pxal

outlet links for each of

output switches OS1-OS(N,/d) (for example the links OL1-
OL(p*d) to the output switch OS1) and d, (=pxd) incoming
links for each of
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output switches OS1-OS(N,/d) (for example ML(2xLog,
N,-2,1)-ML(2xLog, N,-2, d,) to the output switch OS1).

Eachofthe

input switches IS1-IS(N,/d) are connected to exactly d
switches in middle stage 130 through d links.

Eachofthe

middle switches MS(1,1)-MS(1,N,/d) in the middle stage
130 are connected from exactly d input switches through d
links and also are connected to exactly d switches in middle
stage 140 through d links.

Similarly each of the

middle switches

wt)MS(LogM1 — 1, 1) - MS(LogyM, — 1, >

in the middle stage 130+10*(Log, N,—-2) are connected from
exactly d switches in middle stage 130+10*(Log, N,-3)
through d links and also are connected to exactly d switches in
middle stage 130+10*(Log,, N,-1) throughd links.

Similarly each of the

middle switches

mMS(2xLogyNy —3, 1) - MS(2xLog,Ni —3, 7

in the middle stage 130+10*(2*Log, N,-4) are connected
from exactly d switches in middle stage 130+10*(2*Log,
N,-5) through d links and also are connected to exactly d
output switches in output stage 120 through d, links.

Eachofthe

output switches OS1-OS(N,/d) are connected from exactly d
switches in middle stage 130+10*(2*Log,, N-4) through d,
links.

The general symmetrical multi-stage network V(N,, N,, d,
s) can be operated in rearrangeably nonblocking manner for
multicast when s=1 according to the current invention.
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Asymmetric RNB (N,>N.) Unicast Embodiments:

Referring to FIG. 6A2, FIG. 6B2, FIG. 6C2, FIG. 6D2,
FIG. 6E2, FIG. 6F2, FIG. 6G2, FIG. 600H2, FIG. 60012 and

VIG. 6J2 with exemplary symmetrical multi-stage networks
600A2, 600B2, 600C2, 600D2, 600E2, 600F2, 600G2,

600H2, 60012, and 600J2 respectively with five stages of
twenty switches for satisfying communication requests, such
as setting up a telephonecall or a data call, or a connection
between configurable logic blocks, between an input stage
110 and output stage 120 via middle stages 130, 140, and 150
is shown where input stage 110 consists of four, six by six
switches IS1-IS4 and output stage 120 consists offour, two by
two switches OS1-OS4. And all the middle stages namely
middle stage 130 consists of four, six by two switches MS(1,
1)-MS(1,4), middle stage 140 consists of four, two by two
switches MS(2,1)-MS(2,4), and middle stage 150 consists of
four, two by two switches MS(3,1)-MS@,4).

Such networks can be operated in rearrangeably nonblock-
ing mannerfor unicast connections, because the switches in
theinput stage 110 are ofsize six by six, the switches in output
stage 120 are of size two by two,and there are four switches
in each of middle stage 130, middle stage 140 and middle
stage 150.

In all the ten embodiments of FIG. 6A2 to FIG. 6J2 he

connection topology is different. That is the way the links
ML(1,1)-ML(1,8), ML(2,1)-ML(2,8), ML(3,1)-ML(3,8),
and ML(4,1)-ML(4,8) are connected between the respective
stages is different. or example, the connection topology of
the network 600A2 shownin FIG. 6A2 is knownto be back ta

back inverse Benes connection topology; the connection
topology of the network 600B2 shown in FIG. 6B2 is known
to be back to back Omega connection topology; and the
connection topology of the network 600C2 shown in FIG.
6C2is hereinafter called nearest neighbor connection topol-
opy.

Even though only ten embodimentsare illustrated, in gen-
eral, the network V(N,, N., d, s) can comprise any arbitrary
type of connection topology. For example the connection
topology of the network V(N,, N>, d, s) maybe back to back
Benes networks, Delta Networks and many more combina-
tions. The applicant notes that the fundamental property of a
valid connection topology of the V(N,, N,, d, s) network is,
when no connections are setup from any input link all the
output links should be reachable. Based on this property
numerous embodiments of the network V(N,, N., d,s) can be
built. The ten embodiments of FIG. 6A2 to FIG. 6J2 are only
three examples of network V(N,, N,, d,s).

The networks 600A2-600J2 of FIG. 6A2-FIG.6J2 are also

rearrangeably nonblocking for unicast according to the cur-
rent invention. In one embodimentof these networks each of

the input switches 1S1-1S4 and output switches OS1-OS4 are
crossbar switches. The numberofswitches of input stage 110
and of output stage 120 can be denoted in general with the
variable

where N,is the total numberofinlet links or and N,is the total
numberofoutlet links and N,>N, and N,=p*N, where p>1.
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The number of middle switches in each middle stage is
denoted by

‘The size of each input switch IS1-lS4 can be denoted in
general with the notation d, *d, and each output switch OS1-
OS4 canbe denoted in general with the notation (d*d), where

d

di = Nixqe = px

Thesize ofeach switch in any of the middle stages excepting
the first middle stage can be denoted as d*d. Thesize of each
switch in the first middle stage can be denoted as d,*d. A
switch as used herein can be either a crossbar switch, or a
network of switches each of which in tum maybe a crossbar
switch or a network of switches. An asymmetric multi-stage
network can be represented with the notationV(N,, N,, d,s),
where N,represents the total numberofinlet links ofall input
switches (for example the links IL1-IL24), N, represents the
total number of outlet links of all output switches (for
example the links OL1-OL8), d represents the inlet links of
each output switch where N,>N,, andsis the ratio ofnumber
of outgoing links from each input switch to the inlet links of
each input switch.

In network 600A2 of FIG. 6A2, each ofthe

N2
d

input switches [S1-IS4 are connected to exactly d switches in
middle stage 130 through d, links (for example input switch
IS1 is connected to middle switch MS(1,1) throughthe links
ML(1,1) and ML(1,2); input switch IS1 is connected to
middle switch MS(1,2) through the links ML(1,3) and ML(,
4); input switch IS1 is connected to middle switch MS(1,3)
throughthe link ML(1,5); and input switch IS1 is connected
to middle switch MS(1,4) throughthe links ML(1,6)).

Eachofthe

middle switches MS(1,1)-MS(,4) in the middle stage 130
are connected from exactly d, input switches through d links
(for example the links ML(1,1) and ML(1,2) are connected to
the middle switch MS(1,1) from input switch IS1; the links
ML(1,7) and ML(1,8) are connected to the middle switch
MS(1,1) from input switch IS2; the link ML(1,13) is con-
nected to the middle switch MS(1,1) from input switch IS3;
and the link ML(1,19) is connected to the middle switch
MS(1,1) from input switch IS4), and also are connected to
exactly d switches in middle stage 140 throughd links (for
example the links MI.(2,1) and MI.(2,2) are connected from
middle switch MS(1,1) to middle switch MS(2,1) and MS(2,
3) respectively).

Page 200 of 207

20

25

30

40

60

148

Similarly each of the

middle switches MS(2,1)-MS(2.4) in the middle stage 140
are connected from exactly d switches in middle stage 130
through d links (for example the links MT (2,1) and MT (2,6)
are connected to the middle switch MS(2,1) from middle
switches MS(1,1) and MS(1,3) respectively) and also are
connected to exactly d switches in middle stage 150 through
d links (for example the links ML(3,1) and ML(3,2) are
connected from middle switch MS(2,1) to middle switch
MS(3,1) and MS@,3) respectively).

Similarly each of the

middle switches MS(3,1)-MS(3.4) in the middle stage 150
are connected from exactly d switches in middle stage 140
through d links (for example the links ML(3,1) and ML(3,6)
are connected to the middle switch MS(3,1) from middle
switches MS(2,1) and MS(2,3) respectively) and. also are
connected to exactly d output switches in output stage 120
through d, links (for example the links ML(4,1) and ML(4,2)
are connected to output switches OS1 and OS2 respectively
from middle switch MS(3,1)).

Rach of the

output switches OS1-OS4 are connected from exactly d
switches in middle stage 150 through d, links (for example
output switch OS1 is connected from middle switches MS(3,
1) and MS@,2) through the links ML(4,1) and ML(4,4)
respectively).
Generalized Asymmetric RNB (N,>N,) Unicast Embodi-
ments:

Network 600K2 of FIG. 6K2 is an example of general
asymmetrical multi-stage network V(N,, N., d, s) with
(2xlog, N)-1 stages where N,>N, and N,=p*N, where p>1.
In network 400K2 of FIG. 4K2, N,=N and N,=p*N. The
general symmetrical multi-stage network V(N,, N,, d,s) can
be operated in rearrangeably nonblocking mannerforunicast
when s21 according to the current invention (and in the
example of FIG. 6K2, s=1). The general asymmetrical multi-
stage networkV(N,, N., d, s) with (2xlog,, N)-1 stages has d,
(where

d
ad) =N,|X¥— =pxd

1 1 Np Pp

inlet links for each of

a|=
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input switches IS1-IS(N./d) (for example the links IL1-IL
(p*d) to the input switch 1S1) and d, (=pxd) outgoinglinks for
each of

input switches IS1-IS(N,/d) (for example the links ML(1,1)-
ML(1,(d+p*d)) to the input switch IS1). There are d outlet
links for each of

a|=

output switches OS1-OS(N,/d) (for example the links OL1-
OL(d) to the output switch OS1) and d incoming links for
each of

output switches OS1-OS(N,/d) (for example ML(2xLog,
N,-2,1)-ML(2xLog, N,-2, d) to the output switch OS1).

Each ofthe

input switches IS1-IS(N,/d) are connected to exactly d
switches in middle stage 130 through d, links.

Eachofthe

middle switches MS(1,1)-MS(1,N,/d) in the middle stage
130 are connected from exactly d input switches through d,
links and also are connected to exactly d switches in middle
stage 140 throughd links.

Sunilarly each of the

middle switches

“MS(LogyN2 —1, 1) - MS{Log,N2 — 1, 7

in the middle stage 130+10*(Log, N,-2) are connected
from exactly d switches in middle stage 130+ 10*(Log,,N,-3)
through d links and also are connected to exactly d switches in
middle stage 1304+10*(1.og, N,-1) through d links.
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Similarly each of the

=

middle switches

N;

MS(2xLog,N2 ~ 3, 1) MS(2xLog,No - 3, +]

in the middle stage 130+10*(2*Log, N,-4) are connected
from exactly d switches in middle stage 130+10*(2*Log,
N,-5) through d links and also are connected to exactly d
output switches in output stage 120 throughd links.

Eachof the

Ny
d

output switches OS1-OS(N,/d) are connected from exactly d
switches in middle stage 130+10*(2*Log, N,-4) through d
links.

The general symmetrical multi-stage network V(N,, N,, d,
s) can be operated in rearrangeably nonblocking manner for
unicast when s=1 according to the current invention.
Scheduling Method Embodiments:

FIG. 7A shows a high-level Nowchart of a scheduling
method 1000, in one embodimentexecuted to setup multicast
and unicast connections in network 100A of FIG. 1A (or any
of the networks V,4n<(N,, N>, d, s) and the networks V(N,,
N,. d, s) disclosed in this invention). According to this
embodiment, a multicast connection request is received in act
1010. Thenthe control goesto act 1020.

In act 1020, based ontheinlet link and input switch of the
multicast connection received in act 1010, from each avail-
able outgoing middle link of the input switch of the multicast
connection, by traveling forward from middle stage 130 to
middle stage 130+10*(Log,, N-2), the lists of all reachable
middle switches in each middle stage are derived recursively.
Thatis, first, by following each available outgoing middle
link of the input switch all the reachable middle switches in
middle stage 130 are derived. Next, starting from the selected
middle switches in middle stage 130 traveling through all of
their available out going middle links to middle stage 140all
the available middle switches in middle stage 140 are derived.
This process is repeated recursively until all the reachable
middle switches, starting from the outgoing middle link of
input switch, in middle stage 130+10*(Log, N-2) are
derived. This process is repeated for each available outgoing
middle link from the input switch of the multicast connection
and separate reachable lists are derived in each middle stage
from middle stage 130 to middle stage 130+10*(Log, N-2)
for all the available outgoing middle links from the input
switch. Then the control goes to act 1030.

In act 1030, based on the destinations of the multicast
connection received in act 1010, from the output switch of
each destination, by traveling backward from output stage
120 to middle stage 130+10*(Log, N-2), the lists of all
middle switches in each middle stage from which each des-
tination output switch (and hencethe destinationoutlet links)
is reachable, are derived recursively. Thatis, first, by follow-
ing eachavailable incoming middle link of the output switch
of each destination link of the multicast connection, all the
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middle switches in middle stage 130+10*(2*Log, N-4) from
which the output switch is reachable, are derived. Next, start-
ing from the selected middle switches in middle stage 130+
10*(2*Log, N-4) traveling backward through all of their
available incoming middle links from middle stage 130+10*
(2*Log, N-5) all the available middle switches in middle
stage 130+10*(2*Log, N-5) from which the output switch is
reachable, are derived. This process is repeated recursively
until all the middle switches in middle stage 130+10*(Log,
N-2) from which the output switch is reachable, are derived.
This process is repeated for cach output switch of cach des-
tination link of the multicast connection and separate lists in
cach middle stage from middle stage 130+10*(2*Log, N-4)
to middle stage 130+10*(Log, N-2) for all the output
switches of each destination link of the connection are

derived. ‘hen the control goes to act 1040.
In act 1040,using the lists generated in acts 1020 and 1030,

particularly list of middle switches derived in middle stage
130+10*(Log, N-2) corresponding to each outgoing link of
the input switch of the multicast connection, and the list of
middle switches derived in middle stage 130+10* (Log, N-2)
corresponding to each output switch ofthe destinationlinks,
the list of all the reachable destination links from each out-

going link of the input switch are derived. Specifically if a
middle switch in middle stage 130+10*(Log, N-2) is reach-
able from an outgoing link of the input switch, say “x”, and
also from the same middle switch in middle stage 130+10*
(Log,, N-2) if the output switch ofa destination link, say “y”,
is reachable thenusing the outgoing link ofthe input switchx,
destination link yis reachable. Accordingly,the list of all the 30
reachable destination links from each outgoing link of the
input switch is derived. The control then goes to act 1050.

In act 1050, among all the outgoing links of the input
switch,it is checkedifall the destinations are reachable using
only one outgoing link of the input switch. If one outgoing
link is available through which all the destinations of the
multicast connection are reachable (i.e., act 1050 results in
“ves”), the control goes to act 1070. And in act 1070, the
multicast connection is setup bytraversing from the selected
only one outgoing middlelink ofthe input switch in act 1050,
to all the destinations. Then the controltransfersto act 1090.

If act 1050 results “no”, that is one outgoing link is not
available through which all the destinations of the multicast
connection are reachable, then the control goes to act 1060. In
act 1060, it is checked if all destination links of the multicast
connection are reachable using two outgoing middle links
from the input switch. Accordingto the current invention,it is
always possible to find at most two outgoing middle links
from the input switch through whichall the destinations of a
multicast connection are reachable. So act 1060 always
results in “yes”, and then the control transfers to act 1080. In
act 1080, the multicast connection is setup by traversing from
the selected only two outgoing middle links of the input
switch in act 1060, to all the destinations. Then the control
transfers to act 1090.

In act 1090, all the middle links between anytwo stages of
the network used to setup the connection in either act 1070 or
act 1080 are marked unavailable so that these middle links
will be made unavailable to other multicast connections. The

control then returnsto act 1010, so that acts 1010, 1020, 1030,
1040, 1050, 1060, 1070, 1080, and 1090 are executed in a
loop, for each connection request until the connectionsare set
up.

In the exampleillustrated in FIG. 1A, four outgoing middle
links are availableto satisfy a multicast connection requestif
input switch is IS2, but only at most two outgoing middle
links of the input switch will be used in accordance with this

Page 202 of 207

20

25

40

45

60

152

method. Similarly, although three outgoing middle links is
available for a multicast connection requestifthe input switch
is IS1, again only at most two outgoing middle links is used.
Thespecific outgoing middle links ofthe input switchthat are
chosen whenselecting two outgoing middle links of the input
switch is irrelevant to the method of FIG. 7A so long as at
most two outgoing middle links of the input switch are
selected to ensure that the connection requestis satisfied, i.e.
the destination switches identified by the connection request
can be reached from the outgoing middle links of the input
switch that are selected. In essence, limiting the outgoing
middle links of the input switch to no more than two permits
the networkV,,,,,,(N,, N., d, s) and the network V(N,, N,, d,
s) to be operated in nonblocking manner in accordance with
the invention.

Accordingto the current invention, using the method 1040
ofFIG.7A,the network V,,,7:;4(N,, No, d, s) and the networks
V(N,, N>, d, s) are operated in rearrangeably nonblocking for
unicast connections when s=1, are operatedin strictly non-
blocking for unicast connections when s=2, andare operated
in rearrangeably nonblocking formulticast connections when
s=2.

The connection request of the type described above in
reference to method 1000 of FIG. 7A can be unicast connec-

tion request, a multicast connection request or a broadcast
connection request, depending on the example. In case of a
unicast connection request, only one outgoing middle link of
the input switch is used to satisfy the request. Moreover, in
method 1000 described above in reference to FIG. 7A any
numberofmiddle links may be used between any two stages
excepting between the input stage and middle stage 130, and
also any arbitrary fan-out may be used within each output
stage switch, to satisfy the connection request.

As noted above method 1000 of FIG. 7A can be used to

setup multicast connections, unicast connections, or broad-
cast connection of all the networks V,,i(N, ds 8), Vintina(N15
N,, d,s), V(N, d, s) and V(N,, N3, d,s) disclosed in this
invention.

Applications Embodiments:
All the embodiments disclosed in the current invention are

useful in manyvarieties of applications. FIG. 8A1 illustrates
the diagram of 800A1 whichis a typical two by two switch
with two inlet links namely IL1 and JL2, and two outlet links
namely OL1 and OL2. The two by two switch also imple-
ments four crosspoints namely CP(1,1), CP(1,2), CP(2,1) and
CP(2,2) as illustrated in FIG. 8A1. For example the diagram
of 800.A1 may the implementation ofmiddle switch MS(1,1)
of the diagram 400A of FIG. 4A where inlet link IL1 of
diagram 800A1 corresponds to middle link ML(1,1) of dia-
gram 400A,inlet link IL2 of diagram 800A1 corresponds to
middle link ML(1,5) of diagram 400A,outlet link OL1 of
diagram 800A1 corresponds to middle link ML(2,1) of dia-
gram 400A,outlet link OL2 ofdiagram 800A1correspondsto
middle link ML(2,2) of diagram 400A.
1) Programmable Integrated Circuit Embodiments:

All the embodiments disclosed in the current invention are

useful in programmable integrated circuit applications. FIG.
8A2illustrates the detailed diagram 800A2 for the implemen-
tation of the diagram 800A1 in programmable integrated
circuit embodiments. Lach crosspoint is implemented by a
transistor coupled between the corresponding inlet link and
outlet link, and a programmable cell in programmable inte-
grated circuit embodiments. Specifically crosspoint CP(,1)
is implemented by transistor C(1,1) coupled betweeninlet
link IT.1 and outlet link OT.1, and programmablecell P(1,1);
crosspoint CP(1,2) is implemented by transistor C(1,2)
coupled between inlet link IT.1 and outlet link OI2, and
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programmable cell P(1,2); crosspoint CP(2,1) is imple-
mented by transistor C(2,1) coupled between inlet link IL2
and outlet link OL1, and programmablecell P(2,1); and cros-
spoint CP(2,2) is implemented by transistor C(2,2) coupled
between inlet link IL2 and outlet link OL2, and program-
mable cell P(2,2).

If the programmable cell is programmed ON,the corre-
sponding transistor couples the corresponding inlet link and
outlet link. Ifthe programmable cell is programmed OFF, the
correspondinginlet link and outlet link are not connected. For
exampleifthe programmable cell P(1,1) is programmed ON,
the corresponding transistor C(1,1) couples the correspond-
ing inIct link IL1 and outlet link OL1. If the programmable
cell P(1,1) is programmed OFF, the corresponding inlet link
IL1 and outlet link OL1 are not connected. In volatile pro-
grammable integrated circuit embodiments the program-
mable cell may be an SRAM (Static Random Address
Memory)cell. In non-volatile programmable integrated cir-
cuit embodiments the programmable cell may be a [lash
memory cell. Also the programmable integrated circuit
embodiments may implement field programmable logic
arrays (FPGA) devices, or programmable Logic devices
(PLD), or Application Specific Integrated Circuits (ASIC)
embedded with programmable logic circuits or 3D-FPGAs.
2) One-time Programmable Integrated Circuit Embodiments:

All the embodiments disclosed in the current invention are

useful in one-time programmable integrated circuit applica-
tions. FIG. 8A3 illustrates the detailed diagram 800A3for the
implementation of the diagram 800A1 in one-time program-
mable integrated circuit embodiments. Each crosspoint is 30
implemented by a via coupled between the corresponding
inlet link and outlet link in one-time programmableintegrated
circuil embodiments. Specifically crosspoint CP(1,1) is
implemented by via V(1,1) coupled between inlet link IL1
and outlet link OL1; crosspoint CP(1,2) is implemented by
via V(1,2) coupled between inletlink IL1 and outlet link OL2;
crosspoint CP(2,1) is implemented by via V(2,1) coupled
between inlet link IL2 and outlet link OL1; and crosspoint
CP(2,2) is implemented by via V(2,2) coupled between inlet
link IL2 and outlet link OL2.

If the via is programmed ON,the correspondinginlet link
and outlet link are permanently connected which is denoted
bythick circle at the intersection of inlet link and outlet link.
If the via is programmed OFF, the corresponding inlet link
and outlet link are not connected which is denoted by the
absence of thick circle at the intersection of inlet link and

outlet link. For example in the diagram 800A3the via V(1,1)
is programmed ON,and the corresponding inlet link IL1 and
outlet link OL1 are connected as denoted bythick circle at the
intersection of inlet link IL1 and outlet link OL1: the via
V(2,2) is programmed ON,and the corresponding inlet link
IL2 and outlet link OL2 are connected as denoted by thick
circle at the intersection of inlet link IL2 and outlet link OL2;
the via V(1,2) is programmed OFF, and the corresponding
inlet link IL1 and outlet lnk OL2 are not connected as

denoted by the absence ofthick circle at the intersection of
inlet link IL1 and outlet link OL2; the via V(2,1) is pro-
grammed OFF, and the correspondinginlet link IL2 and out-
let link OL1 are not connected as denoted by the absence of
thick circle at the intersection ofinlet link IL2 and outlet link

OL1. One-time programmable integrated circuit embodi-
ments may be anti-fuse based programmable integrated cir-
cuit devices or mask programmable structuredASIC devices.
3) Integrated Circuit Placement and Route Embodiments:

All the embodiments disclosed in the current invention are

useful in Integrated Circuit Placement and Route applica-
tions, for example in ASIC backend Placement and Route
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tools. FIG. 8A4 illustrates the detailed diagram 800.44for the
implementation of the diagram 800A1 in Integrated Circuit
Placement and Route embodiments. In an integrated circuit
since the connections are known a-priori, the switch and
crosspoints are actually virtual. However the concept of vir-
tual switch and virtal crosspoint using the embodimentsdis-
closed in the current invention reduces the numberofrequired
wires, wire length neededto connect the inputs and outputs of
difterent netlists and the time required by the tool for place-
ment and route of netlists in the integrated circuit.

Each virtual crosspoint is used to either to hardwire or
provide no connectivity between the correspondinginlet link
and outlet link. Specifically crosspoint CP(1,1) is imple-
mented by direct connect point DCP(1,1) to hardwire (i.e., to
permanently connect) inlet link IL1 and outlet link OL1
whichis denotedbythe thick circleat the intersection ofinlet
link IL1 and outlet link OL1; crosspoint CP(2,2) is imple-
mented by direct connect point DCP(2,2) to hardwire inlet
link IL2 and outlet link OL2 which is denoted by the thick
circle at the intersection of inlet link IL2 and outlet link OL2.

The diagram 800A4 does not show direct connect point DCP
(1,2) and direct connect point DCP(1,3) since they are not
needed and in the hardware implementation theyare elimi-
nated. Alternatively inlet link IL1 needs to be connected to
outlet link OT.1 and inlet link IT.1 does not need to be con-
nected to outlet link OL2. Also inlet link IL2 needs to be
connected to outlet link OL2 andinlet link IL2 does not need
to be connected to outlet link OL1. Furthermore in the

example of the diagram 800A4, there is no need to drive the
signal of inlet link IL1 horizontally beyond outlet link OL1
and hencethe inlet link IL1 is not even extended horizontally
until the outlet link OL2. Also the absence of direct connect

point DCP(2,1) illustrates there is no need to connect inlet
link IL2 and outlet link OL1.

In summary in integrated circuit placementandroute tools,
the concept ofvirtual switches andvirtual cross points is used
during the implementation of the placement & routing algo-
rithmically in software, however during the hardware imple-
mentation cross points in the cross state are implemented as
hardwired connections between the correspondinginlet link
and outlet link, and in the bar state are implemented as no
connection between inlet link and outlet link

3) More Application Embodiments:
All the embodiments disclosed in the current invention are

also useful in the design of SoC interconnects, Field program-
mable interconnect chips, parallel computer systems and in
time-space-time switches.

Numerous modifications and adaptations of the embodi-
ments, implementations, and examples described herein will
be apparent to the skilled artisan in viewofthe disclosure.

Whatis claimedis:

1. A network having a plurality of multicast connections,
said network comprising:

N,inlet links and N, outlet links, where N,>1, N,>1 and

when N,>N, and N,=p*N, where p>1 then N,=N, d,=d,
and

dy = Nyx = xd;
2 = N2Q WP? b

where N>1, d,>1, d,>1, d>1 and
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an input stage comprising

Ny
d

input switches, and said each input switch comprising d
inlet links and each said input switch further comprising
xxd outgoing links connecting to switches in a second
stage where x>0; and

an output stage comprising

NM
d

output switches, and said each output switch comprising
d, outlet links and each said output switch further com-
prising

(d+ dz)9xX
 

incoming links connecting from switches in a penulti-
mate stage; and

a plurality of y middle stages comprising N/d middle
switches in each of said y middle stages wherein said
second stage and said penultimate stage are one of said
middle stages where y>3, and

said each middle switchin all said middle stages excepting
said. penultimate stage comprising xxd incoming links
(hereinafter “incoming middle links”) connecting from
switches in its immediate preceding stage, and said each
middle switch further comprising xxd outgoing links
(hereinafter “outgoing middle links”) connecting to
switchesin its immediate succeeding stage, and

said each middle switch in said penultimate stage compris-
ing xxd incoming links connecting from switches in its
said immediate preceding, stage, and said each middle
switch further comprising

 (d + dz)
x 9

x

outgoing links connecting to switches in its said imme-
diate succeeding stage i.e., said output stage; or

when N,>N, and N,=p*N, where p>1 then N,=N, d,=d
and

d

d= Nixa7 = pxd

and

an input stage comprising

N2
d

input switches, and said each input switch comprising d,
inlet links and said each input switch further comprising

(d+d,)
xX
 

outgoing links connecting to switches in a second stage
where x>0; and
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an output stage comprising

output switches, and said each output switch comprising
d outlet links and said each output switch further com-
prising xxd incoming links connecting from switches in
a penullimate stage; and

a plurality of y middle stages comprising N/d middle
switches in each of said y middle stages wherein said
secondstage and said penultimate stage are one ofsaid
middle stages where y>3, and

said each middle switchin said second stage comprising

x (d+d,)
eA SG

incominglinks connecting from switches in its immedi-
ate preceding stagei.e., said input stage. and said each
middle switch further comprising xxd outgoing links
connecting to switches in its immediate succeeding
stage; and

said each middle switchin all said middle stages excepting
said second stage comprising xxd incominglinks (here-
inafter “incoming middle links”) connecting from
switchesin its immediate preceding stage, and said each
middle switch further comprising xxd outgoing links
(hereinafter “outgoing middle links”) connecting to
swilchesin ils said immediate succeeding stage; and

wherein said each multicast connection from an inletlink

passes through at most two outgoing links in said input
switch, and said multicast connection further passes
through a plurality of outgoing links in a plurality
switches in each said middle stage and in said output
stage.

2. The network of claim 1, wherein all said incoming
middle links and outgoing middle links are connected in any
arbitrary topology such that when no connectionsare setup in
said network, a connection from anysaid inletlink to any said
outlet link can be setup.

3. The network of claim 2, wherein y=(2xlog,N)-3 when
N,>N,, and y=(2xlog,N,)-3 when N|>N,.

4. Thenetwork ofclaim 3, wherein x21, wherein said each
multicast connection comprises only one destination link,
and

said each multicast connection from an inlet link passes
through only one outgoinglink in input switch, and said
multicast connection further passes through only one
outgoing link in one of the switches in each said middle
stage andin said output stage, and

further is always capable of setting up said multicast con-
nection by changing the path, detined by passage of an
existing multicast connection, thereby to change only
one outgoing link ofthe input switch usedbysaid exist-
ing multicast connection, and said networkis hereinafter
“rearrangeably nonblocking network for unicast’.

5. Thenetwork ofclaim 3, wherein x2, wherein said each
multicast connection comprises only one destination link,
and

said each multicast connection from an inlet link passes
through only one outgoinglink in input switch, and said
multicast connection further passes through only one
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outgoing link in one of the switches in each said middle
stage andin said output stage, and

further is always capable of setting up said multicast con-
nection bynever changing path ofan existing multicast
connection, wherein said each multicast connection
comprises only one destination link and the network is
hereinafter “strictly nonblocking network for unicast’.

6. The network of claim 3, wherein x2,
further is always capable ofsetting up said multicast con-

nection by changing the path, defined by passage of an
existing multicast connection, thereby to change one or
two outgoing links of the input switch used by said
existing multicast connection, and said networkis here-
inafter “rearrangeably nonblocking network”.

7. The network of claim 3, wherein x23,
further is always capable ofsetting up said multicast con-

nection by never changing path of an existing multicast
connection, and the networkis hereinafter “strictly non-
blocking network”

8. The network of claim 1, further comprising a controller
coupled to each of said inpul, oulpul and middle stages to set
up said multicast connection.

9. The network of claim 1, wherein said N,inlet links and
N,outlet links are the same number oflinks, i.e., N;=N,=N,
and d,=d,=d .

10.The network ofclaim 1, wherein said each input switch,
said each output switch and said each middle switch is either
fully populated or partially populated.

11. The network of claim 1,
wherein each of said input switches, or each of said output

switches, or each of said middle switches further recur-
sively comprise one or more networks.

12. A methodfor setting up one or more multicast connec-
tions in a network having N, inlet links and N, outlet links,
where N,>1, N,>1 and

when N,>N, and N,=p*N, where p>1 then N,=N,d,=d,
and

 

d

dy = NaX 5p = px ds

where N>1, d,>1, d,>1, d>1 and having
an input stage having

M
d

input switches, and said each input switch havingdinlet
links and said each input switch further having xxd
outgoing links connected to switches in a second stage
where x>0; and

an output stage having

MN
d

output switches, and said each output switch having d,
outlet links and said each output switch further having

 (d +d)
x 9

incoming links connected from switches in a penulti-
mate stage; and
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a plurality of y middle stages having N/d middle switches
in each ofsaid y middle stages wherein said second stage
and said penultimate stage being one of said middle
stages where y>3, and

said each middle switchinall said middle stages excepting
said penultimate stage having xxd incoming links con-
nected from switches in its immediate preceding stage,
and said each middle switch further having xxd outgoing
links connected to switchesin its immediate succeeding
stage; and

said each middle switch in said penultimate stage having
xxd incoming links connected from switchesin its said
immediate preceding stage, and said each middle switch
further having

(4 + dy)xX ———

outgoing links connected to switches in its said imme-
diate succeeding stage; or

when N,>N, and N,=p*N, where p>1 then N,=N, d,=d
and

d
adj =~N|X— =pxd;

1 1 No P

and having
an input stage having

input switches, and said each input switchhaving d, inlet
links and said each input switch further having

x (d+ da)2

outgoing links connected to switches in a second stage
where x>0: and

an output stage having output

 

switches, and said each output switch having d outlet
links and said each output switch further having xxd
incoming links connected from switches in a penulti-
mate stage: and

a plurality of y middle stages having N/d middle switches
in each ofsaid y middle stages wherein said second stage
and said penultimate stage being one of said middle
stages where y>3, and

said each middle switch in said second stage having

(d+ dad)
a)
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incoming links connected from switches in its immedi-
ate preceding stage, and said each middle switch further
having xxd outgoing links connected to switchesin its
said immediate succeeding stage; and

said each middle switchinall said middle stages excepting, 5
said second stage having xxd incoming links connected
from switchesin its immediate preceding stage, and said
each middle switch further having xxd outgoing links
connected to switches in its immediate succeeding
stage; and said method comprising: 10

receiving a multicast connection at said input stage;
fanning out said multicast connection through at most two

outgoing links in said input switch and a plurality of
outgoing links in a plurality of middle switches in each
said middle stage to set up said multicast connection to 15
a plurality of output switches among said

N2
d 20

output switches, wherein said plurality of output
switches are specified as destinations of said multicast
connection, wherein said at most two outgoing links in
input switch and said plurality of outgoing links in said ,,
plurality of middle switches in each said middle stage
are available.

13.A method ofclaim 12 wherein said act of fanning out is
performed without changing any existing connection to pass
through another set of plurality of middle switches in each
said middle stage.

14. A method ofclaim 12 wherein said act of fanning out is
performed recursively.

15. A method of claim 12 wherein a connection exists

throughsaid network and passes throughaplurality ofmiddle
switches in each said middle stage and said method further 35
comprises:

if necessary, changing said connection to pass through
anotherset of plurality of middle switches in each said
middle stage, act hereinafter “rearranging connection”.

16. A method of claim 12 wherein said acts of fanning out 40
and rearranging are performed recursively.

17.A methodfor setting up one or more multicast connec-
tions in a network having N,inlct links and N, outlet links,
where N,>1, N,>1 and

when N,>N, and N,=p*N, where p>1 then N,=N, d,=d,

30

45
and

a, = N, a a;
2 = 2X Ni px; 50

where N>1, d,>1, d,>1, d>1 and having
an input stage having

Mt 55d

input switches, and said each input switch having d inlet
links and said each input switch further having xxd
oulyoing links connected to switches in a second stage
where x>0; and 60

an output stage having

NM
a 65
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output switches, and said each output switch having d,
outlet links and said each output switch further having

(d+ a3)x —_*
eX GZ

incoming links connected from switches in a penulti-
mate stage; and

a plurality of y middle stages having N/d middle switches
in each ofsaid y middle stages wherein said second stage
and said penultimate stage being one of said middle
stages where y>3, and

said each middle switchin all said middle stages excepting
said penultimate stage having xxd incoming links con-
nected from switches in its immediate preceding stage,
and said each middle switchfurther having xxd outgoing
links connected to switches in its immediate succeeding
stage; and

said each middle switch in said penultimate stage having
xxd incoming links connected from switches in its said
immediate preceding stage, and said each middle switch
further having

x (2+ ad)
eA

oulgoing links connected to switches in ils said imme-
diate succeeding stage; or

when N,>N, and N,=p*N, where p>1 then N,=N, d,=d
and

d
ad =Nix— = d;

1 <a pxa,

and having

an input stage having

N> 

input switches, and said each input switch having d, inlet
links and said each input switch further having

x (d+d,)
eA G

outgoing links connected to switches in a second stage
where x>0: and

an output stage having

=

output switches, and said each output switch having d
outlet links and said each output switch further having
xxd incoming links connected from switches in a pen-
ultimate stage; and
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a plurality of y middle stages having N/d middle switches
in each ofsaid y middle stages wherein said second stage
and said penultimate stage being one of said middle
stages where y>3, and

said each middle switchin said second stage having

(d+d,)9
 

xX

incoming links connected from switches in its immedi-
ate preceding stage, and said each middle switch further
having xxd outgoing links connected to switches in its
immediate succeeding stage; and

said cach middle switchin all said middle stages excepting
said second stage having xxd incoming links connected
from switchesin its immediate preceding stage, and said
each middle switch further having xxd outgoing links
connected to switches in its immediate succeeding
stage; and said method comprising:

checking if a first outgoing link in input switch andafirst
plurality of outgoing links in plurality of middle
switches in each said middle stage are available to at
leasta first subset of destination output switches of said
multicast connection; and

checking if a second outgoing link in input switch and
second plurality ofoutgoing links inplurality ofmiddle
switches in each said middle stage are available to a
second subset of destination output switches of said
multicast connection,

wherein each destination output switch of said multicast
connection is one of said first subset of destination out-

pul switches and said second subset of destination oul-
put switches.
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18. The method of claim 17 further comprising:
prior to said checkings, checking if all the destination

output switches of said multicast connection are avail-
able through said first outgoing link in input switch and
said first plurality of outgoing links in plurality of
middle switches in each said middle stage.

19. The method of claim 17 further comprising:
repeating said checkingsofavailable second outgoing link

in input switch and secondplurality of outgoing links in
plurality ofmiddle switches in each said middle stage to
a second subset of destination output switches of said
multicast connection to each outgoing link in input
switch other than said first and said second outgoing
links in input switch,

wherein each destination output switch of said multicast
connection is one ofsaid first subset of destination out-

put switches and said second subset of destination out-
put switches.

20. The method of claim 17 further comprising:
repeating said checkingsofavailable first outgoing link in

input switch andfirst plurality of outgoing links in plu-
rality of middle switches in each said middle stage to a
first subset of destination output switches of said multi-
cast connection to each outgoing link in input switch
other thansaid first outgoing link in input switch.

21. The method of claim 17 further comprising:
setting up each of said multicast connection fromits said

input switchto its said output switches through not more
than two outgoing links, selected by said checkings, by
fanning out said multicast connection in its said input
swilch into not more than said two outgoing links.

22. The method of claim 17 wherein any of said acts of
checking and setting up are performedrecursively.
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