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UNITED STATES PATENT AND TRADEMARK OFFICE
Commissionerfor Patents

United States Patent and Trademark Office
P.O. Box 1450

Alexandria, VA 22313-1450
www.uspto.gov 

MAILED
Konda Technologies, Inc
6278 GRAND OAK WAY
SAN JOSE CA 95135 NOV 27 2019

INTERNATIONAL PATENT LEGAL ADM,

In re Application of
Konda Technologies Inc. :
Application No.: 16/202,067 : DECISION
Filing Date: 27 November2018 :
Attorney Docket No.: V-0070US

This Decisionis in response tothe filing of “Petition To Withdraw the Prior Filed
Petition on 11/27/2018 To Accept The Unintentionally Delayed Claim Under 35 U.S.C. 119(e),”
in the United States Patent and Trademark Office on 17 September 2019.

This application does notcontain a delayed claim of benefit. A petition for the
unintentionally delayed paymentof the basic national fee under 37 CFR 1.137(a) was accepted
in 12/601,275.

Applicant’s request to withdrawthe petition and refund the petition fee is GRANTED.

/Erin P. Thomson/

Erin P. Thomson

Attorney Advisor
International Patent Legal Administration
571-272-3292
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If a new internationalapplication is being filed and the international application includes the necessary components for
an internationalfiling date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
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Doc Code: REIS.DECL

Document Description: Reissue Declaration Filed In Accordance With MPEP 714714 PTO/AIA/0S (06-12)
Approved for use through 01/31/2020. OMB 0651-0033

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displavs a valid OMB control number.

f § Docket Number (Optional) 5

| REISSUE APPLICATION DECLARATION BY THE INVENTOR V-0070US

f i hereby deciare that:
| Eachinventor's residence and mailing address are stated below next to their name.
f | believe | am the original inventor or an original joint inventor of the subject matter which is described and claimed
i in patent number _8.269.523 , GrantedSeptember18,2012eeeald for which a
f reissue patient is sought on the inventiontitled VLSI Layouts of Fully Connected Generalized Networks

the specification of which

[| is attached hereto.

was filed on 11/27/2018 as reissue application number 16/202,067

The above-identified application was made or authorized to be made by me.

f | hereby acknowledge that any willful faise statement made in this dectaration is punishable under 18 U.S.C. 1001 by fine
f crimprisonment of not more thanfive (5) years, or both.

i believe the original patent to be wholly or partly inoperative or invalid, for the reasons described
below. (Check ail boxes that apply.)

[| by reason of a defective specification or drawing.

iv| by reason of the patentee claiming more or less than ne had the right to claim in the patent.

| by reason of othererrors.

Ai least one error upon which reissue is based is described below. [f the reissue is a broadening
i reissue, a claim that the application seeks to broaden mustbe identified:

Because the patentee claimed more than he had the right to claim in the US Patent No.
8,269,523, the scope of the original claim 1 is narrowed byincorporating limitations of claim 3
into original claim 1. Newly added independentclaims 49 and 50 also do not broaden the
scope oforiginal claims.

 
[Page 1 of 2]

This collection of information is required by 37 CFR 1.175. The information is required to obtain or retain a benefit by the public whichis to file (and by the USPTO
to process) an apptication. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 30 minutes to complete,
including gathering, preparing, and submitting the cornpleted application formto the USPT®.Time will vary depending uponthe individual case. Any comments on
the amount of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief information Officer, U.S. Patent and
Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. BO NOT SEND FEES OR COMPLETED FORMS TO THIS
ADDRESS. SENB TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

 
 

ifyou need assistance in completing the form, call 1-800-PTO-9199 and select option 2.
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PTO/AIA/DS (06-12)
Approved for use through 01/31/2020. OMB 0651-0033

atent and Trademark Office; US. DEPARTMENT OF COMMERCE
of information unless it displays a valid OMB control number.

i Docket Number (Optional)

i (REISSUE APPLICATION DECLARATION BY THE INVENTOR, page 2) V-0070US

USP
S$ are required to respond to a colle    Under the Paperwork Reduction Act of 1995, no perso 

Note: To appcint a powerof attorney, use form PTO/AIA/81.

Correspondence Address: Direct all communications about the application to:

The address associated with Customer Number:v1] 38139
1 OR

Firm or
Individual Name

——cl

 
f Country

eerJ
| WARNING:

Petitioner/applicant is cautioned to avoid submitting personal information in documentsfiled in a patent application that may
i contribute fo identity theft. Personal information such as social security numbers, bank account numbers, or credit card §
i numbers (other than a check orcredit card authorization form PTO-2038 submitted for payment purposes) is never required by |
the USPTO to Support a petition or an application. if this type of personai information is included in documents submitied to

} ihe USPTO, petitioners/applicants should consider redacting such personal information from the documents before submitting |
| them io the USPTO. Petitioner/applicant is advised that the record of a patent application is available to the public after
i publication of the application (unless a non-publication request in compliance with 37 CFR 1.213 (a) is made in the application) §
i or issuance of a patent. Furthermore, the record from an abandoned application may also be available to the public if the |
| application is referenced in a puolisned application or an issued’ patent (see 37 CFR 1.14). Checks and credit card
} authorization forms PTO-2038 submitied for payment purposes are not retained in the application file and therefore are not }
| publicly availabie. ;

Legal nameof soleor first inventor (E.g., Given Name(first and middie (if any) and Family Name or Surname

| Venkat Konda
| inventor's Signature | Date (Optionai)

| Venkat Konda/ September23, 2019
7 Residence: City State Country |
|San Jose CA USA
| Mailing Address

|6278 Grand Oak Way
Country: City | State ZipSan Jose cA95135 USA
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection
with your submission of the attached form related to a patent application or patent. Accordingly,
pursuant to the requirements of the Act, please be advised that: (1) the general authority for the
collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary;
and (3) the principal purpose for which the information is used by the U.S. Patent and Trademark
Office is to process and/or examine your submissionrelated to a patent application or patent. If you do
not furnish the requested information, the U.S. Patent and Trademark Office may not be able to
process and/or examine your submission, which may result in termination of proceedings or
abandonmentof the application or expiration of the patent.

The information provided by youin this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the
Freedom ofInformation Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from
this system of records maybe disclosed to the Department of Justice to determine whether
disclosure of these recordsis required by the Freedom of Information Act.

2. A record from this system of records may be disclosed, as a routine use, in the course of
presenting evidenceto a court, magistrate, or administrative tribunal, including disclosures to
Opposing counselin the course of settlement negotiations.

3. Arecord in this system of records maybe disclosed, as a routine use, to a Memberof
Congress submitting a request involving an individual, to whom the record pertains, when the
individual has requested assistance from the Member with respect to the subject matter of the
record.

4. A record in this system of records maybedisclosed,as a routine use, to a contractor of the
Agency having needfor the information in order to perform a contract. Recipients of
information shall be required to comply with the requirements of the Privacy Act of 1974, as
amended, pursuant to 5 U.S.C. 552a(m).

5. Arecord related to an International Application filed under the Patent Cooperation Treatyin
this system of records maybedisclosed, as a routine use, to the International Bureau of the
World Intellectual Property Organization, pursuant to the Patent Cooperation Treaty.

6. A record in this system of records may be disclosed, as a routine use, to another federal
agency for purposes of National Security review (35 U.S.C. 181) and for review pursuant to
the Atomic Energy Act (42 U.S.C. 218(c)).

7. Arecord from this system of records may be disclosed, as a routine use, to the Administrator,
General Services,or his/her designee, during an inspection of records conducted by GSA as
part of that agency’s responsibility to recommend improvements in records management
practices and programs, underauthority of 44 U.S.C. 2904 and 2906. Such disclosure shall
be madein accordance with the GSA regulations governing inspection of recordsforthis
purpose, and anyotherrelevant(/.e., GSA or Commerce) directive. Such disclosure shall not
be used to make determinations aboutindividuals.

8. A record from this system of records may be disclosed, as a routine use, to the public after
either publication of the application pursuant to 35 U.S.C. 122(b) or issuanceof a patent
pursuant to 35 U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37
CFR 1.14, aS a routine use, to the public if the record wasfiled in an application which
became abandonedorin which the proceedings were terminated and which application is
referenced byeither a published application, an application open to public inspection or an
issued patent.

9. Arecord from this system of records may be disclosed, as a routine use, to a Federal, State,
or local law enforcement agency,if the USPTO becomesawareofa violation or potential
violation of law or regulation.
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Reissue Application No. 16/202,067 Attorney Docket No. V-0070US
Reissue Application Filed: 11/27/18

In The UnitedStates PatentAndTrademarkOffice

Reissue Application : 16/202,067 Filed: November 27, 2018

Parent US Patent No : 8,269,523 Issued: September 18, 2012

Parent Application No: 12/601,275 Filed: May 31, 2010

Examiner : Ton, My Trang Group Art Unit: 3992

Applicant(s): Venkat Konda Filed: November27, 2018

Title: VLSI Layouts of Fully Connected Generalized Networks

San Jose, 2019 Sept 23, Mon

AMENDMENT ACCOMPANYING REISSUE APPLICATION RESUBMITTED

PURSUANTTO 37 C.F.R. §1.173(B)

Mail Stop Reissue

Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

Dear Sir/Madam:

For the above above-referenced reissue patent application, in view of the petition

granted on August 19, 2019 that wasfiled in the parent Patent No. 8,269,523 for the

entire delay in filing the basic national fee from the due date for the fee until the filing of

a grantable petition under 37 CFR 1.137 was unintentional, applicant is now submitting a

new “the reissue application declaration by the inventor”. Furthermore the Amendment

submitted for the above-referenced reissue patent application filed on November 27, 2018

which supposed to set forth applicant’s requested amendments to U.S. Patent No.

Page | of 26
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Reissue Application No. 16/202,067 Attorney Docket No. V-0070US
Reissue Application Filed: 11/27/18

8,269,523 is non-compliant with 37 C.F.R. §1.173(B)at least since the submitted claims

are not identified with correct format.

Accordingly applicant respectfully requests to disregard the amendment submitted

on November 27, 2018 and consider this amendment. This Amendment accompanies the

reissue patent application filed on November 27, 2018, and sets forth applicant’s

requested amendments to U.S. Patent No. 8,269,523.

Amendmentto Specification is set forth on page 4.

Amendments to the claimsare set forth in the Listing ofthe Claims, which begins on

Page 5. Originally issued claims 1, 2, 4, 7, 11, 16, 22, 24, 28, 33, 36, 39, 43 are amended.

Originally issued claims 3, 5, 6, 8 - 10, 12 - 14, 15, 17-21, 23, 25 — 27, 29 — 32, 34 — 35,

37 — 38, 40 — 42, 44 - 48 are now cancelled. Originally issued claims are amended

perfecting the claim language. But no new matter is added. Furthermore:

Incorporated limitations of Claim 3 into Claim 1 and cancelled claim 3.

Incorporated limitations of Claims 5 — 6 into Claim 4 and cancelled claims 5 — 6.

Incorporated limitations of Claims 8 — 10 into Claim 7 and cancelled claims 8 — 10.

Incorporated limitations of Claims 12 — 14 into Claim 11 and cancelled claims 12 — 14.

Incorporated limitations of Claims 18, 19, 21, 22, and 47 into Claim 16 and cancelled

claims 18, 19, 21, 22, and 47.

Incorporated limitations of Claims 25 — 27 into Claim 24 and cancelled claims 25 — 27.

Incorporated limitations of Claims 29 — 32 into Claim 28 and cancelled claims 29 — 32.

Incorporated limitations of Claims 34 — 35 into Claim 33 and cancelled claims 34 — 35.

Incorporated limitations of Claims 37 — 38 into Claim 36 and cancelled claims 37 — 38.

Incorporated limitations of Claims 40 — 42 into Claim 39 and cancelled claims 40 — 42.

Incorporated limitations of Claims 44 — 46 into Claim 43 and cancelled claims 44 — 46.

Page 2 of 26
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Reissue Application No. 16/202,067 Attorney Docket No. V-0070US
Reissue Application Filed: 11/27/18

Newclaims 49 and 50 are added both narrowingthe original Claim 1 in different ways.

Therefore, the claims 1, 2, 4, 7, 11, 16, 22, 24, 28, 33, 36, 39, 43, 49, 50 are pending in

this reissue application following entry of this amendment.

Remarks are set forth on page 25.

Page 3 of 26
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Reissue Application No. 16/202,067 Attorney Docket No. V-0070US
Reissue Application Filed: 11/27/18

Amendments to the Specification

Amendments to the specification are indicated below wherein matter to addedis indicated

by underlining and matter to be deleted is indicated in [brackets].

Please replace the paragraph at column 1, lines 7-15, following the heading

“CROSS REFERENCE TO RELATED APPLICATIONS”with the following:

This application [is related to and] is an application for reissue of U.S. Patent No.

8.269.523 which claimspriority of the PCT Application Serial No. PCT/ US08/64605

entitled "VLSI LAYOUTS OF FULLY CONNECTED GENERALIZED NETWORKS"

 

by Venkat Konda assigned to the same assigneeas the current application, filed May 22,

2008, [and] which in turn claimspriority of the U.S. Provisional Patent Application Serial

No. 60/940, 394 entitled "VLSI LAYOUTS OF FULLY CONNECTED

GENERALIZED NETWORKS"by Venkat Konda assigned to the same assignee as the

current application, filed May 25, 2007.

Page 4 of 26



Page 11 of 626    IPR2020-00260 VENKAT KONDA EXHIBIT 2005Page 11 of 626 IPR2020-00260 VENKAT KONDAEXHIBIT 2005

10

15

20

25

Reissue Application No. 16/202,067 Attorney Docket No. V-0070US
Reissue Application Filed: 11/27/18

LISTING OF THE CLAIMS

This Claim listing sets forth all the claims that will be pendingin this reissue application

following entry of the present amendment.

1. (Amended): An integrated circuit [device] comprising a plurality of sub-

integrated circuit blocks and a [routing network] multi-stage network, and
 

[Said] each sub-integrated circuit block of said plurality of sub-integrated circuit

blocks comprising a plurality of inlet links and a plurality of outlet links; and

[Said] said [routing network] multi-stage network comprising [of] a plurality of
 

stages y [in| correspondingto each [said] sub-integrated circuit block of said plurality of

sub-integrated circuit blocks, starting from [the lowest] stage [of] 1 to [the highest] stage

[of] vy, where y>1; and

[Said routing network comprising] each stage of said plurality of

stages y comprising a plurality of switches of size d xd, where d > 2 |, in each said

stage] and each [said] switch of said plurality of switches of size d xd having d inlet

links and d@ outlet links; and

[Said] said plurality of outlet links of [said] each sub-integrated circuit block of

said plurality of sub-integrated circuit blocks are directly connected to said plurality of

inlet links of said plurality of switches of size dxd_ of its correspondingsaid [lowest]
  

stage [of] 1 of said plurality of stages y , and said plurality of inlet links of [said] each

sub-integrated circuit block of said plurality of sub-integrated circuit blocks are directly

connected from said plurality of outlet links of said plurality of switches of size d xd of
 

[its corresponding] said [lowest] stage [of] 1 of said plurality of stages y ; and

[said] each sub-integrated circuit block of said plurality of sub-integrated circuit

blocks comprising a plurality of forward connecting links connecting from said plurality

of switches in [a lower] each stage of said plurality of stages y to said plurality of

Page 5 of 26
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Reissue Application No. 16/202,067 Attorney Docket No. V-0070US
Reissue Application Filed: 11/27/18

switches in [its] an immediate succeeding [higher] stage of said plurality of stages y , and

also comprising a plurality of backward connecting links connecting from said plurality

of switches in [a higher] each stage of said plurality of stages y to said plurality of

switches in [its] an immediate [succeeding lower] preceding stage of said plurality of

stages y ; and

[Said each sub-integrated circuit block comprising a plurality straight links in said

forward connecting links from switches in said each lower stage to switches in its

immediate succeeding higher stage and a plurality cross links in said forward connecting

links from switches in said each lower stage to switches in its immediate succeeding

higher stage, and further comprising a plurality of straight links in said backward

connecting links from switches in said each higher stage to switches in its immediate

preceding lowerstage and a plurality of cross links in said backward connecting links

from switches in said each higher stage to switches in its immediate preceding lower

stage,|

said plurality of sub-integrated circuit blocks arranged in a two-dimensional grid

of a plurality of rows and a plurality of columns, and

said plurality of forward connecting links and said plurality of backward

connecting links comprise[s] a plurality of [said all] straight middle links [are] connecting

from said plurality of switches of a first stage of said plurality of stages y in [each said] a

first sub-integrated circuit block of said plurality of sub-integrated circuit blocks [are

connecting] to said plurality of switches of an immediate succeeding or an immediate

preceding stage of said first stage of said plurality of stages y in [the same] said first sub-

integrated circuit block_of said plurality of sub-integrated circuit blocks; and

 

said plurality of forward connecting links and said plurality of backward

connecting links comprise[s| a plurality of [said all] cross middle links [are] connecting

[as either vertical or horizontal links between switches in twodifferent said sub-

 

Page 6 of 26
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Reissue Application No. 16/202,067 Attorney Docket No. V-0070US
Reissue Application Filed: 11/27/18

integrated circuit blocks which are either placed vertically above or below, or placed

horizontally to the left or to the right,] from switches of said plurality of switches in a

stage of said plurality of stages y ina first sub-integrated circuit block of said plurality of

sub-integrated circuit blocks to switches of said plurality of switches in a succeeding

stage or a precedingstage a first sub-integrated circuit block of said plurality of sub-

integrated circuit blocks wherein said plurality of cross middle links are either vertical

tracks or horizontal tracks, and 

a plurality of said plurality of cross middle links in succeeding stages of said

plurality of stagesyare connected alternately as vertical tracks and horizontal tracks

hereinafter “hypercube topology”), and

[each said plurality of sub-integrated circuit blocks comprising same numberof

said stages and] each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks connected with said plurality of switches of sizedxd _of said plurality of

stages y [said switches in each said stage,| regardless of the size of said plurality of rows

and size of said plurality of columns of said two-dimensional grid [so that] wherein each
 

sub-integrated circuit block of said plurality of sub-integrated circuit [block with its

corresponding said stages and said switches in each stage] blocks connected with said

plurality of switches of size d x d_of said plurality of stages y is replicable in both

vertical direction or horizontal direction of said two-dimensional grid.

2. (Amended): The integrated circuit [device] of claim 1,

said two-dimensionalgrid of said plurality of sub-integrated circuit blocks connected with

[their corresponding] said plurality of stages y [and said switches in each stage] is

scalable by any powerof 2, and,

for each multiplication of 2 of [the] size of total said plurality of sub-integrated

circuit blocks, by adding one morestage [of switches] to said plurality of stages and said

hypercube [layout] topology is extended and placed in said hypercube topology|format]

and [also] the cross middle links between said one morestage to said plurality of stages y
 

Page 7 of 26
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Reissue Application Filed: 11/27/18

of switches of said plurality of switches are connected in said hypercube topology

[format).

3. (Cancel claim 3)

4. (Amended): The integrated circuit [device] of claim [3] 1, wherein [said cross

links from switches in a stage said stages in one of said sub-integrated circuit blocks are

connecting to switches in the succeeding stage in another of said sub-integrated circuit

blocks so that said cross links are either vertical links or horizontal and vice versa, and

hereinafter such cross links are “shuffle exchange links”). |_said plurality of cross middle

links between switches in any two same succeeding stages of said plurality of stages y are

substantially of equal length in said integrated circuit, and

the shortest cross middle links of said plurality of cross middle links are

connected at stage 1 of said plurality of stages y_and between switches of said plurality of

switches in two nearest neighboring said plurality of sub-integrated circuit blocks, and

length of the cross middle links is doubled in each succeedingstage of said plurality of

stages y in either said vertical tracks or said horizontal tracks.

5. (Cancel claim 5)

6. (Cancel claim 6)

7. (Amended): The integrated circuit [device] of claim [6] 4, wherein y > (log, N) :

where NV > 1, [so that] wherein [the] length or width of the [horizontal] plurality of cross
  

middle links [shuffle exchange links] in [the highest] stage y is equal to half the [size]

length or width [of the horizontal size| of said two dimensional grid of said plurality of

sub-integrated circuit blocks [and the length of the vertical shuffle exchangelinks in the

highest stage is equal to half the size of the vertical size of said two dimensional grid of

sub-integrated circuit blocks,], and wherein d = 2 and either 

Page 8 of 26
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Reissue Application No. 16/202,067 Attorney Docket No. V-0070US
Reissue Application Filed: 11/27/18

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises only one switch of said plurality of

switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated_ circuit block of said plurality of sub-integrated

circuit blocks comprises only one switch of said plurality of switches connecting said

plurality of backward connecting links and said multi-stage network is rearrangeably

nonblocking for unicast Benes network, or

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises at least two switches of said plurality

of switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated_ circuit block of said plurality of sub-integrated

circuit blocks comprises at least two switches of said plurality of switches connecting said

plurality of backward connecting links and said multi-stage networkisstrictly

nonblocking for unicast Benes network and is rearrangeably nonblocking for arbitrary

fan-out multicast Benes network, or 

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises at least three switches of said plurality

of switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated_ circuit block of said plurality of sub-integrated

circuit blocks comprises at least three switches of said plurality of switches connecting

said plurality of backward connecting links and said multi-stage networkis strictly

nonblocking for arbitrary fan-out multicast Benes network.

8. (Cancel claim 8)

9, (Cancel claim 9)

10. (Cancel claim 10)

Page 9 of 26



Page 16 of 626    IPR2020-00260 VENKAT KONDA EXHIBIT 2005Page 16 of 626 IPR2020-00260 VENKAT KONDAEXHIBIT 2005

10

15

20

25

Reissue Application No. 16/202,067 Attorney Docket No. V-0070US
Reissue Application Filed: 11/27/18

11. (Amended): The integrated circuit [device] of claim [6] 4, wherein y > (log, N) ;

where NV > 1, [so that] wherein [the] length or width of the [horizontal] plurality of cross
  

middle links [shuffle exchangelinks] in [the highest] stage y is equalto half the [size]

length or width [of the horizontal size| of said two dimensional grid of said plurality of

sub-integrated circuit blocks [and the length of the vertical shuffle exchangelinks in the

highest stage is equalto half the size of the vertical size of said two dimensionalgrid of

sub-integrated circuit blocks,],and

[said] each sub-integrated circuit block of said plurality of sub-integrated circuit

blocks further comprising a plurality of U-tum links within switches of said plurality of

switches in each stage of said plurality of stages in each of said plurality of sub-integrated
 circuit blocks|.], and wherein d = 2 and either

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises only one switch of said plurality of

switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises only one switch of said plurality of switches connecting said

plurality of backward connecting links and said multi-stage network is rearrangeably

nonblocking for unicast butterfly fat tree network, or

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises at least two switches of said plurality

of switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises at least two switches of said plurality of switches connecting said

plurality of backward connecting links and said multi-stage network isstrictly

nonblocking for unicast butterfly fat tree network and rearrangeably nonblocking for

arbitrary fan-out multicast butterfly fat tree network, or

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises at least three switches of said plurality
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of switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises at least three switches of said plurality of switches connecting

said plurality of backward connecting links and said multi-stage networkis strictly

nonblocking for arbitrary fan-out multicast butterfly fat tree network.

12. (Cancel claim 12)

13. (Cancel claim 13)

14. (Cancel claim 14)

15. (Cancel claim 15)

16. (Amended): The integrated circuit [device] of claim 1, wherein said plurality of

switches comprising [active and] a plurality of reprogrammable cross points and said

plurality of [each] reprogrammablecross point is programmable by SRAMcells or Flash

Cells[.],or

said integrated circuit is a a field programmable gate array (FPGA)or a

programmable logic device (PLD) or an anti-fuse based programmable integrated circuit

device or a mask programmable structured ASIC device, or an Application Specific

Integrated Circuit (ASIC) embedded with programmable logic circuit or 3D-FPGA,or

said plurality of forward connecting links use a plurality of buffers to ampli

signals driven through them and said plurality of backward connecting links use a

lurality of buffers to amplify signals driven through them:andsaid plurality of buffers

are either inverting or non-inverting buffers.

17. (Cancel claim 17)
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18. (Cancel claim 18)

19. (Cancel claim 19)

20. (Cancel claim 20)

21. (Cancel claim 21)

22. (Amended) The integrated circuit [device] of claim 1, wherein said plurality of

switches comprising passive cross points or just connection of two links or not and said

integrated circuit [device] is [a] an Application Specific Integrated Circuit (ASIC) device.

23. (Cancel claim 23)

24. (Amended): Theintegrated circuit [device] of claim [4] 1, wherein said [all

horizontal] plurality of cross middle links [shuffle exchange links] between switches of

said plurality of switches in any two corresponding [said] succeeding stagesofsaid

plurality of stages are of different length and said |vertical |_plurality of cross middle links

[shuffle exchange links] between switches_of said plurality of switches in any two

corresponding [said] succeeding stages of said plurality of stages are of different [length]

width and y > (log, N) , where N >1[.]. and wherein d = 2 and either

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises only one switch of said plurality of

switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises only one switch of said plurality of switches connecting said

plurality of backward connecting links and said multi-stage network is rearrangeably

nonblocking for unicast generalized multi-stage network, or

 

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises at least two switches of said plurality

of switches connecting said plurality of forward connecting links and each stage of said
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plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises at least two switches of said plurality of switches connecting said

plurality of backward connecting links and said multi-stage networkisstrictly

nonblocking for unicast generalized multi-stage network and rearrangeably nonblocking

for arbitrary fan-out multicast generalized multi-stage network, or

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises at least three switches of said plurality

of switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises at least three switches of said plurality of switches connecting

said plurality of backward connecting links and said multi-stage networkis strictly

nonblocking for arbitrary fan-out multicast generalized multi-stage network.

25. (Cancel claim 25)

26. (Cancel claim 26)

27. (Cancel claim 27)

28. (Amended): The integrated circuit [device] of claim [4] 1, wherein said [all

horizontal] plurality of cross middle links [shuffle exchange links] between switches of

said plurality of switches in any two corresponding [said] succeeding stagesofsaid

plurality of stages are of different length and said |vertical |_plurality of cross middle links

[shuffle exchange links] between switches_of said plurality of switches in any two

corresponding [said] succeeding stages of said plurality of stages are of different [length]

width and y > (log, N), where N > 1[.],and

[said] each sub-integrated circuit block of said plurality of sub-integrated circuit

blocks further comprising a plurality of U-tum links within switches of said plurality of

switches in each of said stages of said plurality of stages in each of said plurality of sub-

integrated circuit blocks|.]. and
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wherein d = 2 and either

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises only one switch of said plurality of

switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises only one switch of said plurality of switches connecting said

plurality of backward connecting links and said multi-stage network is rearrangeably

nonblocking for unicast generalized butterfly fat tree network, or

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated_ circuit blocks comprises at least two switches of said plurality

of switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises at least two switches of said plurality of switches connecting said

plurality of backward connecting links and said multi-stage networkisstrictly

nonblocking for unicast generalized butterfly fat tree Network and rearrangeably

nonblocking for arbitrary fan-out multicast generalized butterfly fat tree network, or

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises at least three switches of said plurality

of switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises at least three switches of said plurality of switches connecting

said plurality of backward connecting links and said multi-stage networkis strictly

nonblocking for arbitrary fan-out multicast generalized butterfly fat tree network.

29. (Cancel claim 29)

30. (Cancel claim 30)

31, (Cancel claim 31)
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32. (Cancel claim 32)

33. (Amended): The integrated circuit [device] of claim [7] 4, wherein y > (log, N).

where NV > 1, wherein [the] length or width of said plurality of cross middle links in stage

y is equal to half the size of said two dimensional grid of said plurality of sub-integrated

circuit blocks, and wherein d = 4 andeither 

[there is only one switch in each said stage in each said sub-integrated circuit

block connecting said forward connecting links and there is only one switch in each said

stage in each said sub-integrated circuit block connecting said backward connecting links]

each stage of said plurality of stages in each sub-integrated circuit block of said plurality

of sub-integrated circuit blocks comprises only one switch of said plurality of switches

connecting said plurality of forward connecting links and each stage of said plurality of

stages in each sub-integrated circuit block of said plurality of sub-integrated circuit

blocks comprises only one switch of said plurality of switches connecting said plurality

of backward connecting links and said [routing network] multi-stage networkis
 

rearrangeably nonblocking for unicast multi-link Benes network [with full bandwidth.],

or

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated_ circuit blocks comprises at least two switches of said plurality

of switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises at least two switches of said plurality of switches connecting said

plurality of backward connecting links and said multi-stage networkisstrictly

nonblocking for unicast multi-link Benes network and rearrangeably nonblocking for

arbitrary fan-out multicast multi-link Benes network, or

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises at least three switches of said plurality
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of switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises at least three switches of said plurality of switches connecting

said plurality of backward connecting links and said multi-stage networkis strictly

nonblocking for arbitrary fan-out multicast multi-link Benes network.

34. (Cancel claim 34)

35, (Cancel claim 35)

36. (Amended): Theintegrated circuit [device] of claim [11] 4, wherein

y= (log, N). where N > 1, wherein [the] length or width ofsaid plurality of cross middle

links in stage y is equal to half the size of said two dimensional grid of said plurality of

 

sub-integrated circuit blocks, and

each sub-integrated circuit block of said plurality of sub-integrated circuit blocks

further comprising a plurality of U-tum links within switches of said plurality of switches

in each stage of said plurality of stages in each of said plurality of sub-integrated circuit

blocks[.], and wherein d = 4 and either

[there is only one switch in each said stage in each said sub-integrated circuit

block connecting said forward connecting links and there is only one switch in each said

stage in each said sub-integrated circuit block connecting said backward connecting links]

each stage of said plurality of stages in each sub-integrated circuit block of said plurality

of sub-integrated circuit blocks comprises only one switch of said plurality of switches

connecting said plurality of forward connecting links and each stage of said plurality of

stages in each sub-integrated circuit block of said plurality of sub-integrated circuit

blocks comprises only one switch of said plurality of switches connecting said plurality

of backward connecting links and said [routing network] multi-stage networkis
 

rearrangeably nonblocking for unicast multi-link butterfly fat tree network [with full

bandwidth.|.or
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each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises at least two switches of said plurality

of switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises at least two switches of said plurality of switches connecting said

plurality of backward connecting links and said multi-stage networkisstrictly

nonblocking for unicast multi-link butterfly fat tree network and rearrangeably

nonblocking for arbitrary fan-out multicast multi-link butterfly fat tree network, or

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises at least three switches of said plurality

of switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises at least three switches of said plurality of switches connecting

said plurality of backward connecting links and said multi-stage networkis strictly

nonblocking for arbitrary fan-out multicast multi-link butterfly fat tree network.

37, (Cancel claim 37)

38. (Cancel claim 38)

39. (Amended): Theintegrated circuit [device] of claim 4, wherein said [all

horizontal] plurality of cross middle links [shuffle exchange links] between switches of

said plurality of switches in any two corresponding said succeeding stagesofsaid

plurality of stages are of different length and said [vertical] plurality of cross middle links

[shuffle exchange links] between switches of said plurality of switches in any two

corresponding said succeeding stages of said plurality of stages are of different [length]

width and y > (log, N), where N >1[.], and wherein d = 4 and either 

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises only one switch of said plurality of
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switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises only one switch of said plurality of switches connecting said

plurality of backward connecting links and said multi-stage network is rearrangeably

nonblocking for unicast generalized multi-link multi-stage network, or

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated_ circuit blocks comprises at least two switches of said plurality

of switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises at least two switches of said plurality of switches connecting said

plurality of backward connecting links and said multi-stage networkisstrictly

nonblocking for unicast generalized multi-link multi-stage network and rearrangeably

nonblocking for arbitrary fan-out multicast generalized multi-link multi-stage network, or

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises at least three switches of said plurality

of switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises at least three switches of said plurality of switches connecting

said plurality of backward connecting links and said multi-stage networkis strictly

nonblocking for arbitrary fan-out multicast generalized multi-link multi-stage network.

AO. (Cancel claim 40)

4]. (Cancel claim 41)

42. (Cancel claim 42)

43. (Amended): Theintegrated circuit [device] of claim 4, wherein said [all

horizontal|_plurality of cross middle links [shuffle exchange links] between switches of

said plurality of switches in any two correspondingsaid succeeding stages of said
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plurality of stages are of different length and said |vertical | plurality of cross middle links

[shuffle exchange links] between switches of said plurality of switches in any two

corresponding said succeeding stages of said plurality of stages are of different [length]

width and y > (log, N), where NV > 1[.],and

[said] each sub-integrated circuit block of said plurality of sub-integrated circuit

blocks further comprising a plurality of U-tum links within switches of said plurality of

switches in each of said stages of said plurality of stages in each of said plurality of sub-

integrated circuit blocks|.], and wherein d = 4 andeither 

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises only one switch of said plurality of

switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises only one switch of said plurality of switches connecting said

plurality of backward connecting links and said multi-stage network is rearrangeably

nonblocking for unicast generalized multi-link butterfly fat tree network, or

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises at least two switches of said plurality

of switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises at least two switches of said plurality of switches connecting said

plurality of backward connecting links and said multi-stage networkisstrictly

nonblocking for unicast generalized multi-link butterfly fat tree Network and

rearrangeably nonblocking for arbitrary fan-out multicast generalized multi-link butterfly

fat tree network, or 

each stage of said plurality of stages in each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks comprises at least three switches of said plurality

of switches connecting said plurality of forward connecting links and each stage of said

plurality of stages in each sub-integrated circuit block of said plurality of sub-integrated

circuit blocks comprises at least three switches of said plurality of switches connecting
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said plurality of backward connecting links and said multi-stage networkis strictly

nonblocking for arbitrary fan-out multicast generalized multi-link butterfly fat tree

network.

44, (Cancel claim 44)

5 45. (Cancel claim 45)

46. (Cancel claim 46)

47. (Cancel claim 47)

48. (Cancel claim 48)

10 49. (New): An integrated circuit comprising a plurality of sub-integrated circuit blocks

and a multi-stage network, and

each sub-integrated circuit block of said plurality of sub-integrated circuit blocks

comprising a plurality of inlet links and a plurality of outlet links: and

said multi-stage network comprising a plurality of stagesycorresponding to each

15 sub-integrated circuit block of said plurality of sub-integrated circuit blocks, starting from

stage 1 to stage y. where y >1: and 

each stage of said plurality of stages y comprising a plurality of switches of size

dxd,where d > 2_and said plurality of switches comprising at least one switch of size

a = 3_and each switch of said plurality of switches of size d x d _having dd. inlet links and

20 d outlet links: and

 

 

said plurality of outlet links of each sub-integrated circuit block of said plurality of

sub-integrated circuit blocks are directly connected to said plurality of inlet links of said
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plurality of switches of size d x d_of its correspondingsaid stage 1 of said plurality of

stages y . and said plurality of inlet links of each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks are directly connected from said plurality of

outlet links of said plurality of switches of size d x d _of said stage 1 of said plurality of

stages y : and

each sub-integrated circuit block of said plurality of sub-integrated circuit blocks

comprising a plurality of forward connecting links connecting from said plurality of

switches in each stage of said plurality of stages y to said plurality of switches in an

immediate succeeding stage of said plurality of stages y . and also comprisinga plurality

of backward connecting links connecting from said plurality of switches in each stage of

said plurality of stages y to said plurality of switches in an immediate preceding stage of

said plurality of stages y : and

said plurality of sub-integrated circuit blocks arranged in a two-dimensional grid

of a plurality of rows and a plurality of columns, and

said plurality of forward connecting links and said plurality of backward

connecting links comprise a plurality of straight middle links connecting from said

plurality of switches of a first stage of said plurality of stages y in a first sub-integrated

circuit block of said plurality of sub-integrated circuit blocks to said plurality of switches

of an immediate succeeding or an immediate preceding stage of said first stage of said

plurality of stages y in said first sub-integrated circuit block of said plurality of sub-

integrated circuit blocks: and

said plurality of forward connecting links and said plurality of backward

connecting links comprise a plurality of cross middle links connecting from switches of

said plurality of switches in a stage of said plurality of stagesyin a first sub-integrated

circuit block of said plurality of sub-integrated circuit blocks to switches of said plurality
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of switches in a succeeding stage or a preceding stage a first sub-integrated circuit block

of said plurality of sub-integrated circuit blocks wherein said plurality of cross middle

links are either vertical tracks or horizontal tracks. and 

a plurality of said plurality of cross middle links in succeeding stages of said

plurality of stagesyare connected alternately as vertical tracks and horizontal tracks

hereinafter “hypercube topology’), and

each sub-integrated circuit block of said plurality of sub-integrated circuit blocks

connected with said plurality of switches of size d x d_ofsaid plurality of stages y

regardless of the size of said plurality of rows and size of said plurality of columnsof said

two-dimensional grid wherein each sub-integrated circuit block of said plurality of sub-

integrated circuit blocks connected with said plurality of switches of size d x d_of said

plurality of stagesyis replicable in both vertical direction or horizontal direction of said

two-dimensional grid.

50. (New): An integrated circuit comprising a plurality of sub-integrated circuit

blocks and a multi-stage network, and

each sub-integrated circuit block of said plurality of sub-integrated circuit blocks

comprising a plurality of inlet links and a plurality of outlet links: and

said multi-stage network comprising a plurality of stagesycorresponding to each

sub-integrated circuit block of said plurality of sub-integrated circuit blocks, starting from

stage 1 to stage y. where y >1: and  

each stage of said plurality of stages y comprising a plurality of switches of size

dxd,where d > 2_and each switch of said plurality of switches of size d x d_having @

inlet links and dd. outlet links: and

 

 

said plurality of outlet links of each sub-integrated circuit block of said plurality of

sub-integrated circuit blocks are directly connected to said plurality of inlet links of said

plurality of switches of size d x d_of its correspondingsaid stage 1 of said plurality of
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stages y . and said plurality of inlet links of each sub-integrated circuit block of said

plurality of sub-integrated circuit blocks are directly connected from said plurality of

outlet links of said plurality of switches of size d x d _of said stage 1 of said plurality of

stages y : and

 

each sub-integrated circuit block of said plurality of sub-integrated circuit blocks

comprising a plurality of forward connecting links connecting from said plurality of

switches in each stage of said plurality of stages y to said plurality of switches in an

immediate succeeding stage of said plurality of stages y , and also comprising a plurality

of backward connecting links connecting from said plurality of switches in each stage of

said plurality of stages v to said plurality of switches in an immediate preceding stage of

said plurality of stages y : and

said plurality of sub-integrated circuit blocks arranged in a two-dimensional grid

of a plurality of rows and a plurality of columns, and

said plurality of forward connecting links and said plurality of backward

connecting links comprise a plurality of straight middle links connecting from said

plurality of switches of a first stage of said plurality of stages y in a first sub-integrated

circuit block of said plurality of sub-integrated circuit blocks to said plurality of switches

of an immediate succeeding or an immediate preceding stage of said first stage of said

plurality of stages y in said first sub-integrated circuit block of said plurality of sub-

integrated circuit blocks: and

said plurality of forward connecting links and said plurality of backward

connecting links comprise a plurality of cross middle links connecting from switches of

said plurality of switches in a stage of said plurality of stagesyin a first sub-integrated

circuit block of said plurality of sub-integrated circuit blocks to switches of said plurality

of switches in a succeeding stage or a preceding stage a first sub-integrated circuit block
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of said plurality of sub-integrated circuit blocks wherein said plurality of cross middle

links are either vertical tracks or horizontal tracks. and 

a plurality of said plurality of cross middle links in succeeding stages of said

plurality of stagesyare connected alternately as one or morevertical tracks and one or

more horizontal tracks (hereinafter “hypercube topology”). and

each sub-integrated circuit block of said plurality of sub-integrated circuit blocks

connected with said plurality of switches of sizedxd_ofsaid plurality of stages y

regardless of the size of said plurality of rows and size of said plurality of columnsof said

two-dimensional grid wherein each sub-integrated circuit block of said plurality of sub-

integrated circuit blocks connected with said plurality of switches of size dxd._ofsaid

plurality of stagesyis replicable in both vertical direction or horizontal direction of said

two-dimensional grid.
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Support for Amendments

The amendments presented herein are fully supported by the Specification as originally

filed in US Patent No. 8,269,523, entitled “VLSI LAYOUTS OF FULLY CONNECTED

GENERALIZED NETWORKS,”issued on September 18, 2012 , and thus do not add

new matter. More particularly, support for the amendmentto claim 49, 50 is found at

least at FIGs 1A — 1J, 1K, IK1, IL, 1L1 and col, 8:42 - 25:2.

REMARKS

The present amendmentis made to cancel some claims issued U.S. Patent No. 8,269,523

which claims priority of the PCT Application Serial No. PCT/ US08/ 64605 filed May

22, 2008, which in turn claimspriority of the U.S. Provisional Patent Application Serial

No. 60/940, 394 filed May 25, 2007.

Originally issued claims 1, 2, 4, 7, 11, 16, 22, 24, 28, 33, 36, 39, 43 are amended.

Originally issued claims 3, 5, 6, 8 - 10, 12 - 14, 15, 17 — 21, 23, 25 — 27, 29 — 32, 34 — 35,

37 — 38, 40 — 42, 44 - 48 are now cancelled. New claims 49 and 50 are added. Therefore,

the claims 1, 2, 4, 7, 11, 16, 22, 24, 28, 33, 36, 39, 43, 49, 50 are pendingin this reissue

application following entry of this amendment.

Should the Office have any questions conceming this communication, please contact the

applicant Venkat Kondaat (408) 472-3273.

Very respectfully,

/Venkat Konda/

Venkat Konda

Konda Technologies, Inc. (USPTO Customer Number: 38139)

6278 Grand Oak Way

Page 25 of 26
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Reissue Application No. 16/202,067 Attorney Docket No. V-0070US
Reissue Application Filed: 11/27/18

San Jose, CA 95135

Phone: 408-472-3273

Fax: 408-238-2478
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*“* If the "Highest Number Previously Paid For" IN THIS SPACEis less than 3, enter "3".

The "Highest Number Previously Paid For" (Total or Independent) is the highest number found in the appropriate box in column 1.

This collection of information is required by 37 CFR 1.16. The information is required to obtain or retain a benefit by the public whichis to file (and by the USPTO to
process} an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete, including gathering,
preparing, and submitting the completed application form to the USPTO. Timewill vary depending uponthe individual case. Any comments on the amount of time you
require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and Trademark Office, U.S.
Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMSTOTHIS
ADDRESS. SEND TO: Commissionerfor Patents, P.O. Box 1450, Alexandria, VA 22313-1450.
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Reissue Application # 16/202,067 Attorney Docket No. V-0070US
Reissue Application Filed: 11/27/18

In The UnitedStates PatentAndTrademarkOffice

Reissue Application : 16/202,067 Filed: November 27, 2018

Parent US Patent No : 8,269,523 Issued: September 18, 2012

Parent Application No: 12/601,275 Filed : May 31, 2010

Examiner : Ton, My Trang Group Art Unit: 3992

Applicant(s): Venkat Konda

Title: VLSI Layouts of Fully Connected Generalized Networks

San Jose, 2019 September 17, Tue

PETITION TO WITHDRAW THEPRIOR FILED PETITON ON

11/27/2018 TO ACCEPT THE UNINTENTIONALLY DELAYED

CLAIM UNDER35 U.S.C. 119(e)

Attn: Richard Cole

Office of PCT Legal

Mail Stop PCT

Commissioner for Patents

P.O. Box 1450

Alexandria, Virginia, 22313-1450

Dear Sir/Madam:

Dear Sir/Madam:

For the above referenced reissue application No. 16/202,067, a petition was filed with the

office of PCT legal on 11/27/2018 to accept an unintentionally delayed claim under 35

U.S.C. 119(e) for the benefit of a prior-filed provisional application 37 C.F.R. 1.78(c) and

for the benefit of a priorfiled international application 37 C.F.R. 1.78(e). This petition

now became moot in view ofthe petition granted that wasfiled in the parent application

Page | of 2
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Reissue Application # 16/202,067 Attorney Docket No. V-0070US
Reissue Application Filed: 11/27/18

No. 12,601,275 issued as US Patent No. 8,269,523 for the entire delay in filing the basic

national fee from the due date for the fee until the filing of a grantable petition under 37

CFR 1.137 was unintentional. Accordingly please withdraw thepetition filed on

11/27/2018 and refund the $1000 fee back into the credit card.

Very Respectfully,

/Venkat Konda/

Venkat Konda

6278 Grand Oak Way

San Jose, CA 95135

Phone: 408-472-3273

Page 2 of 2
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Electronic AcknowledgementReceipt

Application Number: 16202067

International Application Number:

Confirmation Number: 8134

Title of Invention: VLSI Layouts of Fully Connected Generalized Networks

ee
a

Paymentinformation:

 
Submitted with Payment

File Listing:

Document DocumentDescription File Size(Bytes)/ Multi Pages
Number P Message Digest|Part/.zip| (if appl.)

Petition for review by the PCTlegal
office Pet2WDRissue.pdf c3c8a6e 1f6302f269746ab20cff5 26a76eee1 
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Information:

This AcknowledgementReceipt evidences receipt on the noted date by the USPTO of the indicated documents,
characterized by the applicant, and including page counts, where applicable.It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary componentsfora filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shownonthis
AcknowledgementReceiptwill establish the filing date of the application.
National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903indicating acceptanceof the application asa
national stage submission under35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.
New International Application Filed with the USPTO as a Receiving Office
If a new internationalapplication is being filed and the international application includes the necessary components for
an internationalfiling date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the InternationalFiling Date (Form PCT/RO/105)will be issued in due course, subject to prescriptions concerning
nationalsecurity, and the date shown on this AcknowledgementReceiptwill establish the internationalfiling date of
the application.

 



Page 38 of 626    IPR2020-00260 VENKAT KONDA EXHIBIT 2005Page 38 of 626 IPR2020-00260 VENKAT KONDAEXHIBIT 2005

To: venkat@kondatech.com,vkonda@gmail.com,
From: PAIR_eOfficeAction@uspto.gov
Ce: PAIR_eOfficeAction@uspto.gov
Subject: Private PAIR Correspondence Notification for Customer Number 38139

Sep 10, 2019 03:40:23 AM

Dear PAIR Customer:

Konda Technologies, Inc
6278 GRAND OAK WAY

SAN JOSE, CA 95135
UNITED STATES

The following USPTO patent application(s) associated with your Customer Number, 38139 , have
new outgoing correspondence. This correspondenceis now available for viewing in Private PAIR.

Theofficial date of notification of the outgoing correspondencewill be indicated on the form PTOL-90
accompanying the correspondence.

Disclaimer:

The list of documents shownbelow is provided as a courtesy and is not part of the official file
wrapper. The content of the images shownin PAIR is the official record.

Application Document Mailroom Date Attorney DocketNo.
16202067 M327 09/09/2019 V-0070US

To view your correspondenceonline or update your email addresses,please visit us anytime at
https ://sportal.uspto.gov/secure/myportal/privatepair.

If you have any questions, please email the Electronic Business Center (EBC) at EBC@uspto.gov
with 'e-Office Action’ on the subjectline or call 1-866-217-9197 during the following hours:

Monday- Friday 6:00 a.m. to 12:00 a.m.

Thank you for prompt attention to this notice,

UNITED STATES PATENT AND TRADEMARK OFFICE

PATENT APPLICATION INFORMATION RETRIEVAL SYSTEM
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UNITED STATES PATENT AND TRADEMARK OFFICE

 
Konda Technologies, Inc

MAILED
6278 GRAND OAK WAY

SAN JOSE CA 95135 SEP 09 2019

INTERNATIONAL PATENT LEGAL ADM,

In re Application of
Konda TechnologiesInc. :
Application No.: 16/202,067 : NOTIFICATION
Filing Date: 27 November 2018 :
Attorney Docket No.: V-0070US

This Notification is in responseto the filing of “In Response to the Notification Dated
June 11, 2019 From International Patent Legal Administration,” in the United States Patent and
Trademark Office on 04 July 2019.

The 27 November2018 petition was not properly signed under 37 CFR 1.33(b)(3) at the
time it was presented. Later changes to applicant do not cure the petition signature. See 37 CFR
3.73(c)(1). If applicant wants the Office to address thepetition, it must be refiled.

Any further correspondence with respect to this matter may befiled electronically via
EFS-Webselecting the document description "Petition for review and processing by the PCT
Legal Office" or by mail addressed to Mail Stop PCT, Commissionerfor Patents, Office of PCT
Legal Administration, P.O. Box 1450, Alexandria, Virginia 22313-1450, with the contents of the
letter marked to the attention of the International Patent Legal Administration.

/Erin P. Thomson/

Erin P. Thomson

Attorney Advisor
International Patent Legal Administration
571-272-3292

Commissioner for Patents
United States Patent and Trademark Office

P.O. Box 1450
Alexandria, VA 22313-1450

wyw.uspto.gov
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Reissue Application # 16/202,067 Attorney Docket No. V-0070US
Reissue Application Filed: 11/27/18

In The UnitedStates PatentAndTrademarkOffice

Reissue Application : 16, 202,067 Filed: November 27, 2018

Parent US Patent No : 8,269,523 Issued: September 18, 2012

Examiner : Ton, My Trang Group Art Unit: 3992

Applicant(s): Venkat Konda

Title: VLSI Layouts of Fully Connected Generalized Networks

San Jose, 2018 July 4, Thu

IN RESPONSE TO THE NOTIFICATION DATED JUNE 11, 2019 FROM

INTERNATIONAL PATENT LEGAL ADMINISTRATION

Attn: Erin P. Thomson

International Patent Legal Administration

Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

Dear Sir/Madam:

This is in responseto the notification dated June 11, 2019, for the reissue application #

16/202,067, from the International Patent Legal Administration regarding the Petition

under 37 C.F.R. 1.78 filed in the United States Patent and Trademark Office on 27

November 2018 and submission of 17 April 2019. The applicant is submitting all the

required formsas follows:

1) On April 15, 2019, Konda Technologies, Inc. assigned this reissue application

#16/202,067, including its US Patent 8,269,523 to Venkat Konda. The recorded

Page | of 2
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Reissue Application # 16/202,067 Attorney Docket No. V-0070US
Reissue Application Filed: 11/27/18

assignment by USPTO wasalready filed and currently in the IFW ofthis

application.

2) On December20, 2012, the inventor, Venkat Kondaassigned, the parent US

Patent 8,269,523 of this reissue application #16/202,067, to Konda Technologies

Inc. The recorded assignment by USPTOis currently filed with this submission.

3) The entire chain oftitle from the inventor to the current applicant, whois the

inventor as well, is refiled with the form PTO/AIA/96in this submission

4) Nowsince the applicantis not juristic entity and the applicant is the inventor, the

Petition filed under 37 C.F.R. 1.78 in the United States Patent and Trademark

Office on 27 November 2018 is now correctly signed. Accordingly applicant

respectfully requests to consider the Petition.

5) A markedup ADSshowingall the changesis also refiled with this submission.

Applicant now submits that the Petition filed under 37 C.F.R. 1.78 in the United

States Patent and Trademark Office on 27 November2018 is in correct form and requests

International Patent Legal Administration to approvethepetition.

Should the Office have any questions concerning this communication, please contact

the inventor Venkat Kondaat (408) 472-3273.

Very respectfully,

/Venkat Konda/

Venkat Konda

USPTO Customer Number: 38139

6278 Grand Oak Way

San Jose, CA 95135

Phone: 408-472-3273

Fax: 408-238-2478

Page 2 of 2
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PATENT ASSIGNMENT

Electronic Version v1.1

StylesheetVersion v1.1

SUBMISSIONTYPE: NEW ASSIGNMENT

NATURE OF CONVEYANCE: ASSIGNMENT

CONVEYING PARTY DATA

Execution Date

Venkat Konda 12/20/2012

RECEIVING PARTY DATA

Patent Number: 8270400

CORRESPONDENCE DATA OP$240.008270400
Fax Number: 4082382478

Correspondence willbe sent via US Mail when the fax attempt is unsuccessful
Phone: 408-472-3273

Email: venkat@kondatech.com

Correspondent Name: Venkat Konda

AddressLine 1: 6278 Grand Oak Way

AddressLine 4: San Jose, CALIFORNIA 95135

NAME OF SUBMITTER: Venkat Konda

Total Attachments: 2

source=AssignKondaFinal12202012#page' tif

source=AssignKondaFinal12202012#pagez. tif
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UNITED STATES PATENT AND TRADEMARK OFFICE

UNDER SECRETARY OF COMMERCEFOR INTELLECTUAL PROPERTY AND
DIRECTOR OF THE UNITED STATES PATENT AND TRADEMARK OFFICE
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Title of invention | VLSI Layouts of Fully Connected Generalized Nehvarks ‘3 :
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+ The application data sheet is pari of the provisional or nonprovisional application for which & is being submitted. The folowing form contains the i

bibliographic data arranged in a format specified by the United States Patent and Trademark Office as outlined in 37 CFR 1.76. i
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‘National Stage entry from a PCT apptication. Providing benefit claim information in the Application Data Sheet constitutes!
the spectic reference required by 35 U.S.C. 11&i{e) or 120. and 37 CFR UTA.
When refering to the current application, please leave the “Application Number field blank.
t
“Seees  ceeceRAPPEPIEEDIIEEE:: PriorApptication Status||\ Patented \ 3anagramnnanannnneninannanannnnnpensanantenenenacennansesannieduenagtarnsnmnssnsnisarseiennecenmenetnnnireen eagerApplication | - Prior Application Filing Date | Pat =issue Date| Number L Continsity Type Number eyyy-wM-op){|PafentNumber | gyyvy-MM-DD)Dy|ParentNamen|_OYYYMBEDD)
Foccececeestencseecenttencecnnanbacncnenssneneattnaanennnnananannamnnennsmoceceeccececeneeeceeasnaneeneraacnesfe ;nn
: i reissued of © 429804275 : 2010-05-34 1 s290s23 i 2012-00-18 :Po SapuISISUUSTNLUUEENESE $ i j j
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Uewter She Pomenset Restuedios Act of TBS. E———E————————_—_—_—_Femmes.
‘ forney Docket Number ¢ V-O0TGUS :| Application Data Sheet 37 CFR 1 76) - nnn aaa

i Application Number imeanernnnennnnneenn eeeengeeeene® aera nnn nennnneers ennann ate
; : ¥ :

Title of Invention [ VLSI Layouts of Fuily Connected Genermiized Networks :
Liae ECi

a EE
{ Prior Application Status | Expired : Reaves | :

— ee~ a|—or 37T{c} Date |
{ Application Number { Continuity Tyne i Prior Application Number i fYYYYOMAELDD} ;; : : ; ;
; psnannEEEEERREEREONSfaeces—4 412/601275 i 3 373 of international i PCTAIJSO8/64605 ‘2008-05-22 |baannenenennernenn penneenefnnnnneanaeeeecemneenin ne:i Por ‘Appticaton Siatus | Excised : \ Ressoes: | ‘

TcominuityType|Prior ApplicationNumber| Filing or 37 tic} Date ti Application; Number | Continuity Type Fro: Application Number|‘ OYYYY-MAL DD} §
ne _ eee eee ee ;

( PCT/US08/64605 _ Claims benefit of provisional i60/040394 2007-05-25 i
3 naeee : aa~ Se ——“3
;  Fror Application Stakes | , { Reenenees|;
i | } | Filing or 37 14(c} Date
‘ Appticaiion Number | Continuky Type i Prior Application Number ; OYYYY-MALDD ; 

| | Continuationof PCT/USO8/64605. | 2008-05-22
: Additional Domestic BeneftNational Stage Data may be generated within this form ‘
i by selecting tha Add button. ‘penneneee annapaeereennnnnennnnnittnenenmnnnanmanmnan nnnawenemeniant

 

Foreign Priority information: 
 

Iphis cection allows for the apolinarr to claim priorityfo 2 foreign application. Proviciing this information i the application data sheet
[constitutes the claimfor priority as required by 35 U.S.C. 119{b) and 37 CFR 1.55. Whenpriarityis claimed to a foreign application

 

 

i
!

“hal is eligiblefor metrieval under the prorly document exchange program (PDX) theinformation will be wsedby the Office to :
lautomatically attempt retrieval pursuant to 37 CFR 1.55(11} and (2}. Under the PDX program, applicant bears the ultimate
leasponsibiily fox ecsuring bral a copyof the foreign application is received by the Offive from the parficinating forsign intetlentual i

\praperty office, or a certified copy of the foreign priority applicationis fifed, within the dime period specified in 37 CFR 1.S5(gX 1). |1
bnneecnetattceeteteraaneAAAARRARttRRANRRSAAAAEIDEDIIGOAA AA oes

| Appiication Number Country’ | Filing Date (YYYY-MM-OD) | Access Code {f appticable)|i TT rsAdaliignalForeignPiisilyDatamaybeGonetsiedwitintheTown,ormtbyselecting the rn
Add button. i nenneeeertriparianpycntNtanneRrra

Statement under 37 CFR 1.55 or 1.78 for AIA (First inventor to File) Transition

Applications
|2congas, SETeeeeeecluomton that has an ofteative frig date onoroffer March ;
PE] 16, 2643. ;

NOTE:By providing this statement under 37 CFR 1.55 or 1.78, this application, with a filing date on or after March
i 16, 2013, will be examined under the first iresentor to file provisions of the AIA.penegainenneeereereeeRNRmtnemonenenenmnenperrnmneninmnnennnnn tmrncnanmncmanmman

EFS Web 2.2.32



Page 50 of 626    IPR2020-00260 VENKAT KONDA EXHIBIT 2005Page 50 of 626 IPR2020-00260 VENKAT KONDAEXHIBIT 2005
PTOSAIAS (14-45)

Aporoved for use tnecugh 04/90/2017. ORE 0651-0032
US. Patent act Tracemuk Ore: LES. DEPARTMENT OF COMMERCE

Under Yer Pamenerk Rextictinn Act of (GH. mr Gemkons ane seated Se seaport oe 8EbeCTOR of REET8panheas X sumbacnes a oat? OBBcomtread muster. 
 

ilfi|cinil

{ Title of Invention VILS! Laynuts of Fadly Comected Ganoralizad Nehworks ;z 3 3
Beteetnanenanneaasgeennnnenenreneererecenertnneeetnvenananaannnnnnnnnsnntnneennnnncnn
 

Authorization or Opt-Out of Authorization to Permit Access:

|
(WheniisApplication DataSheetis properlysignedandfiledwiththe application.“Bopticelion,applicanthasprovidedwritten ;
lautherity to perrul a participating fornign intelectual property {IP} office sccess to the instant aplicationas-Hed(see ;
paragraph A in subsection 1 befow)} and the European Patent Office (EPO) access to any search results from the instant |
application (see paragraph B in subsection 1 below}.

‘Should applicant choosenot to provide an authorization identified in subsection 1 below, applicant mustopt-out ofihe
‘authorization by checking the oomesponding box A or 8 or both in subsection 2 bekaw,eeedtEENEELAET?.
iINOTE: This section of the Application Data Sheet is ONLY reviewed and processed with the INITIAL filing of an
lanplication. After theinitial filing of an appiication, an Application Data Sheet cannot be used to provide or rescind
taudhorization for access by a foreign iF office(s}. instead. Farm PTONSBOS or PTONSEASS must be used as appropriate.eennnRtnctlAeRYEONAPACRafemrn

CELELRRROIADAARAEAYSASEALELEATEEEtttmotear
y I

4. Authorization to Permit Access by a Foreign Intellectual Property Office(s}

A. PriorityDocumentExchange(PDX)- Unless boxA in subsection 2{opt-out of authorization) is checked, thetundersigned hereby grantstheUSPTOauthority to providethe European Patent Office (EPO), the Japan Patent Office |
IPO), the Korcan infefiechual Property Office IPO), the State Intellectual Property Office of the People’s Republic of
‘Ching (SIPO}, the World intellectual Property Organization (WIPO), and any other foreign intellectual property office
participating with the USPTO in a bilaterai or muitifateral priority document exchange agreement in which a foreign
application claiming priority to the instant patent application is filed, access to: (1) the instant patent application-as-fited
land Hs related biblingnaphic data, (2} any foreign or domestic application bo which priority or benelif is claimed by the
Snetant application and &s related bibGographic data. and {9} the date of file of this Authorizaiion. See 37 GFR 3. 14{h)
et}.

 

ed
ets

B. SearchResultsframU.S.ApplicationtoEPO- Uniess box B in subsection 2 (opt-out of authorization) is checked,
the undersigned herebygrantstheUSPTOauthority to provide the EPO access to the bibliographic data and search
results from the instant oatent application when a European satent application claiming priomy to the brstant patent
tapplication iis Med. See 37 CFR 1.14(hN2).:

JanneninennRsADOSPSERILISIAIDSpEarTETCOLOELEELELEELLLLENDittnOntLEEEE:
3g

[The applicant is reminded that the EPO’s Rule 141(1) EPC (European Patent Convention} requires applicants to submit a
copy of search results from the instant application without delay in a European patent application that claims priority to
tbe instant application.

 
 

‘2 Opt-Out of Authorizations fo Permit Access by a Foreign intelectual Property Office{s}

A. Applicant DOES NOT authorize the USPTOto permit a participating foreign [P office access to the instant
{] application-as-fled. ff this box is checked. the USPTO will nal be providing a participating foreign IP office with

any docurments and infammation Xtlenified in subsection 14 show.PORUAELDUSIDEREDDROMEoORPEEN
B. Applicant DOESNOT authorize the USPTO te transmit fo the EPO any search results from ihe instant patent
[} application. if this box is checked, the USPTO will not be providing the EPO with search results from the instant

application.

NOTE: Once the application has published of is otherwise publicly available. the USPTO may ormnace access te the
‘application |mB acomuiance with SY CFR P14.

acstsnzsesnsninaninnscnnenoettenisttssssesstentteasemmnnnsecsesttesnten
s
ss
SpeeatenenarerereanyernnnRRRRRRRRnRiteataHtefnRttareretryterenearunrreentatethatatennmnnrenttnnnntttttehAetnatAIRTS
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REX. Padact and Toaamerk Otioe: LS, DEPARTMENT OF COMMERCE

Liter the Panerwork Geshsetites Act ot SRE {ed DESO Ane cequived to sasucest Ss s oUdackkes of bGermation unkese 8 camiaine 3 said CASS comiey ceamberA nagtannnnnnnasoenen’

: . : Atiomey Docket Mumber ( V-O070855 :
| Application Data Sheet 37 CFR 1.76 ————— a|

Application Number i
ewe rn

Title of inwention { VALS) Layouts of Fully Cannected Generalicad Noheworks ;3 ?
g eenennnanennenmeaietnamenaneannrenneersteerraenmnermrriennannannnaaivnnennanantnnnnnannennennnannnneene 3

Applicant Information:

' Tn
{ Providing assignmentinformationin this section does not substiade for compliance with any eaquiement of sar 3 of Title 37 of CFR ‘

;to have an assignment recurved bythe Office.
 
 

 hlApplicant 1

ui the applica&the iventor {or the ramaining jownt lrrantor or kiveriors under 37 CFR 44S}, tis sextion shoukt not be oormpleiad.
iThe information to be provided in dis section is the name and ackiress of the legal representative who is ihe applicant under 37 CFR
$4.43; or the name andadiivess of the assignee, person to whan theinventor is under on oltigation to assign the invention, of person
lwho otherwise shows sufficient proprietary interest in the matter who is the applicant under 37 CFR 1.46.If the applicant is an
lappticant under 37 CFR 1.46 iaasigane, person to whom: the imrentor is obligated to assign, of person who othensise shows sadficient
(proprietaryinterest} fogelber with ane or more joint iwentena Shen Sie joist emacior or leaniors who are ative the appicant shoud be
identified in this section. eeeertbmtoOOPPEOELEELLDAOARLBSESTLIDEALASSISTDEO
 

Clearnee

Ittr

= Assignee | £) Legal Representative ander 39 U.S.C. 147 jO Joint inventor
3 Persons to nda the invesntor bs5obstigated to asnkgn. © Person whe shows sudlickest proorelary ingorest
 

r
i

Lsi= |g |i,

  

  

 

 
   

 

ftnrlaplRRRRRRnnanneLEARRRMRemmnneeteee pen peeppeneereeenent
_ penneSEEnnn

: nypeaedingetee ————sesssoceasess ~—aaerewen ens matiName of the Deceased or Legally incapacitated inventor: | A
aneegenneneeen: ennernennnnnnernnnnnennnenteeanus 4

if the Applicant is an Organization check here.  ~—=fp

4

i Addregs 4 : 6278 Grand Oak Way _ann t aornanrNIAAPRCRLACDRCRCACALtCACAII
i Address 3 ‘ ;

City : San Jose | State/Province 1 CA
; Country4 us , Postal Code i 95138 ;goeS eneeeeeeeee ee neeeeeeee ee geeeeee 3

[ Phone Number 408-472-3273 ayFax Number 408-238-2478 |
: anIAeG
: Email Address : veokat@kondalech.com :

 
{o. ~~.

Assignee information including Non-Applicant Assignee Information:

[Providing assignment information in this section does not substitutefor compliance with any requirement of part 3 of Title|
ia7 of CFR ic have an assignment recomed by the Office.3  annemennneennAnemanmnagenteeeneeneerteyninnrtnnenmlnannneninnmntanntanennenAnimaindiramenannierenore
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Utes Rus Poaemerk Reckectio: Act ef TERED, ao sessots aneseared dt sean ie @ culations of keiqumation urdess $ comin @ vatktd OME cactkok meaner,

(TnrrrrrrrnananTVARomeyDocketNumbers0 WAXNSUS
 

  | Application Data Sheet 37 CFR 1.76 ———an ———____one —
 
 

ennaaILAAA AITT
3

application pubacation. An avsignes-appican idantfied ix the “Anplicans dtornation® Sector will appear on the patent application :
ipublication as an anpiinant, For an assignee-appicant, compfete tne section only f kMeniificaiian ac an aesignes & alse desrad an the|
(patent apnication publication.

; : = ;

 

 

 

 

  e Additional Assignee or Non-Appiicant Assignee Data may be generated within this form by
| selecting the Add button.

eeeeareeeeRRNARARRRNneennenentltaOisnmtnmertetereerrataeACRA

Signature:
INOTE: This ApplicationtionDataSheet must be signed in accordance with 37 CFR 1.33(b). However,if this Application |
‘Gate Sheet is submitied with the INTIAL filing of the application and either bex A or B is not checked m
‘subsection 2 of the “Authorization or Opi-Gut of Authorization fo Permit Access” section, then this form must
‘aise be signed in accordance with 37 CFR 7.F4ic}.

This Application Data Sheet must be signed by a patent practitioner if one or more of the applicants js a juristic

 

Mendebien
x

entity (e.g., corporation or association). If the applicant is two or more joint inventors, this form must be signed by a 3
ipower of atlomey(2.g.. see USPTO Form PTOSMIADI} anbehatf of a8 joint praeniorappicants.
i See 37 CFR 1.4id)} for the manner of making signalures ami ceriifications.

i Date oyyV-MIM-DD) 2019-07-04 |

aa2uigg eS 3 5 23éoeB53 g

Ba
g 3as3 aLe3 g¢is

'
i :3

| |

2
  

| a—————
: Fiest Name|Venkat i LastName if Komds { Registration Number { :

sacenenneeeneneeeee anmnnennenaannane4

Additional Signature may be generated within this fonn by selecting the Add Button
4ancentnnnenacencecneecneneesee eteeeeetntnannnnnntenanntnennetennn ScanUNCC
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Liner the Panenuek Revketion Act of S895, eer gersams are ceginad is sezgernd he a cahectiost of k@acmsiion uniess & confess 2 nate? ORS contm’ aueeer.  

 

 

 

arrnra x aSnanannnettgnunennsSONIA osmmncennsnmeng
: ae . Docket Number ( voo7GuS :
| Application Data Sheet 37 CFR 1.76 a re
i Application Number i |
pe ce an

|Ste of tewention ¥LS! Layouts of Fully Commectad Generniized Networks ;
i ; ne 3

This coffection of information is required by 37 CFR 1.76. The information is required to obtain or retain a benefit by the public which
ig tu Re fand by the USPTO to process} an anplication. Confidentialityis governed by 35 U.S.C. 122 and 37 CFR 1.14. Ths
collection © esimated to take 73 mivndes to complete, including gafheing, propering, and submitting the compleind apphication dala
sheet fore 8b te LISPTO. Time wil vary depending upon the ixindchial cas. Aswy commoners on the amount af time you regrare fo
complete this form andior suggestions tor reducing this bunken, shoud be sent to the Chief information Officer, US. Patent and
Trademark Office, US. Department of Commerce, P.O. Box 1456, Alexandria, VA 22313-1450. DO NOT SEND FEES OR
COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.
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PTO/AIA/96 (08-12)
Approved for use through 01/31/2013. OMB 0651-0031

U.S. Patent and Trademark Office; US. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

STATEMENT UNDER37 CFR3.73(c)

Applicant/Patent Owner: Venkat Konda
Application No./Patent No.: 16/202,067 Filed/Issue Date: 11/27/2018
Titleq: VLSI Layouts of Fully Connected Generalized Networks

  

 

Venkat Konda a Individual 

(Nameof Assignee) (Type of Assignee, e.g., corporation, partnership, university, government agency,etc.)

states that, for the patent application/patent identified above, it is (choose oneof options 1, 2, 3 or 4 below):

1. L] The assigneeof the entire right, title, and interest.

2. [| An assigneeof less than the entireright,title, and interest (check applicable box):
|_| The extent (by percentage)of its ownershipinterestis %. Additional Statement(s) by the owners

holding the balance of the interest must be submitted to account for 100% of the ownershipinterest.

L] There are unspecified percentages of ownership. The otherparties, including inventors, who together ownthe entire
right, title and interest are:

Additional Statement(s) by the owner(s) holding the balanceof the interest must be submitted to accountfor the entire
right, title, and interest.

3. L] The assignee of an undividedinterestin the entirety (a complete assignment from oneofthe joint inventors was made).
The otherparties, including inventors, who together own the entire right, title, and interest are:

Additional Statement(s) by the owner(s) holding the balance of the interest must be submitted to accountfor the entire
right, title, and interest.

4. C The recipient, via a court proceeding or the like (e.g., bankruptcy, probate), of an undividedinterestin the entirety (a
complete transfer of ownership interest was made). The certified document(s) showing the transfer is attached.

The interest identified in option 1, 2 or 3 above (not option 4) is evidenced by either (choose one of options A or B below):

A. [| An assignmentfrom the inventor(s) of the patent application/patent identified above. The assignment wasrecordedin
the United States Patent and Trademark Office at Reel , Frame , or for which a copy
thereof is attached.

B. A chain oftitle from the inventor(s), of the patent application/patent identified above, to the current assigneeas follows:

1. From: Venkat Konda To: Konda TechnologiesInc. 

The document was recorded in the United States Patent and Trademark Office at

Ree! 029513 0134, Frame , or for which a copy thereofis attached.

2. From: Konda TechnologiesInc. To: Venkat Konda 

The document was recorded in the United States Patent and Trademark Office at

Ree! 948887 , Frame 0397 , or for which a copy thereofis attached.

[Page 1 of 2]
This collection of information is required by 37 CFR 3.73(b). The information is required to obtain or retain a benefit by the public whichis tofile (and by the USPTO to
process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 12 minutes to complete, including
gathering, preparing, and submitting the completed application form to the USPTO.Time will vary depending uponthe individual case. Any comments on the amount
of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and Trademark
Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMSTO THIS ADDRESS. SEND
TO: Commissionerfor Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

 
Ifyou need assistance in completing the form, call 1-800-PTO-9199 and select option 2.
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Approvedfor use through 01/31/2013. OMB 0651-0031

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

STATEMENT UNDER37 CFR3.73(c)

To:

The document was recordedin the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereofis attached.

To:

The documentwas recordedin the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereofis attached.

To:

The documentwas recordedin the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereofis attached.

To:

The documentwas recordedin the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereofis attached.

[| Additional documents in the chain oftitle are listed on a supplemental sheet(s).

As required by 37 CFR 3.73(c)(1)(i), the documentary evidenceof the chain oftitle from the original owner to the
assignee was, or concurrently is being, submitted for recordation pursuant to 37 CFR 3.11.

[NOTE: A separate copy(i.e., a true copy of the original assignment document(s)) must be submitted to Assignment
Division in accordance with 37 CFR Part 3, to record the assignmentin the records of the USPTO. See MPEP 302.08]

The undersigned (whose title is supplied below) is authorized to act on behalf of the assignee.

Nenkat Konda/ 07/04/2019

Signature Date

Venkat Konda

Printed or Typed Name

 

  

 
Title or Registration Number

[Page 2 of 2]
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the
requirements of the Act, please be advisedthat: (1) the general authority for the collection of this information is 35
U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which the
information is used by the U.S. Patent and TrademarkOffice is to process and/or examine your submission related
to a patent application or patent. If you do not furnish the requested information, the U.S. Patent and Trademark
Office may not be able to process and/or examine your submission, which mayresult in termination of proceedings
or abandonmentof the application or expiration of the patent.

The information provided by youin this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of
Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of records
may be disclosed to the Department of Justice to determine whether disclosure of these recordsis
required by the Freedom of Information Act.
A record from this system of records may be disclosed, as a routine use, in the course of presenting
evidence to a court, magistrate, or administrative tribunal, including disclosures to opposing counselin the
course of settlement negotiations.
A record in this system of records maybedisclosed, as a routine use, to a Memberof Congress
submitting a request involving an individual, to whom the record pertains, when the individual has
requested assistance from the Memberwith respect to the subject matter of the record.
A record in this system of records maybe disclosed, as a routine use, to a contractor of the Agency
having need for the information in order to perform a contract. Recipients of information shall be required
to comply with the requirements of the Privacy Act of 1974, as amended,pursuantto 5 U.S.C. 552a(m).
A record related to an International Application filed under the Patent Cooperation Treaty in this system of
records may bedisclosed, as a routine use, to the International Bureau of the World Intellectual Property
Organization, pursuant to the Patent Cooperation Treaty.
A record in this system of records may be disclosed, as a routine use, to another federal agencyfor
purposesof National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act
(42 U.S.C. 218(c)).
A record from this system of records may bedisclosed, as a routine use, to the Administrator, General
Services,or his/her designee, during an inspection of records conducted by GSAaspart of that agency’s
responsibility to recommend improvements in records managementpractices and programs, under
authority of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the GSA
regulations governing inspection of records for this purpose, and any other relevant(/.e., GSA or
Commerce) directive. Such disclosure shall not be used to make determinations aboutindividuals.
A record from this system of records may be disclosed, as a routine use, to the public after either
publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C.
151. Further, a record may bedisclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the
public if the record wasfiled in an application which became abandonedorin which the proceedings were
terminated and which application is referenced by either a published application, an application open to
public inspection or an issued patent.
A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency,if the USPTO becomesawareof a violation or potential violation of law or regulation.
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331

Information:

10356973

Application Data Sheet aia0014-Scan.pdf 43ecc4e0f9197da09e317902d51252399ecf]
77ec

Information:

This is not an USPTO supplied ADSfillable form

141428

Assignee showing of ownership per 37
CER 3.73 aia0096.pdf 003071150b09ad62682a58669142c87377,

ed7e2

Information:

This AcknowledgementReceipt evidences receipt on the noted date by the USPTO of the indicated documents,
characterized by the applicant, and including page counts, where applicable.It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary componentsfora filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shownonthis
AcknowledgementReceiptwill establish the filing date of the application.
National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903indicating acceptanceof the application asa
national stage submission under35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.
NewInternational Application Filed with the USPTO as a Receiving Office
If a new internationalapplication is being filed and the international application includes the necessary components for
an internationalfiling date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the InternationalFiling Date (Form PCT/RO/105)will be issued in due course, subject to prescriptions concerning
nationalsecurity, and the date shown on this AcknowledgementReceiptwill establish the internationalfiling date of
the application.
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To: venkat@kondatech.com,vkonda@gmail.com,
From: PAIR_eOfficeAction@uspto.gov
Ce: PAIR_eOfficeAction@uspto.gov
Subject: Private PAIR Correspondence Notification for Customer Number 38139

Jun 13, 2019 04:07:32 AM

Dear PAIR Customer:

Konda Technologies, Inc
6278 GRAND OAK WAY

SAN JOSE, CA 95135
UNITED STATES

The following USPTO patent application(s) associated with your Customer Number, 38139 , have
new outgoing correspondence. This correspondenceis now available for viewing in Private PAIR.

Theofficial date of notification of the outgoing correspondencewill be indicated on the form PTOL-90
accompanying the correspondence.

Disclaimer:

The list of documents shownbelow is provided as a courtesy and is not part of the official file
wrapper. The content of the images shownin PAIR is the official record.

Application Document Mailroom Date Attorney DocketNo.
16202067 M327 06/11/2019 V-0070US

To view your correspondenceonline or update your email addresses,please visit us anytime at
https ://sportal.uspto.gov/secure/myportal/privatepair.

If you have any questions, please email the Electronic Business Center (EBC) at EBC@uspto.gov
with 'e-Office Action’ on the subjectline or call 1-866-217-9197 during the following hours:

Monday- Friday 6:00 a.m. to 12:00 a.m.

Thank you for prompt attention to this notice,

UNITED STATES PATENT AND TRADEMARK OFFICE

PATENT APPLICATION INFORMATION RETRIEVAL SYSTEM
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UNITED STATES PATENT AND TRADEMARK OFFICE

es Commissioner for Patents. United States Patent and TrademarkOffice
P.O. Box 1450

Alexandria, VA 22313-1450

MAILED

JUN 112019

 

Konda Technologies, Inc
6278 GRAND OAK WAY

SAN JOSE CA 95135

INTERNATIONAL PATENT LEGAL ADM.

In re Application of
Konda Technologies Inc. :
Application No.: 16/202,067 : NOTIFICATION
Filing Date: 27 November 2018 :

« ; Attorney Docket No.: V-0070US

This Notification is in responseto thefiling of a purported Petition Under 37 CFR 1.78,
in the United States Patent and Trademark Office on 27 November 2018 and submission of 17

April 2019.

The applicantis a juristic entity. The Petition is not signed in accordance with 37 CFR
1.33(b)(3), stating “Unless otherwise specified, all papers submitted on behalfof a juristic entity
must be signed by a registered practitioner.” It will not be treated on the merits.

A request to changethe applicant is governed by 37 CFR 1.46(c)(2). Applicant must
supply a marked up ADS showing the changes and comply with 37 CFR 3.73. That showing
must show the entire chain oftitle from the inventors to the new applicant.

Anyfurther correspondence with respect to this matter may befiled electronically via
EFS-Webselecting the documentdescription "Petition for review and processing by the PCT
Legal Office" or by mail addressed to Mail Stop PCT, Commissionerfor Patents, Office of PCT
Legal Administration, P.O. Box 1450, Alexandria, Virginia 22313-1450, with the contents of the
letter marked to the attention of the International Patent Legal Administration.

/Erin P. Thomson/

Erin P. Thomson

Attorney Advisor
International Patent Legal Administration
571-272-3292
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To: venkat@kondatech.com,vkonda@gmail.com,
From: PAIR_eOfficeAction@uspto.gov
Ce: PAIR_eOfficeAction@uspto.gov
Subject: Private PAIR Correspondence Notification for Customer Number 38139

Apr 18, 2019 05:22:12 AM

Dear PAIR Customer:

Konda Technologies, Inc
6278 GRAND OAK WAY

SAN JOSE, CA 95135
UNITED STATES

The following USPTO patent application(s) associated with your Customer Number, 38139 , have
new outgoing correspondence. This correspondenceis now available for viewing in Private PAIR.

Theofficial date of notification of the outgoing correspondencewill be indicated on the form PTOL-90
accompanying the correspondence.

Disclaimer:

The list of documents shownbelow is provided as a courtesy and is not part of the official file
wrapper. The content of the images shownin PAIR is the official record.

Application Document Mailroom Date Attorney DocketNo.
16202067 M327 04/17/2019 V-0070US

To view your correspondenceonline or update your email addresses,please visit us anytime at
https ://sportal.uspto.gov/secure/myportal/privatepair.

If you have any questions, please email the Electronic Business Center (EBC) at EBC@uspto.gov
with 'e-Office Action’ on the subjectline or call 1-866-217-9197 during the following hours:

Monday- Friday 6:00 a.m. to 12:00 a.m.

Thank you for prompt attention to this notice,

UNITED STATES PATENT AND TRADEMARK OFFICE

PATENT APPLICATION INFORMATION RETRIEVAL SYSTEM
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UNITED STATES PATENT AND TRADEMARK OFFICE
Commissioner for Patents

United States Patent and TrademarkOffice
P.O. Box 1450

Alexandria, VA 22313-1450
www.uspto.gov

MAILED
Konda Technologies, Inc
6278 GRAND OAK WAY APR 17 2019
SAN JOSE CA 95135

 
INTERNATIONAL PATENT LEGAL ADM.

In re Application of
Konda Technologies Inc. :
Application No.: 16/202,067 : NOTIFICATION
Filing Date: 27 November 2018 :
Attorney Docket No.: V-0070US

This Notification is in responseto the filing of a purported Petition Under 37 CFR 1.78,
in the United States Patent and Trademark Office on 27 November 2018.

The applicant is a juristic entity. The Petition is not signed in accordance with 37 CFR
1.33(b)(3), stating “Unless otherwise specified, all papers submitted on behalfof a juristic entity
must be signed bya registered practitioner.” It will not be treated on the merits.

Any further correspondence with respect to this matter may befiled electronically via
EFS-Webselecting the document description "Petition for review and processing by the PCT
Legal Office" or by mail addressed to Mail Stop PCT, Commissioner for Patents, Office of PCT
Legal Administration, P.O. Box 1450, Alexandria, Virginia 22313-1450, with the contents of the
letter marked to the attention of the International Patent Legal Administration.

/Erin P. Thomson/

Erin P. Thomson

Attorney Advisor
International Patent Legal Administration
571-272-3292
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Application Number: 16/202,067 (Venkat Konda) Art Unit: 3992

In The UnitedStates PatentAndTrademarkOffice

Application Number: 16/202,067

Application Filed: 11/27/2018

Applicant(s): Venkat Konda

Title: VLSI Layouts of Fully Connected Generalized Networks

Examiner/Art Unit: Ton, My Trang / 3992

Priority Date: 5/25/2007

San Jose, 2019 Apr 17, Wed

Mail Stop PCT

Commissioner for Patents

Office of PCT Legal Administration

P.O. Box 1450

Alexandria, Virginia, 22313-1450

Dear Sir/Madam:

In responseto the notification mailed 2019 April 17, which is in responseto thefiling of

a purported Petition under 37 CFR 1.78 in the United States Patent and Trademark Office

on 27 November 2018, please consider the following:

1) On April 15, 2019 the current application was assigned to Venkat Konda

by Konda Technologies Inc. which was recorded on the same day by the United States

Patent and TrademarkOffice.

2) Accordingly a corrected Application Data Sheetis also filed along with

this letter.

For the above reasons, applicant submits that now the applicant Venkat Kondais Pro Se

for the current application. Therefore applicant submits that the Petition under 37 CFR

-|-
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Application Number: 16/202,067 (Venkat Konda) Art Unit: 3992

1.78 in the United States Patent and Trademark Office submitted on 27 November 2018

is now proper, which action he respectfully solicits.

Very respectfully,

5 /Venkat Konda/

Venkat Konda

6278 Grand Oak Way

San Jose, CA 95135

Phone: 408-472-3273

10. Fax: 408-238-2478
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Electronic AcknowledgementReceipt

Application Number: 16202067

International Application Number:

Confirmation Number: 8134

Title of Invention: VLSI Layouts of Fully Connected Generalized Networks

a

ee
a

Paymentinformation:

 
Submitted with Payment

File Listing:

Document sa: File Size(Bytes)/ Multi Pages|"Number"|__PeewmentDesaition|FileName Message Digest (if appl.)

Application Data Sheet to update/
. CorrectedADS.pdfcorrect info 86a3a7b937abbabeb898d51 165dd30dd1

666973 
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Information:

Petition for review by the PCTlegal
office Assignment-V0070US.pdf b87e75cd0c1 3f4467fbbcb376c632d8f9870}

Information:

This AcknowledgementReceipt evidences receipt on the noted date by the USPTO of the indicated documents,
characterized by the applicant, and including page counts, where applicable.It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary componentsfora filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shownonthis
AcknowledgementReceiptwill establish the filing date of the application.
National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903indicating acceptanceof the application asa
national stage submission under35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.
NewInternational Application Filed with the USPTO as a Receiving Office
If a new internationalapplication is being filed and the international application includes the necessary components for
an internationalfiling date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the InternationalFiling Date (Form PCT/RO/105)will be issued in due course, subject to prescriptions concerning
nationalsecurity, and the date shown on this AcknowledgementReceiptwill establish the internationalfiling date of
the application.
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DocumentDescription: Application Data Sheet to update/correct info
Doc Code: ADS.CORR

CORRECTED ADS FORM

Application Number
16202067

Title of Invention

VLSI Layouts of Fully Connected Generalized Networks 
Inventor Information

**If no data is shown, no data has been corrected**

Data of Record Updated Data

Order Number

Name  
Residence Information

Residency

City

State

Country of
Residence

Mailing Addressof Inventor

Address 1

Address 2

City,State/Province,
Postal Code

Country

Corrected ADS 1.0
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DocumentDescription: Application Data Sheet to update/correct info
Doc Code: ADS.CORR

Application Information

Data of Record Updated Data

VLSI Layouts of Fully Connected Generalized Networks

Title of Invention

 
Attorney Docket
Number V-0070US

Entity Type
Small

Domestic Benefit/National Stage Information

**If no data is shown, no data has been corrected**

This section allows for the applicant to either claim benefit under 35 U.S.C. 119(e), 120, 121,365(c), or 386(c) or indicate National Stage
entry from a PCT application. Providing this information in the application data sheet constitutes the specific reference required by 35 U.S.
C. 119(e) or 120, and 37 CFR 1.78(a).

Data of Record Updated Data

endin

Application Number
PCT/US08/64605

Continuity T

Prior Application
Number 60940394

Filing Date 3007-05-25
(YYYY-MM-DD) —_—«

ae
Issue Date 0001-01-01
(YYYY-MM-DD) —_—_s

;

i

:

:

2

Corrected ADS 1.0
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DocumentDescription: Application Data Sheet to update/correct info
Doc Code: ADS.CORR

Data of Record Updated Data

7Ss)S|fF =.so=.ga;QZ)8 >39> TocoaTo SG==.SG =<o= n4Sna<zaa>SZa©5S35S oT

n

*|3
ac wn

16202067

CON

Number PCT/US08/64605

ives 2008-05-22
(YYYY-MM-DD) -05-

a=a)c
©

@3QOt+ owZzDc
3 >© a

=YYYY-MM-DD)

Data of Record Updated Data

12601275

Number PCT/US08/64605
==.oOoT=. 5o3Ooo axa=> >59>95co5 aSs==.Ss o=<o= nN4om]ao<Zzct =.SGé=.oO5S35S aT

Nn

*|
ac wv

2008-05-22
=YYYY-MM-DD)

a=alc
©

@3QOt+ owZzDc
3 o> © a

=YYYY-MM-DD)

Data of Record Updated Data

patented

16202067

Es) m

Number 12601275
==.oOoT=. 5o3Ooo axa=> >59>95co5 aSs==.Ss o=<o= nN4om]ao<Zzct =.SGé=.oO5S35S aT

Nn

*|3
ac wv

2010-05-31
=YYYY-MM-DD)

8269523a=a)c
©

@3QOt+ owZzDc
3 o> © a

2012-09-18
=YYYY-MM-DD)

Corrected ADS 1.0
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DocumentDescription: Application Data Sheet to update/correct info
Doc Code: ADS.CORR

Foreign Priority Information

**If no data is shown, no data has been corrected**

This section allows for the applicant to claim priority to a foreign application. Providing this information in the application data sheet
constitutes the claim for priority as required by 35 U.S.C. 119(b) and 37 CFR 1.55. Whenpriority is claimed to a foreign application
thatis eligible for retrieval under the priority document exchange program (PDX) the information will be used by the Office to
automatically attempt retrieval pursuant to 37 CFR 1.55(i)(1) and (2). Under the PDX program, applicant bears the ultimate
responsibility for ensuring that a copy of the foreign application is received by the Office from the participating foreign intellectual
property office, or a certified copy of the foreign priority application is filed, within the time period specified in 37 CFR 1.55(g)(1).

Data of Record Updated Data

Applicant Information

IFIn

**If no data is shown, no data has been corrected**

Providing assignment information in this section does not substitute for compliance with any requirementofpart 3 of Title 37 of CFR to
have an assignmentrecordedbythe Office.

Data of Record Updated Data

Applicant Type

If applicant is the legal
representative, indicate the
authority to file the patent
application, the inventor is

Nameof the Deceased or

Legally Incapacitated
Inventor

Applicant is an
Organization

Name

Organization Name

Address 1

HEnL
Corrected ADS 1.0
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DocumentDescription: Application Data Sheet to update/correct info
Doc Code: ADS.CORR

Address 2

City,State/Province,Postal
Code

Country

Phone Number

Fax Number

Email Address Ih
Assignee Information including Non-Applicant Assignee Information

**If no data is shown, no data has been corrected**

Providing this information in the application data sheet does not substitute for compliance with any requirementof part 3 ofTitle 37 of
the CFR to have an assignmentrecordedin the Office

Data of Record Updated Data

Order

Applicant is an
Organization
Name

Organization Name

Mailing Address

Address 1

Address 2

City,State/Province,Postal
Code

Country

Phone Number

Fax Number

IM
Corrected ADS 1.0



Page 72 of 626    IPR2020-00260 VENKAT KONDA EXHIBIT 2005Page 72 of 626 IPR2020-00260 VENKAT KONDAEXHIBIT 2005
DocumentDescription: Application Data Sheet to update/correct info
Doc Code: ADS.CORR

Email Address

Signature

NOTE: This Application Data Sheet must be signed in accordance with 37 CFR 1.33(b).

This Application Data Sheet must be signed bya patentpractitionerif one or moreof the applicantsis a juristic entity (e.g., corporation
or association). If the applicant is two or more joint inventors, this form must be signed by a patentpractitioner, alljoint inventors who are
the applicant, or one or morejoint inventor-applicants who have been given powerofattorney(e.g., see USPTO Form PTO/AIA/81) on
behalfofalljoint inventor-applicants.

See 37 CFR 1.4(d) for the manner of making signatures and certifications.

Signature Registration Number
/venkat Konda/

First Name Last Name

konda 

Corrected ADS 1.0
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PATENT ASSIGNMENT COVER SHEET

Electronic Version v1.1 EPAS ID: PAT5474857

Stylesheet Version v1.2

SUBMISSION TYPE: NEW ASSIGNMENT

NATURE OF CONVEYANCE: ASSIGNMENT

CONVEYING PARTY DATA

Execution Date

KONDA TECHNOLOGIESINC. 04/15/2019

RECEIVING PARTY DATA

Name:_—=«(VENKATKONDASSS

PROPERTY NUMBERSTotal: 2

Patent Number: 8269523

Application Number: 16202067

CORRESPONDENCEDATA

Fax Number: (408)238-2478

Correspondencewill be sent to the e-mail addressfirst; if that is unsuccessful, it will be sent
using a fax number,ifprovided; if that is unsuccessful, it will be sent via US Mail.
Phone: 4084723273

Email: venkat@kondatech.com

Correspondent Name: KONDA TECHNOLOGIESINC.
AddressLine 1: 6278 GRAND OAK WAY

AddressLine 4: SAN JOSE, CALIFORNIA 95135

PoThis document serves as an Oath/Declaration (37 CFR 1.63).
Total Attachments: 2

source=Konda-pat-exe#page 1 .tif

source=Konda-pat-exe#pagez.tif
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ASSIGNMENT OF PATENTS 

WHEREAS, Konda Technologies, inc., a California corporation, located at 6278 Grand Oak
Way, San Jose, CA 95135, hereinafter referred to as “Assionor,” is the record owner of the
patents described as

1} Title: VLSI Layouts of Fully Connected Generalized Networks
US Patent No. 8,269,523
Patent issue Date: September 18, 2012;

2) Title: VLSI Layouts of Fully Connected Generalized Networks
US Patent Application No.:  16/202,067
Patent Filing Date:©November 27, 2018;

WHEREAS,Konda, Venkat of San Jose, California, having a residence at 6278
Grand Oak Way, San Jose, CA, hereinafter referred to as “ASSIGNEE,”wishes to acquire all
right, title and interest to and underthe patents described above owned by Assignor and in and to
anyand all improvements to said applications andin any Letters Patent and Registrations which
may be granted on the same in the United States or any country throughout the world;

For good and valuable consideration, receipt ofwhich is hereby acknowledged by
Assignor, effective 15"dayofApril, 2019, has assigned, and by these presents does assign to
Assigneeall right, title and interest for the United States and all foreign countries, in and to any
and all improvements for the applications described above and in and to said applications and to
all utility divisional continuing, substitute, renewal, reissue, and all other patent applications
which have been or shall be filed in the United States and all foreign counterparts {including
patent, utility model and industrial designs), and in and to any Letters Patent and Registrations
which mayhereafter be granted on the samein the United States and all countries throughout the
world, and to claim the priority from the application as provided by the Paris Convention. The
right, title and interest is to be held and enjoyed by Assignee and Assignee’s successors and
assigns as fully and exclusively as it would have been held and enjoyed by Assignor had this
Assignment not been made, for the full term of any Letters Patent and Registrations which may
be granted thereon, or of any division, renewal, continuation in whole or in part, substitution,
conversion, reissue, prolongation or extension thereof.

Assignorfurther agrees that they will, without charge to Assignee, but at
Assignee’s expense, (a) cooperate with Assignee in the prosecution ofU.S. Patent applications
and foreign counterparts on the applications and any improvements, (b) execute, verily,
acknowledge and deliver all such further papers, including patent applications and instruments of
transfer, and (c) perform such other acts as Assignee lawfully may request to obtain or maintain
Letters Patent and Registrations for the applications and improvements in any and all countries,
and to vest title thereto in Assignee, or Assignee’s successors and assigns.
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Page 2

IN TESTIMONYWHEREOEF,Assignorhas signed onthe date indicated.

. if

Date: &/ /sf] 26 | j By: ‘ow kale bow Le.
Venkat Konda (Founder/CEO)
Konda Technologies Inc.
6278 Grand Oak Way
San Jose, CA 95135
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16202067

PLUS Search Results for S/N 16202067, Searched Tue Apr 09 11:23:13 EDT 2019
The Patent Linguistics Utility System (PLUS) is a USPTO automated search system

for U.S. Patents from 1971 to the present PLUSis a query-by-example search system which
producesa list of patents that are most closely related linguistically to the application
searched. This search was preparedbythestaff of the Scientific and Technical Information
Center, SIRA.

5784374 99 5864552 99

5218676 99

3920914 99

3912873 99

3851105 99

4023141 99

4038638 99

4289932 99

4400627 99

4417245 99

4473900 99

4626066 99

4787692 99

4817083 99

4817084 99

4821034 99

4845736 99

4914430 99

4975909 99

5005167 99

5007070 99

5179558 99

5216668 99

5274642 99

5276425 99

5291477 99

5323386 99

5337378 99

5402415 99

5406556 99

5440549 99

5440553 99

5450074 99

5451936 99

5455956 99

5526352 99

5555543 99

5560038 99

5590129 99

5604867 99

5627925 99

5634004 99

5655140 99

5734764 99

5737103 99

5754120 99

5801641 99

5805320 99

5812792 99
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Litigation Search Report CRU 3999

TO: HETUL PATEL From: MANUEL SALDANA

Location: GRU Location: CRU 3999

Art Unit: 3992 REM04C71

Date: 02/28/2019 Phone: (571) 272-7740

MANUEL.SALDANA@uspto.gov

Litigation was found for US Patent Number: 8,269,523

3:18CV7581 KONDA V. FLEX LOGIX (OPEN)

5:18CV7581 KONDA V. FLEX LOGIX (OPEN)

1) I performed a KeyCite Search in Westlaw, which retrievesall history on the patent including any
litigation.

2) I performed a search on the patent in Lexis CourtLink for any open dockets or closed cases.

3) I performeda search in Lexis in the Federal Courts and Administrative Materials databases for any cases
found.

4) I performed a search in Lexis in the IP Journal and Periodicals database for any articles on the patent.

5) I performed a search in Lexis in the newsdatabasesfor any articles about the patent or any articles about
litigation on this patent. 
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SENTTTT

US District Court Civil Docket

 
3:18cv7581

Konda Technologies, inc. v. Fiex Logix Technologies, ine.

This case was retrieved from the court on Wednesday, December 19, 2018
SENTTTTTT

 
Konda Technologies, Inc.
Plaintiff

Flex Logix Technologies, Inc.
Defendant

Copyright © 2019 LexisNexis CourtLink, Inc.

12/17/2018 Mass Sedge: OPEN

Judge William H. Orrick eased:

SMatate: 35:271

Patent (830) dury Semsad: Plaintiff

Patent Infringement Bemand Amount: $0

None NOS Qsscription: Patent

None

Federal Question

Nitoj P. Singh
LEAD ATTORNEY; ATTORNEY TO BE NOTICED
Dhillon Law Group Inc.
177 Post Street, Suite 700
San Francisco, CA 94108
USA
415-433-1700
Fax: 415-520-6593

Email: Nsingh@dhillonlaw.Com

Harmeet K. Dhillon
ATTORNEY TO BE NOTICED

Dhillon Law Group Inc.
177 Post Street, Suite 700
San Francisco, CA 94108
USA
415-433-1700
Fax: 415-520-6593

Email: Harmeet@dhillonlaw.Com

Steven McCall Perry
LEAD ATTORNEY; ATTORNEY TO BE NOTICED
MungerTolles & Olson LLP
355 South Grand Avenue 35th Floor

Los Angeles, CA 90071-1560
USA
213-683-9100
Fax: 213-687-3702

Email: Steven.Perry@mto.Com

Elizabeth Ann Laughton
ATTORNEYTO BE NOTICED
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*** THIS DATA |S FOR INFORMATIONAL PURPOSES ONLY* **



Page 79 of 626    IPR2020-00260 VENKAT KONDA EXHIBIT 2005Page 79 of 626 IPR2020-00260 VENKAT KONDAEXHIBIT 2005

Munger, Tolles Olson LLP
350 South Grand Avenue 50th Floor

Los Angeles, CA 90071-3426
USA
213-683-9100
Fax: 213-687-3702

Email: Elizabeth.Laughton@mto.Com

 
12/17/2018

12/18/2018

12/18/2018

12/18/2018

12/18/2018

12/19/2018

12/19/2018

12/19/2018

12/20/2018

12/27/2018

12/28/2018

01/03/2019

10

14

COMPLAINT against Flex Logix Technologies, Inc. ( Filing fee $ 400, receipt number
0971-12935682.). Filed byKonda Technologies, Inc.. (Attachments: # 1 Exhibit, # 2 Exhibit, # 3
Exhibit, # 4 Exhibit, # 5 Exhibit, # 6 Exhibit, # 7 Exhibit, # 8 Exhibit)(Singh, Nitoj) (Filed on
12/17/2018) (Entered: 12/17/2018)

Electronic filing error. No Civil cover sheet filed. Please refer to Civil Local Rules 3-2(a) re civil cover
sheet requirement. This filing will not be processed by the clerks office until the civil cover sheet is
filed. Re: 1 Complaint, filed by Konda Technologies, Inc. (jmlS, COURT STAFF) (Filed on
12/18/2018) (Entered: 12/18/2018)

Proposed Summons. (Singh, Nitoj) (Filed on 12/18/2018) (Entered: 12/18/2018)

Civil Cover Sheet by Konda Technologies, Inc. . (Singh, Nitoj) (Filed on 12/18/2018) (Entered:
12/18/2018)

Case assigned to Magistrate Judge Sallie Kim. Counsel for plaintiff or the removing party is
responsible for serving the Complaint or Notice of Removal, Summons and the assigned judge's
standing orders and all other new case documents upon the opposing parties. For information, visit
E- Filing A New Civil Case at http://cand.uscourts.gov/ecf/caseopening.Standing orders can be
downloaded from the court's web page at www.cand.uscourts.gov/judges. Upon receipt, the
summons will be issued and returned electronically. Counsel is required to send chambers a copy of
the initiating documents pursuant to L.R. 5-1(e)(7). A scheduling order will be sent by Notice of
Electronic Filing (NEF) within two business days. Consent/Declination due by 1/2/2019. (jmlS,
COURT STAFF) (Filed on 12/18/2018) (Entered: 12/18/2018)

Initial Case Management Scheduling Order with ADR Deadlines: Joint Case Management Statement
due by 3/11/2019. Initial Case Management Conference set for 3/18/2019 at 1:30 PM in San
Francisco, Courtroom C, 15th Floor. (tnS, COURT STAFF) (Filed on 12/19/2018) (Entered:
12/19/2018)

Summons Issued as to Defendant Flex Logix Technologies, Inc.. (tnS, COURT STAFF) (Filed on
12/19/2018) (Entered: 12/19/2018)

REPORTonthe filing of an action regarding patent infringement. (cc: form mailed to register). (tnS,
COURT STAFF) (Filed on 12/19/2018) (Entered: 12/19/2018)

CONSENT/DECLINATION to Proceed Before a US Magistrate Judge by Konda Technologies, Inc...
(Singh, Nitoj) (Filed on 12/20/2018) (Entered: 12/20/2018)

CLERK'S NOTICE OF IMPENDING REASSIGNMENT TO A U.S. DISTRICT COURT JUDGE: The Clerk of

this Court will now randomly reassign this case to a District Judge because either (1) a party has
not consented to the jurisdiction of a Magistrate Judge, or (2) time is of the essencein deciding a
pending judicial action for which the necessary consents to Magistrate Judge jurisdiction have not
been secured. You will be informed by separate notice of the district judge to whom this caseis
reassigned. ALL HEARING DATES PRESENTLY SCHEDULED BEFORE THE CURRENT MAGISTRATE
JUDGE ARE VACATED AND SHOULD BE RE-NOTICED FOR HEARING BEFORE THE JUDGE TO WHOM

THIS CASE 1S REASSIGNED. This is a text only docket entry; there is no document associated with
this notice. (mkIS, COURT STAFF) (Filed on 12/27/2018) (Entered: 12/27/2018)

ORDER REASSIGNING CASE. Case reassigned to Judge William H. Orrick for all further proceedings.
Magistrate Judge Sallie Kim no longer assigned to the case. This case is assigned to a judge who
participates in the Cameras in the Courtroom Pilot Project. See General Order 65 and
http://cand.uscourts.gov/cameras. Signed by the Executive Committee on 12/28/18.
(Attachments: # 1 Notice of Eligibility for Video Recording){srnS, COURT STAFF) (Filed on
12/28/2018) (Entered: 12/28/2018)

CASE MANAGEMENT CONFERENCE ORDER - Case Management Conference set for 3/26/2019 02:00
PM in San Francisco, Courtroom 02, 17th Floor. Case Management Statement due by 3/19/2019.
Signed by Judge William H. Orrick on 1/3/2019. (jmadS, COURT STAFF) (Filed on 1/3/2019)
(Entered: 01/03/2019)
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01/09/2019

01/09/2019

01/10/2019

01/10/2019

01/16/2019

01/18/2019

12

13

14

15

16
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NOTICE of Appearance by Steven McCall Perry (Perry, Steven) (Filed on 1/9/2019) (Entered:
01/09/2019)

NOTICE of Appearance by Elizabeth Ann Laughton (Laughton, Elizabeth) (Filed on 1/9/2019)
(Entered: 01/09/2019)

ADMINISTRATIVE MOTION whether case should be related to dismissed matter filed by Flex Logix
Technologies, Inc.. Responses due by 1/14/2019. (Perry, Steven) (Filed on 1/10/2019) (Entered:
01/10/2019)

Electronic filing error. This filing will not be processed by the clerks office. Re: 14 ADMINISTRATIVE
MOTION whether case should be related to dismissed matter fil ed by Flex Logix Technologies, Inc.
The Motion Must be E-filed into the Lower Case 18-4222 LHK for Judge Koh's Consideration. (aaaS,
COURT STAFF) (Filed on 1/10/2019) (Entered: 01/10/2019)

ORDER RELATING CASEby Judge Lucy H. Koh (granting 24 in 5:18-cv-04222-LHK Administrative
Motion to Relate Cases). 18-7581-WHOis related to 18-4222-LHK and shall be reassigned to Judge
Lucy H. Koh. The parties are instructed that all future filings in any reassigned case are to bear the
initials of the newly assigned judge immediately after the case number. Any case management
conference in any reassigned case will be rescheduled by the Court.{This is a text-only entry
generated by the court. There is no document associated with this entry.). Signed by Judge Lucy H.
Koh on 1/16/2019. (This is a text-only entry generated by the court. There is no document
associated with this entry.) (ecgS, COURT STAFF) (Filed on 1/16/2019) (Entered: 01/16/2019)

ORDER REASSIGNING CASE. Case reassigned to Judge Lucy H. Koh for all further proceedings
pursuant to Order Granting Administrative Motion to Relate Cases. This case is assigned to a judge
who participates in the Cameras in the Courtroom Pilot Project. See General Order 65 and
http://cand.uscourts.gov/cameras. Judge William H. Orrick no longer assigned to the case.
(Attachments: # 1 Notice of Eligibility for Video Recording)(bwS, COURT STAFF) (Filed on
1/18/2019) (Entered: 01/18/2019)
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SENTTTT

US District Court Civil Docket

sg SV awd we SMa SES s ays NN ries ~ NAST EQS Seek A oye WarsAS a REE NGS WS HYPO PSPS ROLLINS YH~
Ras eanLa VOSS)

5:18cv7581

Konda Technologies, ine. v. Fiex Logix Technologies, Ine.

This case was retrieved from the court on Tuesday, December 18, 2018
SENTTTT

ate Fed: 12/17/2018 Mass Code: OPEN

Assigned Fo Meosad

Referred Ta: SMatete: 35:271

 

 

Natures of sub: Patent (830) Plaintiff

Patent Infringement Bemand Amount: $0

Lead Basket: None NOS Osscription: Patent

sy Docket: None

Jurisdiction: Federal Question

 
Konda Technologies, Inc. Nitoj P. Singh
Plaintiff ATTORNEY TO BE NOTICED

Dhillon Law Group Inc.
177 Post Street Suite 700

San Francisco, CA 94108
USA
415-433-1700
Fax: 4154331700

Email: Nsingh@dhillonlaw.Com

Flex Logix Technologies, Inc.
Defendant

 
12/17/2018 1 COMPLAINT against Flex Logix Technologies, Inc. { Filing fee $ 400, receipt number

0971-12935682.). Filed byKonda Technologies, Inc.. (Attachments: # 1 Exhibit, # 2 Exhibit, # 3
Exhibit, # 4 Exhibit, # 5 Exhibit, # 6 Exhibit, # 7 Exhibit, # 8 Exhibit)(Singh, Nitoj) (Filed on
12/17/2018) (Entered: 12/17/2018)

12/18/2018 -- Electronic filing error. No Civil cover sheet filed. Please refer to Civil Local Rules 3-2(a) re civil cover
sheet requirement. This filing will not be processed by the clerks office until the civil cover sheet is
filed. Re: 1 Complaint, filed by Konda Technologies, Inc. (jmlS, COURT STAFF) (Filed on
12/18/2018) (Entered: 12/18/2018)

12/18/2018 2 Proposed Summons. (Singh, Nitoj) (Filed on 12/18/2018) (Entered: 12/18/2018)

12/18/2018 3 Civil Cover Sheet by Konda Technologies, Inc. . (Singh, Nitoj) (Filed on 12/18/2018) (Entered:
12/18/2018)

12/18/2018 4 Case assigned to Magistrate Judge Sallie Kim. Counsel for plaintiff or the removing party is
responsible for serving the Complaint or Notice of Removal, Summons and the assigned judge's

Copyright © 2019 LexisNexis CourtLink, Inc. All Rights Reserved.
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01/18/2019

01/18/2019

01/18/2019

01/18/2019

01/18/2019

01/24/2019

01/24/2019

01/24/2019

01/25/2019

02/05/2019

02/06/2019

02/21/2019

02/21/2019

17

18

19

20

21

22

23

24

25

26

27
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standing orders and all other new case documents upon the opposing parties. For information, visit
E- Filing A New Civil Case at http://cand.uscourts.gov/ecf/caseopening.Standing orders can be
downloaded from the court's web page at www.cand.uscourts.gov/judges. Upon receipt, the
summons will be issued and returned electronically. Counsel is required to send chambers a copy of
the initiating documents pursuant to L.R. 5-1(e)(7). A scheduling order will be sent by Notice of
Electronic Filing (NEF) within two business days. Consent/Declination due by 1/2/2019. (jmlS,
COURT STAFF) (Filed on 12/18/2018) (Entered: 12/18/2018)

Order re Consent/ Declination to Magistrate Judge Jurisdiction. Signed by Judge Lucy H. Koh on
1/18/19. (Ihklc2S, COURT STAFF) (Filed on 1/18/2019) (Entered: 01/18/2019)

CLERK'S NOTICE RESETTING CASE MANAGEMENT CONFERENCE FOLLOWING REASSIGNMENT.

Following the case reassignment to Hon. Lucy H. Koh, an Initial Case Management Conferenceset
for 2/27/2019 02:00 PM in San Jose, Courtroom 7, 4th Floor before Hon. Lucy H. Koh. A Joint Case
Management Conference Statement is due 7 days before the scheduled conference date. See Civil
L.R. 16-9 and Civil L.R. 16-10(a). The parties shall familiarize themselves with the Scheduling
Notes and Standing Orders for the Hon. Lucy H. Koh: http://cand.uscourts.gov/Ihk. (This is a
text-only entry generated by the court. There is no document associated with this entry.) (ecg§S,
COURT STAFF) (Filed on 1/18/2019) Modified on 1/18/2019 (ecgS, COURT STAFF). (Entered:
01/18/2019)

Set/Reset Hearing per ECF No. 18 Clerk's Notice Initial Case Management Conferenceset for
2/27/2019 02:00 PM in San Jose, Courtroom 7, 4th Floor. (Correcting clerical data entry error re:
time) (ecgS, COURT STAFF) (Filed on 1/18/2019) (Entered: 01/18/2019)

CLERK'S NOTICE Continuing Case Management Conference. The 2/27/2019 Initial Case
Management Conference is continued to 4/3/2019 02:00 PM in San Jose, Courtroom 8, 4th Floor. A
Joint Case Management Conference Statement is due 7 days before the scheduled conference date.
See Civil L.R. 16-9 and Civil L.R. 16-10(a). The parties shall familiarize themselves with the
Scheduling Notes and Standing Orders for the Hon. Lucy H. Koh: http://cand.uscourts.gov/Ihk.
(This is a text-only entry generated by the court. There is no document associated with this entry.)
(ecgS, COURT STAFF) (Filed on 1/18/2019) (Entered: 01/18/2019)

CONSENT/DECLINATION to Proceed Before a US Magistrate Judge by Flex Logix Technologies,
Inc... (Perry, Steven) (Filed on 1/18/2019) (Entered: 01/18/2019)

MOTIONto Dismiss COMPLAINT PURSUANT TO FED. R. CIV. P. 12(b)(6) AND TO STRIKE PORTIONS
OF COMPLAINT PURSUANTTO FED. R. CIV. P. 12(f) filed by Flex Logix Technologies, Inc.. Motion
Hearing set for 5/9/2019 01:30 PM in San Jose, Courtroom 8, 4th Floor before Judge Lucy H. Koh.
Responses due by 2/7/2019. Replies due by 2/14/2019. (Attachments: # 1 Proposed Order)(Stone,
Gregory) (Filed on 1/24/2019) (Entered: 01/24/2019)

Declaration of Elizabeth A. Laughton in Support of 21 MOTION to Dismiss COMPLAINT PURSUANT
TO FED. R. CIV. P. 12(b){6) AND TO STRIKE PORTIONS OF COMPLAINT PURSUANT TO FED. R. CIV.
P. 12(f) filed byFlex Logix Technologies, Inc.. (Related document(s) 21 ) (Stone, Gregory) (Filed on
1/24/2019) (Entered: 01/24/2019)

Request for Judicial Notice IN SUPPORT OF MOTION TO DISMISS COMPLAINT PURSUANT TO FED.
R. CIV. P. 12(b){6) AND TO STRIKE PORTIONS OF COMPLAINT PURSUANT TO FED. R. CIV. P. 12(f)
filed byFlex Logix Technologies, Inc.. (Stone, Gregory) (Filed on 1/24/2019) (Entered: 01/24/2019)

Electronic filing error. Document not properly linked. [err102] Corrected by Clerk's Office. No further
action is necessary. Re: 23 Request for Judicial Notice, filed by Flex Logix Technologies, Inc.
(dhmS, COURT STAFF) (Filed on 1/25/2019) (Entered: 01/25/2019)

STIPULATION WITH PROPOSED ORDERre 21 MOTION to Dismiss COMPLAINT PURSUANT TO FED.

R. CIV. P. 12(b)(6) AND TO STRIKE PORTIONS OF COMPLAINT PURSUANT TO FED. R. CIV. P. 12(f)
for Extension of Time to Submit Opposition and Reply Briefs filed by Konda Technologies, Inc..
(Singh, Nitoj) (Filed on 2/5/2019) (Entered: 02/05/2019)

Order by Judge Lucy H. Koh Granting 24 Stipulation. (Ihklc2, COURT STAFF) (Filed on 2/6/2019)
(Entered: 02/06/2019)

OPPOSITION/ RESPONSE(re 21 MOTION to Dismiss COMPLAINT PURSUANT TO FED. R. CIV. P.
12(b)(6) AND TO STRIKE PORTIONS OF COMPLAINT PURSUANT TO FED. R. CIV. P. 12(f) ) filed
byKonda Technologies, Inc.. (Singh, Nitoj) (Filed on 2/21/2019) (Entered: 02/21/2019)

DECLARATION of Venkat Konda, Ph.D. in Opposition to 21 MOTION to Dismiss COMPLAINT
PURSUANT TO FED. R. CIV. P. 12(b)(6) AND TO STRIKE PORTIONS OF COMPLAINT PURSUANT TO
FED. R. CIV. P. 12(f) filed byKonda Technologies, Inc.. (Attachments: # 1 Exhibit No. 1, # 2 Exhibit
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No. 2, # 3 Exhibit No. 3, # 4 Exhibit No. 4, # 5 Exhibit No. 5, # 6 Exhibit No. 6, # 7 Exhibit No.
7)(Related document(s) 21 ) (Singh, Nitoj) (Filed on 2/21/2019) (Entered: 02/21/2019)

Proposed Order re 26 Opposition/ Response to Motion, by Konda Technologies, Inc.. (Attachments:
# 1 Proposed First Amended Complaint, # 2 Exhibit 1 to Proposed FAC, # 3 Exhibit 2 to Proposed
FAC, # 4 Exhibit 3 to Proposed FAC, # 5 Exhibit 4 to Proposed FAC, # 6 Exhibit 5 to Proposed FAC,
# 7 Exhibit 6 to Proposed FAC, # 8 Exhibit 7 to Proposed FAC, # 9 Exhibit 8 to Proposed FAC, # 10
Exhibit 9 to Proposed FAC, # 11 Exhibit 10 to Proposed FAC, # 12 Exhibit 11 to Proposed FAC, # 13
Exhibit 12 to Proposed FAC, # 14 Exhibit 13 to Proposed FAC, # 15 Exhibit 14 to Proposed FAC, #
16 Exhibit 15 to Proposed FAC)(Singh, Nitoj) (Filed on 2/21/2019) (Entered: 02/21/2019)
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 Sant

Targeted News Service | Sep 21,2012 412 words | Targeted News Service

.. The full-text of the patent can be found at hitp.//path.uspia. gov/netacgi/nph-Parser?

Secti=PTO) &Sect2"HITOFF&d=PALL&p= 1 &u=%SF nelahimiosFRPTO%
2rsrchnum nim&r1G&i=50481-8268893 PN. ZOS=PN/S,2698eS&RSA=PN/S288$23

Written by Kusum Sangma; edded by Anand Kumar. Formeore ...

. oan Jose, Calif. , has been assigned a patent @, 269,823 ) developed by Venkat Konda,
San Jose, Calif. , for...

yom 8: wy :
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:
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Business Wire Feb 07,1996 | 872 words

 

Effect of income iax credit 0.04 - 0.04 - Net income per
share $§ O18 3 9.40 $ 0.50 $ 0.39 Weighted average

common and common equivalent shares
outstanding $021,908 7,466,895 $269,533 7,453,716 CONTACT: ICU Medical

inc., San Clemente Witham Moore, 714/366-4325 _.

 



Page 86 of 626    IPR2020-00260 VENKAT KONDA EXHIBIT 2005Page 86 of 626 IPR2020-00260 VENKAT KONDAEXHIBIT 2005

 

Citing References (20)

Treatment Title Date Type ' Depth = Headnote(s)

VLSE layouts of fully connected generalized ‘Dec, 18, 2018 ‘Lit Alert
networks : :
: LitAlert P201 8-51-31

   

: VLSI layouts of fully connected generalized ‘Dec. 17, 2018 Lit Alert
pedworks : :
: LitAlert P2018-51-26

  
:3. INTEGRATED CIRCLYT DEVICE COMPRISES :“May 25,2007 DWPI oo GE _
SUBINTEGRATED CIRCUIT BLOCKS HAVING :
UNLET LINKS AND OUTLET LINKS, AND
‘ROUTING NETWORK INTERCONNECTING
‘OUTLET LINKS AND INLET LINKS OF
‘SUB-INTEGRATED CIRCUIT BLOCKS |
:DWPI 2008-021116

 

 
  

 
 
 
 
 
  

 
 

 
 

 
 

 
 Dec. 20, 2012

‘Patent Status = | _
 

:Patent Status

Files |
— Konda Technologies, Inc. v. Flex Logix ‘Dec. 18, 2018 ‘Docket | —

: Technologies, inc. : : Summaries :

: Konda Technologies, inc. v. Fiex Logix ‘Dec. 17, 2018 ‘Docket _— —
‘Technologies, inc. Summaries : :

— . VLSELAYQUTS OF FULLY CONNECTED Aug. 14, 2018 Patents | —
{GENERALIZED AND PYRAMID NETWORKS : : : :

 ‘WITH LOCALITY EXPLOITATION
:US PAT 10050904+ , U.S. PTO Utility

 

  10. OPTIMIZATION GF MULTLSTAGE

HIERARCHICAL NETWORKS FOR PRACTICAL
ROUTING APPLICATIONS S:US PAT 10003553+ , U.S. PTO Utility.

 :June 19, 2018

 

  
 
 

 

11, FAST SCHEDULING AND OPTIMIZATION Mar. 27, 2018 Patents | —
(OF MULTLSTAGE HIERARCHICAL NETWORKS |

:US PAT 9929977+ , U.S. PTO Utility     

 2. INTEGRATED CIRCUIT INCLUBING AN Feb. 27, 2018
[ARRAY OF LOGIC TILES, EACH LOGIC TILE :

HUNCLUDIAKS & CONFIGURABLE SWHTCH
UN TERCONNECT NETWORK
:US PAT 9906225 , U.S. PTO Utility
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— 13, SYSTEMS AND METHODS POR SWITCHING ‘Nov. 14, 2017 Patents —_—— _—

USING HIERARCHICAL NETWORKS 5
US PAT 9817933 , U.S. PTO Utility

 

 

 :14. MEXED-RADIX ANDIOR MIXED-MODE :Oct.17, 2017 :Patents Po —
‘SWITCH MATRIA ARCHITECTURE AND : : :
INTEGRATED CIRCUIT, AND METHOD OF
‘OPERATING SAME &
:US PAT 9793898 , U.S. PTO Utility

 

 
 
 115. ViSPLAYOUTS OF FULLY CONNECTED ‘Dec. 27, 2016 ‘Patents oo GE _

‘GENERALIZED AND PYRAMID NETWORKS : : :
AWITH LOCALITY EXPLOITATION 88
-US PAT 9529958+ , U.S. PTO Utility
  
 

 
 

 
 . FAST SCHEDULING AND OPTMIZATION OF:

MULTI STAGE HIERARCHICAL NETWORKS

'9509634+ , U.S. PTO Utility
 

— 417. MIXED-RAGIX AND/OR MIXED-MODE :Nov. 22, 2016 ‘Patents oo | —
SWITCH MATRIX ARCHITECTURE BND
INTEGRATED CIRCUIT, AND METHOD OF
‘OPERATING SAME |
:US PAT 9503092 , U. S. PTO Utility

 

 
 
 8. GPTIMIZA TION OF MULTLSTAGE :June 21, 2016 :Patents Po —

HIERARCHICAL NETWORKS FOR PRACTICAL : : :
FROUTING APPLICATIONS MY:US PAT 9374322+ , U.S. PTO Utility

 

  

 19. YLSILAYOUTS OF FULLY CONNECTED==Nov. 25, 2014 ‘Patents | _
GENERALIZED AND PYRAMIO NETWORKS :
AWITH LOCALITY EXPLOITATION © :
US PAT 8898611 , U.S. PTO Utility

 

 

 :20. VLSILAYOUTS OF FULLY CONNECTED Jan. 31,2019 ‘Patents oS =
GENERALIZED AND PYRAMID NETWORKS
AWITH LOCALITY EXPLOITATION
US PAT APP 20190036844 , U.S. PTO Application |
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PATENT APPLICATION FEE DETERMINATION RECORD Application or Docket Number
Substitute for Form PTO-875 16/202,067

APPLICATION AS FILED - PART| OTHER THAN

(Column 1) (Column 2) SMALL ENTITY OR SMALL ENTITY

BASIC FEE
(37 CFR 1.16(a), (b), or (c))
SEARCH FEE
(37 CFR 1.16(K), (i), or (m))

ONaslo hom(37 CFR 1.16(0

If the specification and drawings exceed 100
APPLICATION SIZE|sheets of paper, the application size fee dueis
FEE $310 ($155 for small entity) for each additional
(37 CFR 1.16(s)) 50 sheets or fraction thereof. See 35 U.S.C.

41(a)(1)(G) and 37 CFR 1.16(s).

MULTIPLE DEPENDENT CLAIM PRESENT(37 CFR 1.16(j))

* If the difference in column 1 is less than zero, enter "0" in column 2.

APPLICATION AS AMENDED- PARTII

OTHER THAN

(Column 1) (Column 2) (Column 3) SMALL ENTITY SMALL ENTITY
CLAIMS HIGHEST

REMAINING NUMBER ADDITIONAL ADDITIONAL
AFTER PREVIOUSLY FEE($)

AMENDMENT PAID FOR
Total

(37 CFR 1.16(i))

Independent(37 CFR 1.16(h))

Application Size Fee (37 CFR 1.16(s))
AMENDMENTA

FIRST PRESENTATION OF MULTIPLE DEPENDENTCLAIM (37 CFR 1.16(j))

(Column 1) (Column 2) (Column 3)
CLAIMS HIGHEST

REMAINING NUMBER ADDITIONAL
AFTER PREVIOUSLY FEE($)

AMENDMENT PAID FOR
Total

(37 CFR 1.16(i))
Independent

(37 CFR 1.16(h))

Application Size Fee (37 CFR 1.16(s))
AMENDMENTB

FIRST PRESENTATION OF MULTIPLE DEPENDENTCLAIM (37 CFR 1.16(j))

* |f the entry in column 1 is less than the entry in column 2, write "0" in column 3.
* If the "Highest Number Previously Paid For" IN THIS SPACEis less than 20, enter "20".
* lf the "Highest Number Previously Paid For" IN THIS SPACEis less than 3, enter "3".

The "Highest Number Previously Paid For" (Total or Independent) is the highest found in the appropriate box in column 1.
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UNITED STATES PATENT AND TRADEMARK OFFIGE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office

Address: COMMISSIONER FOR PATENTS
! OX.

Alexandria, Virginia 22313-1450www.uspto.gov

APPLICATION FILING or GRP ART
NUMBER 371(c) DATE UNIT FIL FEE REC'D ATTY.DOCKET.NO ITOT CLAIMSJIND CLAIMS

20 116/202,067 11/27/2018 2819 1660 V-0070US

 
 
   

CONFIRMATION NO.8134

38139 UPDATED FILING RECEIPT

6278GRANDOakWAY NOWL.yg
SAN JOSE,CA 95135

Date Mailed: 02/2 1/2019

Receipt is acknowledged of this reissue patent application. The application will be taken up for examination in
due course. Applicant will be notified as to the results of the examination. Any correspondence concerning the
application mustinclude the following identification information: the U.S. APPLICATION NUMBER, FILING DATE,
NAME OF APPLICANT, and TITLE OF INVENTION. Fees transmitted by check or draft are subject to collection.
Please verify the accuracy of the data presented on this receipt. If an error is noted onthis Filing Receipt, please
submit a written requestfor a Filing Receipt Correction. Please provide a copyofthis Filing Receipt with the
changes noted thereon. If you received a "Notice to File Missing Parts" for this application, please submit
any corrections to this Filing Receipt with your reply to the Notice. When the USPTO processesthe reply
to the Notice, the USPTOwill generate another Filing Receipt incorporating the requested corrections

Inventor(s)
Venkat Konda, San Jose, CA;

Applicant(s)
Konda Technologies Inc., San Jose, CA, Assignee (with 37 CFR 1.172 Interest);

Assignment For Published Patent Application
Konda Technologies Inc., San Jose, CA

Powerof Attorney: The patent practitioners associated with Customer Number 38139

Domestic Priority data as claimed by applicant
This application is a REI of 12/601,275 05/31/2010 PAT 8269523
whichis a 371 of PCT/US08/64605 05/22/2008

which claims benefit of 60/940,394 05/25/2007

Foreign Applications for which priority is claimed (You may beeligible to benefit from the Patent Prosecution
Highway program at the USPTO.Please see htto://www.uspto.gov for more information.) - None.
Foreign application information must be provided in an Application Data Sheetin order to constitute a claim to
foreign priority. See 37 CFR 1.55 and 1.76.

Permission to Access Application via Priority Document Exchange: Yes

Permission to Access Search Results: Yes

Applicant may provide or rescind an authorization for access using Form PTO/SB/39 or Form PTO/SB/69 as
appropriate.

page 1 of 3
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If Required, Foreign Filing License Granted: 12/04/2018

The country code and numberof your priority application, to be usedfor filing abroad underthe Paris Convention,
is US 16/202,067

Projected Publication Date: None, application is not eligible for pre-grant publication

Non-Publication Request: No

Early Publication Request: No
** SMALL ENTITY **

Title

VLSI Layouts of Fully Connected Generalized Networks

Preliminary Class

326

Statement under 37 CFR 1.55 or 1.78 for AIA (First Inventor to File) Transition Applications: No

PROTECTING YOUR INVENTION OUTSIDE THE UNITED STATES

Since the rights granted by a U.S. patent extend only throughout the territory of the United States and have no
effect in a foreign country, an inventor who wishes patent protection in another country must apply for a patent
in a specific country or in regional patent offices. Applicants may wish to consider thefiling of an international
application under the Patent Cooperation Treaty (PCT). An international (PCT) application generally has the same
effect as a regular national patent application in each PCT-member country. The PCT process simplifies the filing
of patent applications on the sameinvention in membercountries, but does notresult in a grantof "an international
patent" and doesnoteliminate the need of applicantsto file additional documentsandfees in countries where patent
protection is desired.

Almost every country has its own patent law, and a persondesiring a patent in a particular country must make an
application for patent in that country in accordancewith its particular laws. Since the laws of many countries differ
in various respects from the patent law of the United States, applicants are advised to seek guidance from specific
foreign countries to ensure that patent rights are not lost prematurely.

Applicants also are advised thatin the case of inventions madein the United States, the Director of the USPTO must
issue a license before applicants can apply for a patent in a foreign country. Thefiling of a U.S. patent application
serves as a request for a foreign filing license. The application's filing receipt contains further information and
guidance asto the status of applicant's license for foreignfiling.

Applicants may wish to consult the USPTO booklet, "General Information Concerning Patents”(specifically, the
section entitled "Treaties and Foreign Patents") for more information on timeframes and deadlinesforfiling foreign
patent applications. The guide is available either by contacting the USPTO Contact Center at 800-786-9199, orit
can be viewed on the USPTO website at http://www.uspto.gov/web/offices/pac/doc/general/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you may wish
to consult the U.S. Government website, http:/Avww.stopfakes.gov. Part of a Department of Commerceinitiative,
this website includes self-help "toolkits" giving innovators guidance on how to protectintellectual property in specific
countries such as China, Korea and Mexico. For questions regarding patent enforcementissues, applicants may
call the U.S. Governmenthotline at 1-866-999-HALT (1-866-999-4258).

page 2 of 3
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LICENSE FOR FOREIGN FILING UNDER

Title 35, United States Code, Section 184

Title 37, Code of Federal Regulations, 5.11 & 5.15

GRANTED

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED"followed by a date appears on this form. Such licenses are issuedin all applications where
the conditions for issuance of a license have been met, regardless of whetheror not a license may be required as
set forth in 37 CFR 5.15. The scope andlimitations of this license are set forth in 37 CFR 5.15(a) unless an earlier
license has been issued under 37 CFR 5.15(b). The license is subject to revocation upon written notification. The
date indicatedis the effective date of the license, unless an earlier license of similar scope has been granted under
37 CFR 5.13 or 5.14.

This licenseis to be retained by the licensee and maybe usedat any time onorafter the effective date thereof unless
it is revoked. This license is automatically transferred to any related applications(s)filed under 37 CFR 1.53(d). This
license is not retroactive.

The grantof a license doesnot in any way lessen the responsibility of a licensee for the security of the subject matter
as imposed by any Governmentcontract or the provisions of existing laws relating to espionage and the national
security or the export of technical data. Licensees should apprise themselvesof current regulations especially with
respect to certain countries, of other agencies, particularly the Office of Defense Trade Controls, Department of
State (with respect to Arms, Munitions and Implements of War (22 CFR 121-128)); the Bureau of Industry and
Security, Department of Commerce (15 CFR parts 730-774); the Office of Foreign AssetsControl, Department of
Treasury (31 CFR Parts 500+) and the Department of Energy.

NOT GRANTED

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED" DOESNOTappearonthis form. Applicant maystill petition for a license under 37 CFR 5.12,
if a license is desired before the expiration of 6 months from thefiling date of the application. If 6 months has lapsed
from thefiling date of this application and the licensee has not received any indication of a secrecy order under 35
U.S.C. 181, the licensee mayforeignfile the application pursuant to 37 CFR 5.15(b).

 

SelectuSA

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location for
businessinvestment, innovation, and commercialization of new technologies. The U.S. offers tremendous resources
and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation works to
promote andfacilitate business investment. SelectUSAprovides information assistance to the international investor
community; serves as an ombudsmanfor existing and potential investors; advocates on behalf of U.S. cities, states,
and regions competing for global investment; and counsels U.S. economic developmentorganizations on investment
attraction best practices. To learn more about why the United States is the best country in the world to develop
technology, manufacture products, deliver services, and grow your business, visit http:/Awww.SelectUSA.govorcall
+1-202-482-6800.

page 3 of 3
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To: venkat@kondatech.com,vkonda@gmail.com,
From: PAIR_eOfficeAction@uspto.gov
Ce: PAIR_eOfficeAction@uspto.gov
Subject: Private PAIR Correspondence Notification for Customer Number 38139

Feb 21, 2019 03:27:29 AM

Dear PAIR Customer:

Konda Technologies, Inc
6278 GRAND OAK WAY

SAN JOSE, CA 95135
UNITED STATES

The following USPTO patent application(s) associated with your Customer Number, 38139 , have
new outgoing correspondence. This correspondenceis now available for viewing in Private PAIR.

Theofficial date of notification of the outgoing correspondencewill be indicated on the form PTOL-90
accompanying the correspondence.

Disclaimer:

The list of documents shownbelow is provided as a courtesy and is not part of the official file
wrapper. The content of the images shownin PAIR is the official record.

Application Document Mailroom Date Attorney DocketNo.
16202067 APP.FILE.REC 02/21/2019 V-0070US

To view your correspondenceonline or update your email addresses,please visit us anytime at
https ://sportal.uspto.gov/secure/myportal/privatepair.

If you have any questions, please email the Electronic Business Center (EBC) at EBC@uspto.gov
with 'e-Office Action’ on the subjectline or call 1-866-217-9197 during the following hours:

Monday- Friday 6:00 a.m. to 12:00 a.m.

Thank you for prompt attention to this notice,

UNITED STATES PATENT AND TRADEMARK OFFICE

PATENT APPLICATION INFORMATION RETRIEVAL SYSTEM
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Electronic Patent Application Fee Transmittal

Title of Invention: VLSI Layouts of Fully Connected Generalized Networks

First Named Inventor/Applicant Name: Venkat Konda

Attorney Docket Number: V-0070US

Filed as Small Entity

Filing Fees for Utility under 35 USC 111(a)

Sub-Total in

USD(S)

Basic Filing:

REISSUE OR REISSUE DESIGN CPA SEARCH FEE 14

1REISSUE OR REISSUE DESIGN CPA EXAM.FEE 2314

Miscellaneous-Filing:

LATE FILING FEE FOR OATH OR DECLARATION 2051 prfmfm

Patent-Appeals-and-Interference:

Description Fee Code Quantity

1100 1100 
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a
Post-Allowance-and-Post-Issuance:

Extension-of-Time:

Miscellaneous:

Total in USD (S$) 1510 
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Electronic AcknowledgementReceipt

Application Number: 16202067

International Application Number:

Confirmation Number: 8134

Title of Invention: VLSI Layouts of Fully Connected Generalized Networks

ee
a

Paymentinformation:

 
Submitted with Payment

File Listing:

Document sa: File Size(Bytes)/ Multi Pages|"Number"|__PeewmentDesaition|FileName Message Digest (if appl.)

Fee Worksheet (SB06) fee-info.pdf 22e18476d2ee7c06c7350fc163ddac7f7784)
OSc7 
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Information:

This AcknowledgementReceipt evidences receipt on the noted date by the USPTO of the indicated documents,
characterized by the applicant, and including page counts, where applicable.It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary componentsfora filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shownonthis
AcknowledgementReceiptwill establish the filing date of the application.
National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903indicating acceptanceof the application asa
national stage submission under35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.
New International Application Filed with the USPTO as a Receiving Office
If a new internationalapplication is being filed and the international application includes the necessary components for
an internationalfiling date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the InternationalFiling Date (Form PCT/RO/105)will be issued in due course, subject to prescriptions concerning
nationalsecurity, and the date shown on this AcknowledgementReceiptwill establish the internationalfiling date of
the application.
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Electronic Patent Application Fee Transmittal

Title of Invention: VLSI Layouts of Fully Connected Generalized Networks

First Named Inventor/Applicant Name: Venkat Konda

Attorney Docket Number: V-0070US

Filed as Small Entity

Filing Fees for Utility under 35 USC 111(a)

Sub-Total in

USD(S)

Basic Filing:

REISSUE OR REISSUE DESIGN CPA SEARCH FEE 14

1REISSUE OR REISSUE DESIGN CPA EXAM.FEE 2314

Miscellaneous-Filing:

LATE FILING FEE FOR OATH OR DECLARATION 2051 prfmfm

Patent-Appeals-and-Interference:

Description Fee Code Quantity

1100 1100 
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aoe
Post-Allowance-and-Post-Issuance:

Extension-of-Time:

Miscellaneous:

Total in USD (S$) 1510 
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Electronic AcknowledgementReceipt

Application Number: 16202067

International Application Number:

Confirmation Number: 8134

Title of Invention: VLSI Layouts of Fully Connected Generalized Networks

ee
a

Paymentinformation:

 
[Bevostacoune——SSSSCSCSC~idSS

The Director of the USPTO is hereby authorized to charge indicated fees and credit any overpaymentasfollows: 
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File Listing:

Document DocumentDescription File Size(Bytes)/ Multi Pages
Number P Message Digest|Part/.zip| (if appl.)

1 Fee Worksheet (SB06) fee-info.pdf 22d3b9f4c59d001 97e2b9ec8f78779ff32 166
d8b0

Information:

This AcknowledgementReceipt evidences receipt on the noted date by the USPTO of the indicated documents,
characterized by the applicant, and including page counts, where applicable.It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary componentsfora filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shownonthis
AcknowledgementReceiptwill establish the filing date of the application.
National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903indicating acceptanceof the application asa
national stage submission under35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.
NewInternational Application Filed with the USPTO as a Receiving Office
If a new internationalapplication is being filed and the international application includes the necessary components for
an internationalfiling date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the InternationalFiling Date (Form PCT/RO/105)will be issued in due course, subject to prescriptions concerning
nationalsecurity, and the date shown on this AcknowledgementReceiptwill establish the internationalfiling date of
the application.
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Electronic Patent Application Fee Transmittal

Title of Invention: VLSI Layouts of Fully Connected Generalized Networks

First Named Inventor/Applicant Name: Venkat Konda

Attorney Docket Number: V-0070US

Filed as Small Entity

Filing Fees for Utility under 35 USC 111(a)

Sub-Total in

USD(S)

Basic Filing:

REISSUE OR REISSUE DESIGN CPA SEARCH FEE 14

1REISSUE OR REISSUE DESIGN CPA EXAM.FEE 2314

Miscellaneous-Filing:

LATE FILING FEE FOR OATH OR DECLARATION 2051 prfmfm

Patent-Appeals-and-Interference:

Description Fee Code Quantity

1100 1100 
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a
Post-Allowance-and-Post-Issuance:

Extension-of-Time:

Miscellaneous:

Total in USD (S$) 1510 
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Electronic AcknowledgementReceipt

Application Number: 16202067

International Application Number:

Confirmation Number: 8134

Title of Invention: VLSI Layouts of Fully Connected Generalized Networks

ee
a

Paymentinformation:

 
Submitted with Payment

File Listing:

Document sa: File Size(Bytes)/ Multi Pages|"Number"|__PeewmentDesaition|FileName Message Digest (if appl.)

Fee Worksheet (SB06) fee-info.pdf aee7a4c70e6a2ce46e2795 15d699cc48e70
9820 
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Information:

This AcknowledgementReceipt evidences receipt on the noted date by the USPTO of the indicated documents,
characterized by the applicant, and including page counts, where applicable.It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary componentsfora filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shownonthis
AcknowledgementReceiptwill establish the filing date of the application.
National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903indicating acceptanceof the application asa
national stage submission under35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.
New International Application Filed with the USPTO as a Receiving Office
If a new internationalapplication is being filed and the international application includes the necessary components for
an internationalfiling date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the InternationalFiling Date (Form PCT/RO/105)will be issued in due course, subject to prescriptions concerning
nationalsecurity, and the date shown on this AcknowledgementReceiptwill establish the internationalfiling date of
the application.
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UNITED STATES PATENT AND TRADEMARK OFFIGE
UNTTED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTSQ. Box 1450

Alexandria, Virginia 22313-1450www.uspto.gov

APPLICATION NUMBER FILING OR 371(C) DATE FIRST NAMED APPLICANT ATTY. DOCKET NO./TITLE

 
 
   

16/202,067 11/27/2018 Venkat Konda V-0070US

CONFIRMATIONNO.8134

38139 FORMALITIES LETTER

Konda Technologies, Inc

6278 GRAND OAK WAY INOUE
SAN JOSE,CA 95135 COCOOOTONZOEIOS

Date Mailed: 12/06/2018

NOTICE TO FILE MISSING PARTS OF REISSUE APPLICATION

Filing Date Granted

An application number andfiling date have been accordedto this reissue application. The item(s) indicated
below, however, are missing. Applicant is given TWO MONTHSfrom the date of this Notice within whichtofile all
required items and pay any fees required below to avoid abandonment. Extensions of time may be obtained by
filing a petition accompanied by the extension fee under the provisions of 37 CFR 1.136(a).

¢ The application search fee must be submitted.
¢ The application examination fee must be submitted.
¢ Surcharge as setforth in 37 CFR 1.16(f) must be submitted.

The surcharge is due for any oneof:
«late submission of the basicfiling fee, search fee, or examination fee,
* late submission of inventor's oath or declaration,

* filing an application that does not contain at least one claim on filing, or
* submission of an application filed by reference to a previously filed application.

SUMMARYOFFEES DUE:

The fee(s) required within TWO MONTHSfrom the date of this Notice to avoid abandonmentis/are itemized
below. Small entity discountis in effect. If applicant is qualified for micro entity status, an acceptable Certification
of Micro Entity Status must be submitted to establish micro entity status. (See 37 CFR 1.29 and forms
PTO/SB/15A and 15B.)

« § 80 surcharge.
* $ 330 search fee.
*$ 1100 examinationfee.

* $(.0) previous unapplied payment amount.
¢$ 1510 TOTAL FEE BALANCE DUE.

page 1 of 2
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Replies must be received in the USPTOwithin the set time period or mustinclude a proper Certificate of Mailing
or Transmission under 37 CFR 1.8 with a mailing or transmission date within the set time period. For more
information and a suggested format, see Form PTO/SB/92 and MPEP512.

Replies should be mailed to:

Mail Stop Missing Parts
Commissionerfor Patents

P.O. Box 1450

Alexandria VA 22313-1450

Registered users of EFS-Web mayalternatively submit their reply to this notice via EFS-Web, including a copy
of this Notice and selecting the documentdescription "Applicant response to Pre-Exam Formalities Notice”.
https ://sportal.uspto.gov/authenticate/AuthenticateUserLocalEPF.html

For more information about EFS-Webpleasecall the USPTO Electronic Business Center at 1-866-217-9197 or
visit our website at http:/Avwww.uspto.gov/ebc.

If you are not using EFS-Webto submit your reply, you must include a copyofthis notice.

Questions about the contents of this notice and the

requirements it sets forth should be directed to the Office
of Data Management, Application Assistance Unit,at
(571) 272-4000 or (571) 272-4200 or 1-888-786-0101.

/cmhaywood/
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PATENT APPLICATION FEE DETERMINATION RECORD Application or Docket Number
Substitute for Form PTO-875 16/202,067

APPLICATION AS FILED - PART| OTHER THAN

(Column 1) (Column 2) SMALL ENTITY OR SMALL ENTITY

BASIC FEE
(37 CFR 1.16(a), (b), or (c))
SEARCH FEE
(37 CFR 1.16(K), (i), or (m))

ONaslo hom(37 CFR 1.16(0

If the specification and drawings exceed 100
APPLICATION SIZE|sheets of paper, the application size fee dueis
FEE $310 ($155 for small entity) for each additional
(37 CFR 1.16(s)) 50 sheets or fraction thereof. See 35 U.S.C.

41(a)(1)(G) and 37 CFR 1.16(s).

MULTIPLE DEPENDENT CLAIM PRESENT(37 CFR 1.16(j))

* If the difference in column 1 is less than zero, enter "0" in column 2.

APPLICATION AS AMENDED- PARTII

OTHER THAN

(Column 1) (Column 2) (Column 3) SMALL ENTITY SMALL ENTITY
CLAIMS HIGHEST

REMAINING NUMBER ADDITIONAL ADDITIONAL
AFTER PREVIOUSLY FEE($)

AMENDMENT PAID FOR
Total

(37 CFR 1.16(i))

Independent(37 CFR 1.16(h))

Application Size Fee (37 CFR 1.16(s))
AMENDMENTA

FIRST PRESENTATION OF MULTIPLE DEPENDENTCLAIM (37 CFR 1.16(j))

(Column 1) (Column 2) (Column 3)
CLAIMS HIGHEST

REMAINING NUMBER ADDITIONAL
AFTER PREVIOUSLY FEE($)

AMENDMENT PAID FOR
Total

(37 CFR 1.16(i))
Independent

(37 CFR 1.16(h))

Application Size Fee (37 CFR 1.16(s))
AMENDMENTB

FIRST PRESENTATION OF MULTIPLE DEPENDENTCLAIM (37 CFR 1.16(j))

* |f the entry in column 1 is less than the entry in column 2, write "0" in column 3.
* If the "Highest Number Previously Paid For" IN THIS SPACEis less than 20, enter "20".
* lf the "Highest Number Previously Paid For" IN THIS SPACEis less than 3, enter "3".

The "Highest Number Previously Paid For" (Total or Independent) is the highest found in the appropriate box in column 1.
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UNITED STATES PATENT AND TRADEMARK OFFIGE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office

Address: COMMISSIONER FOR PATENTS
! OX.

Alexandria, Virginia 22313-1450www.uspto.gov

APPLICATION FILING or GRP ART
NUMBER 371(c) DATE UNIT FIL FEE REC'D ATTY.DOCKET.NO ITOT CLAIMSJIND CLAIMS

20 116/202,067 11/27/2018 2819 150 V-0070US

 
 
   

CONFIRMATION NO.8134

38139 FILING RECEIPT

6278GRANDOakWAY NOWL.0
SAN JOSE,CA 95135

Date Mailed: 12/06/2018

Receipt is acknowledged of this reissue patent application. The application will be taken up for examination in
due course. Applicant will be notified as to the results of the examination. Any correspondence concerning the
application mustinclude the following identification information: the U.S. APPLICATION NUMBER, FILING DATE,
NAME OF APPLICANT, and TITLE OF INVENTION. Fees transmitted by check or draft are subject to collection.
Please verify the accuracy of the data presented on this receipt. If an error is noted onthis Filing Receipt, please
submit a written requestfor a Filing Receipt Correction. Please provide a copyofthis Filing Receipt with the
changes noted thereon. If you received a "Notice to File Missing Parts" for this application, please submit
any corrections to this Filing Receipt with your reply to the Notice. When the USPTO processesthe reply
to the Notice, the USPTOwill generate another Filing Receipt incorporating the requested corrections

Inventor(s)
Venkat Konda, San Jose, CA;

Applicant(s)
Konda Technologies Inc., San Jose, CA, Assignee (with 37 CFR 1.172 Interest);

Assignment For Published Patent Application
Konda Technologies Inc., San Jose, CA

Powerof Attorney: The patent practitioners associated with Customer Number 38139

Domestic Priority data as claimed by applicant
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serves as a request for a foreign filing license. The application's filing receipt contains further information and
guidance asto the status of applicant's license for foreignfiling.

Applicants may wish to consult the USPTO booklet, "General Information Concerning Patents”(specifically, the
section entitled "Treaties and Foreign Patents") for more information on timeframes and deadlinesforfiling foreign
patent applications. The guide is available either by contacting the USPTO Contact Center at 800-786-9199, orit
can be viewed on the USPTO website at http://www.uspto.gov/web/offices/pac/doc/general/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you may wish
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37 CFR 5.13 or 5.14.

This licenseis to be retained by the licensee and maybe usedat any time onorafter the effective date thereof unless
it is revoked. This license is automatically transferred to any related applications(s)filed under 37 CFR 1.53(d). This
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SelectuSA

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location for
businessinvestment, innovation, and commercialization of new technologies. The U.S. offers tremendous resources
and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation works to
promote andfacilitate business investment. SelectUSAprovides information assistance to the international investor
community; serves as an ombudsmanfor existing and potential investors; advocates on behalf of U.S. cities, states,
and regions competing for global investment; and counsels U.S. economic developmentorganizations on investment
attraction best practices. To learn more about why the United States is the best country in the world to develop
technology, manufacture products, deliver services, and grow your business, visit http:/Awww.SelectUSA.govorcall
+1-202-482-6800.
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and of the InternationalFiling Date (Form PCT/RO/105)will be issued in due course, subject to prescriptions concerning
nationalsecurity, and the date shown on this AcknowledgementReceiptwill establish the internationalfiling date of
the application.

 



Page 120 of 626    IPR2020-00260 VENKAT KONDA EXHIBIT 2005Page 120 of 626 IPR2020-00260 VENKAT KONDAEXHIBIT 2005

To: venkat@kondatech.com,vkonda@gmail.com,
From: PAIR_eOfficeAction@uspto.gov
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Dec 06, 2018 03:30:10 AM

Dear PAIR Customer:

Konda Technologies, Inc
6278 GRAND OAK WAY

SAN JOSE, CA 95135
UNITED STATES

The following USPTO patent application(s) associated with your Customer Number, 38139 , have
new outgoing correspondence. This correspondenceis now available for viewing in Private PAIR.

Theofficial date of notification of the outgoing correspondencewill be indicated on the form PTOL-90
accompanying the correspondence.

Disclaimer:

The list of documents shownbelow is provided as a courtesy and is not part of the official file
wrapper. The content of the images shownin PAIR is the official record.

Application Document Mailroom Date Attorney DocketNo.
16202067 NTC.MISS.PRT 12/06/2018 V-0070US

APP.FILE.REC=12/06/2018 V-0070US

To view your correspondenceonline or update your email addresses,please visit us anytime at
https ://sportal.uspto.gov/secure/myportal/privatepair.

If you have any questions, please email the Electronic Business Center (EBC) at EBC@uspto.gov
with 'e-Office Action’ on the subjectline or call 1-866-217-9197 during the following hours:

Monday- Friday 6:00 a.m. to 12:00 a.m.

Thank you for prompt attention to this notice,

UNITED STATES PATENT AND TRADEMARK OFFICE

PATENT APPLICATION INFORMATION RETRIEVAL SYSTEM
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gathering, preparing, and submitting the completed application form to the USPTO. Timewill vary depending upon the individual case. Any comments on the
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection
with your submission of the attached form related to a patent application or patent. Accordingly,
pursuant to the requirements of the Act, please be advised that: (1) the general authority for the
collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary;
and (3) the principal purpose for which the information is used by the U.S. Patent and Trademark
Office is to process and/or examine your submissionrelated to a patent application or patent. If you do
not furnish the requested information, the U.S. Patent and Trademark Office may not be able to
process and/or examine your Submission, which may result in termination of proceedings or
abandonmentofthe application or expiration of the patent.

The information provided by youin this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the
Freedom ofInformation Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from
this system of records maybe disclosed to the Departmentof Justice to determine whether
disclosure of these recordsis required by the Freedom of Information Act.

2. A record from this system of records may be disclosed, as a routine use, in the course of
presenting evidenceto a court, magistrate, or administrative tribunal, including disclosures to
opposing counselin the course of settlement negotiations.

3. Arecord in this system of records maybe disclosed, as a routine use, to a Memberof
Congress submitting a request involving an individual, to whom the record pertains, when the
individual has requested assistance from the Memberwith respect to the subject matter of the
record.

4. A record in this system of records may be disclosed, as a routine use, to a contractor of the
Agency having needfor the information in order to perform a contract. Recipients of
information shall be required to comply with the requirements of the Privacy Act of 1974, as
amended, pursuant to 5 U.S.C. 552a(m).

5. Arecord related to an International Application filed under the Patent Cooperation Treaty in
this system of records maybedisclosed, as a routine use, to the International Bureau of the
World Intellectual Property Organization, pursuant to the Patent Cooperation Treaty.

6. A record in this system of records may be disclosed, as a routine use, to another federal
agency for purposes of National Security review (35 U.S.C. 181) and for review pursuant to
the Atomic Energy Act (42 U.S.C. 218(c)).

7. Arecord from this system of records may be disclosed, as a routine use, to the Administrator,
General Services,or his/her designee, during an inspection of records conducted by GSA as
part of that agency’s responsibility to recommend improvements in records management
practices and programs, under authority of 44 U.S.C. 2904 and 2906. Such disclosure shall
be madein accordance with the GSA regulations governing inspection of recordsforthis
purpose, and anyotherrelevant(/.e., GSA or Commerce) directive. Such disclosure shall not
be used to make determinations aboutindividuals.

8. A record from this system of records may bedisclosed,as a routine use, to the public after
either publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent
pursuantto 35 U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37
CFR 1.14, aS a routine use, to the public if the record wasfiled in an application which
became abandonedorin which the proceedings were terminated and which application is
referenced byeither a published application, an application open to public inspection or an
issued patent.

9. Arecord from this system of records may be disclosed, as a routine use, to a Federal, State,
or local law enforcement agency, if the USPTO becomes awareof a violation or potential
violation of law or regulation.
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Arbitrary Size Benes Networks

Chihming Chang and Rami Melhem
University of Pittsburgh

Department of Computer Science

Abstract

The Benes network is a rearrangeable nonblocking network which can realize any ar-
bitrary permutation. Overall, the r-dimensional Benes network connects 2” inputs to 2”
outputs through 2r — 1 levels of 2 x 2 switches. Each level of switches consists of 2”~!
switches, and hence the size of the network has to be a power of two. In this paper, we
extend Benes networks to arbitrary sizes. We also show that the looping routing algo-
rithm used in Benes networks can be slightly modified and applied to arbitrary size Benes
networks.

1 Introduction

A multistage network consists of more than one stage of switching elements and is usually
capable of connecting an arbitrary input terminal to an arbitrary output terminal. Multistage
networks are classified into blocking, rearrangeable, or nonblocking networks. In blocking
networks, simultaneous connections of more than one terminal pair may result in conflicts in
the use of network communication links. A network is a rearrangeable nonblocking networkif it
can realize all possible permutations between inputs and outputs. However, if the connections
in a permutation are established in the network sequentially, the establishment of a connection
may require rearranging the existing connections. A network which can handle all possible
permutations without rearranging connections is a nonblocking network [3].

The Benes network [1], which is a special instance of CLOS networks [2], is an excellent
example of a rearrangeable network. Overall, the r-dimensional Benes network has 2r — 1
levels of switches, with 2’~! switches in each level. Figure 1 shows the Benes network with
r = 3. Given any one-to-one mapping, H, of 2” inputs to 2” outputs, there is a set of edge-
disjoint paths from the inputs of an r-dimensional Benes network to its outputs connecting
input ¢ to output I(z) for 0 <i < 2”—-1 [1, 4].

The Benes topology is specified such that the number of input or output terminals has to
be a powerof 2. In practical terms, this is a severe restriction on the sizes of systems that will

use the network. If the size of the needed network is not a power of 2, a larger than needed
network has to be used, and many of the resources in the used network will remain idle. In this

paper, we present a constructive way of building an arbitrary size Benes network (AS-Benes)
for any number of terminals. The routing algorithm presented for the AS-Benes is nearly as
simple as the looping algorithm for the regular Benes network [5].
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Figure 1: A 8 x 8 Benes network with r = 3

1x 1 network
  
 
        

   
  

    
2x 2 network

Figure 2: A 3 x 3 AS-Benes network

2 Construction Strategy

Multistage interconnection networks are usually constructed from a single type of modular
switching elements. Each element is a 2 x 2 switch which can be set by a control line into a
direct-connection state or a crossed-connection state, thus realizing all permutations from two
inputs to two outputs. Three 2 x 2 switches can be used to construct a network which can

relize any 3 x 3 permutation as shown in Figure 2. If we consider a simple wire to be a network
that can realize any 1 x 1 permutation, we can view the 3 x 3 network in Figure 2 as being
built from a 2 x 2 network and a 1 x 1 network.

The procedure used to construct a network of size 3 can be generalized to recursively con-
struct a network of any size. Specifically, an AS-Benes of size n is constructed recursively from

an AS-Benes of size [3] and an AS-Benes of size [5]. When n is even, the constructionis
similar to that of the Benes network where the n inputs are connected to 5 switches and each
switch is connected to two AS-Benes networksof size 3. Similarly, the n outputs are connected
to 5} switches and each switch is connected to the two + AS-Benes networks (see Figure 3(a)).

2

To construct an AS-Benes of an oddsize, the first n—1 inputs are connected to [4] switches
and each switch is connected to the AS-Benes of size [| and the AS-Benes of size [3].
Similarly, the first n — 1 outputs are connected to |}| switches and each switch is connected
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n-1 n-2

   
n-1  

(a) n even (b) n odd

Figure 3: Constructions of AS-Benes networks

to the two AS-Benes networks. The last input and the last output are connected directly to

the [4] AS-Benes as shown in Figure 3(b). This process is illustrated in Figure 4 where an
AS-Benes ofsize 5 is built from an AS-Benes of size 2 and an AS-Benes of size 3. To build an

AS-Benes of size 6, two size 3 AS-Benes can be used, and in general, an AS-Benesof size n,
for any n, may be constructed.

3 Routing Algorithm

A quick inspection of Figure 3 reveals that, except for paths involving the last input and/or the
last output of odd size networks, a path between an input and an output may be established

through either the upper AS-Benes sub-network (of size [5]) or the lower AS-Benes sub-
network (of size [}]). Given that each switch at the first and last levels in an AS-Benes
has precisely one connection to each of the upper and lower sub-networks, the realization of

any given permutation, H, in an AS-Benes should satisfy the property that paths sharing any
switch at the first or last levels must go to different sub-networks. By enforcing this property,
it can be shown that, given any one-to-one mapping, I, of n inputs to n outputs, there is a
set of edge-disjoint paths from the inputs of a size n AS-Benesto its outputs connecting input
2 to output I[(i) forO <i<n-1.

As an example, we illustrate the paths in Figure 5 for the mapping

0 2345 67 8

7 8 6 2 10 3 5

in a9 x9 AS-Benes network. The bold paths represent the first loop which starts at input
n—1 and terminates at output n—1. After this loop, there are only twopairs of input/output

mR
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Figure 4: A 5 x 5 Benes network

left which form a second loop. In this way, all paths can be assigned to the upper or lower
sub-networks without conflict.

4 Comparison with Benes Networks

It is important to be able to construct rearrangeable networks of arbitrary sizes with minimum
cost. In this section, we compare the number of switches used for an AS-Benes of size n with a
Benes of size 2!!°8"1, which is the smallest Benes that can realize any n x n permutation. For
instance, to realize any 5 x 5 permutations, an 8 x 8 Benes is needed, which requires twenty

2x2 switches. A 5x5 AS-Benes requires only eight 2 x 2 switches (see Figure 4). That is more
than 100% saving. In general, if S'(&) is the number of switches used for a size & AS-Benes,
then $(1) = 0, $(2) = 1 and

s(k) = 212) + 90°51) + 8).

It is easy to use induction to prove that the solution to the above equation satisfies S(k) <
£(2 logk —1). That is the number of switches in AS-Benesis of order O(k logk). The recursive
equation for S(k) may be also used to compare the number of switches needed in an n x n
AS-Benes, and an 2!!es”1 x 2lleg7l Benes. This comparison is shown in Figure 6 for n up to 32.
Clearly, when n is a power of 2, AS-Benes is identical to a Benes. The curves follow similar
trends for larger values of n.

Finally, we want to point out that different paths in an AS-Benes may pass through different
number of switches. However, the maximum length of any path will never exceed the length
of a path in a Benesofsize 2!'°8"1. In other word, the delay in an AS-Benes is at most equal
to the delay in the corresponding Benes network.
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Figure 5: Two loops in the realization of a permutation in a 9 x 9 AS-Benes

5 Conclusions

We have shown that there is a simple andefficient way for building arbitrary size re-arrangeable
networks of size n using O(n logn) two by two switches, and for routing permutations in such
networks.
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Figure 6: Comparisons between AS-Benes and Benes networks
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A Study of Non-Blocking Switching
Networks

By CHARLES. CLOS

(Manuseript received Detober 30, 1952)

This poaper describes a method of designing arrays of crosapornis for
use tn telephone suntehing systems tn wheel th will abeays be possible te
establish a connection from an idle inlet to an tdle outlet regardless of the
mumuer af calls served by the syaterm.

DNTHRODUSTION

‘The impact of recent discoveries and developments in the electronic
art is being felt in the telephoneswitching field. This is evidenced by
the fact that many Laboratories here and abrond have research and
develapment programs far arriving at economic electronic switching
systems. In some of these systems, such as the ECASS System,* the
role of the switching crossnet array becomes much more important than
in present day commercial telephone systems. In that system the com-
Thon rambtrol equipment is less expensive, whereas the crosspoints which
assume some of the cantrel functions are more expensive. The require-
ments for such a system are that the crosspoints be kept at a mmimum
and yet be able to permit the establishment of as many simultaneous
connections through the system as possible. These are opposing require-
ments and an eccnonmtical system must of necessity accept a compromise.
In the searchfor this compromise, 3 convenient starting point is to study
the design of crossnet arrays where it is alwieys possible to establish a
connection froman idje inlet to an idle outlet regardless of the amount

of traffic on the system. Because « shmple square array with AY mputs,
4 outputs and A’ crosspoimits meets this requirement, 1) can he taken
as an upper design Himit. Hence, this paper considers non-blocking arrays
where less than N® erosspoints are required. Specifically, this paper
describes for an implicit set of conditions, crossnet arrays of three, five,

* Malibaner, W. A.,and H. Earle Vaughan, Am Experimental Mlectronically
Controjled Switching Systerm. Hell Sys. Tech. J., 31, pp. 444-165, Miayv, 1052,
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ete., switching stages where less than A? ernosspoimts are required. It
then. deals whith conditions for obteining a minimum number of cross-
poimts, cases where the V inputs and AV’ outputs can not be uniformly.
assipner to the switches, switching srrays where the inputs do not equal
the outputs, nocd arrays where some or all of the inputsare also outputs.

SBOVARE ARRAY

A simple scpaare array having Ai inpuis and MN outputs is shown m
Fig. t. Phe mumber of crosspoints ecuaals N? and any combimation of NV
or less simultaneous connections can exist without blocking hetween
the inputs and the outputs. The number of switching stages, s, is equal
to L. The number of erosspoints, Cle}, is:

CO) = AB cL)

No ouTeuTsSx, om

 NUMEER GF LCROSSPOINTS = N+MINPUTS

THRE R-ATAGE AWITCHING ARRAY

a

An array where less than MN? erasspoints are required is shown in
Vig. 2. This array has N = 36 inpnis and Nu = 36 outputs. There are
three switching stages, namely, an input stage (a3, an intermediary stage
fb), and am outpué stage Cc}. Pn stage (a) there are six 6 x 11 switches;
in stage Ob) there are eleven @ x 6§ gwitches; and in stage (¢) there are
six 6 x ll ewitches. Intetal, there are LISS crosspoints which are less thas
the 1296 crosspoints recuired by equation (1).

Of interest are the derivations af the various quantities andsizes of
awitehes. In stage (a) the number, 2, of inputs per switch was assumed
to be equal to AT’, thus giving six switches and six inputs per switch.
Tu a sbnilar manner stage (¢} was assigned six switches and six outputs
per switch. The number of switches recuiired in stage (b) must be suf-
ficient to avoid blocking under the worst set of conditions. The worst
case occurs when betvreer « given awitch in stage (2) anid a given switch
in atage (c): (1) five links from the switch in stage (a) to five corresponed-
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ing switehes in stage Cb} are busy; (2) five Hnks from the switch in
stage (c) are busy to five additional switehes m stage (b); and (3) a
connection is desired between the given switches. Thus eleven switches
are required in stage (b). The remaining requirements, namely, eleven
verticals per switch in stages (a) and (c) and six by six switches In stage
(b) are then easily derived.

The number of crosspoints required for three stages; where n = N*?,
ig summarized by the folowing fornwuls:

CB) = (At? — 1) (BND (2)

= G32 — 3N (2a}

In Table FE it may be noted that the number of crosspoints is less than
N* for all cases of M 2 36.

PRINCIPLE INVOLVED

The principle involved for determining the number of switches re-
quired in the intermediary stage is Ulustrated in Fig. 3. The figure is
for a specific case from which one can generalize for m Inputs on a given
input switch and m outputs on a given output switch. In the figure it
is desired to establish a connection from input # to output WH. A suf-
fielent number of intermediary switches are required ta permit. the
(mn — 13 inputs other than B on the particular input switch and the
(m — 1} outputs other than Af on the particular output switch to have
connections to separate intermediary switches phis one more switch
for the desired connection between B and H. Thus » + m — 1 inter-
meciary switches are required.

Tapnire I — Crossporntrs ror SEVERAL VALUES oF N  

 
ra Square Array AW? Three-Stuge Array GNWt — 3A

4 16 86
9 St 135

16 26 B36
25 625 B75
a 1,296 1,88
AG 2,301 1,913
et 4,096 , 2, S80
Si 6,561 4,131

100 10, OCH} 5,700

1 , OCH} t i , 000 , 000 TRG ’ Ts?
10,000 : 100 , G00 , 000 5,970,000 .

 SADIE. 
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STAGE (&}

HUMBER OF GAROSSPONTS «= S&S S°8-aN (ige CROSSESOINTS WHEN NMo= 283
Fig. $-—~ Three-stage switching srray

PIVE-StTAGE SWITCHING ARRAY

A five-stage suitehing array is dlu

stasce05}

 
TAGE {¢}

wr 6

TemS . rated im Fie. 4.. The anshysis of
this array can be miutede in the following manner. Eachinput and outputb

=
a

awiteh if assumed to bave WWinputs or cutputs, respectively.
Connection betweer a given input switch and a given output switch

My PUTS
ON 4 PARTICULAR

INFRIT SWITCH

SWITCHES

 

 
 

 
 

|

M QUTPLTS
QN 4 PARTICULAR
CUTRUT SWITCH

we CF

 
 

* ro. ERNEaamar% co . S
‘ Po § a

* bd ”
>, ~ -‘ .

yy ”
* “ SWITCHES REQUIRED

‘. “ fame dims sb eset mnt
WHEN mth, AnpDYESaM~i

Fig, 3 — Principic involved.
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in made via Ievels, a lewel nansisting of tbree intermediary switching
stages. The number of levels required is (@@N7" — 1). Hach level has
Ne“inputs and the same number of outputs. The mumber of crosspoints
far a three-stage non-blocking array for A“? inputs and AS? auipets
enn. he abtained from ecuation (2) by substituting A?" for N in that
equation. Phe total mumber of erowspoints required for the fiwe-stage
array is:

MS} == (QS — 2% BATE 4 NMS — 13 ON 3)on,

a {OV— 14a - gare (323

‘Phe number of erosspoints required for several sizes af the five-stage
array is given in ‘Table FL. The results are compared to the square and
three-stage arrays.

SEVEN-ATARE AWITCHING ARRAY

A seven-stage switching array carn be analysed by considering paths
requiring five inkermediary switching stages as paths via switching
ageregates, The number of such aggregates is (2N7% 1). Bach ag-
gregate has A®”? inputs and a like numberof outputs. From equation {3}
the crosepoints for each aggregate can be obtainedby substituting

 
 

 
avTeutINEMIT
WiTLRES

sole
  SWITCHING LEVELS

[ESCH LEVEL CONSISTS
OF THREE STAGES}  Reneeene

 aris F ?
Beeneeenet

Fig. £—- FPive-stuge switching array.
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Taste Lf —~ Crosspoints FOR SEVERAL VaLtEns or N

y i Square Array : Three-Stage Array FPive-Stage Array

fk 4 £06 } 2,550 3,248
720 534,441 115,911 95,013

1,000 1,000 O00 186,737 146,300
10,000 166, 800 | 000 & 970,000 3 484,488

NS" for Nin that equation. The total number of crosspoints required
for the seven-stage array is:

CUT) = (2NU4 —1yP Bn +4 (ayes—TP ones 4 (AT? — PSN (4)

= 36N°* — 46N + 20A% — BAT? (4a)

QENERAL NMULPI-ATAGE AWIPCHING ARRAY

Hquations (1), (28),sa) and (4a) are herewith tabulated as a series
of polynomials tugether with the next pohynomial:

COL) = N* (1)

C43) = 6N"? — an a)

COS) = TON" — 74n + ANTS (Ba)

C7) = 36N%* — 46N+ 20N°% — 3N% (ta)

CQ) = TONS — 130N + BEN? — 26N° 4+ ANS c5)-

These polynomials can be determined for amy member of switching

stages fram the folowng fformula where s is an odd integer:
DP we(yet)

An allernative expression equivalent toe equation 3) has heen sug-
vested by S. ©. Rice and 4. Riordan. The recurrence relation used in
individually deriving the foregoing polynormais can be used to directiy
derive the followime formula:

   

th oa ( 2.Cla) = BEpae7 AT AONi

1 2 ee ,_ ~ pf ..
C(2t- 1) = See [an — 3M2n — 1) — Bn] (6a)

Qt +E

N = nit

Table EIT gives cormparative numbers of crosspoints for various mum-

where s
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"Paniug TTY — CrosSsrPornrs FoR YARIGUS NUMBERS OF SWITCHING
STAGES, 8, AND VaniEns ar 

 

  

  

  
 
 

 
 

 

 

iV gost ; s= 3 s=5 s=7 fox &
wees|cecefeteene — a

100 | 10,000 | 5,700 | 6,092 | 7,386 | 9,121
200 | 40 WD | 16,370 | 16,017 | 18,808 | 23,210
BOO | 250,000 | 85,583 | 56,055 | 64,165 | 78,058

1,000 § 1,000,000 | 186,737 | 146,300 | 159,004 | 192,571
2,000 | at:,000 , 000 | 430,656 | 375,651 | 305.340 | #70, 292
5.000 | 25,000,000 | 2,106,320 | 1,298,858 |§ 1,295,204. | 1,511,331HY}, 600 i 100°000, O00 ~ 5,970,000 3,308,487 | 3,159,700 3,625 165
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Fig. 5 — Crosspaints versus switching stages.
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SMONTBLOCKING AWITCHING SYSTEMS IS

bers of switehing stages and sizes of N. The data of Table TF are plotted
an Fipure 5. The series of curves appear to he bounded by an sovelope,
rapres nhinge a minumof erasspoinis. The next section dealing with
minimis indieates thah polaute extet below this exvelope.

MONT FAVORABLE SIMD GF YNPIS ANT) QUTPISE SWEPIHES IN THE THREE-

STAGE ABBY

The foregoing derivations were for implicit relatinnships hebweer 7

aod A, namely, nm being the Coe$4)th root af A’) Yo obtain minimum
piinber of mrasspoinis a maore gweneral relationship is recamired. Por the
ibeoe «kage awitching array bhia is:

3 = Gn — 1 (2N “+ -) GF
Whenvw- A’? equation (73 rechures to equation (2),
For a given value of NV’ the minimum nurober of srosspoints oeenrs

when didn «= GO which gives:

i)Ce ad "Sea

Qnt — nN + A = O £8}

This equation has the following two pairs of integral walues:

moss 2D, Nox 16 anid mo 3, Nos 27

As N approaches large values equation (8) can he approximated by:
Y * 7 Ltd

NP os Dre? ig)

Graphs of equations (33 and (9) are shows In Fig. 6. In Table EVthe
murmbers af crosspoints are basecl on the nesrest integral vadues of » for
piven vahses of NY.

Where vompsrisons obo be made, Fatde PY indicates fewer crosspoints
than does ‘Fable i. Phis fact ean be realized ia suather manner. Ty
elirainating # in epiatinns (73 and (93, the result for large wsahies of VV
zat

we
C3) = 4 GY"N®wee

v
— aN cE

Equadion (20) indicates Fewer crasspoinis theo: does ecpiatien {2}.*

MOST FAVORABLE SAUITCH SIRES PN THE FIVE-SFAGE ARRAY

Tf mn bs the numberof inypasts per input switch andoutputs per output
awitel:, and me be the number of buysuis per switch bn the second stage
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and outputs per ewitel in the fourth stage, then ihe fiedlowing equation
gives the tetal murmber of crosapainis:<

. | Po . fan Ne uaeCCR) = (2n -- P| SN+ fae — 1 bo+xa) F125Ca ) eA Ht perme tsa)

The partial derivative of this equatien with respect to a wher seb
eqqyunl te zero yields:

Nien -- 23FR we Lt FeyFE Spe f i=}
The partial derivative of this equation with regpeet to m when seh

equal to zero yields the follawhuz ecprgtion:
a ee : ‘

ar poe Can” ~+- 2a. — FT}iy aac SSaanncnnnnngante (13)(fen ~~ Llifr — 3}

Equations (123 and (133 «i be solver for x and #e bi terms of given
yriues of AY. ¥sar exazaple for Ai = 240, we chigin » = 6.81 and mi ==
is,

BRARCE FOR SHE SeApnaer AY FoR A GIVEN f FOR THR THREE~
RAYTAGEH: ARRAY

For « given vadue of mn, equation (7) furnishes a roacans for loceting
that sige of tirree-stage switching array which has Aor fewer croas-
pobits, This can be done by setting ecpiation (7) ecmal to A:

and sebsieg far AWin terras of m. The sahution is:

=}. Rs mo}. ty .ya oR tn — 73 rym
Noe SAE iia)

im — 1¥

Migimnam valaes of Av for given valies of n are Histed im Pable ¥.
This table also Hsts the nest highest A’ exactiy disisible by er. Frox.
this taide lb appears that when AY = 24, we have the sroalest switching
array for which if my be ynosdhle te have less than Acrasspoiats.
However for Ao = 25, as shown hi Tabde I, ecpaation (2) gives more than
WE? erosspahita, Phe problena is one of finding as array for No = 25 with
fewer than A? erasspoinie. For this and all cases beyoud, the pext age-
iion indicates that it is profitable to consider situations where A’ is not
exiotiy civisible by ¢:.

 



Page 139 of 626    IPR2020-00260 VENKAT KONDA EXHIBIT 2005Page 139 of 626 IPR2020-00260 .__""VENKAT KONDA’EXHIBIT:2005  

416 THE BRE: SYSTEM TRCHNICAD JOIRNAL, MARCH LOSS

CASES EN PE THRRE-OLAGE SWITCHING ARRAY WrHenp AT ss r(ston 4)

‘Table T indieated that for Au = 25 amin =< § a total of ATA erces-

polits were required. A square array requires only 625. Fig. TF shows «
Imyout of switehes where No = 25 andn = 8. Inthis case one input. is
left over when 25 bipute are divided inta threes, The lane input requires
three paths to the intermediary switches. “Phis ig in aceordanne with
Fie. 3. Phe tome output akso requires three pethe bo the iotermecdiany
switches. Ailsa from Fig. 3, the lone Input tao the lome outpnah recpuires
oufy one path. Hence there must be one switeh capable of corsets
the lone naput ta the lone eutput. The muraher of crosspoints required
a4 G15 which is less thas the 625 required by the srcpuare array. This
scheme can be extended to any case where Nos kn -++, where the re-
mrahicder, r, ig an iirteger greater than zers but less than n. The formula

fer the reamber of orcesspointa where & baparh pod & ontputawitehes af
mise yi gard one tapout aimed outmet awiteh of sige - are used is

yo oP + , oe . _ FR ~~ ytiY = SB —~ LICAP —~ rv} + Sim + or ~~ Ps + fn — ¥} (w=)
" £16}

tater (ors 1) — Hf Fr
T. &&. Wilson has pointed out that for x lone input the crasspotnks in

the intermediary switches can he cused to ionlate ffs possible eennectionyg
hence no erasspolrta are required in the iiput stage. This likewise =ap-
pites far a lore oubsnth. Wiel: this miodifimabhicun the array hi Fig. 7 recgiires
Six fewer croaspoints. Por this case, when r = 1, the number of cross-
PowMtS is:

. yeawx B22 — PCN ~ 1 + Gi — 13(Xs) :
ay 5 {18a}

+R Ca= 3 a 1) —- nm -—- I
Taree VY —~—— Mirnraruss Viaataims ar A’ worn Given VAERUES OF 7:Tapes ¥& SWirnraruss Vliatirmes oF AY ror Given Varn OF 

# X¥ per Equation $3 ; =U dsssead ny

a : Be. i a4
2 i 22.6 i 24
4 24.0 28

& ‘ al .t 48
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J. Boordan has found a more efficient arrangement for eases where -
AY osx Aye + or. En

size ¢, he pragosee
seaxitehes of size 72
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places of uashage A sswiieches of sise n and one switch of
that (& ~— Lo ~~ » -+- vp} switches of sise nm and &: ~~ ?}
~~ | be used. Por this catan the moomber af crosspoints
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Wie. 7 — Vhree-stagearray. Bom } Gas 3}. Am equivalent arrangementis ta
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mead onnby SG orosspeinia.
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Equation (17) is identical te equation (16) when r = » -- 1. There

are two cases, niimehy, when nm = 22 and wmosx & where ecqniation (ia)
gives fewer crosspuints than does equatiog Ciy}.

BRABCH FOR THE MIENSIMUM NUMBER OF CROSSPOTNTS Bierwipa AU =

2A amp A os: 160

The aquaticme of the preceding seehiones furnish a preans for search.
ime far miinimiun: crossret arrays. Table VE shaws the resulta of such «
search up ta Af = 160. HResults are indicated In unit sheps from No =
43 to Af = 40 and for every teoth interval thereafter, At AT == 363, 8
five-stage arrayrecuiires the fewest crosspoimis,

‘Table ¥F was computed by the use of finite differences. The equations
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Wer:

CUk + in] o~ Cf} ss (Sn — INBa + B+ YD (183

Cth+ r + 1} — CU 4 Pps Bik + Sy 13 Cio}
(tiie + 23 _ fondere} =x Die -{- 1 fia)

Eiqpuetion (18) was derived from equation (73 with WN being replaned by
{kok fr ancl by dye as recpured. Hquatian (19) was derived frameyus-
tion (17) with r heing replaced by -r ++ fT as required. This equation
applies for all values of greater than g and fur the partiqular case of

goo Sand r = 2. Equation (19a) was derived fram Equations C43and (7) and is fur the purticular case of r = 1, when 7 = 2 and n = 3.

SRARCH FOR THE MINIMA NUMBERS OF CHOsSararsps pos AU os: 240

Far a case where: A’ io large erovugh to cequire fve-awhsching stages,
the search for the niuninniso ouinhber of crosspoiite shaeaki be Iwexd on
equations (223 and (13) and on the use of Tahie V1. Phe method is sug-
geated by rocana of Table VII. The data in 2 previous section indicate

Tsasnoes VEE ---- ThyesseweNwaee Pow AY «= 240 ann Vanrous

VaLuES or 7  
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that 2 minimum should orcur far A = 246, when rn = 6.81 amd i=
3.86. In Yable VIT the minimum cesurs when mn = 6 and m= 4. It

fails Lo ocenr abv. = FT because 240 is not exacthy divisible by 7. Pacept
for this sifuation, the minikmnum would have orcerred aa precdicher.

BRECTANRUEAR ARRAY

Referring to Fir. 1, ff there were V inputs and Af outputs, a simple
rectangular array would result which woukld be capable of sustaining up
to Nar Ad, whichever is the lesser, simultaneous connections without
blacking. The number of crasspointsis:

Cl = NA -¢20)

& rmrpurs anp AF ceerpurs in A THREE-STAGE ARRAY

For the cuss of a three-stage switching array with AY impute auc Ag
mubputia, lei there be a inputs per put switeh and ioutputs per out-
put switch. A partiowias hapreb to be able io comment without blanking
under the worst set of conditions to a particular output will require
tv —~ 13 + 92 —~ 72} -+ IT availiable paths. Thus by previchnp for that
mary intermediary switches, a non-blocking switching arrey is obtaimedcd,
The nurmber of crosspoints is:

Y Ae
wt te yr ¢ ris Ag _—
CXS} «> Ge bom — PEN + AP + 3 24}

FETE

Differentiathag this ecnaption firsh withreaped bm ov and ther ta am
yoellsa pwe partial differential equations whose sehsiion incicntes that a
minimum is reached when a = m. Hepiactng a by . in ecpumtiin (25),
the ecmiatinn for the number of crosspohrtia hecomes:

ety fom. Po aeAT | ye
g {3} = (272 — i} : ¥ +} AY ~f- “Re i225

Solving far the mininvuarn number of crosspotutsx gives the folowing
eXpression:

NAL Wag |
gecccag ob apap 8 caiow * > eae o 28)

%
SE

When AF =»AS this equation reduces to equation GS). |
The three-way relationships of mn, Ao and Ay are shawn In Fig. &.
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FRIANGHLAL ARRAY ”

Tf 8 ease 6xists where all immits are aiso the ouatgrita, thes ax ar
rangement such as is shown in Fig. 9 can be used. The eravepotiis in
the butermediary awitches permit commections bebween all switches on
the left Rand sie. For conneetions hetween Exo toinks an the saroe
awitcl: HL ix assunsed that one of the inks to an internexhary switel ean
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be used to establish the connection bank without affecting any of the
crosspelxts on the ptermediary switeh. The number of crosspaints for- a 2

this omae is:

  
Bs t

C= @n~n(r+t,-£) ca)
M, es aett

where 7 =: agurober of two-way trunks.
By differentiation, conditions for obtaining minimum murmbers of

empaepoalnta can be determined. The arrangwenncit cad also be extended
to cmaps where extra switching stages are recpure.

GYE-WAY ESCOMING, OSF-WAY OUTDGEOISS ANE TYOS-WAY JPRUSRS

A cambination of the trimma@ular array of Fie. @ and of umequal in-7s in = .

puts and outputs ix shown to Fie. 1G. Inthis fipure, ane-wagy Inenmicg,

INFiT ABD CuTtruT HITERMEDKARY

SMITCHES SWITCHES

3REENEEEEEEcreeeenemanmmNganbnd
Tras

THEOeer
FRUIPKS+

OBEBseeaeem

2AABtatAahhetAAadORchtONaateat 
Fig. 8 -- Triangular array.
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pHe-WwRY Guigoing and two-way trunks can be freely intereannected“aan!

witheat blocking. “The ournber of crosspotrts for this ose is:

er VP ATT ad Fo{Pos (3 —~ 7) E ~+- Y-+ AF + x ++ Me we oO eTay Ia? Bre]

The commnmunts concerning the trinnwular array also apply far this ease.

CHMPARPAWIPE ERISTENG TOPYORBS

Few existing crowsnet arrays are nen-hlocking. An exaniple is the four-
wire intertall drunk concentrating oyster. Ins one of its standard sises
4,000 erasspointes are required for 100 incoming trunks amd 40 ontgoing
intertell tranke. From Fie. 8, for A == LOO ane AY = 40 i may be noted
that the nearest. irtegral valse for nv is 5. By substituting this value in
eatation (22), a non-bincking three-stage switching array of 2,700 cross-
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potote is found which could be used for the concentrating switch. In this -
anee the new approach to the svutehing network problem may prove to
he of wiehue.

Comparisons with existing arrays baving blocking are Hkaly to be
unfavorable because the pracies of serviee are noth the same. For in-~
stance, a No. b erosshar district-to-office layout of 144) distrint proctors
ard 1,000 trunks recpiires 80,000 crosspoints. Phis layout can handle
708 erlanmes with « biochine loss of 0.0680. ‘Free oihbnimuinm ovimber of
erosspohite with a non-blacking array is shghthy less than 165,000. This,
however, enn handle 1,000 erlangs without blocking. By introchicing
blovking into the design methnads described in this paper, a meore favor-
able comparison with existing arrays having blocking can be mace.
This car ke clone by omitting certain of the paths. H clone to an array
requiring 1,000 inputs and 1,000 cutputs «a kevout can be obtained me-
qyuiniog 73,900 crosspoints with a blocking loss of 0.0022 for a load of
OS erlangs. For this example, at least, ib appears that the new design
methods may prove to be valuable especially for use in the development
af electronic switching systems where the control mechanism may not
be dependent upon the particular switching array used.

CONCLUISLON

Tu present dav commercial telephone systems the use of non-blocking
switching networks is rare. This may be due to the large mumber af
cvosspoints required. With the design methods deseribed herein, a wider
uae of mon-blocking networks may oecur in future developments. Far
the ususl case of networks with blocking, new systems have generally
beer designer! by an indirect process. Several types and sizes of awitch-
ing arrays are studied until the most economicsl one for a given level
of blocking is Found. With the new design methacds, a straightforward
approach is possible. Fig. § inedlinates that a region af minimum values
exists. Byfirst dasigning a nan-blocking system with a reasonable number
of switehing gies aed ther: omitting certain of the paths, thea desiguer
eau arrive st a network with a given level of blocking and be very close
tt a mndnimuim in orosspoints. The possibility of the adoption of this
direct design method is bmportant.
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Abstract

Benes networks have the potential for balanced
traffic, fewer conflicts, and can route any permutation in
one pass due to their multiplicity of paths. Omega
networks , on the other hand, have fast set-up and low
hardwarecost, but could take more than one pass to route
a permutation. This paper introduces a new class of
networks referred to as r-truncated Benes, which is a Benes
network with r randomization stages eliminated. Using
randomized routing, we will show that r-truncated Benes
networks is an excellent trade-off between Omega ad
Benes networks. In particular,it will be shown that the 1-
truncated Benes network outperforms Omega and is also
superior to Benes and other truncated Benes networks in
cost andperformance.

1. INTRODUCTION

The study of interconnection networks has become one
of the most popular research areas in parallel processing,
as communications overhead is one of the most important
factors affecting the performance of parallel computer
systems. Multistage interconnection networks (MINs)
[6,4,16} can be divided into three classes: blocking,
nonblocking, and rearrangeable networks [5]. In blocking
networks, simultaneous connections of more than one
terminal pair, input and output, may result in conflicts
over communication links. Examples of blocking
networks are Omega[7] and baseline networks.
Nonblocking networks, such as certain Clos [3] networks,
can handle all possible one-to-one connections without
conflict. A network is rearrangeable if it can perform all
possible connections between inputs and outputs by
rearranging its existing connections so that a connection
path for a new input-output pair can be established. Benes
network is a well-known network that belongs to this
class [2]. There are two main disadvantages of Bene/Clos
networks namely, high hardware cost and slow routing
speed. Although Benes/Clos networks have received less
attention due to their disadvantages, recent advances in

76

-all classes of permutation [9].

technology androuting techniques have largely eliminated
those disadvantages, thus making Benes/Clos networks
competitive alternatives worthy of further study.
Specifically, large crossbar switches can be built
affordably due to the advances in VLSI technology. An
implementation of optical Clos network has been recently
reported by Lin, Krile, and Walkup [11]. In routing, a
recent study by Youssef {18] has developed efficient

universal randomized self-routing algorithms for Clos
networks.

The two main disadvantages of the Clos/Benes
networks have been Several other parallel] algorithms
were developed that take less time. Lee developed a Benes
control algorithm that takes O(N) parallel time, whichis
still slow [8]. Nassimi and Sahni came up with a self-
routing parallel algorithm for fast set-up in switchesthat
takes O(logN) time; however, the algorithm does not
work for all permutations [13]. Lenfant followed another
approachthatrestricts the algorithm to a set of frequently
used bijections. Hence the algorithm still does not realize

Lev , Pippenger, and

Valiant implemented an algorithm that takes O(Nlog2N)
serial time for one processor and O(iog2N) parallel time
[10]. Later, Nassimi and Sahni developed anotherparallel —
routing algorithm for Benes networks. The algorithm |
routes Lenfant class of permutations and takes O(log2h),
and does realize all permutations. Youssef and Arden —
introduced a new approach for fast routing control. The _
algorithm self-routes several classes of frequently used —
permutations, and takes O(log2N) time to route arbitrary |
permutations on Benes-Clos networks [17]. Raghavendra
and Boppana developed a self-routing algorithm for self-
routing the linear class of permutations, but does not -
realize all permutations[15]. Mitra and Cieslak [12]
introduced a randomized routing scheme on extend |
Omega networks. Their algorithm, however, uses single -
randomization and in this paper we use multiple :
randomization on r-truncated Benes networks.

Omega networks are more frequently used due to their fas |
routing and low hardware cost. Those networks, however, ;:
are blocking and therefore could take more than one pass
(which meanslonger delay) in routing a permutation. : 

=
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Figure 1. Benes Network B(q , n)

This is mainly due to their single path property,
which leaves no room for randomization. On the other
hand, Benes networks realize all permutations in single
passes. Benes networks[2], however, have more stages
than Omega networks[7]. This has given rise to having
multiple paths between any pair of nodes in a Benes
network, which allows randomization. Ontheother hand,
the increased numberof stages caused Benes networks to
have longer routing delay and more hardware cost than
Omega networks. Due to those conflicting properties,
cost of hardware and the ability of randomization, we are
motivated to study a new network. This network, which
is called here the r -truncated Benes network, is a trade-off
between Omega and Benes networks.

Our performanceevaluation showsthat with only one
stage of randomization, an r-truncated Benes network,,
with r= 1, is superior to comparable Omeganetworks.
The rest of the paper is organized as follows. The next
section gives a brief overview of r-truncated Benes
networks. Section 3 will discuss the routing algorithm
used on r-truncated Benes networks. Section 4 will
presentthe details of the performance analysis. Section 5
contains the conclusions and someideas for future work.

2. OVERVIEW OF R-TRUNCATED
BENES NETWORK

77

A Benes network, B(q,n), has N (= q") inputs and N
output terminals, and consists of 2n-] stages of Nig
crossbar switches each, where each switch is size gq
crossbar. Such network can be defined recursively. For
n =1, B(q,1) is a single qxq crossbar. For n 2 2, the
recursive structure is shown in Figure 1 specifically, the
middle stage consists of q copies of B(g,n-1) numbered
0,1,...q-1 from top to bottom; the first stage connects
the i-th output port of the j-th switch (in the first
column) to the j-th input of the i-th B(g,n-1) of the
middle stage; and the last stage is the mirror imageofthe
first stage. The stages are numbered from 1 to 2n-J from
left to right. :
In this paper a high-performance routing algorithm for r-
truncated Benes networks is developed through
randomized self-routing algorithms. In this randomized
approach, switchesthat are in stages from J to n-/] are set
randomly. On the other hand, switches that are in the

Stages n through 2n-/ of the network are set according to
a self-routing mechanism using the destination address. It
is knownthatafter a messagecrossesthefirst n-] stages,
the message can be self-routed using the destination
address. This can be illustrated by considering a three
Stage Benes network B(q,2) where the input or output y
of a switch x in any stage has a global label [xy/.



Page 150 of 626    IPR2020-00260 VENKAT KONDA EXHIBIT 2005Page 150 of 626=IPR2020-00260

r-Truncated Benes Netwo
Using|Multiple Randomizedcircuit SwitchingOn Random Permutations With N = 4096 Processors

VENKAT KONDAEXHIBIT 2005

 
qs 4 8 16

No. of Stages = Ii 7 5
Channel Width = 64 22 16

Figure 2. r-Truncated Benes Network Using Multiple Randomized Circuit Switching On Random
Permutations With N =

Suppose that a message is to be sent from output
port /xy] in the first stage, .to the output terminal /x’y’] in
the last stage. The messagefirst enters the input port [yx]
in the middle stage, then, using the digit x’ of the
destination address /[x'y'], the message exits through
output port /yx') in the middle stage. Afterwards, it enters
the input port /x’y) of the last stage and then using digit y’
of the destination address /x‘y’], it reaches output port
[x'y']) of the last stage, which is the desired destination.
Consequently, to go from any input terminal /vuj of
B(q,2) to any output terminal /x‘y’], we can select a digit
2',0 <2’ S q-1, and form the control tag z’x'y’ to find a
path from [vu] to [x'y’] in B(q.2) [17]. The same is
applied generally to any numberofstages in B(qg,n). To
go from a source s_ to a destination d, s forms a control
tag ¢]C2...C2n-] Where the part cjc2...cn-j7 is selected
uniformlyrandomlyand is called the randprt, and the part

1024 Processors

CnCn+].-C2n-] is the destination address d in q-ary, aud
is called thefixedprt. Every c; is a q-ary digit and is used
by stage i to exit the paths through output port cj of the
appropriate switch.
A truncated Benes network is derived mainly from a Benes
network and we will refer to it as an r-truncated Benes

B(q,nr) network. By deleting the first r stages of a
Benes(g,n), where 0 < r < n-J, we obtain the r-truncated
Benes network. Whenr = an-/ , the network becomes

Omega, and when r = 0, the network is a Benes network.
Thus, in a 5-stage Benes network B(2,3), with a 2x2
switch size, the first two stages are for randomization.

3. RANDOMIZED ROUTING ON R-
TRUNCATED BENES

a
RemagoinCoy,
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Figure 3.r-Truncated Benes Network Using Multiple Randomized Circuit Switching On Random

Permutations With N = 4096 Processors

Multiple randomized circuit-switched routing is used with
different values of r (number of stages to be truncated) to
determine the optimal value of r. In this randomization
approach, switches that are in stages / to n-J -r are set
randomly and r is any value 0 Sr <n-1. The number of
stages for randomization in an r-truncated Benes network
is n-l-r--as Opposed to n-J stages in a Benes network.
On the other hand, switches that are in the remaining
stages of the network are set according to a self-routing
mechanism using the destination address. In multiple
randomization, new outputports are selected randomly for
the stages 1 S stage Sn-1 for each message after each
failed attempt to send the message due to a conflict.
Randomized routing is performed on SIMD routing
(permutations)for different values of r .

4, PERFORMANCE EVALUATION

The following parametersare used in the simulation:
N = machinesize (numberof input/output processors)
L = length of the message(inflits)
M = message size (in bits)
p = numberof pins on each side of a switch
q = numberofports on each side of a switch (qxq_ is

the logical switch size)
W = width of the channel (i.e., number of wires per

channel, where each wire

holds one bit)
Note that p= qw and L= M/W = Mqip

79

For practical considerations, we have considered the
following values for p,N,andM :
* p= 256 pins
* N= 1024 and 4096 —

* M=128 bits for N = 1024, and M = 64 bits for N =
4096.

Accordingly, L = ¢
N= 4096. Also recall that (NV = q’!)
Using this set simulation set up, we study permutation
routing using randomized routing on r-truncatéd. Benes
networks to determine the optimal value of r. This study
does not only compare randomized routing on Omega
versus Benes, but also quantifies the trade-off and
identifies the optimal hybrid.

In the simulation, latencies are measured for several
permutations with respectto the different parameter values
of q,n, L, andr. Each permutation is performed using
multiple randomized circuit switching. Figures 2 and 3
show the average latencies determined for several different
random permutations when N = 1024 and N = 4096 ,
respectively, as a function of the different values of r
(truncated stages) for different networks. With N = 1024,
the network is capable of having 3-stages, 9-stages, and
19-stages, with different channel width and switch sizes.
From the graph in figure 2, where the permutations are
randomly chosen with N = 1024, the following
Observations are made. The latencies decrease as the
number of stages decreases forr =O to r =n-2, and then
moves up when r = n- J (corresponding to Omega). For

for N = 1024, and L=@ for
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the 3-stage network, r canbe either 0 or 1. The latency
is lower when r= 0, than whenr = 1. As mentioned
before, when r = 0, the network is a Benes network,

while with r = 1, the network becomes an Omega. In
other words, keeping the randomizedstage will give better
performance in the network. For the 9-stage network, r
can have different values from 0 upto 4. The latency has
the lowest value when r = 3,. that is, when having, only
Onestageforrandomization. For the 19-stage network , r

ranges from 0 to 9. It is obvious from the graph that the
latency decreases as the number of eliminated stages
increases (r values). However, the latency has the lowest
value when r = 8, which corresponds to only one stage
for randomization. The optimal design parameter with N =
1024 on random permutations is with a 4x4 switch size
in a 9-stage network and the optimal r is with r = 3.
From the graph offigure 4, the following observations are
made. In the 3-stage network, r=0 has lower latency
than whenr =Z, which is the Omega. For the 5-stage
network, r = / has the lowestlatency, that is, with one
stage for randomization. In the 7-stage network, r = 2 has
the lowest latency, that is lower than the Omega when
r= 3. In the 11-stage network, r = 4 has the lowest
latency, which is with one stage of randomization.
The optimal design parameter is with an 8x8 switch size
of 7-stages, and the optimal value of r is with r = 2.

5. CONCLUSIONS

In this paper we introduced and studied a new
network called the r-truncated Benes network.as a trade-off

between Benes networks and Omega networks.
Simulations results show that with only one stage of
randomization, the message delay is even lower than the
Omega network and the r-truncated network becomes
superior to Omega as well as other'r-truncated Benes for r
> 1. This is in addition to the multiplicity of paths in the
r-truncated Benes which can also offer fault tolerance.
This demonstrates that the traffic balancing and
performance benefit from randomization is fully achieved
with one stage of randomization. Adding more stages,
simply increases the latency without offering any
additional performance benefits. Therefore, it is highly
recomended that high-performance. It was also observed
that when using random permutations for /024
processors, the 4x4 switch size is optimal, and for 4096
processors, the 8x8 switch size is optimal. Randomized
routing has also been used on r-truncated Benes networks
using uniform MIMD traffic, and our preliminary results
show that Omega performs better than Benes and r-
truncated Benes network. That is due to the fact that the

networktraffic is already uniform and randomization will
be of no use in this case (as randomization provides
natural traffic load balancing). It is anticipated, however,

80
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that when using non-uniform MIMD traffic, r-truncated
Benes network will perform better than Omega.
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Abstract

FPGAusers often view the ability of an FPGAto route designs with
high LUT (gate) utilization as a feature, leading them to demand
high gate utilization from vendors. We present initial evidence
from a hierarchical array design showing that high LUTutilization
is not directly correlated with efficient silicon usage. Rather, since
interconnect resources consume most of the area on these devices

(often 80-90%), we can achieve moreareaefficient designs by al-
lowing some LUTsto go unused—allowingusto use the dominant
resource, interconnect, moreefficiently. This extends the "Sea-of-
gates" philosophy, familiar to mask programmable gate arrays, to
FPGAs. Also introduced in this work is an algorithm for "depop-
ulating” the gates in a hierarchical network to match the limited
wiring resources.

1 Introduction

The ability of an FPGA to support designs with high LUT usage
is regularly touted as a feature. However, high routability across a
variety of designs comesat a large expense in interconnectcosts.
Since interconnect is the dominant area component in FPGA de-
signs, simply adding interconnect to achieve high LUTutilization
is not alwaysareaefficient. In this paper, we ask:

e Is an FPGA with higher LUT usage more area efficient than
one with lower LUTutilization?

e That is: Js LUT usability directly correlated with area effi-
ciency?

Our results to date suggest that this is often not the case—
achieving high LUTutilization can often come at the expense of
greater area than alternatives with lower LUT utilization. While
additional interconnect allows us to use LUTs moreheavily,it often
causes us to use the interconnectitself less efficiently.

To answerthis question, we proceed as follows:
1. Define an interconnect model which allowsusto vary the rich-

ness of the interconnect.

2. Define a series of area models on top of the interconnect model
to estimate design areas.

3. Develop an algorithm for mapping to the limited wiring re-
sources in a particular instance of the interconnect model.

To appear in the Seventh International Symposium on Field-
Programmable Gate Arrays, February 21-23, Monterey, CA.

4. Mapcircuits to a range of points in the interconnect space, and
assess their total area and utilization.

5. Examinerelationship between LUTutilization and area.

2 Relation to Prior Work

Mosttraditional FPGA interconnect assessments have been limited

to detailed population effects [1] [15]. In particular, they let the
absolute amount of interconnect (i.e. number of wiring channels
or switches) float while assessing how closely a given population
scheme allows detailed routing to approach the limit implied by
global routing. They also assumethat the target is to fully populate
the LUTsin a region of the interconnect.

Instead, we take the viewpoint that a given FPGA family will
have to have a fixed interconnect scheme and we mustassess the

goodnessof this scheme. To make maximum useofthe fixed inter-
connect, in regions of higher interconnect requirements where the
design is more richly connected than the FPGA, we may haveto use
the physical LUTsin the device sparsely resulting in a depopulated
LUT placement. This represents a “Sea-of-Gates’” usage philos-
ophy as first explored for FPGAs in University of Washington’s
Triptych design [4].

Forthe sakeof illustration, consider a design which has a small,
but heavily interconnected controller taking up 20% of the LUTs
in the design. The rest of the design is a more regular datapath
which doesnot tax interconnect requirements. If we demandedfull
population, we would look at the interconnect resources necessary
to fully pack the controller, and those requirements would set the
requirements for the entire array. However, the datapath portion of
the chip would not needall of this interconnect and consequently
would end up with much unused interconnect. Alternately, we can
spread out the controller, ignoring some LUTsinits region of place-
ment, so that the whole FPGA can bebuilt with less interconnect.
Now,the controller may take up 30% of the device resources since
it cannot use device LUTs 100% efficiently, but the whole deviceis
smaller since it requires less interconnect.

Recently, NTT argued for more wires and less LUTs [17], and
HP argued for rich interconnect which will meet or exceed the re-
quirements of logic netlists [2]. Earlier Triptych showed density
advantagesovertraditional alternatives with partially populated de-
signs [4]. The NTT paper examined twopoints in the space, while
HP and University of Washington each justified a single design
point. In this paper, we build a model which allows us to explore
the tradeoff space more broadly than a few isolated design points.
The model is based on a hierarchical network design and captures
the dominant switch and wire effects dictating wire area. This gen-
eralization, of course, comes at the cost of modeling the design
space more abstractly than a particular, detailed FPGA design.
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Figure 1: Tree of Meshes

We will be using a hierarchical interconnect scheme as the
basis of our area model. Agarwal and Lewis’s HFPGA [1] and
Lai and Wang’s hierarchical interconnect [11] are the most similar
interconnect schemes proposed for FPGAinterconnect. As noted
above neither of these studies made an attempt to fix the wiring
resources independent of the benchmark being studied as we are
doing here. To permit a broad study of interconnect richness, our
interconnect schemeis also defined in a more stylized manneras
detailed in the next section.

3. Interconnect Model

The key requirements for our interconnect modelis thatit:
® represent interconnect richness in a parameterized way
e allows definition of a reasonable area model

To meet these goals, we start with a hierarchical model based
on Leighton’s Tree of Meshes [13] or Leiserson’s Fat Trees [14].
That is, we buildatree like interconnect where the bandwidth grows
toward the root of the tree (See Figure 1). We use two parameters
to describe a given interconnect scheme:
1. c = the numberof base channelsat the leavesofthe tree

2. p (a) =the growth rate of interconnect toward the root
Note that we realize p by using one of two kinds of stages in the
tree of meshes:

® non-compressing (2:1) stages wherethe root wires are simply
equal to the sum of root wires from the two children so there
is no net bandwidth reduction

compressing (1:1) stages where the root wires are the same
as each of the root wires from the children, so that only half
ofthe total children wires can be routed upward

By selecting a progression of these stages we can approach any
bandwidth growth rate (See Figure 4).

If we use a repeating pattern of stage growths, we approximate
a geometric bandwidth growth rate. That is, a subtree of size 2 -n
has 2? times as much bandwidth at its root as a subtree of size

n, or every tree level has a = 2” more wires than its immediate
children. This is roughly the model implied by Rent’s Rule [12]
(IO = c-N?). Moreprecisely, it represents a bifurcator as defined
by Bhatt and Leighton [3] (See Figure 2).

Intuitively, p represents the locality in interconnect require-
ments. If most connectionsare purely local and only a few connec-
tions comein from outsideof a local region p will be small. If every
gate in a region had a unique signal coming from outside the region,
then p > 1.0. So think ofp as describing howrich our interconnect
needsto be. If p = 1, we are effectively building a crossbar with no
restrictions. If p = 0, we are building a 1D systolic array or pure
binary tree whose IO bandwidth does not growsas the array grows.
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Figure 2: (Ka)-bifurcator

4 Area Effects

For our basic area model, we performastraightforward layout of
the elements shown in Figure 4. That is, we have:

e Logic Block of size Ape
e Switches of size Aw

e Wires of pitch WP
Each subtree is built hierarchically by composing the two children
subtrees and the new root channel. Channel widths are determined

by either the area required to hold the switches or the width implied
by the wire channels, depending on which is greater. We assume
a dedicated layer for each of horizontal and vertical interconnect.
Theresult is the “cartoon” VLSI layout as shownin Figure 3.
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   «Level2channel—
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Figure 3: “Cartoon” Layout of Hierarchical Interconnect
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Note that the numberof base channels(c) is 3 in all these examples.

Figure 4: Programming Growth for Tree of Meshes
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Figure 5: c choose & LUT Input Population (c = 5, k = 3)

Typical values for an SRAM programmable device:'
@ Ape = 40K" — this would hold 16 memory bits for a 4-LUT

(16x 1.2K\’/SRAM-bit20K’) plus a the LUT multiplexor
and optional outputflip-flop (13K)? in [5], 15KA? in [8]).

@ Asw = 2.5K? for a pass transistor switch (including its ded-
icated SRAM programming bit) — to model mask or antifuse
programmable devices, we would use a much smaller size for
this parameter.

e WP = 8)for the metal 2 or metal 3 wire trace and spacing
We assumethe channels are populated with c choose k input

selectors [7] on the input and have a fully populated output con-
nection (See Figure 5). Switch boxesare either fully populated or
linearly populated (see Figure 6) with switches.

Figure 7 shows cartoon layouts for 3 different choices of p,
highlighting the area implied by each choice. Two things we can
observe immediately from this simple model comparison:

e For reasonable parameters, interconnect requirements dominate
logic block area; e.g. atc = 6, p = 0.67, a design with 1024
LUTShasonly 5% ofits area in LUTs(estimated area per LUT
including interconnect is 750K”) — while this is a simple
area model, the area and ratio are not atypical of real FPGA
devices; they are also consistent with prior studies (e.g. 6% for
600 4-LUTdesign in [5]).

') = half the minimumfeature size for a VLSI process. Assuminglinear scaling
ofall features, )? area should be the same across processes.
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Figure 6: Linear Switchbox Population for Hierarchical
Interconnect
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Figure 7: Effects of p on Area at 1K LUTs
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Design Networkwith Fixed
Wire Schedule

Design mapped onto
network by "pulling”
design up fixed wireschedule until match
design wire requirements.

Figure 8: “Pulling” design up tree to match fixed wire schedule

e Interconnect parameter richness hasa large effect on total area.
To further build intuition,let’s assume for a momentthat a design

can be perfectly characterized by a growth exponentp. If the growth
exponent for the interconnect matches the growth of the design
(Pinterconnect = Pdesign), then the network will require minimum
area. What happensif these two are not perfectly matched? There
are two cases:

@ Pinterconnect > Pdesign — We have more interconnect than
necessarily. The design can useall the LUTsin the network,
but the network has more wires. As aresult, the area per LUT
is larger than the matched case—that is, mapping the design
on the richer interconnect takes more area than the matched

design case.

@ Pinterconnect < Pdesign — We have less interconnect than
necessary. We cannot pack the design into a minimum num-
ber ofLUTsin orderto fit the design. Instead we mustpull the
design up the tree, effectively depopulating the logic blocks,
until the tree provides adequate connectivity for the design
(See Figure 8). As a result, we have leaves in the tree which
are not fully utilized. As we will see, this also takes more
area than the matched design case.

Figure 10 showsthe area overhead required to map various designs
onto interconnects with various growth factors. As we expect,
it showsthat the matched interconnectpoint is the minimum point
with no overhead. As wego to greater or lesser interconnect offered
by the network, the area overhead grows, often dramatically.

5 Design Requirements

In practice, of course, c and p values are a rough characterization
of the interconnect requirements for a real design. With multiple
subgraphsof a given size (subtreesat the same heightin the tree) we
get more than one I/O to subgraphrelationship. Further, the growth
is seldom perfectly exponential. Finally, even asking if a graph has
an (F,a)-bifurcator is an NP-hard problem. So, the bifurcations
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Figure 9: I/O versus Partition size graph for i10

we construct are heuristic approximations biased by the tools we
employ.

Figure 9 showsthe I/O versus subgraphrelationship for the one
of the WLS93 benchmark (110).

e Mapped for area with SIS [16] and Flowmap[6]
e Recursively bisected using a single Eigenvalue spectral parti-

tioner

The recursive bisection approximates the natural bandwidth versus
subtree sizes which exist in the design. Wesee the I/O to subgraph
relationship is not 1:1. We also see that the max and average
contours can be matched well to a geometric growth rate (e.g. Rent’s
Rule—average c = 5, p = 0.7; max c = 7, p = 0.7).

Theleft of Figure 11 showsthe I/O versus subgraphrelationship
for all the IWLS93 benchmarks area mapped to 2000 or fewer
LUTsusing SIS, Flowmap,and spectral partitioning as above. On
the right it showsthe distribution of Rent parameter estimates for
these benchmarks. Here wesee that while we may be able to pick
“typical” c and p values, there is a non-trivial spread in interconnect
requirementsacrossthisset of designs.

6 Mapping to Fixed Wire Schedule

We have now seen that we can define a parameterized interconnect
model with a fixed wire schedule. Designs have their own re-
quirements which do not necessarily match the fixed wire schedule
available from a device’s interconnect. Whenthe device offers more

interconnectthan a design needs, mapping is easy, we simply place
the design on the interconnect and waste some wires. However, if
the design has more interconnect needs than the device provides,
how do we mapthe design to the device?

Assuggested in Figure 8, we can start with the recursively bi-
partitioned design and simply pull the whole design upthe tree until
all the interconnect wires meet or exceed the design requirements.
However, keeping the groupings originally implied by the recursive
bisection is overly strict. In particular, re-associating the subgraphs
based on interconnectavailability can achieve tighter packings (See
Figure 13). That is, we do not really want a bisection of the LUTs,
but a bisection of the total capacity including both interconnect
and LUTs. Intuitively, the size of a subgraph is determined by the
greater of its LUT requirement and its interconnect requirement
relative to the fixed wire schedule of the device.

To attack the problem of regrouping subtreesto fit into the fixed
wire schedule, we introduce a dynamic programming algorithm
which determines where to split a given subgraph based on the
available wire schedule. That is, we start with a linear ordering
of LUTs. Then, we ask where we should cut this linear order-
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Figure 10: Theory: effects of mismatched between interconnect network p and design requirements
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Figure 11: I/O versus Partition size graph for Benchmark Set

// size[start,finish] represents the smallest subtree which will
if contain the set ofLUTs between position start andfinish
// uniqueio(o,i,j) returns the number of unique nets which appear both in the subrange ij,
if and outside of that range
o = order all LUTs

for i=0 to o.length
size[i,i] <— size(1,unique(o,i.i)) // base case = single LUT subtrees

for len=2 to o.length
for start=0 to o.length-len // process all subranges of specified length

minsize=MAX
end=start+len-1

isize=uniqueio(o,start,end)
for mid=start+1 to end // searchfor best split point

msize=1+max(size[start,mid],size[mid+1,end])
size=max(msize,iolevel(isize))
minsize=min(size,minsize)

size[start,end]-minsize
// final result is size[0,o.length-1]

Figure 12: Dynamic Programming Algorithm to Map to Fixed Wire Schedule
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Figure 13: Re-associating Subgraph clusters to match Fixed Wire
Schedule

ing of LUTs into two subtrees in order to minimize the total area
required—typically, minimizing the heights of the two subtrees.
Each of the subtrees are then split in a similar manner. To make
the decision of where to cut a subtree, we examineall cut points.
As long as we havea single linear ordering for LUTs, this is very
similar to the optimal parenthesis matching problem. In a similar
manner, we can solve this problem with a dynamic programming
algorithm.

The dynamic programming algorithm (Figure 12) finds the op-
timal subtree decomposition given the initial LUT ordering. The
trick here, and the source of non-optimality, is picking the order of
the LUTs. For this we use the 1D spectral ordering based on the
second smallest Eigenvalue which Hall showsis the optimal linear
arrangement to minimize squared wire lengths [10].

Figure 14 shows whythe single linear ordering is non-optimal.
Here we see a LUT B placed to minimize its distances to A, C,
and D. The order is such as to keep B, C, and D together for cut
3. However, if we take cut 4, then it would be more appropriate to
place B next to A since we have already paid for the wires to C and D
to exit the left subgroup. However, as long as weare using a single
linear ordering, we do not get to make this movementafter each cut
is made. In general to take proper accountof the existing cut, we
should reorder each of the subgraphs ignoring ordering constraints
originally imposed by the wires which havealready been cut.

To avoid this effect, we would have to reorder each subtree

after each cut is made. In addition to increasing the complexity
of each cut, this would destroy the structure we exploited to apply
dynamic programming—thatis, the sub-problems would no longer
be identical. Of course, since the spectral partitioning does not even
give an optimal cut point for the bisection problem, the ordering
effect alone is not the only element of non-optimality here.

Thereis certainly room for algorithmic improvement here. The
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Figure 14: Example showing the limitations of a Single Linear
Ordering

results are, nonetheless, good enoughto give us interesting depop-
ulations as we will see in the next section.

7 Results from Mapping

Putting it all together:
e Start with the area targeted SIS and Flowmap 4-LUTnetworks

for the IWLS93 benchmarks under 2000 4-LUTs.

e Order using the second smallest Eigenvalue.
e Mapto fixed schedule with the dynamic programming algo-

rithm; The results are shown in terms of relative number of
LUTsin the top left of Figure 15.

e Apply an area cost model such as shownin top right ofFigure 15.
e Result is the relative area map shownatthe bottom of Figure 15.

Figure 15 showsthat there is a minimum area point across the
benchmarkset. For our linear switch population model, this occurs
atc = 6, p = 0.6. As our theory predicts, too much interconnect
and toolittle interconnect both account for area overheads over the

minimum. Notice that the only points where the entire benchmark
achievesfull utilization are c = 10, p > 0.75 and p = 0.8, c > 7,
all points which are above the minimum area point.

Table 1 examinesthe effects of picking a particular point in the
c-p-design space. For each design in the benchmark set, we can
compute the c,p-point which has minimum area. We can then look
at the overhead area required between the “best” c, p, picked for
the individual design, versus the best c, p for the entire benchmark
under certain criteria. For the linear switch population case, we
see that average overhead between the benchmark minimum and
each benchmark’s best area is only 23% and that corresponds to
an average LUTutilization of 87%. Similarly, we see that picking
the smallest point where we get 100% device utilization results in
almost 200% area overhead. Wesee different absolute numbers,
but similar trends with other area models.

Given the range of partition ratios and cut sizes we saw in
Figure 11, it is not that surprising that the full utilization point
is excessive for many designs and leads to many area inefficient
implementations. Figure 16 showsa slice in p-space for the single
design i10 whose I/O versus subgraph size curve we showed in
Figure 9. Notice that even for this single design, the minimum area
point does not correspondto full utilization. In fact, the minimum
area point is actually only 50% of the area of the full utilization
point. So, even for a single design allowed to pick the network
parameters c, p which minimizes device area, full LUT utilization
does not always correspondto better area utilization. We see here
that the effects of varying wire requirements, which we described
in Section 2, do actually occurin designs.

In the previous section, we noted that the fixed wire schedule
mapping algorithm in use is not optimal. It is worth considering
how a “better” algorithm would affect the results presented here.
A “better” algorithm could achieve better LUT utilization for the
points where depopulation occurs. For the points on the graph
where no depopulation occurs, a better algorithm could offer no
improvement. As a result, we expect a better algorithm to magnify
these effects—making the depopulated designs tighter and take less
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Relative Mapped LUT Counts Model Area @ 2K LUTs

 
Figure 15: Area Utilization Results Mapping Benchmark to Fixed Wire Schedules
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Figure 16: p-spaceslice for i10 showing that area minimizationis not directly correlated with high LUT usage
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Wire Dominated WP = 8), A,,, = 647
Minimization params

Objective Cc P
relative area

maxrelative area

area with full utilization|10|0.75

Sigma Max LUT
relative area|relative area|Utilization

Pe[06]130]299] O87
6[06s|140iT 093 

3.33 6.94 1.00

Linear WP = 8), Ag, = 2500A?
Minimization params

Objective Cc P
relative area

maxrelative area

area with full utilization|10|0.75

Sigma Max LUT
relative area|relative area|Utilization

Pe,06,13,284, 087
6[oes[1a CRD 

2.08 Z.87 1.00

Switch Dominated (Quadratic)
WP = 8X, Asw = 25007

Minimization params
Objective Cc P

relative area
maxrelative area

area with full utilization|10|0.75

Sigma Max LUT
relative area|relative area|Utilization

Pepos,1s[330] 087
0.49 

4.25 11.5 1.00

Table 1: Compare Effects of Various Network Selection Points

area, while the full utilization designs stay at roughly the same
point.

8 Limitations and Future Study

We have only scratched the surface here. As with any CAD effort
where we are solving NP-hard problems with heuristic solutions
there is a significant tool bias to the results. Flowmap was not
attempting to minimize interconnect requirements, and there is a
good argument that LUT covering and fixed-wire schedule parti-
tioning should be considered together to get the best results. At the
very least, it would be worthwhile to try different LUT mapping
strategies to assess how muchtheseresults are effected by LUT
covering.

The area model used assumesa purely hierarchical, 2-ary inter-
connect. Two things one would like to explore are (1) the effects
of different arity (flattening the tree) and (2) the introduction of
shortcut connections (e.g. Fat Pyramid [9]). The shortcut connec-
tions will tend to reduce the need for bandwidthin the root channel

and may shift the balance in interconnect costs. Further, shortcuts
appear essential for delay-mapped designs, which we havealso not
studied here.

We suspect the hierarchical model captures the high-level re-
quirements of any network, but it will be interesting to study these
effects more specifically for mesh-based architectures. The key
algorithmic enabler needed for both shortcuts and mesh-based ar-
chitectures is to identify good heuristics for spreading in two di-
mensions rather than the one-dimensional approach we exploited
here.

An important assumption we have madehereis that interconnect
growth is geometric (power law). The c, p estimates shownin Fig-
ures 9 and 11 support the fact that a geometric growth relationship
seems fairly reasonable. Nonetheless, we have not directly ex-
plored wire-schedules which deviate from strict geometric growth,
and there may be better schedules to be found outside of thestrict
geometric growth space explored here.

We concentrated on global wiring requirements here and have
not focussed on detailed switch population. The robustness of the
general trends across different area and population models shown
in Table 1 suggests that the major effects identified here are inde-
pendentof the switch population details. While this does show us
the relative merits of a given interconnect richness within a partic-
ular population model, we cannot, however, make any conclusions
about the relative merits of different population schemes without
carefully accounting for detailed population effects in both the area
model and routability assessment.

9 Conclusions

Wesee that wires and interconnect are the dominant area compo-
nents of FPGA devices. Wealso see that the amountof interconnect

needed per LUT varies both among designs and within a single de-
sign. Given that this is the case, we cannotuse all of our LUTs
and all of our interconnectto their full potential all of the time—we
must underutilize one resource in orderto fully utilize the other. If
we focus on LUT utilization, we waste significant interconnect—
our dominant area resource. This suggests, instead, it may be
more worthwhile for us to focus on interconnect utilization even if

it means letting some LUTs go unused. Answering our opening
question, we see that higher LUT usage does not imply lower area
and that LUT usability is not always directly correlated with area
efficiency.
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A Mapped Benchmarks Statistics used for Experiment

Mapped Max Avg. Mapped Max Avg. Mapped Max Avg.
Design LUTs c p c p Design LUTs c p c p Design LUTs c p c p

Sxpl 83 7 0.35 6 0.42 ex2 90 6 0.5 5 0.56 s208 2? 6 0.34 5 0.29
9sym. 177 6 0.57 5 0.63 ex3 33 6 0.4: 5 0.52 827 6 5 0.20 0 0

9symml 80 6 0.45 5 0.47 ex4 Al 7 0.36 6 0.42 s298 40 6 0.35 5 0.41C1355 74 7 0.64 5 0.67 ex5 27 6 0.36 5 0.41 8344 Al 6 0.34 4 0.44
cl? 2 0 0 0 0 ex6 7 6 0.51 6 0.4 8349 Al 6 0.34 4 0.44

C1908 136 7 0.56 5 0.56 ex] 36 6 0.51 5 0.54 8382 53 6 0.44 5 0.48
C2670 218 6 0.7 4 0.75 example2 139 6 0.69 4 0.74 8386 74 7 0.32 6 0.36C3540 382 7 0.54 6 0.56 f5lm 98 7 0.53 5 0.58 s400 53 6 0.38 5 0.42
C432 79 7 0.53 6 0.57 frgl 282 6 0.62 6 0.51 8420 62 7 0.31 5 0.39
C499 74 7 0.63 5 0.67 frg2 744 8 0.61 5 0.65 s444 53 6 0.37 5 0.39C5315 590 7 0.66 5 0.69 il 19 5 0.66 4 0.74 s510 105 7 0.45 6 0.47

C6288 522 8 0.44 6 0.47 ild 906 7 0.68 5 0.71 8526 84 7 0.39 5 0.41
C7552 723 7 0.63 5 0.68 i2 7 6 0.82 5 0.86 s526n 90 7 0.39 5 0.42
C880 116 6 0.65 5 0.65 i3 46 5 0.88 5 0.89 85378 522 7 0.63 5 0.66

a 1 0 0 0 0 i4 97 5 0.77 4 0.82 s641 79 5 0.6 4 0.68
alu2 279 8 0.49 6 0.54 iS 153 6 0.67 4 0.75 8713 80 6 0.61 5 0.67

apex! 799 8 0.62 7 0.6 i6 144 5 0.76 4 0.78 88 1 0 0 0 0
apex3 900 9 0.54 6 0.58 7 215 6 0.71 4 0.77 s820 166 7 0.48 6 0.52
apex6 258 6 0.71 5 0.68 i9 347 7 0.63 5 0.65 8832 169 7 0.48 6 0.52
apex? 108 6 0.61 4 0.64 keyb 209 8 0.43 6 0.48 8838 124 7 0.44 5 0.5bl 4 4 0.40 3 0.67 kirkman 133 8 0.35 6 0.37 89234 439 8 0.56 5 0.63
b12 377 7 0.55 7 0.46 lal 6? 7 0.56 5 0.6 8953 182 7 0.5 6 0.54
bo 56 6 0.62 4 0.69 Idd 50 7 0.46 5 0.5 sand 406 7 0.57 5 0.61

bbara 34 6 0.43 5 0.44 lion 3 0 0 0 0 sao2 121 7 0.47 6 0.5
bbsse 70 8 0.32 6 0.36 lion9 5 0 0 5 0.1 sbe 332 7 0.57 5 0.6
bbtas 9 5 0.25 4 0.3 Majority 4 5 0.13 5 0.17 scf 663 9 0.53 6 0.57beecount 21 6 0.43 5 0.49 mark! 52 7 0.41 4 0.66 sct 69 7 0.48 5 0.52

c8 87 7 0.54 5 0.58 me 9 5 0.21 4 0.33 shiftreg 2 0 0 0 0
cc 33 5 0.65 4 0.73 misex 1 24 6 0.37 5 0.41 sqrns 45 7 0.46 6 0.37
cht 68 5 0.71 4 0.69 misex2 54 6 0.57 5 0.59 sqrt8ml 40 6 0.58 5 0.47
clip 243 7 0.53 6 0.44 mm30a 327 6 0.57 6 0.47 squar5 50 8 0.27 6 0.34clmb 369 2 1 2 1 mm4a 118 9 0.28 7 0.31 sse 70 8 0.32 6 0.36

cml 38a 9 5 0.44 5 0.48 mm9a 96 6 0.48 6 0.38 styr 341 7 0.59 7 0.47cml 50a 15 5 0.67 4 0.75 mm9b 120 6 0.51 5 0.53 t481 735 8 0.55 6 0.6
cml5la 8 5 0.53 4 0.63 modulol2 1 0 0 0 0 table3 513 9 0.52 7 0.55
cml 52a ll 5 0.41 5 0.43 mult] 6a 32 5 0.36 4 0.36 table5 522 7 0.66 7 0.53
cml 62a 14 6 0.49 5 0.56 mult! 6b 31 5 0.25 4 0.16 tav 12 5 0.23 4 0.50
cml 63a 12 5 0.60 5 0.65 mult32a 64 5 0.39 4 0.38 tbk 616 9 0.5 6 0.54
cm42a 10 5 0.45 5 0.45 mult32b 62 6 0.41 5 0.43 tcon 16 4 0.78 3 0.88
cm82a 4 4 0.5 4 0.5 mux, 45 6 0.51 6 0.47 term] 246 8 0.48 6 0.52
cm85a 12 5 0.42 5 0.44 my.adder 32 4 0.61 4 0.61 train] 1 19 6 0.48 4 0.76cmb 19 6 0.49 5 0.53 064 46 5 0.84 4 0.88 traind 3 0 0 0 0
comp 45 6 0.52 5 0.57 opus 50 6 0.51 5 0.57 ttt2. 198 9 0.42 6 0.45
conl 6 5 0.31 5 0.33 pair 567 8 0.6 5 0.65 unreg, 32 5 0.67 5 0.7
count 37 6 0.58 4 0.64 parity 5 5 0.73 5 0.75 vda 517 8 0.55 6 0.58
cps 821 9 0.62 6 0.67 pele 23 5 0.5 4 0.59 vg2 277 9 0.42 6 0.47
cse 134 6 0.57 5 0.58 peler8& 33 5 0.6 4 0.68 xl 761 9 0.48 6 0.57
cu 24 6 0.51 5 0.56 planet 410 9 0.45 6 0.5 x2 23 6 0.39 5 0.53

daio 3 0 0 0 0 planet! 410 9 0.45 6 0.5 x3 441 7 0.61 5 0.6
dalu 502 8 0.55 6 0.59 pml 28 6 0.54 4 0.61 x4 294 7 0.61 5 0.63decod. 18 5 0.49 4 0.52 71d53 36 6 0.38 5 0.4 xors 21 6 0.38 5 0.46
dkl4 51 7 0.35 7 0.24 rd73 190 6 0.56 5 0.57 z4ml 80 7 0.39 5 0.41
dkl5 31 6 0.39 6 0.22 rd84 405 7 0.63 5 0.67 alu4d 1756 8 0.58 6 0.63
dkl6 171 8 0.42 6 0.47 rot 467 7 0.65 5 0.71 apex4 1284 7 0.69 5 0.72
dkl7 30 6 0.38 5 0.41 sl 317 8 0.52 6 0.56 apexS 1241 9 0.63 6 0.66dk27 5 5 0.15 4 0.35 s1196 226 7 0.53 6 0.45 cordic 1381 9 0.62 8 0.52

dk512 25 6 0.17 5 0.22 81238 253 7 0.52 7 0.46 dsip 1175 7 0.65 6 0.64
donfile 1 0 0 0 0 81423 162 6 0.51 5 0.40 exSp 1348 9 0.61 6 0.64duke2 274 8 0.48 6 0.53 81488 289 7 0.55 4 0.76 i8 1242 8 0.57 5 0.60

e64 386 7 0.6 5 0.64 81494 295 7 0.59 6 0.51 k2 1138 8 0.69 6 0.58
exl 164 6 0.6 5 0.64 sla 6 1 1 1 1 seq 2004 10 0.53 7 0.58

B_Lsize and Level

When mappingto a hierarchicalarray, or any array for that matter, one problem to address
is how we count area used. Do wecharge the design for the smallest tree hierarchy used?
If so, we only get a logarithmic estimation of size. Designs which are slightly larger than
a tree stage are charged the full cost of the next tree level. This could skew measures as
+1 LUT at a power-of-two boundary has a big difference in metric, but elsewhere near
factor-of-two differences hardly matter. For the data shownhere, we have countedsize in
terms of the span of LUTs used (size — See adjacent diagram). That is, if we number the
tree LUTsin a linear order; we pack starting at LUT 0 and use the position of the highest
placed LUT to account for the capacity used. The LUTs above the last used subtree are
all free. Intuitively, if we consumeall of a subtree of size 128 and one more subtree of
size 64, westill have a subtree of size 64 available for additional logic, so we charge the
design to be only of Isize 192. In practice, when we use level as a metric instead ofIsize,
weSee similar trends to those reported here but a larger benchmark-wide mismatch penalty, Level
especially when requiring full population, due to the logarithmic granularity effects.

 

ool owLsize

10
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HYPERTREE,

A MULTIPROCESSOR INTERCONNECTION TOPOLOGY
 

James R. Goodman and Carlo H. Séquin

Computer Science Division
Departmentof Electrical Engineering and Computer Sciences

University of California
Berkeley, California, 94720

ABSTRACT

A new interconnection topology for incrementally expansible
multiprocessor systems is described which combines the easy
expansibility of tree structures with the compactness of an n-
dimensional hypercube. The addition of n-cube links to the binary
tree structure provides direct paths between nodes whichhavefre-
quent data exchange in algorithms such as sorting and Fast
Fourier Transforms. The derivation of a family of such Hypertree
structures is outlined, and the basic properties such as average
path length, uniformity of the distribution of message traffic and
routing algorithms are analyzed.

KEYWORDS: Multiprocessors, Communication networks, Message
traffic, Routing algorithms, Tree structure, Hypercube.
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1. INTRODUCTION

One of the problems that is still impeding the emergence of general pur-

pose multiprocessors is interprocessor communication. For effective coopera-

tion of several processors on the same task, or for fast access to distributed

data, high communications bandwidthis typically required. If all processors are

simply connected onto one and the same bus, this shared resource becomes @

bottleneck preventing simultaneous communication ketween different pairs of

processors, and the effective throughput of the system may actually go down as

the number of processors is increased. A suitable interconnection network is

thus needed which provides as much bandwidth as possible between any pair of

processors. The classical crossbar switch between separate banks of processors

and banks of memories, requires a high pin-to-logic ratio, and is therefore not

very amenable to VLSI exploitation. One possible approach is to combine one

processor and its memory with one node of the switching network, thus creating

a regular network of computers.

1.4. Classical Switching Networks

Many people have addressed the problem of switching networks. Much worl:

has been done in particular to allow multiple, simultaneous connections between

processor banks and memory banks to permit sharing of data or concurrent

cooperation on the same tasks. Among the better known networks are lattice

structures [Bouknight 72], the flip net [Batcher 76], the Omega net [Lawrie 75],

the indirect n-cube [Pease 77] [Benes 65], the perfect shufile [Golomb 61]

[Stone 71], the augmented data manipulator [Feng 74], the de Bruijn net

[Schlumberger 74] [de Bruijn 46], the generalized connection network [Thomp-

son 78], the Banyan partitioner [Goke 73], and the n-cube network [Batcher 76]

[Siegel 77].
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It is understood that one of the chief properties of many of these networks

is the efficient interconnection of nodes in the n-dimensional hypercube, or p-

cube, configuration. The n-cube is particularly compact. The worst case dis-

tance between any two nodes is only n, the dimension of the structure, and

nodes which differ in their node addresses by only one bit are direct neighbors.

In addition, this logieal structure is extremely useful because of the wide range

of algorithms that fit it particularly well. For many problems such as Fast

Fourier Transforms or sorting, it is possible to map the logical structure of the

problem directly onto the physical structure, and large quantities of data are

exchanged between nearest neighborpairs.

For the more general switching network, where manyarbitrary pairs of ele-

ments may wish to communicate simultaneously, the n-cube topology is alse

suitable. The routing algorithm to reach a particular nodeis trivial: For every

bit in the target node address which differs from the current node address, a

corresponding link that complements that bit has to be traversed.

1.8 Tree-Structured Networks

The emergence of a technology for very large scale integration (VLSI),

which within five years will allow the fabrication of a single silicon chip contain-

ing approximately one million active devices, also changes the constraints on a

multiprocessor interconnection network. With the advances of this technology,

the active devices themselves get smaller, faster and consume less power.

Unfortunately, at the same time the disparity increases between the speeds of

signals completely internal to the chip and signals which have to pass through

the package pins. Proper systems partitioning onto several chips becomes ever

more important, and high bandwidth signal paths should be kept completely

internal to the silicon chips as far as possible. Thus a proper VLSI building block

may be a self-contained computer on a single integrated circuit [Sequin 79].
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Once a complete computer fits on a chip, such computers can be placed at all

interconnection points of a switching network. This makes particular sense with

¥LSI technology since the switch byitself tends to have a low logie-to-pin ratio,

making it unattractive to VLSI. The switching network then is no longer the link

- between a diserete bank with p processors and a separate bank with m memory

modules, and we no longer need to consider only switching networks with p con-

nection points on one side and m ports on the other. A whole set of networks

such as lattices or trees can now also be considered. Since we believe that

future computing systems should be easily expansible these latter structures

look even more attractive. It is therefore not surprising that recently a lot of

interest has been generated in tree-structured networks. [Swan 77] [Despain

78] [Mago 79] [Browning 79].

1.3. Requirements for a new structure

The disadvantage of the previously mentioned n-cube network, from this

point of view, is the fact thatit is not truly expansible. Whenever the number of
nodes grows beyond a power of two, all nodes have to be changed since they

have to be provided with an additional port. Thus the "module" of this network
is not a constant, predefinable building block. Moreover,. a yseful expansionof
this structure has to occur by doubling the number of nodes. An incompletely
populated n-cube lacks some of the above mentioned properties which make the

n-cube attractive in the first place. Tree structures are expansible in a natural

way, and even unbalanced trees still retain most of the properties that make

trees attractive.

The number of package pins dees not grow at the same rate as the number

of active devices within. The package periphery thus represents another physi-

cal bottleneck, and we should look at interconnection topologies which need

relatively few ports per node. If the number of ports per node has to he limited,



Page 168 of 626    IPR2020-00260 VENKAT KONDA EXHIBIT 2005Page 168 of 626 IPR2020-00260 VENKAT KONDAEXHIBIT 2005

 
Figure 1. Binary tree with full-ring connections. When the dashed
branches are omitted, a half-ring tree is obtained. The chosen
numbering scheme gives all nodes on the same level addresses of
the same length. The root of the tree has node address "i", and
the children of node x have node adresses 2x and £x+1 respec-
tively.
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a binary tree structure, requiring only 3 ports per node, looks particularly

attractive. Additional links, however, are required to provide redundant paths

which are the basis for a system with some fault tolerance in message routing.

At the same time these links can be used to reduce the average distance

between nodes and to provide a more uniform message density in all links. An

extensive search for the optimal placement of these additional links has shown

the half-ring and full-ring binary trees (see Fig 1) to be attractive contenders,

primarily because of their simple routing algorithms [Sequin 78].

For tasks in which remote leaves have to communicate extensively with one

another, however, the ringed tree structures have their disadvantages. There is

a lack of direct long distance commections at the lower levels of the tree. This

forces messages between remote leaves to travel rather high up in the tree in

order to reach their target along the shortest paths, which in turn can lead to

serious congestions of someof the links below the third level of the tree. It is

conjectured that a more optimal placement of the additional links could allevi-

ate those problems. Hypertree is the result of the search for such a structure.

IL combines the best features of the binary tree and of the n-dimensional hyper-

cube.

2. THE HYPERTREE STRUCTURE

The basic skeleton of Hypertree is a binary tree structure. In the following

we will assume that the nodes are numbered as shown in Fig. 1. The root has

node address 1. Addresses of left and right children are formed by appending a

"O" and "i" respectively to the address of the parent node; ie. the children of

node x are numbered 2x and 2z+1. As in the half-ring or full-ring gtructures,

additional links in Hypertree are horizontal, and connect nodes whichlie in the

same level of the tree. in particular, they are chosen to be a set of n-cube con-

nections, connecting nodes which differ by only one bit in their addresses. We
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will discuss the cases of nodes with four and five ports, permitting connections

of one and two additional horizontal links at each node, respectively. Thus each

level of the tree can accommodate either one or two sets of n-cube connections,

and the resulting structures will be called Hypertree | and II. It should be cbvi-

ous from the following description how the concept can be expanded. to-.more

than two sets of n-cube connectionsperlevel.

2.1. Selection of n-cube Interconnections

With only one or two ports per node available for the n-cube connections, a

choice has to be made as to which set should be chosen at each level. In a

heuristic manner we start at the root of the binary tree and progress in a top

down manner. We select at each level the set(s) of connections from which the

most benefit can be derived: For each pair of nodes for which the addresses

differ in exactly one bit, the path length, expressed in numberoflinks, is calcu-

lated in the Hypertree structure existing above this level. Figures 2 and 3 show

these distances for a binary tree. The longest connection(s) on each level are

circled, and in these places a direct n-cube interconnection is introduced. Any

such connection will effectively reduce the numberdirectly below it to the value

3 , because the corresponding connections in this lower level can now be made

by traveling up one level, accross the n-cube connection and down again.

Correspondingly the number two levels below an n-cube connection can be no

larger than 5, and so on. This has to be taken into account in determining the

longest path between n-cube pairs on each level. This path is then bypassed by

the addition of the corresponding set of n-cube connections. While it is clear

that this selection procedure will result in a local optimization, it will be shown

later, that the selected n-cube interconnections also optimize the overall tree

structure in a global sense.
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Figure 2. Selection of n-cube connections in Hypertree I. Shown
are the distances between nodes on the same level which differ
only by one bit in their addresses for the ordinary binary tree.
Rach circle represents a scl of n-cube connections, chosen in such
a manner thal the longest distance belween a pair of nodes with
Hamming distance 1 at thatlevel gets reduced to one.
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Figure 3. Selection of n-cube connections in Hypertree II. Bach
circle represents a set of n-cube connections as in Fig. 2.
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In Hypertree II there are occasionally levels where a choice exists for the

placement of the horizontal link, when two longest paths are of equal length.

However, even from the links which are placed with no free choice, a regular

pattern of these interconnects appears, and the choice is always made in order

to follow this pattern. For Hypertree I all n-cube connections fall on slanted

lines or "rays", starting at the location of the most significant bit on levels which

are a power of two (Fig. 2). The slope of subsequent rays doubles and is equal to

twice the level number on which it starts. For Hypertree II the pattern is more

complicated. All n-cube connections appear in diagonal pairs, which themselves

fall again on slanted lines (see Fig 3). The resulting interconnection patternfor

a small Hypertree | is shownin Fig.4.

2.2. Formal Description of Hypertree I

If we number the levels downward, starting with the root as 0, we notice

that the level number, n, for each node is the numberof binary digits after the

most significant one in its address. An inspection of Fig. 2 shows that the

number of consecutive trailing zeros, z, in the level number, expressed in

binary, defines the ray number,

r=zti, (1)

on which the set of n-cube connections on this particular level lies, e.g. on level

10100 the n-cube connections belong to ray 3. The specific bit 0 which is

affected by the n-cube connections at level, m, can then be determined by the

intersection of the proper ray with this level. For ray r,

m 1

b= orte (2)
where 0 is the bit number, counting from the left with the redundant, most

significant "1" in the node address counted as bit 0.

Several observations can be made whichfollow an inspection of Fig. 2. "Ray
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Hypertree I Hypertree I

level above whole|above whole

l | ] l l

10 2 2 l I

ll 3 3 2 2

100 4 3 3 3

101 5 4 3 3

110 6 5 4 3

tii 7 5 5 3

1000 8 6 5 4

1001 9 7 6 5

1010 10 7 7 5

1011 11 8 7 5

1100 12 9 8 5

1101 13 9 9 6

1110 14 10 9 7

1111 15 11 10 7

10000 16 11 11 7
10001 17 12 ll 7

10010 18 13 12 8

10011 19 13 13 9
10100 20 14 13 9 

Table J. Worst case distances between nodes with Hamming dis-
tance 1 for Hypertree | and II. Two cases are considered: "above",
where messages only travel above the two nodes, as is appropriate
for leaf-to-leaf traffic, and ''whole'", where messages can find the
best path above or below, assuming an infinitely large tree.
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1" goes through the middle bit of the significant part of the node address on

every level with an odd numberofsignificant bits (excluding the redundantlead-

ing one). This means that the n-cube connections always complementa bit in

the moresignificant half of the node address, while the structure relies upon the

skeleton. of the. binary.tree-for.changes-in-the-less.significant-half...In-addition.it

turns out that for a tree of any size, exactly one representative of each such an

n-cube connection is found in the lower half of the tree. Since the lower half of

the tree also contains all the necessary connections to make any change in the

least significant half of the address, it follows that messages originated at a leaf

node need never travel higher than half the height of the tree in order to reach

any other leaf.

3. PROPERTIES OF HYPERTREE

In this section some of the relevant properties of Hypertree as an intercon-

nection network will be discussed and compared to other previously described

multiprocessor topologies.

3.1. Worst Case Distances

One important measure of the power of an interconnection network is the

distance messages must travel in the network. It is advantageous to make this

parameter as low as possible, since it will not only reduce travelling time for

messages, but also minimize message density in the links. Absolute worst case

distances between any two nodes in Hypertree I can be based on the observation

made in section 2.2: it is equal to m, the numberof levels above the lower of the

two nodes. Worst case distances between n-cube pairs can be determined by

inspection of Fig. 2 and 3 and are summarizedin Table I]. For Hypertree I| and Il

worst case distances are listed for a) the case where only connections higher in

the tree can be used, as is the case for leaf-to-leaf cormmunication, and b) the
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case where we assume to be in the middle of a large tree, so that messages can

find suitable n-cube connections above as well as below the current level. For

Hypertree I the longest distance is 1/2 and 1/3 of the distance in a simple

binarytree, and for Hypertree I] they are reduced to 1/3 and 1/5, respectively.

ae Average Distances

Of even more importance may be the average path length travelled by all

messages. In order to obtain a meaningful comparison between different net-

works, some normalization has to be made, in particular if networks between

processors with different numbers of ports per node are considered. With no

limits on the number ofports, a fully interconnected network could be designed,

which would lead to an average distance of one. In order to take into account

realistically the limitations in the numberof pins and in the amount of power

available to drive communication lines, Despain [Despain 79] has proposed that,

in the context of single-chip computers, a constant communications bandwidth

per node should be assumed. Under this assumption, the bandwidthavailable

through each port is then B/p, where p is the numerof ports and 8 is the total

bandwidth available from that processor. Using the same idea, we propose that

the average message path length, L, be normalized by multiplying it with the

number of ports, p, in order to permit a meaningful comparison of graphs of

different degrees. Thus the normalized average message path length, L’, then

becomes

L’=L xp. (3)

Another factor influencing the average message path lengthis the distribu-

tion of pairs of communicating nodes. In the absence of any specific information

about the communication patterns required by particular task, one might

assume a uniform distribution in whichall nodes send messages with equal pro-

bability to all other nodes. More appropriately, for tree-structured networks
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where all I/O points and all secondary memory are connected to the leaves of

the tree [Despain 78], a set of messages running betweenall pairs of leaf nodes

will be studied.

3.2.1. Leaf-to-leaf traffic

Table II shows the average distances between leaves for the binary tree, the

half-ring tree, the full-ring tree, Hypertree I, and the average distance between

all nodes for the n-cube. The n-cube is assumed to have N=2” processors, and

all tree structures have N=2” leaves and thus a total of 2N-1 processors. The

derivation of the average path length is trivial for the binary tree and the n-

cube, but for Hypertree it is rather tedious and thus deferred to appendix A.

Average distances for the half-ring and full-ring trees have been determined

through an exhaustive count on the computer. Table II includes the normalized

average distances, L’, for the same structures, which are also plottedin Fig. 5 as

a function of n. Note that the normalized average path length in Hypertreeis

always shorter than in the binary tree, and eventually becomes even less than

that of the n-cube.

a.ce. N-cube nearest neighbors

The n-cube interconnection,i. e. the paths between nodes that have a Ham-

ming distance of 1, can play an important role in problems such as Fast Fourier

Transforms and sorting. These connections are the basis for many interconnec-

tion networks in SIMD architectures [Batcher 73] [Siegel 76]. It is therefore

worthwhile to study these special interconnection paths in the above structures.

For balanced binary trees we use the node numbering schemeof Fig. 1, so that

the leaf nodes are numbered from 2” to 2"*!~1, We then define n-cube nearest

neighborsto be those pairs of leaf nodes which have a Hammingdistanceof one,

and assume uniform traffic among them. The average distance between those
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n-cube nearest neighbor nodes for the binary tree turns out to be n. For Hyper-

tree IJ, this value is n/2, while for the n-cube, of course, it is 1. Normalizing

these numbersas before with the numberof ports per nodegives:

binary tree: 3n

Hypertree I: @n

n-cube: n

Thus the Hypertree I structure is only a factor of two worse than the n-cube,

which, in this particular case, is the ideal structure. For the binary tree the

above numbersare valid also for n-cube nearest neighbors within the tree, while

for Hypertree the numbergiven is only an upper bound;paths through the lower

parts of the tree may provide a moredirect connection.

3.2.3. Consideration of locality in traffic

It seems reasonable to assumethat an efficient and practical multiproces-

sor systemwill exhibit much greater traffic over short distances than over long

communication paths, since interaction among small clusters of processors may

cause a large portion of the total traffic. This may result from the fact that

tasks that can be broken up into smaller subtasks would normally be assigned to

neighboring processors. Furthermore, the way that multiple processors are

interconnected often reflects the need of the communication patterns in the

first place and takes into consideration the fact that communication costs

increase with distance. Under such conditions, the effective average message

path length may be muchshorter than the numbersgiven in TableII.

Without such locality in the message traffic, the amount of message com-

munication handled per processor will drop off in most multiprocessor networks



Page 182 of 626    IPR2020-00260 VENKAT KONDA EXHIBIT 2005Page 182 of 626 IPR2020-00260 VENKAT KONDAEXHIBIT 2005

-li-

as the number of nodes increases. This becomes clear from the following

analysis: We assume a system with N nodes with a uniform message density close

to the limit defined by the bandwidth of the links so that throughput is limited

by communication bandwidth. Given the constant bandwidth assumption, if the

number of nodes in sucha system doubles, and we assume that all nodes com-

municate equally with all others, then the number of messages sent among the

processors quadruples, while the numberof links in the system has only dou-

bled. Since the numberof nodes that a processor can address hasalso doubled,

the message rate between anyspecific pair of processors can be at best half the

rate in the original system. This rate however can only be achieved if the aver-

age path length remains the same. Any increasein the path length will result in

a further reduction in the message rate, so that each processoris actually send-

ing and receiving fewer messages. With sufficient locality the longer paths

obtain a much lower weight, and thus the increase in average distance can

becomeinsignificant.

We have been unable to derive a locality function for any of the enhanced

tree structures for which a closed form expression of the average path length

could be determined. To get some qualitative understanding of how locality

affects the increase of path length with increasing tree size, we will take a look

at some crude and extremely simplistic models.

As one extreme, we can assume that communication between pairs of

nearest neighbors is most important. In order to provide highest bandwidth for

this case, within the constraints of constant total bandwidth per node, the

degree of the graph of the interconnection network should be chosen as low as

possible. In the extreme this would lead to a set of isolated pairs of nodes, and

the average path length then remains constant at the value 1.

In order to get some approximation for a more practical situation, we will
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assume an arbitrary network in which each node sends one half of its maximum

possible message traffic to nodes which are one link away. Half that many mes-

sages are sent to nodes at a distance of two links, and in general an amountof

traffic T(d)=Tmax®* is going to nodes at distance d away from the sender. For

a graph. of infinite extension, the average message path length then becomes &@,

while for graphs with a finite diameter k, the average path length will be e- QF.

Thus, with the above assumtions on locality in the message traffic, the average

path length is almost independent on the size of the network. Thus a primary

goal must be to try to map a problem onto the topology of the network, so that

the direct connections are used as often as possible, or alternatively, to provide

a network with a structure of the local interconnections for which this is easily

possible for many important problems.

3.3. Routing Algorithms

One of the desirable requirements for a large network of processorsis that

messages can be routed by each intermediate processor without total

knowledgeof all the details of the network, since the storage of that information

within each node can use up an exorbitant amount of memory space. Both, the

n-cube and the binary tree have simple routing algorithms whichinvolve only

the addresses of the current location of the message and of the target proces-

sor. In the n-cube, links are selected which reduce the Hamming distance by

one, until the target is reached. In the binary tree a message is routed upwards

in the tree (towards the root) until the target node is a descendent of the

current node: from there it is routed down. Boththe half-ring and full-ring tree

structures also have simple routing algorithms which are optimal in the sense

that they always find the shortest path [Sequin 78]. Both follow basically the

binary tree algorithm, but use the horizontal links whenever the path length can

be reduced.
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3.g.1. A simple routing algorithm

Similar algorithms exist for the Hypertree structures. They are optimal for

messages between leaf nodes in a balanced tree. A simple routing algorithm

works as follows:

As in the basic binary tree, messages are routed upwards in the tree until the

target is a direct descendent of the current position. in addition, whenever the

n- cube connections at a particular level reduce the Hamming distance between

the current position and the target, the corresponding link is traversed.

This algorithm will result in a path in which all useful n-cube connections have

been traversed before the message has reached the highest point of its path,

even though any particular n-cube connection could also have been utilized dur-

ing the downward phase of the message routing.

3.3.2. Optimal routing algorithm

There are circumstances under which the simple routing algorithm will not

lead to the shortest path.

1) For messages between non-leaf nodes, the use of n-cube connections below

either source or target node may lead to a shorter path. The simple algorithm

will not find these paths since it makes no assumptions about n-cube links below

the current node.

2) A similar observation can be made even for traffic between leaf nodes, if the

tree is unbalanced. If the target lies below the source, an n-cube link below the

target could be used for the shortest possible connection. The simple algorithm

may search muchhigherin the tree for a corresponding interconnection.

3) If the the Hypertree structureis incomplete, and a particular n-cube link is

missing, the corresponding bit could be cornplemented by taking another n-cube

link of the sarne set on the way down. The above algorithm in its simplest form
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is not aware of this possibility.

Under the assumptions of a balanced, complete Hypertree, we were able to

derive a routing algorithm which always selects a path of minimum distance. It

is too complex, to be described here, but the point should be made that an

optimum algorithm exists which uses only local information and knowledge of

the size of the tree.

An aigorithmable to find the optimal path in an unbalanced tree must have

knowledge about the extension of the frontier, i.e. the position of the leaves, of

the tree. For the same reason, in order to find the shortest path, it would also

need global knowledge of any missing links, be it because the tree is incomplete

by design or because certain links have failed arbitrarily. Simulation studies

have demonstrated that in balanced trees with up to eleven levels (4095 nodes),

the simple routing algorithm yields an average path lengthforall pairs of nodes

which is never more than 0.42% greater than the optimal path length. The slight

potential improvement must be weighed against a much more complicated algo-

rithm, requiring more detailed global information about the network, and a

more complicated routing controller.

3.4. Message Density

Another major goal in the design of an efficient network topologyis to dis-

tribute traffic as evenly as possible over all existing links. The basic binary tree

and the fullring tree both have serious deficiencies in that respect. The binary

tree suffers intolerable congestion near the root, since roughly half of all traffic

must pass through the highest links in the tree if no locality exists. A similar

bottleneck exists in the horizontal links on the third level of the full-ring tree if

the simplest routing algorithm is used. Some of the same kind of bottlenecks

exist even in the Hypertree, but to a muchlesser degree, since, as has been

shown in Section 2.2, leaf-to-leaf messages never go more than half way up the
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tree. The fact that messages are kept in the lower, wider parts of the tree,

reduces congestion considerably.

Fig. 6 shows the maximum numberof messages routed through the busiest

link for the n-cube, the binary tree, half-ring and full-ring tree, and Hypertree as

a function of tree size. The data has been normalized by multiplying the derived

values with the numberof ports per node. For the binary tree, the busiest links

are the two top ones, while for the n-cube,all links carry an equal arnountof

traffic. For Hypertree | with 2” leaf nodes the horizontal links ne levels below
the root are the busiest, if m is odd. If n is even, the load is equally heavy on

horzontal links at level stl and on the vertical links immediately above that

level. The full-ring tree has a seroius bottleneck at the horizontal links on level

3, and the half-ring has almost as much congestion on the vertical links above

level 3. Of all the described tree structures, the Hypertree stuctureis clearly

the best in that respect. While in the othertree structures the maximum traffic

density grows roughly as the square of the number of nodes in the tree, in

HypertreeI the growthrate is only N15,

It should be pointed out, that even for n-cube, communication density

grows beyond any fixed bound, making large systemsinefficient without the reli-

ance on locality in the message traffic. Similar trends as demonstrated for

average path length exist, making the maximum message density rather

independentof the size of the network with certain models of locality. Sinceit is

not obvious what a proper model for locality is unless the mapping of a particu-

lar application onto the network has been worked out in detail, specific calcula-

tions of maximum traffic densities other than with uniform message traffic have

not been pursuedat this point.
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4. PRACTICAL CONSIDERATIONS

4.1. Expamsibility

Among the important parameter of a multiprocessor system are its modu-

larity, expansibility, and specifically the smallest increment by which the sys-

tem can be expanded in a useful way. It is generally unreasonable to demand

that a system must remain balanced in all stages of expansion, since this may

imply that its size must be increased in large steps, ie. powers of two. The

shortcomings of n-cube with respect to modularity and incremental expansibil-

ity have been discussed in Section 1.3.

Binary trees also require a doubling of size in order to remain balanced.

However, tree structures do not lose too much of their attractivenessif they are

not perfectly balanced. The routing algorithms discussedstill reach their target

in an efficient way even if the tree is somewhat unbalanced, as long as the skele-

ton of the binary treeis still present. Although routing in such a system may

not be optimal for all circumstances, such a structurestill has its usefulnessif it

reflects the nature of the problems thatit is handling, and provides the links as

required by the nature of the communication patterns in that context.

Two basic approaches could readily be imagined by which Hypertree is

expanded in a "natural" way. If the particular installation is a single, cohesive

system, additional nodes should be placed on the last incomplete level, before a

new level is started. The imbalance will then never exceed one level, an amount

which causes no problemsfor the routing algorithm. On the other hand, if the

system needs to grow organically with the needs of a widespread and diverse

user community, many individual subtrees may develop which are connected

through a shared main tree containing the root of the system. In both cases, n-

cube interconnects could be added as soon as both the nodes, differing only in

the corresponding bit that is to be complemented at that particular level, are
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present. However, the sequence of n-cube interconnects on subsequentlevels,

as derived in section 2.1, is really designed for a single cohesive system. If the

system contains many disjoint subtrees, connected in only a few points to a

main tree, it may be better to start a new sequence of n-cube interconnects

within. each subtree, thereby. optimizing local cormmunications. This. would. be

worth the price of storing the list of these sets as a function of the level in each

routing controller. Since the lack of interconnection between individual sub-

trees is a consequence of the way the system has been expanded, it can be

assumed that it reflects an absence of the need to communicate between nodes

belonging to different subtrees. Thus the lack of those horizontal links should

have no adverse effect on the overall performance of the system or on the

effective average pathlength.

4.2. Fault Tolerance

The requirements for fault tolerance have greatly increased in recent years

as systems have become increasingly complex. Certainly an important feature

of structures such as those consideredhere is that it must continue to work

correctly, though perhaps with reduced performance, when one or more com-

ponents have failed. Specifically we expect such a systemto continue to operate

properly in the presence of failures of a single link or even a single node with all

its attached links, as long as that particular node is not involved in the computa-

tion, i.e. is neither the source nor the destination for any messages.

The addition of the n-cube links to the binary tree creates multiple disjoint

paths between every pair of nodes. The simple algorithm described in the previ-

ous section already has some fault tolerance. It can readily cope with missing

links during its upward move through the tree, by using the following alternate

choices for missing links:
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a) If an n-cube link cannot be passed, go upwardsinstead.

b) If an upward link cannot be passed, go across n-cube link instead, followed

by an upward move.

Difficulties occur on the downward branch if a missing link is encountered.

Because of the lack of redundant paths over short distances, a deviation from

the proper descending path can not be corrected by traversing links of the

binary tree skeleton only. A detour into another plane of the hypercube has to

be made (Fig. 7a). Instead of the missing vertical link, the downwardlink to the

sibling node is taken. After traversing the n-cube link at that level, the message

is routed to the sibling node in that part of the tree, and subsequently back to

the original path across another n-cubelink at the samelevel. During this whole

detour the message has to rememberthat it is being rerouted and can notsim-

ply follow the standard routing algorithm. This extra information has to be car-

ried along in the message header. The decoding and proper treatmentof this

information will increase the complexity of the routing algorithm.

Additional features can be built into the simple routing algorithm in order

to enhance its efficiency in the case of single element failures in balanced

hypertrees. The unsuccessful attempt to use an n-cube interconnect during the

upward branch could be remembered in the message header, and the

corresponding bit could be complemented in the downward branchof the mes-

sage path. Alternatively a local detour similar to the one described above could

be built into the path (Fig. 7b). Through the common parent node the message

is shipped to the brother of the node with the unavailable n-cube link, from

where the the n-cube traversal is now executed. At the other end, the desired

path can be reached again in one or two steps by going through the parent node.

The trade-offs between the efficiency of these fault tolerant routing algorithms

and the complexity of the necesseray hardware lo implement them will have to
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be evaluated individually for each realization of such a system.

In summary, this algorithm will successfully route messages in the pres-

ence of no more than onefailed link or node, provided that the failed node is not

itself the source or target. This is true even in somewhat unbalanced trees, pro-

vided that the expansion has been performed in a "natural” manner. This

implies that a complete binary tree skeleton exists above the two nodes, that

each node has a brother node, and that brother nodes are connected to another

pair of sibling nodes through two n-cube links. Thus, at least two disjoint paths

should have existed before the failure.

While the addition of the long-distance n-cube interconnections is useful for

certain algorithms, the lack of redundant paths to nearby nodes, such as the

extra links in a full-ring or half-ring tree, may be disadvantageous if there is a

lot of locality in the message traffic and also for generating a simple fault-

tolerant routing algorithm. If five ports per node can be afforded, it may there-

fore be advisable to use only one set of hypercube connections per level and

reserve the other extra portfor a half-ring connection.

5. RELATION TO OTHER NETWORKS

Other people have studied various structures in the context of the questions

addressed in this paper. Schlumberger[{74] analyses the de Bruijn network,

which may be introduced as the state diagram for an n-bit, k-ary shift register,

where & is the numberof unidirectional links leading in and out of each node.

He has shown that the worst case path length for N=2” nodes is n and that the

average path length, when all nodes communicate equally with one another,is

slightly less than that. The structure has an elegant routing scheme, requiring

only local information. and also has reasonable fault tolerance. By considering

the special case of a binary shift register (k=2) and makingall links bidirec-

tional paths, we obtain graphs for processor with four ports which have many
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similarities to the networks discussed here. The de Bruijn network can also be

drawn as a binary tree with one additional node and with feedback paths from

leave nodes to the higher parts of tree (Fig. 8).

The average distance in this network is about 15 to 25% shorter (for trees

with up to eleven levels) than in Hypertree I. The reasonforthis is that this net-

work usesall of its links for communication and nonefor input, output or con-

nection to secondary memory. In the tree structures discussed, all leaf nodes

have two free ports, while the de Bruijn network has no ports available. For a

fair comparison, a fifth port should be added to each node in the de Bruijn net-

work, and this network should then be compared to Hypertree II, not Hypertree

I. It turns out that the average path length of Hypertree IJ is indeed slightly

shorter than that of the de Bruijn graph. Alternatively, if we use the two ports at

the leaves of Hypertree I for additional connections, and place a perfect shufile

network [Stone 71] at the bottom of the tree, the average path length drops to 5

to 10% below that of the de Bruijn graph.

However, the additional paths in the de Bruijn network break the nice sym-

metric properties which are inherent in the other tree structures. It is not

apparent that algorithms can be derived to take advantage of this unusual net-

work, and it therefore appears to show less promise than Hypertree.

Pease[Pease 77] has proposed an "Indirect Binary n-Cube" array, a struc-

ture which has been suggested numerous times in various contexts [Beizer 62|

[Benes 65] [Lawrie 75] [Goke 73], for use with microprocessors. In this struc-

ture, each stage implements one dimension of the n-cube interconnection,i. e.,

each level provides the exchange corresponding to one bit in the node address.

If each level of edges in the simple binary tree is thoughtof as one "stage" of a

switching network,it will be seen that the binary tree has the same characteris-

tic. The bottom level provides the exchange corresponding to the least
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Figure 8. De Bruijn network represented as a binary tree with an
extra node and additional feedbacklinks.
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significant bit, the next level the next least significant bit, etc. The horizontal

connections in Hypertree at each level also provide the exchange corresponding

to one bit in the node address. Although Pease did not propose it this way, it

would seem possible to implement a network of single-chip computers with

switching circuitry in the form of an indirect n-cube...The two ends. of the net-

work could be tied together, forming a eylinder, and the links could all be

bidirectional. Such a network has some very interesting properties and is being

analyzed for its possibilities.

Both of the above mentioned structures contain one property that made

them unacceptable in our application: lack of incremental expansibility. A

minimum increment in the case of the de Bruijn network requires a doubling of

the number of processors, and even worse, a total reconfiguration of the nodes.

A minimum increase in the size of the indirect n-cube requires doubling the cir-

cumference of the cylinder and increasingits height by one extra stage. Nei-

ther structure appears to maintainits nice properties ifit is not complete.

6. CONCLUSIONS

A new network topology for multiprocessor systems has been derived in an

attempt to combine the best features of easily expansible tree structures and

the rather compact n-dimensional hypercube. The two underlying structures

permit two distinct logical views of the system. Thus problems which map par-

ticularly nicely onto a tree structure can take advantage of the binary tree,

while those that can use the symmetry of the n-cube can be assigned to proces-

sors in a way that efficiently uses the n-cubelinks.

The regular structure allows the implementation of simple routing algo-

rithms, which require no detailed knowledge of the network interconnections.

With a relatively small additional overhead, a routing algorithm can be con-
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structed that is robust enough, so that messages will arrive at the proper node

even for grossly unbalanced trees or in the presence of failing nodes or links.

This is a requirement for easy expansibility of the system and for graceful

degradation in the presence of communication hardwarefailures.

The network is readily expansible in an incremental way. All nodes have a

fixed numberof ports regardless of the size of the network. These two proper-

ties make this topology particularly attractive for implementations of multi-

microprocessor networks of the future, where a complete computer with a sub-

stantial amount of memory can fit on a single VLSI chip.
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APPENDIX i: AVERAGE PATH LENGTH IN HYPERTREE

In this section we will derive the expected path length in Hypertree I for a

message between arbitrary leaf nodes. This is equivalent to deriving the average

path length whenall leaf nodes send messagesto all leaf nodes. We shall include

the useless case of a node sending a message to itself since it results in simpler

formulas if it is left in. If desirable it can easily be removed.

For a graph consisting of a balanced, binary tree plus the additional links

defined in this paper as Hypertree I, we number the nodes in the natural way:

top to bottom, left to right, starting with the root as "node 1” on "level 0". These

node addresses, expressed as binary numbers with coefficients Ly, will then take

the form

AX =p 2,22''' Im

where m is the level number of the node, and where rp = 1 and x; = 0 or 1, for

j =1,2,3,°°:m. In particular, for leaf nodes m = 7, where nm is the number of

levels below the root.

and @ =7m mod 2, so that We now define a "half-way" level [ = is
= Tre One can convince one-self, e.g. by looking at Fig. 2 in the paper, that
any bit in a leaf node address can be complemented by following a path which

stays in the lower half of the tree. Some bits get complemented by using the

skeleton of the binary tree only, while others make use of one of the horizontal

n-cube links. Now consider the path between two leaf nodes X¥, and X», and

define the address difference as

Yiro=Oyiyveys''* Yn,

where y;, is the modulo-e sum between xj, and 2j.

We now renamethe bits in this address difference so that 6; are bits which

can be complemented by staying on the binary tree links in the lower half of the
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tree, and kh; are bits for which the shortest path leads across a n-cubelink:

Yy2=0 he Ayre ho bi-a Or-a-1° 7° | Og dE.
The indices of the bits denote how many levels above the leaf the path has to

climb’in order to make the complementation of that bit possible: Thus if the bit

position to be complemented is amongbits b;, i.e. 6; = 1, the the shortest path

between the two nodes uses only links of the simple binary tree, going up 7 lev-

els, then back down, and the minimum distance d is 2j. If the differing bit is

among bits h;, then the shortest path between the two nodes goes up the binary

tree j levels, across the horizontal link, then down through the binary tree, and

d = 2j+1. While the indices of the bits b; appear in decending order in Y,,2, the

bits A; are an unordered set. It is important to note, however, that every term

from Ag to hj; appears exactly once for a tree with m = 2l-—a levels below the

root.

In the general case where the source and the target addresses differ in

several bits, the minimum path length d is achieved by climbing the tree to the

highest level necessary, then going back down, traversing the horizontal links

for the necessary exchange of bits h; on the appropriate levels, either on the

way up or on the way down.

The highest leve! to which the path must climb is determined by #, the larg-

est value of 7 for which either hy; or b; is 1. Then, if we define the numberof hor-~

izontal links to be traversed as

the path length becomes

d = et+H.

For random messages among the leaf nodes, we must now calculate the

expected values of é and H.
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Caloulsthion of H andt

For the random message case, each bit in the address difference is equally

likely to be 0 or 1. Since there are i bits of the relative address that result in a

traversal of a horizontal link, one can calculate

 1 m +o
me eK oca e 4

Bach Ay; is equally likely to be O or 1, and similarly b)_, will be 1 with proba-

bility 4%. Note that # can reach its maximumvalue J only if e = 0,iLe., mis even,

and db; = 1. Thus

Thus if a = 0, £ <i with probability 4%. Regardless of the value of a, however, if

i <i, then ft = 2-1 with probahility %, 4.¢., when either 2,_, or b;.,is 1. Thus

p(tst—1) = Sf1-p(t=t)) = S1~ 42 = Sat)
andin general for 7 = 1,¢,4,--+,b-4,

. 3046)p(t=t-7) = 2f1-Syp(t=t-s)) = S422,
ind cat &

The expected vertical distance ¢, is then

3 .t==i p(t=j) = pu!jp (t=f)j=0

or rnore explicitly,

, S(ite) |. ouncuud 3(1 +c) » ay B(L+e) La-erbom |eeheee+ (h-2))ASmete ob (D1) hEte de DeBeeabo 1 aie ( ) 2.4% ( ) ora c
which can be expressed as

ae i-) ri- sU+e) 45 a} 1—o
a-At jel

Now, since it holds in general for g > 1

Sy gi -—Gf. (( Lg hoy kolyy; ' = mare re -

jai (q—1)*' ‘
it follows that
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~ 3044)467, sy stp. gtet _i-a
begla) bal te a] SF.

Collecting terms, rearranging and noting that

2*=atl

we get

™m 2,2 a
= oeypTomt 2 3 3° 6

Thus the average leaf-to leaf path length in Hypertree | is

d = 2t+H = 2M4445-m_ ao
4 3 3 12

This formula has been usedto plot the curvein Fig. 5 in the paper.

REFERENCES

[Batcher73] K.E.Batcher, "STARAN/RADCAP hardwarearchitecture," Proc. 1973
Sagamore Computer Conf. Parallel Processing, pp.209-227.

[Batcher76] K.E.Batcher, "The Flip Network in STARAN," 1976 Int. Conf. on
Parallel Prcessing, Aug. 1976, pp.65-71.

[Benes65] V.E.Benes, Mathematical Theory of Connecting Networks and Tele-
phone Traffic. New York: Academic Press, 1965.

[Browning79] S.A. Browning: "Computations on a Tree of Processors", VLSI
Conference, CALTECH, Pasadena, CA, Jan. 22-24, 1979, Proceedings

[Bouknight72]W.J.Bouknight, S.A.Denenberg, D.E.MciIntyre, J.M.Randall,
A.H.Sameh, and D.L.Slotnick, "The ILLIAC IV System," Proceedings
of the IEEE, Vol.60,No.4, Apr. 1972, pp.369-388.

[de Bruijn46] N.G.de Bruijn, "A combinatorial prblem,” Koninklijke Nederlands
Akademie van Wetenschappen, Proceedings, Vol.49 (part 2),
pp.758-764, 1946,

[Despain78] A.M.Despain and D.A.Patterson, "The computer as a component,"
submitted to CACM, 1978.

[Feng74] T.Feng, "Data Manipulating Functions in Parallel Processors and
Their Implementations," IEEE Trans. Comput., Vol.C-23, No.3, Mar.
1974, pp.309-318.



Page 201 of 626    IPR2020-00260 VENKAT KONDA EXHIBIT 2005Page 201 of 626

[Goke73]

[Golomb61]

[Lawrie75]

[Mago79]

[Pease77 |]

IPR2020-00260 VENKAT KONDAEXHIBIT 2005

~5-

L.Goke and G.Lipovski, 'Banyan Networks for Partitioning Multipro-
cessor Systems,” Proc. ist Ann. Comput. Architecture Conf., 1973,
p.ci-28.

5S.W.Golomb, Permutations by Cutting and Shuffling," SIAM Review,
Vol.3, Oct.1961, pp.293-297.

D.Lawrie, "Access and alignment in an array processor,” IEEE
Trans. Comput., Vol.C-24, Dec.1975, pp.1145-1155.

G.A. Mago: "A Cellular Language-directed Computer Architecture",
VLSI Conference, CALTECH, Pasadena, CA, Jan. 22-24, 1979,
Proceedings

M.C.Pease, "The Indirect Binary n-Cube Microprocessor Array,"
IEEE Trans. Comput., Vol.C-26,No.5, May 1977, pp.458-473.

[Schlumberger74]M.A.Schlumberger, "De Bruijn Communication Networks,”

[Sequin79]

[Siegel77]

[Stone71]

[Swan77]

Stanford Ph.D. Dissertation, Computer Science Department, Stan-
ford, California, June 1974.

C.H. Sequin: "Single-Chip Computers, the New VLSI Building
Blocks", VLSI Conference, CALTECH, Pasadena, CA, Jan. 22-24,
1979, Proceedings

H.J.Siegel, "Analysis Techniques for SIMD Machine Interconnection
Networks and the Effects of Processor Address Masks," IEEE Trans.
Comput, Vol. C26, No.2, Feb. 1977, pp.153-161.

H.S.Stone, "Parallel Processing with the Perfect Shuffle,” IEEE
Trans. Comput., Vol.C-20,No.2, Feb.1971, pp.153-161.

R.J.Swan, 8.H.Fuller, and D.P.Siewiorek, "Cm* - A modular, multi-
microprocessor," 1977 NCC Proceedings, pp. 645-655, June 1977.

[Thompson65]C.Thompson, "Generalized Connection Networks for Parallel Pro-
cessor Intercommunication," IEEE Trans. Comput., Vol C-27, No.12,
Dec. 1978, pp.1119-1125.



Page 202 of 626    IPR2020-00260 VENKAT KONDA EXHIBIT 2005Page 202 of 626 IPR2020-00260 VENKAT KONDAEXHIBIT 2005

The Fat-Pyramid and Universal Parallel Computation Independent

of Wire Delay

Ronald I. Greenberg*
Department of Electrical Engineering

and Institute for Advanced Computer Studies
University of Maryland

College Park, MD 20742
rig@umiacs.umd.edu

IEEE Trans. Computers, 43(12):1358-1364, December 1994

Abstract

This paper shows that a fat-pyramid of area O(A) requires only O(log A) slowdown to simulate any
competing network of area A under very general conditions. The result holds regardless of the processor
size (amount of attached memory) and number of processors in the competing network as long as the
limitation on total area is met. Furthermore, the result is valid regardless of the relationship between
wire length and wire delay. We especially focus on elimination of the common simplifying assumption
that unit time suffices to traverse a wire regardless of its length, since the assumption becomes more and
more untenable as the size of parallel systems increases. This paper concentrates on simulation using
transmission lines (wires along which bits can be pipelined) with the message routing schedule set up off
line, but it also discusses the extension to on-line simulation. This paper also examines the capabilities
of a fat-pyramid when matched against a substantially larger network and points out the surprising
difficulty of doing such a comparison without the unit wire delay assumption.

1 Introduction

This paper showsthat the fat-pyramid network is a good candidateas the basis for a general-purposeparallel
computer, because it can efficiently simulate any network of comparable area under general conditions. The
basic structure of the fat-pyramid network was suggested by Charles Leiserson and Tom Cormen and is
related to the fat-tree introduced by Leiserson [18]. The fat-pyramid may be viewed asa fat-tree in the style
introduced in [12, Sec. 7] (the butterfly fat-tree) augmented by hierarchical mesh connectionsas illustrated
in Fig. 1. (A variation on the butterfly-fat-tree has recently been adopted for the network structure of the
CM-5 parallel computer of Thinking Machines Corporation [20].)

Ignoring the mesh connections, shown with thick lines, the fat-pyramid may be viewed as based upon a
4-ary tree in which each internal nodeis replaced by a collection of switches and processors are placed at
the leaves. A collection of wires corresponding to an edge in the underlying 4-ary tree is referred to as a
channel, and the number of wires in a channelis called its capacity. By using two types of switches with a
constant number of inputs and outputs, it is possible to build fat-pyramids with essentially arbitrary channel
capacities as illustrated in [19]. In this paper it suffices to make only a simple modification to the network
shown in Fig. 1, in which channel capacities double at each level of the 4-ary tree.! A precise mathematical 

*Supported in part by NSF grant CCR-9109550.
1The choice of the name “fat-pyramid” for this network stems from the observation that if all channel capacities were equal

to one, the result would be a network which has been called the “pyramid” by Tanimoto (and earlier a “recognition cone” by
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Figure 1: A fat-pyramid. Processors are placed at the leaves, represented by circles; the squares are switches.
This network is obtained by superposing hierarchical mesh connections on a butterfly fat-tree. The original
fat-tree connections are represented by thin lines and the mesh connections by thick lines. (A different layout
of the fat-pyramid is used to obtain results independent of wire delay.)

description of the interconnection pattern for the switches in Fig. 1 can be given as follows. We begin with
a collection of ordinary two-dimensional meshes at levels 0,1,..., logs ,/n/4 representing distance from the
leaves in the underlying tree structure. At level h, there are 2” copies of a \/n/4/2" x /n/4/2" mesh. We
then denote a switch by an ordered 4-tuple (h,c, x,y), where h is the level, c is the copy number of the mesh
(0 < e < 2”) at this level that contains the switch, and x and y specify a mesh position in an ordinary
Cartesian coordinate system (0 < 2,y < \/n/4/2"). Then for 0 < h < logy \/n/4, switch (h,c,2,y) is
connected to (h + 1,¢, |x/2],|y/2]) and (h+1,c+ 2”, |a/2],|y/2]).

An important feature of the fat-pyramidis its status as a universal network without the usual assumption
that unit delay suffices to traverse a wire of any length. This issue becomes more and more important as we
move towards increasingly massive parallelism. In this regard, the fat-pyramid has an advantage over the
fat-tree, though these networks are both appropriate to a view in which hardware cost is measured as area
or volume under standard VLSI models. By accounting for the difficulty of running the wires in a massive
network, these VLSI models provide a more realistic measure of cost than merely bounding processor count
and node degree. Though the results in this paper are stated in terms of area in a two-dimensional design
space (constant number of chip layers), the extension to three-dimensionsis fairly straightforward [9] using
the ideas in [11].

The basic mode of operation assumedfor fat-pyramids and any other parallel computer will be as in the
distributed random-access machine (DRAM) model of Leiserson and Maggs [21]. All memoryis local to the
processors, and a processor can read, write, and perform arithmetic and logical functions on values stored
in its local memory. It can also read and write memory in other processors by routing messages through
an underlying network. In the bulk of this paper, messages are viewed as being composed of indivisible
“packets”, and delay along wires is measured in terms of the time to transmit a complete packet; the end of
Section 3 explains why there is limited change to the results if we switch from this “word model” to a “bit
model”. There is also no need to worry about messages having varying length; we can think of messages as
being divided up into packets of standard size and henceforth treat “message” as synonymous with “packet”. 

Uhr) [25, p. 3]. The addition of mesh connections to the fat-tree is also similar to the introduction of “brother” connections in
trees to obtain the X-Tree network [8, 23]. (The term “fat-pyramid” should not be confused with a recent independent use of
the term by other authors.)
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It is also convenient to assume that operation of competing networks is divided into separate (alternat-
ing) phases of intraprocessor computation and interprocessor communication. Thus, to bound asymptotic
simulation time, it will suffice to take the maximum of the overheads for simulation of the computation and
simulation of the communication. In fact, this approach is valid even if the competing network interleaves
computation and communication in a more complicated fashion. Thevalidity of the simplification is estab-
lished rigorously in [9, Sec. 4.5] in the case of unit wire delay; the case of nonunit delay can be handled by
a similar approach of prioritizing instructions and packet deliveries according to their completion times in
the competing network. Throughout this paper, we shall say that network A can simulate network B with
overhead y if, for any t, the operations performed by network PB in time ¢ can be performed by network A
in time ty.

Intuitively, the fat-pyramid combines the strengths of the fat-tree and the mesh. A fat-tree can efficiently
simulate any network of comparable area under the unit wire delay assumption [3, 12, 14, 18]. But the
straightforward layout of the fat-tree has wires of length @(VA) near the root (and little improvement is
possible). If the fat-tree is used to simulate a mesh, any mapping of processors in the mesh to processors
in the fat-tree will place on “opposite sides of the root” some processor pairs that are adjacent in the
mesh. If the time to transmit a packet is a linear function of wire length, the fat-tree will require Q(VA)
time to route messages between such a pair of processors. But the mesh network could be performing
a computation requiring only nearest, neighbor communication so that the fat-tree simulation would have
polynomial (Q(WA)) overhead, which is much worse than the polylogarithmic overhead attainable in the
unit wire delay case. The mesh, on the other hand, is universal in the case of linear wire delay. But if
delay is less sensitive to wire length, the mesh may also suffer polynomial slowdown as can be seen by
considering simulation of a tree. Since a tree of area A (using the H-tree layout illustrated in e.g. [17])
contains essentially the same number of processors as a mesh of area A, the mapping of tree processors to
the mesh will expand some routing path between processors from O(log A) switchesin the tree to (VA) in
the mesh. The fat-pyramid, in contrast to the fat-tree or the mesh, can achieve polylogarithmic simulation
overhead underessentially any interesting model of wire delay.

The remainder of this paper is organized as follows. Section 2 discusses the fat-tree variation used as the
basis for the fat-pyramid and its ability to efficiently simulate any network of comparable area given unit
wire delay. Section 3 shows how the fat-pyramid can be used to extend the ideas of Section 2 to nonunit wire
delay. Section 4 considers the overhead required by a universal network to simulate a network of larger area;
these results are proved only for unit wire delay. Section 5 contains concluding remarks and open questions.

2 Routing and simulation overhead on the fat-tree

To facilitate explanation of the universality properties of the fat-pyramid, we first examine details and
properties of the particular variation of the fat-tree used as its basis in this paper. In this section, we retain
the assumption of unit wire delay.

We begin by considering the area requirements of the fat-tree. A standard modeling approach involves
thinking of network nodes as points in a grid and wires as edge-disjoint paths through the grid, but it is
somewhat unrealistic to view the network nodes as occupying constant area. Since we generally want each
processor to be capable of addressing each other processor, a fat-tree of area A should have Q(log A) memory
per processor.”

In order to pack in a maximum numberof processors of area O(log A), we consider a fat-tree with
channel capacities doubling at increasing levels of the underlying 4-ary tree as in Fig. 1, except that each
circle in that figure is replaced by an H-tree layout of log, A processors. Each such H-tree block is of size
O(log A) x O(log A), and we can derive the area of the fat-tree by solving a recurrence relation for the side 

?The requirement is actually Q(logn), where n is the numberof processors. But log n is Q(log A) unless n is o(A‘) for every
€ > 0, which would imply that competing networks of the same area could not be simulated in reasonable time since they could
have w(A'~*) times as many processors. Comments preceding Theorem 2 and in the beginning of the proof of Lemma 3 provide
some justification for assuming henceforth that processors occupy a square of area O(log A); if more area is required to include
sophisticated operations in the processor instruction set, the situation can be handled asin [9, 10].
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length $(b) of a fat-tree with 6 H-tree blocks. Since the channel capacities above the H-tree blocks double
at every level, we have a channel capacity proportional to Vb at the root, and we can write the recurrence

S(b) = 2S(b/4) + O(Vb) , and S(1) = O(log A),

with solution

S(b) = O(Vblog A) .

Thus, we can build afat-tree on A/ log, A processors of area O(log A) in area O(A) since that correspondsto
b=A/ log} A. (Two notesare in order. First, the recurrence assumes switches of constant area, but switches
of area O(log A) to examine and comparefull processor addresses or messagepriorities can be accommodated
in the modified layout discussed in Section 3. Second, because of the need to precisely bound the wire density,
we should think of packet transmission as occurring in a bit-serial fashion. We can still think of unit time
as the time to transmit a packet of O(log A) bits along awire.)

Now we can examine the simulation overhead required by a fat-tree of area A to simulate other networks
of area A. We can perform this comparison without placing any restriction on the numberorsize of
processors of the competing network. Here, processor size refers solely to the amount of attached memory;
we assume that processors of networks to be compared have the sameinstruction set and are equally well-
engineered to provide the same operations at the same cost in time and space. If the competing network
has larger processors than the fat-tree, we can subdivide the memory of these processors and view them
as a larger number of smaller processors, so we concentrate on the situation in which the processors of the
competing network are no larger than those of the fat-tree. We can use a straightforward geometric mapping
of processors of the competing network to fat-tree processors and powerful packet routing results [15, 16] to
show that the fat-tree is universal under unit wire delay. For now,only the off-line result is considered, i.e.,
that there exists an efficient means of scheduling the messages of competing networks on the fat-tree. For
this result, the following packet routing lemmasuffices; the term congestion refers to the maximum number
of packets that must cross a single edge (wire) in the network, and dilation refers to the maximum number
of edges that must be traversed by a single packet.

Lemma1 ((15]) For any set of packets with edge-simple paths having congestion c and dilation d, there is
a schedule having length O(c +d) and maximum queue size O(1) in which at most one packet traverses each
edge of the network at each step.

We can now proceed with the fat-tree universality result:

Theorem 2 A fat-tree F of area O(A) can simulate any network of area A with O(log A) overhead.

Proof. Given a competing network R of area A, we recursively bisect it in the straightforward geometric
fashion, cutting nonsquarepieces in the shorter direction, until we have A/ log, A pieces. These pieces of R
are mapped to the n = A/ log, A processors of F so that the recursive bisection of R matches the natural
recursive bisection of F obtained by cutting at the root and then at the roots of the subtrees and so on. This
yields at most log, A processors of R whose computation must be simulated by a single processor of F.?

Having obtained a computation overhead of O(log A), we now analyze the communication overhead
involved in routing messages of R through F. The messagetraffic in channels of F can be bounded by using
an assumption that is certainly reasonable for VLSI technologies: the number of packets that can leave an
areain unit (packet transmission) time is proportional to the perimeter of the area. The perimeter of apiece
of R corresponding to a subtree of n/2! processors in F is O(WA/2!/*) (excluding the perimeterof R itself
if R is nonsquare). Since the capacity of a channel on top of a subtree of n/2! processors in F is at least
J (n/ logy A)/2!' and n = A/ logs, A, the numberof packets entering or leaving a subtree in unit time divided 

3A processor that is split by one or more of the bisection lines in R can be mapped to any one of the processors in F to which
its pieces would correspond. This does not alter the bounds on computation or communication overhead, because a bisection
line can only split a number of processors equal to its length and because the extra number of messages generated by the split
processors in unit time is at most proportional to the numberof such processors.
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by the numberof wires in the corresponding channel is O(log A). In fact, the packets can be routed through
F’so that there are O(log A) packets on any single wire. Indeed, this outcome occurs with high probabilityif
each message is routed by picking at random the root switch it should pass through (which fully determines
its path) [14, 16].

Wehave now established that for a set of packets traveling in R during any unit period of time, at most
O(log A) packets must traverse any given wire in F’. Furthermore each packet must traverse at most O(log A)
wires to get from its source to its destination in F. In other words, the congestion and dilation are at most
O(log A). Thus, by Lemma 1, in O(log A) time steps, we can completely route in F all the messages that
travel in R during any unit of time. a

3 The fat-pyramid and nonunit wire delay

In this section we consider the effect of dropping the unit wire delay assumption. The general graph layout
framework developed by Bhatt and Leighton [6] shows that there is enough room in ourfat-tree layouts to
build sufficiently large drivers for each wire to keep the wire delay constant in the capacitive model. This
section shows that even if this constant switching time is not the dominant determiner of wire delay, an
appropriate layout of the fat-pyramid yields a universal network with O(log A) simulation overhead. The
key to this result is that a routing path of length 6 in a competing network of area A corresponds to a path
of length O(6 + log A) in the fat-pyramid.

It should be noted that it is reasonable to assume wire delay to be no worse than linear in wire length,
since repeaters (extra switches) can always be used to reduce delay to linear. Linear wire delay would be the
correct model if technology could be improved to the point where only speed of light limitations constrain
the time to switch a length of wire. Then, the measure of unit time would be much smaller, but linear wire
delay would be required of any competing network.

It is also helpful to assume a mild “regularity” condition on the wire delay function. (Similar regularity
conditions are used elsewhere in the literature (e.g., [5, 7, 17],[1, p. 280]) in order to obtain results about
large classes of functions.) Specifically, let w(d) denote the time required to transmit a packet along a wire
of length 6; then we seek two properties for the function w. First, w should be nondecreasing, and secondit
should satisfy the following condition:

Definition: A function w is said to satisfy Condition C1 if there exists a constant ¢ such that

w(d+2) c log, d +2
wd) — logsd

for alla > 0 and 6 >.

It should be noted that Condition C1 is satisfied by most functions likely to be of interest in the context
of wire delay. For example, it is satisfied by all functions w(d) of the form cé4 logs 6 for constants c, g, and
k such that either q < 1, or g = 1 and k < 0. One way to see that all of these functions satisfy Condition
C1, is to observe that they satisfy a simpler regularity condition C2, which implies C1.

Definition: A function w is said to satisfy Condition C2 if there exists a constant ¢ such that

w(dt2) d+2
wld) =O
 

for all g > 0 and 6 > e.

Condition C2 implies condition C1 because 1+ 2/é < 1+ .2/ log, 6 for any x > 0 and 6 > 0.
(Without changing the asymptotic results given below, we can actually weaken conditions C1 and C2

in order to admit an even larger class of functions than already mentioned. Specifically we could define
conditions Cl and C2 to be that the old conditions are satisfied to within a constant factor. Then the
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Figure 2: Embedding the fat-pyramid in the tree of meshes. The squares represent switches of the fat-
pyramid; laying out the edges connecting switches in the butterfly fat-tree requires using each edge of the
tree of meshes at most twice.

conditions are satisfied by any function w satisfying c,64 logs 5d < w(d) < e264 log’ 6 for sufficiently large 6,
with g and k as before and positive constants c, and c.)

To obtain results independent of wire delay, we must consider a regular layout of a fat-pyramid, that
is, one in which the switches at any given level of the tree are regularly spaced throughout the layout. We
can produce such a layout by using the “fold-and-squash” technique of Bhatt and Leighton [6, pp. 325-
326] and Thompson [26, pp. 36-38]. To see the effect on wire lengths in the fat-pyramid, it is helpful to
think of embedding the butterfly fat-tree into the tree of meshes graph, performing the fold-and-squash
transformation, and then adding the fat-pyramid’s hierarchical mesh connections. We will actually embed
just the switches shown as black squares in Fig. 1, while keeping in mind that each such bottom-level switch
must be attached in the final layout to four O(log A) x @(log A) H-trees composed of log, A processors of
area O(log A). Fig. 2 illustrates the embedding of switches of the fat-tree into a 4 x 4 tree of meshes. The
fold-and-squash transformation of the tree of meshes is performed byfirst folding the connections between
the mesh at level zero (comprised ofall the nodes labeled zero in Fig. 2) and the meshes at level one so that
the two smaller meshes fit on a second layer directly over the large mesh. Then the meshes at level two are
folded onto a third layer and so forth up to log.(A/ log A) = O(log A)levels. Finally, the layers are offset
and projected onto the planeasillustrated in Fig. 3. The maximumlength of tree-of-meshes edges becomes
O(log A) even with the four O(log A) x O(log A) H-trees clustered around the bottom-level switches of the
fat-tree.4 Finally, only a constant factor increase in area is required to add the fat-pyramid’s hierarchical
mesh connections. (In addition, since the switches at any given level are separated by a distance of O(log A),
there is room to expand the switches to occupy area O(log A); the layout can also be massaged to make such
switches squareif desired.)

In the regular layout of a fat-pyramid of area A, wires connected to a switch h levels up from the H-tree
blocks in the underlying 4-ary tree, are of length O(2" log A). To see this, observe that each edge of the
fat-pyramid that is h levels up is mapped to a path of O(2") tree-of-meshes edges.

Messages in the fat-pyramid are routed over the same pathsas in the fat-tree, except that we allow each
message to take one shortcut via one or two of the new hierarchical mesh edges. Moreprecisely, the routing
path is formed by going up fat-tree edges towards a randomly selected switch at the root of the underlying
4-ary tree until a switch is reached that is adjacent horizontally, vertically, or diagonally in the mesh at that
level to a switch from which the destination can be reached by going down fat-tree edges. Certainly the
dilation is not increased by incorporating such shortcuts, and, in fact, the congestion for any set of messages
in the fat-pyramid is also within a constant factor of the congestion in the fat-tree. The congestion in tree 

4An explanation at greater length of the fold-and-squash technique can be found in [11].
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Figure 3: Layout of the fat-pyramid after folding and squashing. As before, the squares represent fat-pyramid
switches, and fat-tree edges are routed through the tree of mesh edges shown with thin and thick solid lines.
(The connections between the layers obtained throughfolding, the thin lines, are routed by using an auxiliary
row or column located in the direction of the corresponding fold and lying parallel to it.) The insertion of
the fat-pyramid’s hierarchical mesh connectionsis illustrated with dashed lines.
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edges does not increase, because when a message takes a shortcut, it does not traverse any tree edge it was
not already destined to traverse; in each mesh edge, the messages that pass may arrive from only from a
constant numberof tree edges.

Now we can show that the mapping of competing networks to a fat-pyramid does not stretch any wires
by very much.

Lemma 3 Any network R of area A can be mapped to a fat-pyramid F of area O(A) so that any message
following a path of length 6 in R travels only O(6 + log A) distance in F.

Proof. First note that we can assume R is square. (If R is not square, it can be converted to a square layout
of at most 1.8 times as much area with each wire at most 3 times as long as in the original layout [2].) Now
we can mapthe processors of a square network R to Fin astraightforward geometric fashion as in Section 2.
Then two processors separated by distance 6 in R are at most [6/log, 4] H-tree blocks apart horizontally
or vertically in F. Since two subtrees on ([6/ log, A])? H-tree blocks in the underlying 4-ary tree that are
physically adjacent (horizontally, vertically, or diagonally) must suffice to cover such a pair of processors,
the routing path connecting these processors needs only to go up logy([6/ log, Al) levels above the H-trees
and use two mesh edges. Since any wire connected to a switch h levels up is of length O(2” log A), and the
distance traveled within H-tree blocks is O(log A), the length of the routing path connecting processors at
distance 6 in R is O(6 + log A). a

Wecan now state our main result for nonunit wire delay, relying only on our regularity condition for wire
delay. As before, we focus on off-line scheduling in the packet model; extensions are discussed afterwards.
It is also important to note that the availability of transmission lines is assumed, so that wires can contain
a numberof packets equal to the delay of the wire at any given time. Thoughit is natural to think of a
transmission line as a device for pipelining bits, it is only more conservative to think of pipelining packets
and to continue measuring delay in terms of packet steps. (Use of transmission lines is occurring in real
parallel machines, e.g., see the references in [22].)

Theorem 4 Using transmission lines, a fat-pyramid F of area O(A) can simulate any network of area A
with O(log A) overhead.

Proof. To apply the packet routing results of Leighton, Maggs, and Rao [15, 16], we can imagine additional
switches on each wire of the fat-pyramid in number equal to the delay for that wire. With the inclusion of
these imaginary (and trivial) switches, we can view the routing problem as fitting into the unit wire delay
framework; we have simply increased the maximum distance (in terms of switches) that packets must travel.

Now consider any set of messages generated by the competing network in which the maximum physical
distance that a message travels in the competing network is 6. Let T be the time required to deliver the
set of messages in the competing network, and note that T > w(d). Also, the congestion created by this
message set is O(T log A). Furthermore, the maximum numberof fat-pyramid edges which a message must
traverse is 2log, 6, each containing at most w(d+log, A) real and imaginary switches. (Actually, the number
of switches should be w(O(6 + log A)), but the results below remain valid because w is at most linear.) Thus
the communication overhead 4 can be bounded as follows, based on Leighton, Maggs, and Rao’s result that
routing can be performed in time proportional to congestion plus dilation:

o(Seeseeeae"
 

 

" T

TlogA w(d + logs A) logé< of ° ) +o( of
< O(log A) + of82eee)log 6

< O(log A) ,

where the third line follows from regularity condition Cl. The computation overhead is also O(log A) as in
Section 2. a
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The simulation can also be performed on-line, albeit with some loss of efficiency in the case of nonunit
wire delay. In the unit delaycase, thereis no loss of efficiency, due to analysis of packet routing on a “leveled”
network [14, 16]. With nonunit wire delay, however, it is not apparent how to make use of the framework
of leveled networks. But the algorithm of Leighton, Maggs, and Rao for routing on-line in O(c + dlog(Nd))
steps (with high probability) in general networks, where c is congestion, d is dilation, and N (< A here)
is the number of packets [15], can be applied to yield a simulation overhead of O(log’ A).® In fact, the
overhead can be improved to O(log? A/loglog A) using a variation on their technique appearing in [13, 24].
(The question of routing in networks without transmission lines is also considered in [13], and the results
there may prove useful to the construction of universal networks without transmission lines.)

Finally, it is desirable to consider the overhead in bit-times for on-line routing, since on-line routing
schemes may need to tack O(log A) address bits onto messages that are of constant size in the competing
network. The overhead in bit-times for nonunit wire delayis O(log? A), which can be shownasin the proof
of Theorem 4 by using the following proof that for unit wire delay, O((c + d+ log N) log(Nd)) bit steps
suffice to route packets of log, N bits with high probability (1 — O(jq)). We begin by assigning each packet
an initial (integral) delay chosen randomly and uniformly from the interval [1, ac], for a constant @ to be
specified later, and consider the “schedule” in which there is no other waiting except that the bits of any
given message are sent one after another. This yields a “schedule” of length O(c + d+ log N) bit-steps
in which there may be bits from several different messages traversing an edge at a given time. But the
probability that more than log,(Nd) packets have a bit traversing a given edge at a given bit-step is at most

c log, N logy (Nd) c yer"
log, (Nd) ac ~ \a

This probability multiplied by the numberof choices for an edge anda bit step is less than Wi for a sufficiently
large constant a. So with high probability, we can obtain a schedule of length O((e + d+ log N) log(Nad)) in
which only one bit traverses an edge at a time, by having switches cycle through incoming packets forwarding
one bit at a time.

4 Simulating larger networks

This section obtains upper bounds on the time required by a fat-tree to simulate networks that occupy
more area but have the same amount of area devoted to processors. The reason for the latter restriction is
that for any significant difference in memory, there are computations which can be performed in the larger
amount of memory space but not in the smaller amount of memory space. Rather than placing restrictions
on the type of computation, it is probably more meaningful to look at restrictions on the way that space is
allocated. That is, if the larger network uses the same amount of processor area (including memory) and
simply uses more interconnect area, then we can make meaningful comparisons between the networks. As
would be expected, simulation difficulty increases as the area of the competing network does, but only up to
a certain threshold beyond which extra area does not help the competition.

In this section we return to a reliance on the unit wire delay assumption due to a change in the means
of mapping competing networks to the universal network. The results are, of course, applicable to the fat-
pyramid as well as the fat-tree, but it is an open problem to show that unit wire delay is unnecessary when
a universal network simulates a larger network.

As we open up the issue of restricting the processor area used by competing networks, it may seem
natural to ask about situations in which the competing network has less processor area than is allowed for
the universal network. Indeed, we could have considered this question earlier when comparing networks of
the same total area. But when the processor area of competing networksis so restricted, the best results are
obtained by tailoring the universal network to the particular mix of processor and interconnect area, with
the most difficult case occurring when the competing network has no less processor area than the universal 

5 Actually, the universal network should also be modified to have processors that are larger and fewer (both by a factor of
O(log A)) in order to accommodate the necessary queues of O(log(Nd)) packets.
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network. Thus, the results given so far are worst-case results for simulating networks of essentially the same
total area. In this sense, the universal networks described aboveare the best known to build in a given area.
Rather than digress to networks tailored to particular mixes of processors and interconnect, we now ask how
well the networks discussed so far can do when theyare actually matched against networks with larger area
but no greater processor area.

In what follows, we let Ax represent the area of network X. We are, of course, interested in the case
where the competing network R has at least as much area as F’, i.e., AR > Ar; when Ar < Af, our earlier
results apply.

We use the same basic strategy as before for demonstrating universality results; that is, we recursively
bisect the competing network and map appropriate pieces to the fat-tree processors. But when the competing
network may have greater area than processor area, extra care is required to ensure that the decomposition
is balanced; that is, when we bisect the area of the competing network, we must also bisect the set of
processors of the competing network. Fortunately, we can invoke the general theory developed by Bhatt and
Leighton [6] and, in a fashion that is cleaner for our purposes, by Leiserson [18]. (It is not desirable to use
this approach when unnecessary due to a “loss of locality” in the mapping, which destroys the results on
nonunit wire delay in Section 3.) These results tell us that since the competing network of area Ag has a
decomposition using cuts of size VAR/2!/? at level /, it has a balanced decomposition using cuts of the same
size (up to a constant factor). Keeping this fact in mind, we can prove the following theorem:

Theorem 5 A universal fat-tree of area O(Ar) can simulate any network of total area AR > Ar and
processor area at most Ap with O(,/Ar/Ar log Ar) overhead.

Proof. Using a balanced decomposition as described above for the competing network R, we find that the
ratio of messages to channel capacity for a set of messages delivered by A in unit timeis

(Ap [2!/?

\ Ar/ log? Ar/2!/?

at level / from the root of the fat-tree. Thus, the communication overhead, as determined by congestion plus
dilation, is O(,/Ar/Ar log Ar), which dominates the O(log Ar) computation overhead. a

When the area of the competing network is much larger than the area of the universal fat-tree, we can
actually do better than is suggested by Theorem 5. When Ap is 2(A%,), the competing network is limited
more by the restriction on processor area than by its total area. This is true because communication out
of a piece of network R is limited not only by the perimeter of that piece but also by the perimeter of
the processors in the piece. Thus, only O(Ap/2!') messages can leave a piece of R at level J in a balanced
decomposition. Dividing by fat-tree channel capacity to determine the congestion, we obtain the following
result:

O

Theorem 6 A universal fat-tree of area O(Ar) can simulate any network having processor area at most Ar
with O(./Aprlog Ar) overhead. a

5 Conclusion

This paper has shown that a fat-pyramid network can efficiently simulate any other network built in the
same amount of area. The results allow an essentially arbitrary relationship of delay to wire length and allow
arbitrary processor size and density in competing networks.

This paper has also obtained bounds on the time required by a universal network to simulate larger
networks of the same total processor area. Unfortunately the latter result is not readily extended to the case
of nonunit wire delay, due to the use of decomposition trees that are balanced. It is an open question whether
or not this extension can be achieved. Perhaps it could be shown that there is a balanced decomposition tree
which will not force nearby processors to be mapped too far from each other in the universal fat-pyramid.

10
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Another open question is whether on-line simulation by a universal network can be performed with
overhead better than O(log? A) bit times. Of the known on-lineresults, only the overhead in the word model
for unit wire delay (O(log A)) is known to be optimal (by an AT? lower bound of Bayand Bilardi [3, 4]).

Finally, it would be desirable to find networks that have good universality properties without using
transmission lines.
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ABSTRACT

In FPGAs, the internal connections in a cluster of lookup tables
(LUTs)are often fully-connected like a full crossbar. Such a high
degree of connectivity makes routing easier, but has significant area
overhead. This paper explores the use of sparse crossbars as a
switch matrix inside the clusters between the cluster inputs and the
LUT inputs. We have reduced the switch densities inside these
matrices by 50% or more and saved from 10 to 18% in area with
no degradation to critical-path delay. To compensate for the loss
of routability, increased compute time and spare cluster inputs are
required. Further investigation may yield modest area and delay
reductions.

1. INTRODUCTION

A recent trend in FPGAarchitectural designis to use a clustered
architecture, where a numberof lookup tables (LUTs) are grouped
together to act as the configurable logic block. The motivation for
using clusters is manifold: to reduce area, to reduce critical path
delay, and to reduce CAD tool runtime [1, 2, 9, 10]. This trend is
followed by FPGAs from Xilinx’s Virtex and Spartan-II families,
as well as Altera’s APEX and ACEX products. All of these FPGAs
are based on clusters of 4-input lookuptables.

In a clustered architecture, the LUT inputs can be chosen from
two sources: 1) a set of shared cluster inputs, which are signals
arriving from other clusters via the general purpose routing, or 2)
from feedback connections, which are the outputs of LUTsin this
cluster. It has been common to assumethat these internal clus-

ter connectionsarefully populated or fully connected, meaning ev-
ery LUTinput can choose any signal from all of the cluster inputs
and feedback connections combined. This arrangement can also
be viewed as a full crossbar, where a switch or crosspoint exists at
the intersection point of every LUT input and every cluster input or
feedback connection.

In this paper,it is assumedthat the connections within the cluster
are made by multiplexers driving the LUT inputs, called LUT input
multiplexers. These multiplexers tend to have a large numberof in-
puts and, after including the requisite input buffers and controlling
SRAM bits, contribute significantly to FPGAarea.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not madeordistributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
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A clustered FPGA is composed of a number of cluster tiles
which are repeated in a simple array pattern during layout. Each
tile is complete in that it includes the cluster logic (the flip-flops,
LUTs, and LUT input multiplexers) as well as the general routing
to interconnect them. Based on an area modelstated later in Sec-

tion 2, the LUT input multiplexers alone can consume 24 to 33%
of the transistor area in a cluster tile. A breakdown of the area

estimates for a numberof suchtiles is provided in Table 1.
The significant amount of area required by the LUT input multi-

plexers motivated the idea of removing switches from the full cross-
bar, or depopulating it, to result in a sparse crossbar. Naturally,
depopulating the cluster raises the following questions:

1. Will depopulation save area, require greater routing area, or
create unroutable architectures?

2. Will depopulation reduce or increase routing delays?

3. What amount of depopulation is reasonable?

4. How mucharea or delay reduction can be attained, if any?

5. Whatare the other effects of depopulating the cluster?

This paper addresses these questions using an experimental pro-
cess of mapping benchmark circuits to clustered FPGA architec-
tures and measuring the resulting area and delay characteristics.

1.1. Comparison to Prior Work
The use of fully-connected clusters likely stems from previous

work [12] which suggests that inputs of a4-LUTbefully connected
to the routing channel. This provides enough routing flexibility to
obtain minimum channel widths in non-clustered architectures, the
area metric in use at that time. Since then, clustered architectures

have becomeprevalent, CAD tools have improved, and area metrics
have become moredetailed.

Reducing the amount of connectivity within the cluster wasre-
cently explored using a simple striped switch layout [11]. Rather
than modify the router, the T-VPACK packing algorithm was al-
tered in such a way that routability of the cluster was still guar-
anteed. Unfortunately, the area improvement obtained using this
technique waslimited to 5% and delays increased up to 30%.

In this work, the packing algorithm wasleft unchanged. In-
stead, improved switch patterns were used, spare cluster inputs
were added to the cluster, and modifications to the router were

made to support these architectural changes. Although these spare
inputs contribute to additional area, they also improve routability
and reduce channel width requirements. Overall, a net area reduc-
tion of up to 18% with no degradationto critical-path delay was
obtained.
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Figure 1: Details of the cluster tile architecture.

1.2 Tradeoffs

Sparse clusters give the promise of reduced area, but one impor-
tant tradeoff that must be madeto realize this savings is increased
routing time. In our experience, an approximate runtime increase
of three to four times was observed. This increase may notbetoler-
able during early prototyping stages when design changesare fre-
quent, but a less costly device could offset this inconvenience when
an FPGA design shifts to volume production. Consequently, the
premise of this paper is to evaluate the limits of area reduction that
can be obtained using a high degree of CAD tooleffort.

The remainderof this paper is organized as follows. In Section
2, the FPGAarchitecture is described along with the area and de-
lay models. Section 3 discusses the experimental methodology and
CADtools used. Section 4 presents the results, and Section 5 con-
cludes.

2. FPGA ARCHITECTURE

This section describes assumptions made about the FPGAarchi-
tecture and the area and delay models.

2.1 Architectural Model

The architecture used in this study is a symmetrical, island-style
FPGAcontaining interconnected clusters. The basic FPGA tile

k LUTsize
N cluster size

I numberof cluster inputs
Tspare number of additionalcluster inputs,

used for routing only

Table 2: Cluster organization parameters.

F,,, cluster input to LUT input density
Fe, LUT feedback to LUT input density
Fe routing channelto cluster input density

cluster output to the routing channel density

Table 3: Switch density parameters.

formed by a cluster and its routing channels is shown in Figure 1.
This tile is drawn in a way to suggest a step-and-repeat layout that
is possible, with wires on the left edge of onetile lining up with
wires on the right edge of the adjacenttile.

One cluster contains N basic logic elements (BLEs), where one
BLE contains a k-input LUT and a register. Each cluster has
T= |k(N+1)/2| primary inputs which are used during packing [2].
As well, a cluster has J;pqre additional cluster inputs whichare re-
served only for routing. These extra inputs are required to improve
routability due to the restrictions imposed by sparse clusters. All of
these cluster organization parameters are summarized in Table 2.

The cluster inputs are assumed to be logically equivalent, but
they may connect to only some of the LUT inputs. The cluster
input (and output) pins, which connectthe cluster to the general
routing, are evenly distributed on the four sides of the tile. Later
in Section 4.3, we shall partition the cluster inputs into four groups
based on whichside they are placed.

2.2 Routing Architecture Details
Detailed routing architectural parameters wereset to be the same

as earlier studies [2, 4]. In the detailed routing architecture, 50% of
the tracks are length-4 segments usingtri-state buffers, the remain-
ing tracks are length-4 segments using pass transistors, and clocks
were assumed to be routed on a global resource. The disjoint switch
(S) block was used, so signals entering the routing on track i must
remain on that track number until the destination is reached. The

numberof i/o padsperclustertile pitch was set to 5 for N = 6, and
to 7 for N = 10.

The routing switch sizes (ie., buffer and pass transistor
sizes) and wiring RC properties were computed assuming double
minimum-spaced wiring and a fully-populated cluster tile size. For
the k= 4, N = 6 architecture, the buffer was 6.1 times the minimum
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size and the pass transistor was 12.2 times the minimum.The other
architectures had larger tile sizes and used buffer sizes of 6.6, 7.6,
8.9, and 11.8. The pass transistor sizes were always chosen to be
twice the corresponding buffersize.

Within a BLE, the LUT inputs are assumedto be logically equiv-
alent and hence freely permutable. These inputs can select signals
from two independent sources: either cluster inputs or feedback
connections. The density of switches for these two regions, F,,,
and F,,,, respectively, are independently controlled. These two pa-
rameters control the sparseness of switches inside the cluster.

For connections to outside the cluster, the inputs from and out-
puts to the general routing channels are selected using switch ma-
trices with densities of F, and F,,,,, respectively. The part of the
general routing channel that connects to the cluster is commonly
referred to as the connection block or C block.

The parameters controlling switch densities inside and outside of
the cluster are summarized in Table 3.

Each BLEoutputdirectly drives a cluster output andalocal feed-
back connection. The BLE outputs are assumed to be logically
equivalent, allowing any function to be placed in any of the BLEs
of the cluster. To achieve this output equivalence, every BLE is
given the exact same input switch pattern.!

To improve routability, the routing tool takes advantage of the
input and output equivalences just described. It may also replicate
logic onto multiple BLEs in the same cluster, provided there are
empty BLEsavailable.

2.3. Area Model

The area model used in this paper is the same buffer-sharing
model used previously [2, 4], with a few minor changes described
below. This model is based on the unit area of a minimum-width

transistor (T), including the spacing to an adjacent transistor. As
mentioned in [4], discussions with FPGA vendors have suggested
that this, and not wiring, is the area-limiting factor.

All of the logic structures in the FPGA are modeled, including
BLEs, the LUT input multiplexers, and the cluster routing, but not
the padframe. For example, the area contribution of a pass transis-
tor depends on the transistor width, and a buffer chain depends on
the numberof inverter stages as well as the required drive strength
of each stage.

The drive strength requirement for a buffer is based on fan-out
and is computed as follows. In general, it is assumed that a size B
inverter in a buffer is sufficient to drive another inverter of size 4B,

or a total transistor gate width of 8B. However, buffers driving the
LUTinput multiplexers, i.¢., the cluster input buffers, were sized
differently. These buffers must drive a larger load created by the
many levels of the LUT input multiplexer tree. This load is larger
not only due to the depth of the tree, but also because diffusion is
being driven. For these buffers, a size B was selected if the first
level fan-out of the buffer 2 was loaded byatotal diffusion width
of 2B, with the exception that drive strength was limited to be at
least 7x and at most 25x minimum size. These approximations were
made after examining HSPICEresults [Ahmed and Wilton, private
communication].

There were a few additional improvements made to the area

' An alternative architecture with different input switch patterns for
each BLE can be built. Such an architecture would require a full
permutation stage to reorder all of the BLE outputs to the cluster
outputs and feedback connections. This could be done byfixing
Fog = Fea, = 1.0, for example, or by using N additional N —to—1
multiplexers. We did not consider such an architecture here.
2Note that this fan-out can be significantly lowerin a sparsely pop-
ulated cluster, and this area savings is counted.
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model described in [4]. The previous LUT area model wasslightly
pessimistic and used the largest buffer required for all LUT inputs.
In addition, it was optimistic when estimating cluster input buffer
load, and this produced slightly understated area results. In this
paper, every LUT input buffer and every cluster input buffer was
sized according to its unique load requirements, yielding a slightly
smaller LUT area but a larger cluster tile area than previously re-
ported.

One simplification made while employing this area model was
that the routing switch sizes were chosen beforehand based on the
tile size of a fully populated cluster. As a result, the switches are
larger than required, since any area saved by employing a sparse
cluster would surely shrink the tile size. If recomputed using the
smaller sparse cluster tile size, the routing switch sizes, hence the
overall tile size, would be reduced. However, this simplification
merely implies that area savings reported in this paper are conser-
vative.

2.4 Delay Model
The delay model used here is the same path-based, critical-path

delay model used previously [2, 4]. Timing parametersfor all delay
results were obtained using 0.18um TSMCprocess information and
detailed HSPICE circuit models. The precise delays along each
path are computed in one of two ways, as described below.

Routing delays from the cluster output buffer to the cluster input
buffer are computed using the Elmore delay [6] of the RC-tree net-
work. The delays inside a cluster, however, are modeled as constant
worst-case delay times(either rise or fall) extracted from HSPICE
simulation results of a fully populated cluster. For example, these
constant delays measure propagation from a cluster input to a LUT
input, or the delay through the LUT.

Delay results in this paper are very conservative and may be
overstated for two principal reasons.First, the routing delay results
are overestimated because they ignore thetile size shrink that was
mentioned in Section 2.3. Consequently, the routing wirelength
parasitics and switch sizes are larger than required. Second, due to
reduced loading and smaller cluster input buffers, internal cluster
delays might be reduced if this simulation was repeated for sparsely
populated clusters.

For these two reasons, the delay model used tends to produce
pessimistic results for both components of delay: internal cluster
routing and general purpose routing. Since internal cluster routing
alone accounts for 35% ofthe critical-path delay on average [14],
any savings from either component would lead to a measurable
overall delay reduction.

3. METHODOLOGY

In general, the experimental methodology from [2, 4] was used.
Benchmark circuits were optimized using SIS [13], mapped into
LUTsusing FlowMap and FlowPack[5], packed into clusters us-
ing T-VPACK[9], and placed using VPR [3, 4, 10] onto the small-
est square FPGAthat fits the circuit. In all experiments, the same
packing and placement was used for each unique combination of
circuit, LUT size and clustersize.

Below, the remainder of the CAD process is described, begin-
ning with details about the routing stage, then a description of the
router enhancements, and lastly a note on CAD tool parameter se-
lection.

3.1 Routing Step
The last step of the CAD flow involves routing a placed netlist

in the detailed routing architecture. The routing tool used here is
based on a modified version of VPR 4.30 which wastailored specif-
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ically for sparse clusters. This version of VPR includesthe latest
timing-driven packing and placement enhancements[9, 10].

During routing, the minimum channel width required to route,
Wnins was found using a binary search. Afterwards, a final low-
stress routing was done with W = 1.3-+ Win tracks to compute area
and delay statistics. This procedure models the way FPGAsare
actually used; designers are seldom comfortable working on the
edge of capacity or routability.

The final low-stress routing actually failed in 34 out of 3980
(0.9%) circuit/architecture combinations, usually due to slow con-
vergence or switch pattern interference.° To resolve this, one, two,
then three additional tracks were added to the channel. Thisstrat-

egy wassufficient to route all but four of the troublesome cases —
the three underlying architectures for these cases were deemed un-
routable, so they were abandoned from further consideration in this
paper.

Also, if the binary search was unable to find a reasonable min-
imum channel width (Wnin < 240) for any of the circuits, the ar-
chitecture was deemed unroutable and abandoned. Consequently,
every architectural result presented in this paper was obtained by
routing all of the benchmark circuits.

All area and delay results are averages obtained from placing and
routing the 20 largest MCNC benchmarkcircuits [7]. Area is com-
puted as the geometric average of the active FPGA area, which is
defined below. The geometric average ensuresthat the circuits are
all weighted equally, independentof the size of the circuit. Delay
results are also the geometric average of the critical-path delay for
each benchmarkcircuit.

Active FPGA areais the area, in units of minimum-width transis-

tor areas, of one cluster tile (including its routing) times the number
of clusters actually used by the benchmark circuit. This measure-
ment was used in [1, 2] to better distinguish packing efficiency. We
have chosen to use the active FPGA area metric here to be consis-

tent with those results.*

3.2 CAD Tool Enhancements

Originally VPR routed only to cluster input pins because fully-
connected clusters could guarantee the routability of cluster inputs
and feedback connections. Extensive modifications to VPR were

necessary to route sparsely populated clusters. For example, the
routing graph, timing graph, andnetlist structures had to be altered
to accommodate the cluster feedback nets and the location of every
BLEsink. As well, other changes were necessary to permit nets to
enter a cluster more than once to improve routability.

The switch pattern generator from [8] was integrated into VPR
to create the switch patterns for the LUT input multiplexers. This
generatorfirst distributes switches to balance the fan-in and fan-out
of each wire, usually in a random pattern. A greedy improvement
strategy is then followed which roughly maximizes the number of
distinct output wires reached by every pair of input wires. To ac-
complish this, switches are randomly selected, first in pairs, then
singly, and moved only if the fan-in/-out constraints are kept and
the aforementioned cost improves. Using this technique, the switch
patterns withinacluster are individually well-designed.

Other switch patterns in the routing fabric, namely the cluster
input and output patterns, use the original VPR switch placement
generators. Additionally, we have not attempted to optimize the
cascadingofthe the cluster input multiplexers and LUT input mul-
tiplexers, except as noted below in Section 4.3. This extension to
the work is nontrivial and left for future investigation.

30f the failed combinations, 20 of them had Ispare = 0 and the
remainder had F,,, < 0.25.
“Note that the results in [2] use a different process technology.
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Cluster feedback connections are also sparsely populated, and
this may cause some problems during routing. In particular, there
may be too few switchesto satisfy all possible feedback connection
patterns, so feedback signals are also permitted to leave the clus-
ter and re-enter through the cluster inputs. This may cause speed
degradation, or some netlists may become unroutable becauseall
cluster inputs are used.

There is no immediate solution for the speed degradation prob-
lem, but we address the routability problem by assuming there are
spare cluster inputs in the architecture. These spare inputs improve
routability by providing the router with more choices [8]. The num-
ber of spare inputs given, Ispare, is specified prior to routing as a
fixed part of the architecture. For convenience, the packing tool
adds these as part of the netlist and the router automatically uses
them.

The effectiveness of the modified VPR router was validated

against the original version of VPR. Both routers obtained similar
delays, channel widths and area results for fully populated clusters
using a variety of cluster and LUTsizes.

3.3. Tool Parameters

In general, the packing, placement and routing tools were run
in timing-driven mode using their default parameters. Some non-
standard commandline switches were used for routing — these are
shown in Table 4 and described in further detail below.

The number of router iterations had to be increased beyond
the default value of 30, partly because sparsely populated clus-
ters require additional routing effort. As well, large variations
were observed in delay results because the router parameter
that increases the cost of nets sharing wires between iterations
(epres-fac_mu1t)wastoo high.

The impact of reducing this parameter on runtime and average
critical-path delay of the low-stress route can be seen in Figure 2.
As well, the range of average delay values (across all benchmarks)
for each architecture is shown using error bars. This wide range
made it difficult to distinguish architectures with low delay from
those with higher delay. Clearly, increased routing effort was re-
quired to reduce the delay variation, but we feel this was time well-
spent. Withoutthis effort, we would be unable to conclusively com-
pare the delay results of the different architectures.

For this experiment, the maximum numberofrouter iterations
wasset to 300. On average, however, the numberof iterations used
increases from 23 to 160 in a mannerthat very closely follows the
increase in runtime. The router values shown in Table 4 were cho-
sen in referenceto theseresults.

4. RESULTS

This section gives the area and delay results from placing and
routing 20 MCNC benchmark circuits. In all cases, only the geo-
metric average is used for FPGAarea andcritical-path delay. Initial
experiments determined the best routing parameters, then these pa-
rameters were used to evaluate the area and delay of sparse cluster
architectures.

4.1. Key to Curve Labels
In the following graphs, each curve represents a family of archi-

tectures parameterized along the x-axis. Each curve label describes
the specific architecture parameters in the following order:

k N Tspare Foy Fen

These parameters are fully described in Tables 2 and 3. Where
the value of a parameter is given as ‘X’, that simply means the
parameter is being varied along the x-axis.
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‘Too | Additional Parameters

VPR binary searc VPR final route

Table 4: CAD tools and non-default parameters used.
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Figure 2: Variation in average critical path delay is shown as
a function of the router sharing penalty factor. To reduce the
variation (and the delay), longer runtimeis required.

4.2 Routing Architecture Selection
To explore the sparse population of switches inside the cluster,

it is first necessary to establish a good routing architecture outside
of the cluster. Hence, the best values for F, and F,,,, need to be
selected beforehand. We chose to find the best switch density that
would give minimum area rather than delay. To generate the results
for this expediently, the numberof router iterations was limited to
75, but all other parameters wereleft at their default values.

4.2.1 Selecting F. for minimum area
The density of switches connecting channel wires to cluster in-

puts in the C blocksis called F,. We wish to determine the value of
F, that would result in a minimum-area FPGA.

The choice of F, depends on the effectiveness of the CAD tools
and the size of the C block, determined by the channel width, W,
and the numberofcluster inputs,/. It has been our experience that
7 is the most importantfactor influencing the choice of F,.

Routing experiments were done for k = 7 architectures, varying
N from 2 to 9. This large LUT size was chosen because we are
mostly interested in the effects of having a large numberofcluster
inputs. Both full (100%) and sparse (50%) population levels in-
side the cluster were tried. The 50% density was chosen because
this was almost always routable without adding spare inputs, hence
Tspare = 0 here.

The average low-stress channel width required to route the
benchmark circuits, W, is presented in Figure 3 for a variety of
F, values. Only three cluster sizes are illustrated, but the otherre-
sults are similar. From these results, it can be seen that choosing
F., > 0.4 has little impact on channel width. Although not shown,
this is particularly true for N > 3.

Interestingly, the channel width results are very similar for both
sparse and fully-populated clusters. Sparse clusters typically re-
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Figure 3: F, impact on channel width.

quired only 2 to 4 more tracks than the corresponding fully popu-
lated ones. Hence, the sparse architecture is still quite routable at
the 50% population level.

Although channel width is not hindered by a large value of Fy,
having more switches than necessary will contribute to an area in-
crease. Figure 4 also shows the active FPGA area versus F, for
cluster sizes 2 and 9.5 Again, similar results were obtained for
cluster sizes 3 through 8.

One unexpected area result is that the 50% sparse cluster near
F, = 1.0 always uses fewer transistors than the minimum-area
fully-populated cluster. This can be seen in Figure 4 where point
B is lower than A, and D is lower than C. This trend holds for the

other cluster sizes as well. Hence, it is better to sparsely populate
the clusters than the general routing, a non-intuitive result. One
reasonable explanation for this is there are about twice as many
LUTinput multiplexers as cluster input multiplexers, even though
the cluster input multiplexers can easily have twice as many inputs
(based on the channel width).

Another result shown in Figure 4 is a significantly larger area
reduction for N = 9 than N = 2. The reduction is so large that
the N = 9 architecture goes from using more area (curve C) than
the corresponding N = 2 architecture (curve A) to using less area
(curves D and B). This result shows how sparse clusters can shift
the optimum design point towards larger clusters. For example,
in this k = 7 architecture, the fully-populated cluster should con-
tain between 4 and 6 LUTsto be area-efficient. However, the 50%

sparsely-populated cluster should contain between 4 and 9 LUTs.
Furtherinvestigation of different cluster sizes is left as future work.

The values of F, producing the lowest area for each clustersize,
i.e., for each value of /, are shown in Figure 5. It is remarkable that

Notice that the sparse F. = 1.0 result is missing for N = 9 in Fig-
ures 3 and 4 because VPR was unable to route the clma circuit

under low-stress conditions due to slow convergence.
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Figure 4: F, impact on area for cluster sizes of 2 and 9. Intermediate cluster sizes gave similar results.

the sparse and fully populated cluster results are so similar. This
can be partly attributed to the relative flatness near the minimum
area. For N = 9, varying F, from 0.1 to 0.5 causes less than 5%
change in area. Hence, precise F, selectionis not critical, provided
it is large enough to be routable, yet not wastefully large.

For the remainderof the results in this paper, it was determined
that a fixed value of F, would not significantly hinder arearesults.
Rather than using the minimum-area F, values from Figure 5, we
felt that having a few more switches in the routing (by having a
slightly larger F.) would be helpful as clusters were made even
more sparse (internally). This is especially important because no
effort was made to tune the two switch patterns together and we
wished to avoid possible interference patterns. Hence, we chose
to set F, = 0.5 for the N = 6 architectures and F,, = 0.366 for the

k =7,N = 10 architecture. These particular values were chosen
because they were used in previous work [2, 4] and this gives us
the most comparable results.

4.2.2 Selecting F..,,
Previous experiments have shown that F,,, = 1/N is adequate

for routing in fully populated architectures [4]. Considering the
similarity of the F, area results between sparse and fully popu-
lated architectures, it was decided that modifying F,,, would have
insignificant impact in a sparsely connected architecture. Hence,
Fy, = 1/N wasused forall results.Cout

4.3 Partitioning of Cluster Inputs
Additional net delay can be caused by sparsely populated clus-

ters because some LUTinputs may not be reachable from particu-
lar sides of the cluster. For example, consider the case when some
LUTinput connections have already been formed, and the last re-
maining input signal is being made. A lack of switches inside the
cluster may cause that net to enter the cluster from a more distant
side. Theresult is increased delay.

Weinvestigated this problem by trying a single switch matrix for
all cluster inputs, and one which was partitioned into four smaller
switch matrices, one for each input side. The partitioned matrix
addresses the above problem by ensuring that all of the cluster in-
puts from any particular side can reach all of the LUT inputs. It
also has a weakness though: these smaller switch matrices are not
carefully designed to couple together well. Each partitioned matrix
is derived from the same basic switch pattern, but each has its own
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Figure 5: Best F,, corresponding to minimum areaas a function
of / cluster inputs.

permutation of the rows (or outputs) to balance the fan-in of the
LUTinputs. These matrices, but not the permutation pattern, are
illustrated in Figure 1.

Both switch designs were routed in ak = 7, N = 10,Fo,, = Fer, =
0.43 architecture. Both designs required identical transistor area,
and the partitioned matrix was only about 1% faster. Althoughthis
is not significantly faster, it was used for subsequent results in this
paper since it may help with some pathological cases.

4.4 Sparse Cluster Area Results
The primary motivation for depopulating clusters is to reduce the

area, and subsequently the cost, of an FPGA.In Section 4.2,it was
determined that simply depopulating the cluster to 50% is more
effective at reducing area than choosing the proper value of F.. In
this section, further depopulation of the cluster is explored.

To reduce the number of routing experiments, it was decided to
fix the cluster size to N = 6 and vary the LUTsizes from 4 through
7. That particular cluster size was selected because it generated
near-minimum area and area-delay results for fully populated clus-
ters with all of these LUT sizes. The larger LUTsizes are especially
interesting because they require larger input switch matrices, hence
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Figure 6: Active FPGAareaof fully and sparsely populated clusters.

offering more potential for depopulation. One additional architec-
ture with k = 7,N = 10 was chosento study an even larger number
of inputs entering the cluster.

A numberof preliminary routing experiments were run with a

wide range of values for F,,, and F,,,. From these results, which
are not shownhere, it was confirmed that F,fb has less influence on
area. As F,,, was reduced below 50%, a numberof circuits would
no longerroute. It was determined that F,,, of 50% (or 3/7 = 43%
for k = 7) wasas low a value as could betolerated. Similar prelim-
inary sweeps indicated that F,,, > 0.5 was nearly always routable,
so area reduction should concentrate on more sparse values.

The area results from routing the four LUT sizes are shown in
Figure 6. In these graphs, each curve represents the geometric av-
erage of active FPGAareafor a fixed value of F,,,. The number
of spare inputs is varied along the x-axis. The sparse cluster re-
sults should be compared against the bold curve representing the
fully-populated cluster area.

The most apparent trend in these curves is a gentle dip, then a
general upward climb in area as Ispare 18 increased. The upward
trend is an expected result, since the spare inputs will require addi-
tional cluster input multiplexers. The dip is caused by a rapid initial
decline in average channel width, which then gradually reaches a
5% to 20% reduction (10% is typical).

A numberof data points are missing in Figure 6, specifically for
small Ispare values. This is because one or more benchmarkcircuits

could not be routed on the architecture. Hence, although they con-
tribute to area reduction in only a few cases, it is essential to have
these spare inputs to make sparse clusters routable. Typically, be-
tween twoto five spare inputs are required to make the architecture
routable and attain the lowestarea.

The lowest-area architectures from Figure 6 are summarized in
Table 5. As well, the large N = 10 cluster architecture is included.
With these architectures, a 10 to 18% area savings is achieved. As
mentioned earlier, between two and five spare inputs is sufficient
to achieve most of this savings, which is surprising since this only
about one spare inputperside.

A breakdownof the cluster tile area is given Table 6. For 4-
input LUTs, there was a slight decrease in routing area because
the spare inputs helped reduce average channel width. The 5- and
6-input LUTscases did not achieve the same benefit because the
spare inputs contributed more to area than the amountsaved by the
slight channel width reduction. The two 7-LUTarchitectures had
an increase in routing area due to the spare inputs and a channel
width increase. However, the sparse switch populations produced a
net area savings of 14% and 18%, with the larger cluster benefitting
more. With respect to the entire tile, depopulating the clusters was
very effective at reducing the relative LUT input multiplexer size
from the 24-33% range down to 12-18%.

Onevery interesting result from this data is that a sparse cluster
of six 6-input LUTsis slightly more area-efficient (3%) than six
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Active FPGA Area (x 10° Ts)chitecture Best Sparse Parameters Channel Width (arith. avg.)
I F.||Ispare Foy F.,,||Fully Populated|Best Sparse|}Fully Populated|Best Sparse Savings

Table 5: Active FPGAarea savings obtained by depopulating switches inside the cluster.

Fully Populated Cluster
Total|LUT+FF|Routing

Architecture
N 

Tile Area (Number of Minimum-Width Transistor Areas)
Best-Area Sparse Cluster

LUT Input Mux Total|LUT+FF|}Routing|LUT Input Mux

(24.4%) 1430
(27.4%) 1753
(28.7%) 2115
(26.2%) 1928
(33.5%) 4298

(17.1%)
(17.6%)
(17.1%)
(11.4%)
(15.0%)

Table 6: Breakdown ofcluster tile area. The routing area is an arithmetic averageforall circuits.
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Figure 7: Delay decreases with LUTsize.

4-LUTsin a sparse cluster. This is a departure from previous work
which has consistently shown that 4-LUTs achieve lowerarea, al-
beit in fully populated clusters. The reason for this difference is
simple: larger LUTs provide more opportunity for depopulation.
This concept is supported by previous work which has shownthat
sparse crossbars with more outputs require fewer switches for the
samelevel of routability [8].

4.5 Sparse Cluster Delay Results
As mentioned earlier, reduced switch densities may cause an in-

crease in delay due to an increase in bends or wire use to achieve
routability. Although delay may decrease for other reasons such
as reduced loading, we chose to be conservative and ignore these
possible benefits.

The curves in Figure 7 show the impactthat varying the LUT size
has on delay for a few of the N = 6 architectures. The curve labels
identifying the architectures have been omitted for clarity, since
only trends need to be observed. The important thing to notice is
that, for all architectures, delay goes downas k increases.
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Figure 8: Delay is not influenced by F,,,. Similar results indi-
cate it is not influenced by lspare OF Fe,,»

Similarly, Figure 8 shows the change in delay as the switch den-
sity F,,, 18 varied. It is apparent in the graph that curves of the same
LUTsize are all grouped together. In particular, the 4- and 5-LUT
data is easily distinguished from the 6- and 7-LUT data. Theflat-
ness of all of these curves illustrates how little impact F.,, has on
delay.

Analysis of delay while varying Ispare or Fefb showsthe same re-
sult: delay is independent of these parameters. Even though sparse
clusters present a challenge to the router and remove many choices,
and even though some feedback connections must leave the clus-
ter and re-enter through the general-purposerouting, the routerstill
has enough freedom to ensure that nets on the critical path remain
on the fastest pathsto thecritical sinks.

4.6 Sparse Cluster Area-Delay Product
The previous two sections presented results indicating the 6-LUT

had the lowest area and the 7-LUThad the lowest delay. When the
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Table 7: Average runtime and numberof routing iterations for the final low-stress route (arithmetic averages of 20 benchmarks).
Runtimeswere collected on an 866MHz Pentium III computer with 512MB of SDRAM.

area and delay results are combined in the form of an area-delay
product, the 6-LUT emerges as the superior logic block choice.
This metric is important because it indicates when the best trade-
off is being made between using an additional amount of area for a
similar relative gain in clock rate (or vice versa). For example,it is
directly useful in FPGA-based computation because the computa-
tion rate is a product of both the clock rate and parallelism.

The best sparse area-delay product organizations are compared
to their fully-populated versions in Figure 9. The area-delay prod-
uct improves for every LUT size due to the area reduction. The
overall best sparse architecture containing 6-LUTs is about 14%
more efficient than one containing 4-LUTs, and about 22% more
efficient than the traditional fully-populated 4-LUTcluster.

4.7 Routing Runtime with Sparse Clusters
The removal of switches inside the cluster also removes the

routability guarantee of the cluster. Consequently, the router must
pay attentionto all of the wires and switches within the cluster, so
it is expected that additional runtimeeffort is required to complete
the route.

The average runtime and average numberofiterations required
for routing the different architectures are shown in Table 7. Results
are presented for fully populated clusters to compare the original
VPR 4.30 to the modified one. As well, the modified VPR can be

comparedagainst itself to study the additional impact of routing the
best-area sparse clusters.

Generally, the modified VPR currently runs about three to four
times slowerthan the original version when fully populated clusters

are used. Even though mntimehas increased, the numberof router
iterations used is practically unchanged. The main reason for the
slowdown comes from the increased numberof wires and switches
in the architecture that must be examined with each iteration: all

cluster inputs now have connections to many LUT inputs, and nets
are allowedto enter a cluster more than once. This causesthe router

to evaluate many more routing paths before making a decision.
It is worthwhile to note that having larger LUT sizes and clus-

ter sizes reduces the amount of work that VPR 4.30 must do, so
runtime decreases. This benefit was not realized in the modified

VPRbecause the amountof wiring inside the cluster also increases,
keeping runtimerelatively flat.

The additional runtime needed to route the best-area sparse ar-
chitectures is also shown in Table 7. For k = 4,5,6 the runtime
and the numberofiterations is similar, for k = 7 runtime nearly
doubled and the numberofiterations increased by 25-30%. This
increase in the average is caused byalarge increase in four of the
normally difficult-to-route circuits. The need for more router it-
erations indicates these architectures are barely routable, probably
because F,,, is so low, even though these circuits are being routed
using the low-stress channel width.

Increasing routability by increasing Ispare to 15 for the
k= 7, N = 10 architecture reduced runtime to 210 seconds and 97

iterations. Hence, the amount of area savings can also be balanced
against the runtimeeffort.

©The amount of searching donein each iteration may increase as
the search space expands,so eachiteration’s runtime mayincrease.
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5. CONCLUSIONS

This work has studied the area and delay impactof sparsely pop-
ulating the internal cluster connections in a clustered architecture.
At the expense of three to four times the compute time, an area
savings of 10 to over 14% wasrealized by sparsely populating the
cluster internals of 4-, 5-, 6-, and 7-input LUT architectures con-
taining 6 LUTs per cluster. A larger cluster size of ten 7-LUTs
obtained an 18% area savings. It was also observed that the addi-
tional router effort and reduced routing flexibility did not degrade
critical-path delay.

A fixed number of spare inputs were added to each cluster.
These inputs are used only by routing, and are not used or re-
quired for packing. By adding up to 15 spare inputs, the channel
width decreased by about 10% in most architectures, whether full
or sparsely populated. Although sparse clusters on their own im-
pose a small increase in channel width, the spare inputs reduce the
channel width, resulting in a small, net savings.

The channel width reduction typically produced a net savings in
routing area alone when up to seven spare inputs were added, but
resulted in a net increase thereafter. Of course, the cluster area (ex-
cluding the routing) always increased with the addition of spare in-
puts. However, this area increased at a slowerrate in more sparsely
populated clusters, as expected. When addedto the routing area,
most architectures becameless efficient after more than five spare
inputs were employed.

The increase in routability and decreases in channel width and
area indicate thatit is best to force the packing algorithm to leave a
few spare inputs (two or three) for the router.

Oneinteresting outcome of this work is that, contrary to popular
belief, it is more area-efficient to depopulate only the LUT input
multiplexers than it is to depopulate only the cluster input multi-
plexers (i.e., the C blocks) in the general routing. The reason for
this is that, due to input sharing in a cluster, there are about twice as
many LUT input multiplexers than cluster input multiplexers. Of
course, depopulating both regions provides even more savings.

Another interesting observation is that 6-LUTs become more
area efficient than 4-LUTs whensparseclusters are employed. This
was entirely attributable to the more sparse pattern that could be
used in the 6-LUT case.

The area and delay results in this paper used conservative esti-
mates and ignored secondary effects which would improveresults
further. In particular, the tile size and the subsequentrouting switch
size reduction from sparse cluster use should lead to additional area
and delay reduction. Delay improvement may also come from re-
duced loading inside the cluster and by generally using larger clus-
ter sizes, which are more area-efficient when using sparse clusters.

It is reasonable to expect that larger cluster sizes may produce
an even larger area savings due to the large amount of area concen-
trated in the LUT input multiplexers.

Future work in this area will include effort to jointly design the
LUTinput switch matrices with the cluster input multiplexers to
avoid switch pattern interference. Additional constraints such as
carry chains or other local routing may impact sparse cluster de-
sign and should be evaluated. A wider variety of cluster sizes,
particularly the effectiveness of large clusters, should also be ex-
plored. The area savings from sparely populated clusters will re-
ducetile size, but the subsequent area and delay reduction from us-
ing smaller routing switches should also be quantified. The delay
improvements arising from reduced loading andlarger cluster sizes
should be investigated. Also, efforts should be made to improve the
runtime of the router whilestill retaining the area savings.

An interesting extension of this work would involve tighter cou-
pling with the packing stage. For example, under special circum-

VENKAT KONDAEXHIBIT 2005

stances, it may be reasonable to have the packing tool use the spare
inputs reserved for routing. Before doing this, it could first do a
routability test to verify whetherthe potential cluster of logic blocks
is routable. Since this shouldn’t be a commoncase, it can be done

with reasonable CPU effort. This may increase the usefulness of
the FPGAarchitecture for subcircuits which have wide fan-in (or

poorinput sharing), such as finite state machines.
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Abstract — The Benes network consists of back-to-back butterflies. There exist a number of topological
representations that are used to describe butterfly - like architectures. We identify a new topological representation
ofBenes network. The significance of this representation is demonstrated by solving two problems, one related to
VLST layout and the other related to robotics. An important VLSI layout network problem is to produce the smallest
possible grid area for realizing a given network. We propose an elegant VLSI layout of r-dimensional Benes
networks using this representation. The area of this layout is O(2”) whereas the lower bound for the area of the
VLSI layout ofBenes networks is O(2”). This lower boundis estimated by applying Thompsonresult.

Keywords: Butterfly network, Benes network, VLSI layout problem

1.0 Introduction and Background

A multistage network consists of a series of switch stages and interconnection patterns, which allows NV
inputs to be connected to N outputs. A multistage network uses dynamic interconnection to allow
communication paths to be established as needed for the transfer of information between I/O nodes. In
massively parallel computing, interconnection networks remain to be one of the most critical components.
Multistage interconnection networks (MINs) have long been used as the communication network for
parallel computers. The main advantages of MINsare their high bandwidth O(N), low diameter O(log N),
and constant degree switches. Multistage networks have been used in commercial machines, such as the
BBN, CM 5 and Meiko [8]. The butterfly and Benes networks are important multistage interconnection
networks, which possess attractive topologies for communication networks [10]. They have been used in
parallel computing systems such as IBM SP1/SP2, MIT Transit Project, and NEC Cenju-3, and used as
well in the internal structures of optical couplers, ¢.g., star couplers [10, 13].

Werepresent networks as undirected graphs whose nodes represent processors and whose edges
represent inter-processor communication links. An embedding of undirected graph, G, in another, H,
comprises a one-to-one assignment of the nodes in G to nodes in H, plus a routing of each edge of G
within H that is, an assignment of a path in H connecting the images of the endpoints of each edge in G.

The set of nodes V of an r-dimensional butterfly correspond to pairs [w, i], where i is the
dimension or level of anode (0 < i < Fr) andw is an r-bit binary numberthat denotes the row ofthe node.
Two nodes < w, i> and <w’, i’ > are linked by an edgeif and only if i’ =7 + / andeither:

1. w and w’ are identical, or
2. wand w’ differ in precisely the 7”bit.

The edgesin the network are undirected. An r-dimensionalbutterfly is denoted by BF(r).
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An r-dimensional Benes network has 2r+] levels, each level with 2° nodes. The level zero to level
r vertices in the network form an r-dimensional butterfly. The middle level of the Benes network is shared
by these butterflies [9]. As butterfly is known for FFT, Benes is known for permutation routing
(rearrangeable network). An r-dimensional Benes is denoted by B(r). Figure 1 shows a B(4) network. All
the results in this paper are discussed only for Benes since the results corresponding to butterfly can be
derived as a particular case.

One of the important parameters used to evaluate parallel architectures is symmetry. Other
considerations are: bisection width, wire length (layout aspects), existence of optimal communication
techniques such as routing and broadcasting, node disjoint paths (fault tolerance), and recursive
decomposition (or scalability). Symmetry is helpful for solving issues related to VLSI design. A VLSI
layout for a network is characterized as an embedding within a two-dimensional grid, which assigns
nodes of a graph G to points in the grid together with an (incidence preserving) assignment of the edges
of G to paths in the grid. The paths of the layout are restricted to follow along grid tracks and are not
allowed to overlap for any distance (although a vertical path segment may cross a horizontal path
segment). If they change direction at this point, it is called a knock-knee [5]. In addition, the paths may
not cross nodes to which they are not adjacent[2].

1.1 Mathematical Definition of a VLSI Layout

Following [1], a VLSI layout L(a, p) of an N-node graph G(V, E) in an mx 7» grid M, where N < mn, is
an embedding (a, p) of G into M[m, n] where a is a one — one mapping from V(G) into V(M) and p =
{P(u, v) / (u, v) is an edge of E(G) and P(u, v) is a path of M joining a(u) and a(v)}. The routing paths of
p collectively satisfy the following conditions:

e Distinct routing paths in the grid are edge-disjoint, so that the embedding that embodies a layout
has unit congestion in the grid.

e A routing path P(u, v) traverses over no image node a(w) where w is in V(G) and w # u, Vv.

A VLSI layout problem of a graph G is to produce an area-efficient layout for G. It is shown that a VLSI
layout problem of a forest of trees is NP - Complete [2]. The butterfly graphs have different
representations including Omega network, the flip network, the baseline, and the reverse baseline
networks. Each representation exhibits different characteristics [1, 5, 9, 13]. In other words, the butterfly
network is drawn in different ways to exhibit different properties. In this paper, we introduce a new
representation of Benes network, which helps solving the VLSI layout problem in Benes networks. We
focus on laying out the Benes network on a square grid. Our aim is to produce an efficient VLSI layout of
Benes without knock-knees. Our VLSIlayout of B(r) is a square area. The area ofthis layoutis (2“” — 1)

ae 5, 1) which is O(2”). Thisis satisfactory since the lower boundof the area of a VLSI layout of B(r)
is O(2”).

2.0 Proposed VLSI Representation of Benes Network

In this section, we discuss a representation of Benes network, which is suitable for VLSI layout. The
proposed representation is shown in Figure 2. To avoid confusion between the two representations of
Figure 1 and Figure 2, the representation in Figure 1 will be called Rearrangeable representation of
Benes and the representation in Figure 2 will be called VLS/ representation of Benes. A similar
representation for butterfly is studied by Dinitz et. al. [5, 15].

The proposed VLSI representation of Benes network is constructed recursively as follows: Two
(r-1)-dimensional Benes networks B(r — 1) form mirror images with respect to an array of level 0 and
level 2r nodes. Each 4-cycle is drawn as a diamond. Particularly, the level 0 and level 2r nodes are the
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vertices belonging to chordless 4-cycles in the diamond formation bridging the two (1-1)-dimensional
Benes networks B(r — 1). See Figure 2. This representation provides a structural visualization, an in-
depth understanding about the cyclic properties and the organization of spanning trees of Benes networks.

Page 226 of 626 IPR2020-00260

The description of cyclic structures is an important problem in graph theory. The following
observations of Benes network, which are similar to butterfly, are straightforward from the VLSI
representation given in Figure 2.

Lemma2.1 [10]:

A Benesnetworkis bipartite.
2. Notwo 4-cycles of B(r) have a commonedge.

1.

3. The edgeset E of B(x)is disjoint union of 4-cycles, that is, there are 2r x 2”” numberof4-
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Figure 1: Rearrangeable representation of Benes B(4)



Page 227 of 626    IPR2020-00260 VENKAT KONDA EXHIBIT 2005VENKAT KONDAEXHIBIT 2005Page 227 of 626 IPR2020-00260

Even though the Benes network consists of back-to-back butterflies, there is a subtle structural difference
between Benes and butterfly. See Figure 7. The removal of level 0 nodes of BF(r) leaves two disjoint
copies of BF(r — 1). In the same way, the removal of level r nodes of BF(r) leaves two disjoint copies of
BF(r — 1). This recursive structure can be viewed in another way. The removal of level 0 nodes and level r
nodes (removalof all nodes of degree 2) of BF(r) leaves 4 disjoint copies of a BF(r — 2). However the
removal of level 0 nodes and level 2r nodes (removal ofall nodes of degree 2) of B(r) leaves 2 disjoint
copies of a B(r — 1). In other words, the butterfly has dual symmetry, which the Benes does not have.
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Figure 2: VLSI representation of Benes B(4).
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Proof: We apply induction on the dimension of Benes B(r). Both 1-dimesional Rearrangeable
representation and 1-dimesional VLSI representation are cycles of length 4. Let us assume that (k-1)-
dimensional Rearrangeable representation and (k-1)-dimensional VLSI representation of Benes are

Lemma2.2: The Rearrangeable and VLSI representations of Benes are isomorphic.

isomorphic.

neroe

3

Now let us show that the k-dimensional Rearrangeable representation and the k-dimensional
VLSI representation of Benes are isomorphic. Remove nodes of degree 2 (level 0 nodes and level 2k
nodes) from both £-dimensional Rearrangeable representation and k-dimensional VLSI representation. By
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induction hypothesis, the resultant Benes networksare isomorphic. The nodes of degree 2 (level 0 nodes
and level 2k nodes) of both k-dimensional Rearrangeable representation and k-dimensional VLSI
representation are organized in the same wayasfollows: The level 0 nodes [Ou2---u,,0] and [luz--u,,0] are
adjacent to level 1 nodes [Ouz-u,,1] and [lu2~-u,y,1] respectively. In the same way, level 2k nodes
[Ouz"-u,,2k] and [luz~-u,,2k] are adjacent to level (2k — 1) nodes [Oug---ux,2k — 1] and [luy-uy,,2k — 1]
respectively. Moreover, these nodes form a chordless cycle of length 4. These 4-cycles are edge disjoint
with the rest of the graph. Hence both Rearrangeable representation and VLSI representation are
isomorphic.

    
3.0 A Simple VLSI Layout of Benes Network

Avior et. al. [1] have estimated that the r-dimensional butterfly network can be laid out in area (1 +
o(1))2” while no layout of the network can have area smaller than (1 — o(1)) 2”. Dinitz et. al. [5, 15] have
presented a layout whose encompassing rectangle is of area (1/2) 2%+0(2”), but this rectangle is 45°
slanted w. r. t. the grid axes. There are different models of VLSI layouts for butterfly-like architectures
[14, 15, 16]. Even though Benes network consists of back-back butterflies, these models of VLSI layouts
of butterfly are not extendable to Benes. In this paper we provide a simple square VLSI layout without
knock-knees for Benes which is of course applicable to butterfly networks too.

In the VLSIrepresentation of Benes network, each 4-cycle is represented as a diamond. The 4-
cycles with level r nodes of B(r) are in pairs. Wecall them “Nested diamonds’’. Other 4-cycles are called
“Normal diamonds”. In Figure 2, the six vertices [0000,3], [0000,4], [0000.5], [0001,3], [0001.4] and
[0001,5] form a pair of nested diamonds. Notice that a pair of nested diamondscontains 6 nodes inducing
two 4-cycles. Similarly, the four vertices [0000,2], [0000,3], [0010,2] and [0010,3] form a normal
diamond.

VLSI Layout Algorithm andits Proof of Correctness

Ourconstruction of VLSI layout of Benesis done in 3 steps:

Step 1: Draw the VLSI representation of Benesas in Figure 3.

Step 2: Each normal diamondis stretched to a rectangle as in Figure 4.

Step 3: Each pair ofNested diamondsis stretched along the grid lines as in Figure 5.

 
Figure 3: Step 1— Drawing Benes B(3) on a Grid
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Figure 5: Step 3 - A pair of Nested Diamondsis stretched on grid axis.

The resultant layout is given in Figure 6. Now weclaim that this grid embedding is indeed a VLSI layout.
The proof of correctness is straightforward using induction hypothesis. Suppose it is true for (k — 1)-
dimensional Benes. For a k-dimensional Benes, it is enough to consider the 4-cycles (normal diamonds)
at level 0 and level 2k nodes. By the very structure of the VLSI representation of Benes, it is easy to see
that the 4-cycles (normal diamonds) at level 0 and level 2k nodes can be drawn as a rectangle without
violating VLSI requirements.
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Figure 6: A VLSI layout of Benes B(3)

Area of this layout and Lower Boundfor the Area of the VLSI Layoutof B(r)

Let us now estimate the area of this VLSI layout of B(r). All the level 0 and level 2r nodes are placed in
one horizontal grid axis with exactly one vertical grid axis between any twoof these nodes. In the same
way, all the level r nodes are placed in a vertical grid axis with exactly 3 horizontal grid axes between any
two of these nodes. This observation is straightforward and it can be easily proved by induction. Thus, the
area of this layout of B(r) is (2°” — 1) 2°” — 1) which is O(2"). Thompson [12] showedthat, up to a
constant factor, the layout area can be no less than the square of the bisection width. Since the bisection
width of r-dimensional Benes network is O(2') [8], the lower bound for the area of VLSI layout of Benes
networks is O(2”).
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4.0 Conclusion

Even though this paper focuses on Benes networks, all the results are applicable to butterfly too. We
provide a simple VLSI layout without knock-knees for Benes network. This VLSI layout of B(x) is laid in
a square area. The area matches with the lower bound up to a constant factor.

Though wrapped butterfly is a butterfly-like architecture, it is not straightforward to extend these
results to wrapped butterfly. The NP complete problems such as achromatic number problem and
minimum crossing number problem [2,6] are open for Benes and butterfly networks. It is interesting to
see whether these problems can be solved using this representation.
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DATA MOVEMENT TECHNIQUES FOR THE PYRAMID COMPUTER*

RUSS MILLER? AND QUENTIN F. STOUTT§

Abstract. The pyramid computer was initially proposed for performing high-speed low-level image
processing. However, its regular geometry can be adapted naturally to many other problems, providing
effective solutions to problems more complex than those previously considered. We illustrate this by
presenting pyramid computersolutions to problems involving componentlabeling, minimal spanningforests,
nearest neighbors, transitive closure, articulation points, bridge edges, etc. Central to these algorithmsis
our collection of data movement techniques which exploit the pyramid’s mix of tree and mesh connections,
Our pyramid algorithms are significantly faster than their mesh-connected computer counterparts. For
example, given a black/white square picture with » pixels, we can label the connected componentsin 0(n'/*)
time, as compared with the Q(n1/) time required on the mesh-connected computer.

Key words. pyramid computer, graph-theoretic algorithms, image processing, component labeling,
mesh-connected computer

AMS(MOS)subject classifications. 68Q25, 68Q20, 68U10

1. Introduction. Pyramid-like parallel] computers have long been proposed for
performing high-speed low-level image processing [4], [17], [24], [32], [34]. The
pyramid has a simple geometry which adapts naturally to many types of problems,
and which may haveties to human vision processing. The pyramid can be projected
into a regular pattern in the plane, which makes it ideal for VLSI implementation,
providing thousands or millions of processing elements. At least three pyramid com-
puters for image processing are currently being constructed [12], [23], [30].

There is no reason to limit pyramid computers to low-level image processing.
They can be adapted to many other problems, and should be considered as alternatives
to machines such as the mesh-connected computer. To show this, we present several
new fundamental pyramid computer algorithms which are significantly faster than
their mesh-connected computer counterparts. These algorithms solve problems in graph
theory, image processing, and digital geometry.

The pyramid computer we consider is a combination of tree and meshstructures.
Complete definitions appear in § 2, with the essentials being that a pyramid ofsize n
has an n'’?x n'/? mesh-connected computer as its base, and log, (n) levels of mesh-
connected computers above. A generic processing element (PE)at level k is connected
to 4 siblings at level k, 4 children at level k—1, and a parentat level k +1. (See Fig. 1.)

To date, the literature on pyramids primarily consists of two classes of algorithms.
Thefirst concentrates on the tree structure, using child-parent links. Examples of this
are the component labeling in [6], [29], the feature extraction in [20], the median
filtering in [31], the selection in [25], the single-figure convexity in [15], and the polygon
construction in [21]. These algorithms work efficiently only when the amount of data
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level 2

level 1

base level 0

 
Fic. 1. A pyramid computer of size 16.

can be drastically reduced; otherwise too much data must pass through the apex,
creating a bottleneck. The second class of algorithms concentrates on the mesh,
essentially ignoring everything above the base. Examples of this are the sorting and
medianfiltering in [25], matrix multiplication, and the multiple-label convexity in [15].
Reference [25] shows that the excessive data movement requirements of sorting force
any pyramid algorithm to take (n'/’) time. Since the base mesh can sort in @(n‘/”)
time, the mesh oriented approachto sorting is within a multiplicative constant of being
optimal.

In this paper, we consider a third class of algorithms which utilizes both types of
connections. The basic approach is to reduce O(n) pieces of intial data, stored one
piece per base PE, down to O(n'’”) pieces of data from which the desired result can
be obtained. As has been noted for other models [10], [16], [18], this final information
should be quickly moved to a region where interprocessor communication is as fast
as possible, and once the answer has been obtained the results should be quickly
movedto their final locations. For the pyramid this suggests moving the O(n’’”) pieces
to the middle level, which is an n'/*x n'/* mesh. The movementto and from the middle
level is often the most time-consuming part of the algorithm, so we have developed a
collection of efficient operations for performing these data movements, as well as
techniques for reducing the amount of movement required.

These new data movement operations are presented for several algorithmic
strategies, such as divide-and-conquer, and for various formats of the input data. They
are used in several different algorithms, some of which solve various versions of the
connected component labeling problem defined in § 2. In § 3, we use the pyramid read
and pyramid write operations in an algorithm which labels the components of a graph
of 6(n'/”) vertices in 6(n'/* log (n)) time, where the graph is given as unsorted edges
stored one per base PE. In § 4, we showthat if the input is organized as an adjacency
matrix, then the faster pyramid matrix read and pyramid matrix write operations reduce
the time to @(n'*). In § 5, we consider input which is a digitized black/white picture,
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for which we wish to label the black figures. Since each black pixel is a vertex, there
may be 6(n) vertices, but the geometry of the situation allows us to use the funneled
read operation to complete the labeling in @(n'/*) time. These times are far better than
the 2(n'”*) required on a mesh-connected computer of size n [2], [18], [37].

Section 5 also introduces the operation of reducing a function over a cross-product.
This is used to solve a nearest neighbor problem in which for each black component
we wish to determine the label of and distance to the nearest black component. This
operation is somewhat unusual in that once the relevant data has been collected at
the properlevel of the pyramid,it is then spread downwardto finish the calculations.

In §6, we give the detailed implementations of the data movement operations
and also consider the optimality of our algorithms. In § 7, we extend the operations
to pyramids of other dimensions. Throughout the paperwealso solve related problems,
such as marking minimal weight spanning forests, finding the transitive closure of a
symmetric boolean matrix, marking articulation points, and deciding if a graph is
bipartite.

2. Definitions. The mesh-connected computer (MCC) ofsize n is asingle instruction
stream-multiple data stream (SIMD) machine in which n processing elements (PEs)
are arranged in a square lattice. (We assume that n is a perfect square.) PE (i,/),
1Si,jsn'’, is connected via unit-time communication links to PEs (i+1,j) and
PEs (i, 7+1), assuming they exist. See [7], [14], [16], [18], [33] for an overview of the
MCC.

A pyramid computer (PC) of size n is an SIMD machine that can be viewed as a
full, rooted, 4-ary tree of height log, (7), with additional horizontal links so that each
horizontal level is an MCC. A PCofsize n has at its base an MCCofsize n, and a

total of (4/3)n—(1/3) PEs. The levels are numbered so that the base is level 0 and
the apex is level log, (nm). A PE at level i is connected via bidirectional unit-time
communication links to its 9 neighbors (assuming they exist): 4 siblings at level i, 4
children at level i—1, and a parent at level i+ 1. (See Fig. 1.) We make the standard
assumptions that each PE has a fixed number of words (registers), each of length
@(log (n)), and that all operations take unit time. Each PE containsregisters with its
row, columnandlevel coordinates, the concatenation of which provides a unique label
for the PE. (These registers can beinitialized in @(log (m)) time if necessary.)

Wewill illustrate the use of our data movement techniques by giving solutions to
a variety of problems. Each problem involves a graph G=(V, E) whereVis the set
of vertices and E is the set of edges. The graph can be expressed in various forms:

(a) Unordered edge input. The edges of the graph are initially distributed in a
random fashion throughout the base of the PC, no more than one edge per PE.

(b) Adjacency matrix input. PE(i,j) at the base of the PC contains entry A(i, j)
of the adjacency matrix A of the graph.

(c) Digitized picture input. A digitized black/white picture is initially stored one
pixel per PE in the base of the PC. The vertex set consists of the black pixels, where
neighboring black pixels have an edge between them.

The problems wesolve are the following:
(1) Component labeling. The input to the problem is an undirected graph G=

(V, E), given in any of the three input formats. We assume that the elements of V
have a linear order. The component labeling algorithm assigns to each vertex a
componentlabel, where two vertices receive the same component label if and only if
there is a connected path between them. In this paper, the component label will be
chosen to be the minimum label of any vertex in the component.
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(2) Minimal spanning forest. Given a weighted undirected graph, mark the edges
of a minimal weight spanning tree for each componentof the graph. The input format
can be unordered edges or a weight matrix.

(3) Nearest neighbor. Given a digitized picture at the base of the PC with its
components already labeled, calculate for each black component the label of the
componentnearest to it and its corresponding distance. Any /, metric can be used to
measure the distance.

(4) Transitive closure. Compute the transitive closure of a symmetric boolean
matrix initially given at the base of the PC.

(5) Bipartite graphs. Given an undirected graph G = (V, E), decide if G is bipar-
tite. That is, decide if V can be partitioned into sets V1 and V2 so that each edge of
G joins a member of V1 to a member of V2.

(6) Cyclic index. Compute the cyclic index of an undirected graph G=(V, E),
wherethe cyclic index of G is the largest number s so that V can be partitioned into
sets V(O),..., V(s—1), such that for any edge (x, y), if x is in V(i) then y is in
V((i=1) mod s).

(7) Bridge edges. Given an undirected graph, decide which edges are bridge edges,
where a bridge edge is an edge whose removal increases the number of components.

(8) Articulation points. Given an undirected graph, decide which vertices are
articulation points, where a vertex is called an articulation point if its removal (along
with its incident edges) increases the number of components.

(9) Biconnectivity. Given an undirected graph, decideif all componentsare bicon-
nected, where a componentis said to be biconnected if, for any two points in the
component, there are two disjoint paths between them.

3. Graphs as unsorted edges. In this section, we assume that the graphs are given
as unsorted edges stored one per PEat the base of the pyramid, where edges may be
represented more than once. This format is the most general, including the others as
special cases.

3.1. Data movement operations. There are several well-known data movement
operations for the MCC. Twoof these, the random access read (RAR) and random
access write (RAW), will be defined here for the MCC and then extended to the PC.
These operations involve two sets of PEs, the sources and the destinations. Source PEs
send zero, one or two records, each consisting of a key and one or more data parts.
(The upper limit of two records simplifies our algorithms. Most authors allow only
one, in which case the operation needs to be repeated.) Destination PEs receive zero,
one or two records sent by the source PEs. Weallow the possibility that a PE is both
a source and a destination.

MCC Random Access Write (RAW): In a RAW the destination PEs specify the
numberof records they wish to receive. At the end of the RAW, the numberof records
received by a destination PE is between zero and the number requested. Each record
sent by a source PEis received by a destination PE, with the exception that if two or
more source PEs send records with the same key then only the minimum such record
is received. (In other circumstances the minimum could be replaced by any other
commutative, associative, binary operation computable in 0(1) time.)

MCC Random Access Read (RAR): In a RAR no two records sent by source PEs
can have the same key. Each destination PE specifies the keys of the records it wishes
to receive, or it specifies a null key, in which case it receives nothing. Several destination
PEs can request the same key. A destination PE may specify a key for which there is
no source record, in which case it receives a null message.
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Both the RAW and the RAR can be completed in @(n'/*) time on an MCC of
size n [19]. On the PC, the RAW and RARextend to the pyramid write and pyramid
read, respectively. We now describe the actions of these operations, deferring the
details of their implementations to § 6.1.

A pyramid write has the source and destination PEs playing the sameroles as in
the MCC’s RAW.Furthermore,all destination PEs must lie on one level and all source
PEs must lie on the same level or some level below. (If both levels are the same then
a given PE might be both a source and a destination.) As an example, consider the
following ‘“‘sample”’ call:

Pyramid write from level L up to level M,
For all PEs on level LE,

if testi then send(A1,B1,C1), send(A2,B2,C2);
For all PEs on level M,

if test2 then receive( D,E,F);

Since source PEs are descendents of destination PEs it must be that L=M in this

example. test] and test2 are arbitrary boolean tests. For a PE on level L, if test1 is
true then the PE creates and sends two records, one whose key is the value of Al,
with the values of B1 and C1 as data, and a second with key A2, with data B2 and
C2. (The key is always the first component.) If testi is false then the PE does not
send any records. A PE on level M will not try to receive any record if test2 is false.
If test2 is true it will try to receive a single record, where the key goes into D and
data parts go into E and F. If no record is received then the values of D, E, and F
become ©.

A pyramid read parallels the RAR in the same waythat the pyramid write parallels
the RAW, except now the destination PEs are descendents of the source PEs. As an
example, consider

Pyramid read at level L from level M,
For all PEs on level M,

if testi then send(A,B)
For all PEs on level L,

if test2 then receive(C,D);

If a PE on level L requests a key C which has not been sent then D is set equal to ©.
In § 6.1, we show how to implement the pyramid write and pyramid read. If the

top level is an MCCof size m and the bottom level is i— 1 levels below, then the time
for both operations is 6(i+(m * i)'/”).

3.2. Component labeling. Except for obvious differences in the computer model
and the data movements operations, our component labeling algorithm is similar to
those in [9], [11], [13], [18], to which the reader is referred for proofs and further
details. The algorithm proceeds through a series of stages, where at each stage the
vertices are partitioned into disjoint clubs. Vertices are in the same club only if they
are in the same componentof the graph. Wesay that a club is unstable if it is not an
entire component.

Initially each vertex is its own club. During a single stage of the algorithm, unstable
clubs are merged together to form larger clubs, and the number of unstable clubs
decreases by at least half. This is repeated until no unstable clubs remain. Since each
stage reduces the number of unstable clubs by at least half, at most log, (v)] stages
are needed for a graph with v vertices.
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Each club has a unique label, which is the minimum label of any vertex in the
club. During the algorithm, let L(x) denote the current label of the club containing
vertex x. Initially L(x) =x. During a stage, clubs are merged as follows: let u be a
label of an unstable club. Compute M(u) = min {L(y): (x, y)¢ FE, L(x) = u}. The graph
whose vertices are the labels of unstable clubs and whose edges are of the form
(u, M(u)), u an unstable club, is called a min-tree forest. In this forest each unstable
club is connected to at least one other, which guarantees that the number of unstable
clubsis at least halved after each stage. For each tree in the min-tree forest, we form
a new club which is the union of all the clubs in the tree. For each unstable club u,

let N(u) denote the resulting label of the tree containing u. Since N(uv) is the minimum
label of any club in w’s tree, it is the minimum label of any vertex in the new larger
club which contains all the vertices originally in uw. For each vertex x, the new value
of L(x) is N(L(x)), and the stage is completed.

Our component labeling algorithm for a PC is given in Fig. 2. It incorporates an
integer function count_keys which counts the numberof distinct keys in the base. The
operation of count_keys is similar to that of the pyramid write, and is given in detail
in § 6.1.

An important point of the implementation is moving the data to a place where
the min-tree forest relabeling can be done quickly. The forest is essentially upward
directed, in that Mf(u) =u, and this makesit easier to label. Reference [18] showed
that if the forest has f vertices then the relabeling can be donein 6(f'”) time on an
MCCofsize @(/). If the forest data remained at the base, then the relabeling would
take @(n'/) time. However, by first moving the data up the pyramid and then relabeling
it, this step will take only @(v'’) time. We use forest_level to indicate the level of the
PC on which the forest is formed. Initially, this level must have at least v PEs. Each
stage reduces the size of the forest by at least half, so after 2 stages forest_level can
be increased by 1. Without this upward movement, the time would increase by a factor
of log(n).

THEOREM 1. Given a pyramid computerof size n, if the base contains the unsorted
edges ofan undirected graph with v vertices, then the above algorithm labels the components
in 6 (log(n)+ v/7[1+log(n/v)]'’?) time.

Proof. Proposition 3 of § 6.1 shows that count_keys finishes in the time claimed.
Within the loop, at the start of an iteration, let k be the number of PEs at level
forest_level. The pyramid read and write take 6(forest_level + k'/*[1+ forest_level]’””)
time and the min-tree forest relabeling takes 0(k'’*) time. Since k = n/4‘°"**-'**", the
time for this iteration of the loop is

@(forest_level + n'/7[ 1+ forest_level ]!/7/2%7*-l""!).

The initial value of forest_level is [log,(n/v)| and forest_level increases every 2
iterations, so the total time of the algorithm is

log,(r) =e 1/2 +i 1/2 1/2of y ase[1 i ) = (10s (n)+0"[ 1410p (2)| ) O. aii= Lloga(n/v)] DvD

In the worst case, when v = 0(n), our PC algorithm takes @(n’/*) time, which is
better than the @(n'”? log (n)) MCCalgorithm of [18]. This situation arises, for example,
when considering planar graphs, for which v =3e —6 edges. For smaller values of v
our improvement over MCC algorithms becomes even more pronounced. All MCC
algorithms must take Q(n'’*) time, but for a dense graph with v = 0(n'’”) our pyramid
algorithm requires only 6(n’/* log’”? (n)) time.
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For all base PEs,

Label1 :=Vertex1; Label2:=Vertex2;

If Vertext<ce then create a record with key Vertex1,

create a record with key Vertex2;

v:=count_keys; {vis the numberof vertices}

forest_level:=l log,(n/v)J;

for stage:=1 to Llogo(v)] do

Pyramid write from the base upto level forest_level,

For all base PEs,

send(Label1, Label2), send(Label2, Label1);

For all PEs at leve! forest_ievel,

receive(Vertex1, Vertex2);

Relabel the min-tree forest, so that each PE on level forest_level has

Labeli:=N(Vertex1).

Pyramid read at the base from level forest_level,

For ail PEs on level forest_level,

if Vertex1<- then send(Vertex1, Label1);

For all base PEs,

receive(Label1, temp_label1), receive(Label2, temp_label2);

For all base PEs,

if temp_label1<ce then Label1:=temp_label1,

if temp_label2<ee then Label2:=temp,Label2;

{f (stage mod 2)=0 then forest_!evel:=forest_level + 1;

end {for};

Fic. 2. Component labeling algorithm.

3.3. Minimal spanning forests. The strong similarities between componentlabeling
algorithms and minimal spanning forest algorithms are well known. In particular,
others have noted that small changes to a componentlabeling algorithm for a parallel
computer can give a minimal spanning forest algorithm for the same computer[3],
[10], [22]. There are two changes that must be made to our component labeling
algorithm. First, one must keep track of which edges are used. Second, when clubs
are being merged each club must use an edge of minimal weight, rather than an edge
to a club of minimal index. Furthermore, a club may have more than one minimal
edge, which mayintroduce cycles. We prevent this by ordering the edges. We say that
weighted edge (wl, x1, y1) is less than weighted edge (w2, x2, y2) if w1< w2, orif
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wl =w2 and min (x1, y1)<min (x2, y2), or if w1 = w2, min (x1, yl) = min (x2, y2),
and max (x1, yl) < max (x2, y2).

Incorporating these changes is quite straightforward, giving the following result:
THEOREM 2. Given a pyramid computerof size n, if the base contains the unsorted

weighted edges of an undirected graph with v vertices, then the above algorithm finds a
minimal spanning forest in 6(log (n)+ v'/7[1+log (n/v)]'’?) time.

Even if the edges are unweighted, spanning forests can be quite useful. Weillustrate
this with an example. To decide if an undirected graph G = (V, E) is bipartite, let each
edge have weight 1 and use Theorem 2 to select a spanning forest. Using a pyramid
write, write the edges of the forest to level |log,(n/wv)|. In each tree of the forest,
select the vertex of minimum label as the root, and use the MCCalgorithm in [27] to
determine the depth of each vertex in its rooted tree. (This algorithm takes 6(v'’*)
time.) Say that a nodeis in V1 if its depth is even, and is in V2 if its depth is odd. It
is easy to show that G is bipartite if and only if this particlar choice of V1 and V2 is
such that every edge of E joins a member of V1 and a member of V2. To check
whether this property is true, have the base PEs use pyramid reads to determine the
depths of the vertices of the edges they contain. Finally, pass these results to the apex,
combining them along the way.

The above algorithm takes @(log (n)+ v'/7[1+log (n/v)]'”*) time. Furthermore,
we can solve several graph-theoretic problems by using Theorem 2 to pick a spanning
forest, moving the forest to level |log,(n/v)}|, using an MCC algorithm atthat level,
and using pyramid reads and writes to move data up and down. MCCalgorithmsfor
several graph-theoretic problems are given in [27], and these can be incorporated in
a PC algorithm as described, yielding:

COROLLARY 1. Given a pyramid computerofsize n, if the base contains the unsorted
edges of an undirected graph G with v vertices, then in 6(log (n) + v'/*[1+log (n/v)]'’”)
time one can

(a) decide if G ts bipartite,
(b) determine the cyclic index of G,
(c) find all bridge edges of G,
(d) find ali articulation points of G,
(e) decide if G is biconnected.
Weshould mention that some of the MCCalgorithms of [27] are patterned after

MCCalgorithms in [2], with the difference that the algorithms in [2] require matrix
input while those in [27] use only edge input. The algorithms of [2] are unsuitable
because there may not be v* PEs to hold the adjacency matrix. More important, the
algorithmsof [2] are too slow because they use matrix calculations that take @(v) time
on a PC.

4. Graphs as adjacency matrices. In this section, we consider undirected graphs
with n’/? vertices, where the graph is given as an adjacency matrix or weight matrix.
Weassumethat the (i, 7) entry of the matrix is stored in base PE (i,j). Because the
input is now more structured, we are able to give algorithms whichareslightly faster
than those of § 3.

4.1. Data movement operations. The algorithms of this section require two new
data movement operations, pyramid matrix write and pyramid matrix read. A pyramid
matrix write performs the same basic action as a pyramid write and comes in two
versions, one for rows and onefor columns. In the row (column) version source PEs
lie in the base, and those in the same row (column) send the same key. The pyramid
matrix read performs the same basic action as a pyramid read, and also comes in two
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versions. For the row (column) version, all destination PEs lie in the base, and those
in the same row (column) request the same key.

Detailed implementations of these operations appear in § 6.2, where it is shown
that if a pyramid matrix write (read) has its destination (source) PEs at a level which
is an:MCCofsize k, k=2n'/?, then the time used is 6(log (1) + k’/7[1+ log (n/k?)]'””).
(Though we never have more than n’/? keys, we must allow k = 2n'/? since the highest
level holding n'/? PEs actually has 2n'/? PEs when n> 256 is an odd powerof4.)

4.2. Matrix algorithms. Our algorithms for graphs given as adjacency or weight
matrices are simple adaptations of.our algorithms for unsorted edges. We merely start
with the previous algorithms, remove the call to count_keys, replace pyramid read
with pyramid matrix read, and replace pyramid write with pyramid matrix write. The
resulting algorithms are faster than those of § 3 by a factor of log!/?(n).

THEOREM 3. Suppose the adjacency matrix of an undirected graph with n'’? vertices
is stored in the base of a pyramid computer of size n. Then the above algorithm labels
the connected components in 0(n'/*) time.

THEOREM 4. Suppose the weight matrix of a weighted undirected graph with n‘\/*
vertices is stored in the base of a pyramid computer of size n. Then the above algorithm
marks a minimal spanning forest in 0(n‘*) time.

COROLLARY 2. Suppose the adjacency matrix of an undirected graph G with n*\/?
vertices is stored in the base of a pyramid computerofsize n. Then in 0(n'*) time one can

(a) decide if G is bipartite,
(b) determine the cyclic index of G,
(c) find all bridge edges of G,
(d) find all articulation points of G,
(e) decide if G is biconnected.
Determining the transitive closure of a symmetric boolean matrix stored in the

base of a PC is a simple adaptation of componentlabeling. First perform component
labeling for matrix input. For PEs which are storing off-diagonal entries (i.e., for which
the row and columnare different), the new entry is 1 if the row label equals the column
label, while otherwise it remains 0. For PEs on the diagonal, if the original entry was
1 it remains so, while if it was 0 then it becomes 1 only if some other entry in the row
is 1. Pyramid matrix reads and writes can be used to determine the proper diagonal
entries, giving the following result:

COROLLARY 3. Suppose an n‘/?x n'/? symmetric boolean matrix is stored in the
base of a pyramid computer of size n. Then the transitive closure can be determined in
A(n'/*) time.

5. Divide-and-conquer algorithms. In this section, we use a divide-and-conquer
approachto solve a variety of geometric problems involving black/ white pictures stored
one pixel per PE at the base of the PC. The use of divide-and-conquer for geometric
problemsis well known, but a naive use of this strategy on the pyramid computer does
not necessarily produce good results. We demonstrate some efficient implementations
of this strategy on the PC.

Throughout this section we will often divide the MCC at some level into squares
of some size S. What we mean bythis is that we will completely partition the MCC
into disjoint squares of size S, where S is a power of 4. Using this partitioning, the
concept of the square ofsize S at level | containing PE P is well defined (assuming that
level 1 is of size S or greater). The term picture square will be used to refer to a square
in the base.
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The computations for our divide-and-conquersolutions will proceed in a bottom-
up fashion. Thefirst stage will involve analyzing picture squares of size 4°, for some
small constant c which depends upon the particular problem. In general, stage i has
analyzed picture squares of size 4°*'~', and stage i+1 combines the results together
to analyze picture squares of size 4°*’. An important point of our solution strategy is
that at the end of stage i, each picture square of size 4°*'~' has been reduced to O(2')
records of data, from which stage i+ ft can produce the analysis for picture squares
of size 4°*'. Our algorithms proceed rapidly by moving the data that represents a
picture square up through the subpyramid whose baseis the picture square.

For a picture square of size 4°*'~', the square of size 4°*!’/7!"" at level [4] which
containsall level [5] ancestors of the PEs in the picture squareis called the data square
corresponding to the picture square. Notice that when stage i is working on picture
squares of size 4°*'~', the corresponding data squares have enough PEs to contain the
results from stage i—1, so all the work is performed in the data squares. Further, the
data square corresponding to a picture square is either the union of the data squares
corresponding to the picture’s quadrants, or else it is the union of the parents of the
quadrants” data squares. This means that the data from onestageis either already in
place, or must move up only onelevel, for the next stage.

The last stage of the divide-and-conqueralgorithm is stage log, (n) —¢+1, during
which the entire picture is analyzed. Since the intermediate results are scattered in
data squares throughout the pyramid, a final step is needed to movethese results back
downto the base. This final data movementis accomplishedvia a funnel read, described
in §5.1. Section 5.1 also introduces a data movement operation called reducing a
function. This operation allows data squares to perform some calculations (such as
computing the nearest neighbor for each point from a set of points) in time linearin
the edgelength of the square, even though we do not know of an MCC algorithm
which finishes in this time. The operation of reducing a function uses PEs below the
data square to help perform the calculations in the desired time.

5.1. Data movement operations. We now describe data movement operations:that
will be used to implement divide-and-conquer algorithms on the PC.

Funnel read. Assume each base PE knowsthe key for data it wishes to read from
its stage 1 data square. For a stage i data square which is responsible for supplying
the data for a given key, there are three possibilities: either one of its PEs has the data,
or it must read the data from its stage i+ 1 data square (where byits stage i+ 1 data
square we meanthe data square it supplies data to), or one of its PEs has analias for
the key and must read the data for the alias from its stage i+1 data square. (If i is
the last stage, then the square must have the data.) Further, a data square of size S
never receives more than S requests. The funnel read ultimately obtains the data for
all of the base PEs in 6(S'/”) time, where S is the size of the data squaresatthe final
stage. Figure 3 is a picture of a funnel read, andits detailed implementationis in § 6.3.

Reducing a function. Given sets Q, R, and S; let g be a function mapping QxR
into S, and let * be a commutative, associative, binary operation over S. Define f, a
map from Q into S, by f(q)=*{g(q, r): re R}. We say f is the reduction of g. For
example, if Q and R are sets of points in some metric space, if S is the real numbers,
if g(q, r) is the distance fromgqto r, and if * is the minimum,then-f(q) is the distance
from gq to the nearest point in R.

Suppose the elements of Q are stored one per PE in a square of size m at level
i, and the elements of R are also stored one per:PE in the square. (A PE may contain
an element of Q and an element of R.) Suppose g and * can both be computed in
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stage 3 data square level 1
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Fic. 3. A single PE’s view of a funnel read.

 
8(1) time. Then the operation of reducing a function will compute f(q) and store it
in the PE containing gq, for all ge Q, in 6(m'’?+ m/4') time. The detailed explanation
of this operation appears in § 6.3.

5.2. Component labeling for digitized pictures. As was noted in § 2, a digitized
picture can be viewed as being an undirected graph, where the black pixels are the
vertices, and adjacent black pixels have an edge between them. Upon termination of
our componentlabeling algorithm for digitized pictures, every base PE containing a
black pixel will also contain the label of the pixel’s component.

ALGORITHM. We follow the basic divide-and-conquerstrategy outlined above.
Ouralgorithm is similar to the MCC algorithm of [18], but is significantly faster.

First, each base PE P containing a black pixel generates a record (p, q, ©) for
each neighbor Q containing a black pixel, where p is the index of P, q is the index
of Q, and the third componentof the record will be used to store the componentlabel
of p and q generated at this stage. Thus, each PE maygenerate as manyas four records,
one for each of its neighbors.

At stage 1, picture squares of size 256 are labeled. (That is, c=4 in the generic
divide-and-conquer strategy.) This is accomplished by performing the component
labeling algorithm for unsorted edge data, as described in § 3.2, simultaneously for
every picture square of size 256 by using the edge data just generated in each picture
square. That is, for each picture square we can apply the unsorted edge data labeling
algorithm only to those records (x, y, 0) for which both x and y are in the picture
square, i.e., we omit those records for which x is on the border of the square and y is
in an adjacent picture square. (Since x and y are concatenated coordinates of PEs, in
6(1) time a PE containing (x, y, ©) can decide whether or not x and y are in the same
picture square.)

Whenthe edge data labeling algorithm is completed, those PEs with a record
(x, y, 00) use a RARin their picture square to determine the (possibly) new label of
x. The label is stored in the third field of this record. (If the third field was © at the
end of the edge data labeling algorithm, it must be that y lies outside of x’s stage 1
picture square.) These records have all of the information needed for the next stage
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of the algorithm, since the only components for which a single label has not yet been
assignedare those whichlie in two or more stage 1 picture squares. All records generated
originally are kept in their stage 1 data squares, and each PE containing a record
{x, y,z) with y outside the picture square generates a record (z, y,0©) for use in the
next stage. There are at most 64 such records generated within a single picture square
of size 256. (Each corner pixel may generate 2 such records, andall other border pixels
may generate 1.) These records are now spread out in their stage 1 data squares so
that no PE holds more than one such record. This concludesstage 1.

At stage i, the algorithm labels picture squares of size 4°*', using data squares of
size 4°*!'/71 at level [4]. If i is odd, then all of the data needed (the records generated
at the end of the previous stage) is already present, while if i is even, then the data is
in the four data squares one level below. In the latter case, the data is moved up and
distributed so that no PE has more than onerecord.(This can be done in 9(2'’”) time.)
Next, component labeling is performed for this edge input, again using only edges
both of whose vertices lie in the picture squares. When finished, a PE containing a
record with a vertex outside of the picture square generates a record for the nextstage.
Since we are working on picture squares of size 4°**', at most 2°*' records can be
generated for the next stage.

After stage log,(n)—3, all of the labels have been decided. Notice that if P’s
component extends outside of P’s stage 1 picture square, then the labeling information
in the stage 1 data square may beincorrect, and P would need to consult later stages.
The component may extend outside of P’s picture square for manystages, so in advance
P does not know which data square has the needed labeling information. This is where
a funnel read is used, moving labels from the data squares of the last stage back down
towards the base, taking @(n'’*) time. This gives the following result:

THEOREM 5. The component labeling problemfor digitized picture input on a pyramid
computer of size n can be solved in @(n"/*) time.

This represents a substantial improvement over the @(n'/?) MCC algorithm in
[18]. Reference [29] recently presented a different PC algorithm for labeling com-
ponents in a digitized picture. This algorithm is designed to label “‘convex blobs,” but
becauseit uses only child—parentlinks it takes @(n'’”) time to label a D x n'’? rectangle,
for any constant D. In contrast, our algorithm will label any digitized picture, and
hence all “convex blobs,” in @(n'/*) time.

5.3. Nearest neighbors. The solution to the nearest neighbor problem is quite
similar to the solution just presented for the component labeling problem. Therefore,
we will describe in detail only those aspects of the algorithm that change.

In the nearest neighbor problem, we wish to find the kin of each component,
where the kin of a componentis the label/ distance pair representing the nearest labeled
component with a different label. (In case of ties, the component of smallest labelis
chosen.) The input to the nearest neighbor problem is a digitized picture with its
components already labeled, and at the conclusion of the algorithm each black pixel
will have the kin information for its component.

Our divide-and-conqueralgorithm is based on the following observation: assume
that the 4 quadrants within a picture square have been analyzed. When combining the
4 quadrants, the only components whose kin could lie in a quadrant other than their
own are those components that have at least one pixel that is an extreme point. An
extreme point is a black pixel that is, relative to its component, either the northernmost
or southernmost black pixel in its column, or the easternmost or westernmost black
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pixel in its row. Within a quadrant, components with no extreme points must have
determined their kin in earlier stages since they are totally surrounded by other
components within their quadrant.

We again analyze squares of size 256 at stage 1. Within each picture square, for
each component C we determine the closest component within the square, and store
this in a record (C, kin(C)). (This kin information may be incorrect, but the final
funnel read will bring the correct information down from a data square above.) For
each column i in the picture square, form the records(1, i, tr (i), tl (i)), (2, i, br (1),
bl (i)), where tr(i) (br(i)) is the row of the topmost (bottommost) black pixel in the
columnrestricted to the square, and tl (i) (bl (i)) is the label of this pixel. (If the
column has no black pixel then set the coordinates to 00.) Similarly, for each row j
we form records(3, j, lc (j), ll (J)), (4, / re (J), rl (J)) for the leftmost and rightmost
black pixels in the row. These are the records needed for the nextstage.

In general, at stage i+ 1 wefirst find, for each black pixel represented in one of
the records passed on from stage i, the nearest black pixel (represented in a record)
of a different label. We use the operation of reducing a function to do this, where Q
and R are the records, S is the real numbers, * is the minimum, and¢gis the distance,
with the exception that g gives an infinite distance if the two points have the same
label. When the operation is finished, we use an RAR to form a record (C, kin (C))
for each component C represented by one or more pixels. To generate the records for
the next stage, notice that for each column in the stage i+1 picture square there are
two type 1 records. The one representing the topmost pixel is passed to the next stage,
and similar reductions occur for records of types 2, 3 and 4.

Finally, after the last stage of the algorithm, a funnel read brings the correct kin
information back to the base, giving the following result:

THEOREM 6. The nearest neighbor problem for digitized picture input on a pyramid
computer of size n can be solved in 0{n'*) time.

Wenote that if one is interested only in determining, for each black pixel, the
location of the nearest black pixel, then the PC needs only @(log (n)) time [26].

6. Data movement operations. In this section, we describe how to perform the
data movement operations used in earlier sections. We also discuss the optimality of
our algorithms.

6.1 Pyramid read, pyramid write, and count-keys. A pyramid read starts with
records stored at some level i, each with a different key, and moves them down to
level j where they can be read. Let m=n/4' and S=4= |log,’""4t"!|, In this
algorithm, we use the term square to mean “square of size S’’, and we divide levels
j:::+i into squares. The squares on level i are numbered from 1 to m/S using a
snake-like ordering. (See Fig. 4.) All of the data starting in square k onleveli is called
packet k.

By a cycle we mean cS'”* time units, where the constant c, independent of n and
S, is chosen so that in one cycle a square can perform all of the following functions:

1. Exchange packets with the next square on the same level (where next is with
respect to the snake-like ordering).

2. Copy a packet to the four squares on the level below.
3. Perform an MCC RAR.

We now describe the pyramid read algorithm. Packetsarefirst passed backwards
along level i towards square 1, using the snake-like ordering, one square per cycle.
Once at square 1, a packet is moved forwards along level i, again using the snake-like
ordering. Each time a squareatlevel i receives a packet moving forwards,it first copies
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Fic. 4 Snake-like ordering.

it to the four squares below before passing it along, all in one cycle. Each square at
level (j+1)...(i—1) which receives a packet just copies it to the four squares on the
level below. Finally, each time a square on level j receives a packet it does an MCC RAR.

PROPOSITION 1. In a pyramid computer of size n, a pyramid read from level i to
level j takes O(i—j+1+[m *(i-j+1)]'”) time, where m=n/4.

Proof. The operationis finished when packet m/S has moved backwardsto square
1, forwards to square m/S, down to level j, and all level j squares beneath square m/S
have done a RAR.This takes 2 * m/S—1+i—j cycles, or 0(¢~j+1+[m * (i~j+1)]'”
time. O

For the pyramid write, assume that the destination PEs are on level i, the source
PEs are on level j, and m and S are defined as above. The pyramid write is basically
performed by running the pyramid read in reverse. Slight differences arise because
several base PEs can send records with the same key, but perhaps different data parts,
in which case we need to take a minimum.Also,it is not initially known which packet
a given record will end up in.

To accommodate these problems, in general a square Z will have a packet’s worth
of data from each square feedinginto it (either the four squares below,or, for squares
at level i, the four squares below and the preceding square in the snake-like ordering).
From this, Z has enough to makeat least one packet’s worth of data. However, since
the square to whichit is feeding data may have someleftover data from the previous
cycle, the square it is feeding informs Z how manyrecords are needed. In one cycle,
Z supplies the necessary data and informs each square feeding into it how many of
that square’s records need to be replaced. Since it takes one cycle to receive the data,
and one cycle for Z to pass on data after the new data is received, each step of the
pyramid write takes two cycles.

Making these minor changes to the pyramid read, we obtain:
PROPOSITION 2. In a pyramid computer of size n, a pyramid write from level j to

level i can be performed in 0(i—j+1+[m *(i-—j+1)]'”) time, where m=n/4.
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Recall that count_keysis a function responsible for counting the numberofdistinct
keys present in the base of a PC. If each key were represented only once, then count_keys
could finish in @(log (n)) time. However, keys in general are duplicated, so count_keys
uses the pyramid write to eliminate duplicates. It first tries to determine if the number
of keys is = K, where K = 4!'08«°8.("))!by doing a pyramid write to level L = log, (n/K),
where each destination PE requests one record. Whenfinished, all PEs below level L
use a pyramid read to check whether their key was passed all the way up to level L.
If this is so for all PEs, then the numberof keys is the numberof records at level L.
Otherwise, count_keys sees if the number of keys is =4K by doing a new pyramid
write to level L—1. It continues multiplying the number of keys by 4 at each stage
until it reaches a stage where the pyramid write succeeds in moving all the keys to
level L. This gives us the following result:

PROPOSITION 3. Ifthere are k different keys present in the base ofa pyramid computer
of size n, then in O(log (n)+k*/7[1+log (n/k)]'”") time count_keys will count them.

6.2. Pyramid matrix read and pyramid matrix write. Assume that a pyramid matrix
write has its destination PEs at level i, and let m=n/4'. (Recall that m=2n'/?.) The
pyramid matrix write has two steps: the first moves the data to level j = log, (m), and
the second movesit to level i (Note: if m=2n'” then set j= i instead of i+1.)

To perform the first step of the row version of the pyramid matrix write (the
columnversion is similar), we partition the PEsat level j into strings of k = 2/ PEsall
in the same row, and call such a string and all PEs beneath it a prism. Notice that a
prism includes parts of k rows in the base, and hencesits over no more than k different
keys. In each prism, at time j thefirst string PE receives the minimum record sent
from any base PE beneath it in the first row of its prism. This PE passes the record
on to the next PE in its string. In general, the computations are pipelined so that at
time j+r-—~1+p-—1the pth PEin thestring of each prism receives the minimum record
sent from any PE beneath it in the rth row of the prism, and also receives from the
preceding string PE the minimum record sent from any base PE in the rth row beneath
any of the preceding string PEs. The pth PE in thestring takes the minimum of these
two values and passesit to the p+ Ist PEin its string.

At time j+k—1 the last PE in each string forms the minimum sent by any base
PE in the first row of its prism, and this value is sent back towardsthefirst PE ofits
string. These reverse messages are passed simultaneously with the previously mentioned
ones. Finally, at time j+2%* k—2 the last string PE (the kth one) finds the minimum
record sent by any base PEin the kth row ofthe prism. Simultaneously, the minimum
record sent by any base PEin thefirst row of a prism has moved backto thefirst PE
of its string, and the first step of the algorithm is finished.

The secondstep is just a pyramid write from level j to level i. This gives us the
following result:

PROPOSITION 4. In a pyramid computer of size n, a pyramid matrix write to leveli,
i= |log,(n)/2), takes @(log (n)+ m‘/7[2 + log (n/m?)]'’*) time, where m = 4'.

Proof. If m=n’’?, then the time for the first step is @(m‘/”), and the time for
the second step is 0(i—j+1+m'[i—j+1]'”). Since j =log,(m) and i=log, (n/m),
we havethe desired result. Otherwise, if m=2n'/?, then the time is @(m‘/?). In this
case, log, (n/m’)=-—1, which is why there is a 2 instead of the usual 1 inside the
brackets. O

For a pyramid matrix read, assume that the source PEsare at level i, and let
m=n/4', Again we describe just the row version, which takes 3 steps. The first step
uses prisms of height j, where j is as above. By using thefirst step of the matrix write,
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in 6(m'’?) time the top row (string) of each prism contains the keys needed by the
rows beneath. The secondstep is a pyramid read from level i to level j. The third step
reverses the first one, taking the data to the base.

PROPOSITION 5. In a pyramid computer of size n, a pyramid matrix read from level
i, i= [log, (n)/2], takes 6(log (n)+ m'/7[2+log (n/m?’)]'’”) time, where m= 4’.

6.3. Funnel read and reducing a function. The funnel read is straightforward. If
the final stage of an algorithm is stage i, then wefirst have each stage i—1 data square
use a pyramid read to obtain the data from its stage i data square. (Notice that this
runs in time linear in the size of the stage i data square.) We continue downwards,
each stage j—1 data square using a pyramid read to obtain its data from its stage j
data square. When going down, the squares get smaller by a factor of 4 (see Fig. 3),
so we obtain the following:

PROPOSITION 6. Assume that the final stage of an algorithm is stage i, and that the
stage i data square is an MCC of size S. Then a funnel read runs in 0(S'’?) time,

Let g, Q, R, S, *, f£ m, and I be as in the description of reducing a function in
§ 5.1. We use the notation G(A, B) to denote the function defined on a subset A of
Q whose value at a€A is given by G(A, B) (a) =*{g(a, b): be B}. Notice that f is
G(Q, R).

For a set of PEs S, by computing G(A, B) in S we mean that for each element a
in A there is a PE in S which computes and stores the value of G(A, B)(a). Notice
that if a set Ac Q is partitioned into subsets Al, A2, A3, and A4, then

G(A, B)= G(A1, B)U G(A2, B)U G(A3, B)U G(A4, B),

where we view a function as a set of ordered pairs. Also, if a set B< R is partitioned
into subsets B1, B2, B3, and B4, then

G(A, B)(a) = G(A, B1)(a) * G(A, B2)(a) * G(A, B3)(a) * G(A, B4)(a)

for any aé A.
Using these observations, our operation of reducing a function is also straightfor-

ward. If m=1, then obviously the single PE just computes its value in 6(1) time. If
i=0 (ie., if all of the data is at the base), then we merely circulate all values of R
among all PEs holding members of Q, and each such PE calculates the associated f
value. This takes time proportional to m, the numberof PEs. Otherwise, Q is partitioned
into 4 subsets (as equal as possible), Q1, Q2, Q3 and Q4, and these are arranged in
the four quadrants of level J, as in the left-hand side of Fig. 5. The quadrant holding
Qi is responsible for computing G(Qi, R). It does this by first having each PE copy
its element of Q into the PE’s four children. The quadrant also copiesall of R to the
square beneath it, creating the situation as in the right-hand side of Fig. 5. A square
of size m/4 on level !— 1 holding Qi and Rj is now responsible for computing G( Qi, Rj),
which it does recursively. When this is finished, beneath each quadrant of level / the
four squares of size m/4 at level J/—1 send up their results. A PE at level J holding an
element g& Q receives G(Q, R1)(q), G(Q, R2) (q), G(Q, R3) (gq) and G(Q, R4) (q)
from its children, and by taking the * of these computes G(Q, R) (q).

PROPOSITION 7. Suppose the elements of Q are stored one per PE in a square of
size m at level || and the elements of R are also stored one per PE in this square, and
suppose g and * can be computed in 0(1) time. Then the reduction of g can be computed
in 0(m'/? + m/4') time.

Proof. It takes @(m) time to copy the values of Q and R from level / to the
appropriate places on level /—1. Since the size of the squares reduces by a factor of
4 at each level, it takes 6(m) time to copy the values all the way downto the base.
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level level i-]

Fic. 5. Reducing a function.

(If m<n'/’, then the data does not even reach the base, instead only moving down
log, (m) levels until the problem has been broken into squares of size 1.) The squares
on the base have size m/4', so they take @(m/4') time to compute their values. It now
takes only @(1) time per level to combine results and move them up. O

6.4. Optimality. In this section we show that some of our results are quite close
to being optimal.

PROPOSITION 8. In a pyramid computer of size n, the time needed to move B21
bits of data from the first column of the base to the last column of the base is O(log(n) +
(B/log(n))"””).

Proof. Assume B = log, (n), and let L= |log, (n * log, (n)/.B)| and EB =n'/?/2".
For each column of PEs at level L, call the entire column and all of its descendents
a prism. The data initially resides in the leftmost prism and must moveto the rightmost
one. If a bit only moves along communication links involving PEsat level L or below,
then at least E —1 communication links must be traversed, since there are E prisms,
and each communication link either keeps the bit in the same prism or movesit to an
adjacent one.

Figure 6 shows a side view of the PEs at level L and above. The usual way of
drawing the pyramid has beenslightly altered so that all PEs in the same column and
level are represented by a single PE. The time spent traversing any vertically drawn
wires (communication links) will be ignored. The weights alongall other wires indicate
the numberof steps that could be saved by using the wire. There are (E/2) * (EB /2-—1)
horizontal wires labeled 1, (£/4)?*2 slanted wires labeled 1, (E/4) *(E/4-1)
horizontal wires labeled 3, and so forth. Since each wire can carry at most C * log,
(n) bits per unit time, for some constant C, in 1 unit of time the maximum number
of bits moved by the nonvertical wires above level L is

log,(n)—L log,(n)-E~1C * log (ny +{ Yo (2'—1)(8?/4'— B/2')+ y 20! -1era'"y|f=1 i=1
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L+3

L+2

L+1 
< prisms

FiG. 6. Another view of the pyramid computer.

which is less than C * E? * log, (n). Therefore, in t units of time the total savings is
less than C * E** t «log, (n).

On the other hand, a bit of data that reaches the rightmost prism in ¢t units of
time must have crossed wires with a total weight of at least E -1—1t. Furthermore, if
all B bits of data reach the rightmost prism in ¢ units of time, the total savings must
be at least B * (E —1-—1t). Therefore, t must be such that

Bx(E-1-t)<C* BE? «t*log,(n),

or

t> B*(E—1)/(C * E* log, (n)+B) = 0((B/log (n))'””).

Since the pyramid computer of size n has a diameter (maximum distance between
any two vertices) of 2 * log, (), we also have t=log (n). Hence we have the desired
result. O

For each of the problems considered in this paper, it is easy to devise inputs to
which Proposition 8 applies. For example, suppose one is performing component
labeling of digitized pictures, and the input is knownto be of the form in Fig. 7, where
an X indicates a pixel which may or may not be black and a Y indicates a pixel that

xt{ttttttty

 
FIG. 7. An image requiring extensive data movement.
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is always white. Notice that if the two black PEs neighboring a PE marked Y end up
with the same label, then the PE marked X which is in Y’s row must be black. Since
a Y can determine if its black neighbors have the same label in 6(1) time after the
componentlabeling algorithm is finished, the component labeling algorithm requires
at least as muchtimeasit takes to transmit @(n’’*) bits from one edge to the opposite
edge of the pyramid. By Proposition 8 this is Q(n'/*/log'’*(n)). This lower boundis
a factor of log’’* (n) smaller than the time achieved in Theorem 5, showing that
Theorem 5 is at most log’? (n) times optimal. We believe that Theorem 5, as well as
Theorems 3, 4 and 6, and Corollary 2, are all optimal, and leave the proof ofthis as
an open problem.

7. Extensions to other dimensions. Many of the data movement techniques that
have been presented can be extended to pyramid computers of dimensions other than
2. Define a j-MCCofsize n to be an SIMD machine in which n PEs are arranged in
a j-dimensional cubic lattice. PE(i(1), ---, i(j)) is connected to PE(k(1),---, k(/)),
provided that ¥4_, |i(1) —k()|=1.

A j-PC of size n is an SIMD machine viewed as a full 2’-ary tree with additional
horizontal links. The base of the j-PC of size n is a j-MCCof size n. Each level of
the pyramid is a j-MCC with 1/2’ as many PEsas the previous level. A PEat level i
is connected to its neighbors (assuming they exist): 2* j adjacent PEsat level i, 2’
children at level i—1, and a parent at level i+ 1.

In our analyses of algorithms for j-MCCs and j-PCs, our times consider j fixed
and n, m, i and S as the parameters. We do not determine the full dependence on j,
e.g., whether each step really needs 2’ comparisons instead of a fixed number, since
a PE in a j—MCCis fundamentally different from one in a k-MCC for j # k. In this
convention, sorting can be performed on a j-MCCofsize n in 0(n'”’) time [33]. Since
the MCC RARand the MCC RAWare implemented via sorting, we can

(1) Perform an RARin @(n"’) time on a j-MCCofsize n,
(2) Perform an RAWin 6(n'”) time on a j-MCCofsize n.

Wecan also extend some of the PC data movement techniques to the j-PC. Wefirst
consider the case j>1, and discuss the case j = 1 separately at the end.

(1) j-PC write: Given that the destination level is a j-MCC of size k and the
source PEs are i—1 levels below, a j-PC write (j > 1) can be performed in @(log (n) +
[k * #~']'”) time.

(2) j-PC read: Given that the source level is a j-MCCofsize k and thedestination
PEs are i—1 levels below, a j-PC read {j>1) can be performed in @(log(n)+
[k* i']'%) time.

(3) Count keys: In aj-PC ofsize n (j > 1), if there are t different keys in the base
then count_keys will finish in O(log (n)+[t+t * log (n/t)/~']'”) time.

(4) Funnel read: Assume that the last stage (j-dimensional) data cubes are of
size S. (See the comments preceding Theorem 9 below for a discussion ofthe sizes of
data cubes in a j-PC.) Then a j-PC funnel read (j > 1) can be performed in 6(S'”) time.

(5) Reducing a function: Given sets Q and R, stored 1 per PE in a j-MCCofsize
m at level i, and given that g and * can be computed in @(1) time, in @(m'+ m/2")
time a j-PC (j> 1) can compute the reduction of g.

We have omitted a discussion of the pyramid matrix read and write since the
mapping of a matrix into a j- MCCis not natural. Given the data movement techniques
that do extend, we are able to adapt several of our algorithmsto the j-PC:

THEOREM 7. Given a j-dimensional pyramid computer of size n (j > 1), if the base
contains the unsorted edges of an undirected graph with v vertices, then the extension of
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the component labeling algorithm in §3.2 labels the components in @(log(n)+
v'[1+log (n/v)']'”) time.

THEOREM 8. Given a j-dimensional pyramid computer of size n (j > 1), if the base
contains the unsorted weighted edges of an undirected graph with v vertices, then the
extension of the algorithm in §3.3 finds a minimal spanning forest in @(log (n)+ v'/
[1+log (n/v)~']'”) time.

COROLLARY 4. Given a j-dimensional pyramid computer of size n (j> 1), if the
base contains the unsorted edges of an undirected graph G with v vertices, then in
O(log (n)+ v'” [1+log (n/v)~']!”) time one can

{a) decide if G is bipartite,
(b) determine the cyclic index of G,
(c) find all bridge edges of G,
(d) find all articulation points of G,
{e) decide if G is biconnected.
In the component label problem with digitized j-dimensional picture input, we

again use stages of (j-dimensional) picture cubes and their associated data cubes,
where the picture cubes increase in size by a factor of 2’ at each stage. We reduce a
picture cube to an amount of data proportional to the cube’s surface area, so the data
squares at the final stage have 6(n“~?”4) PEs, and are on level 6((j—1) * log: (n)).
The extension of component labeling for such data is now straightforward.

THEOREM 9. Given a digitized j-dimensional picture stored one pixel per PE
at the base of a j-PC of size n (j>1), the components can be labeled in a(n U-Y47)
time.

Despite our success in extending component labeling to the j-PC, we cannot do
as well for the nearest neighbor problem. The difficulty is that, since the final data
cubes have size @(n~"”), when wetry reducing a function it takes 0(n4~””’) time
for j>2, which is no better than the edgelength of the base (n'”). Therefore our
extension to a j-PC does not seem to be able to do anybetter than a j-MCCalgorithm
for the nearest neighbor problem.

Finally, a 1-PC behavesdifferently than a j-PC for j> 1. One important difference
is that a 1-PC of size n can sort in 0(n/log (n)) time, versus 6(n) time for a 1-MCC
of size n, while for j>1 a j-PC and a j-MCCsort in the same time [25]. This sorting
difference is most apparent when considering problems such as componentlabeling,
finding a minimal spanning forest, deciding if a graph is bipartite, etc., for a graph
with @(n) vertices, given as unsorted edge input. For a j-PC, j > 1, these problems take
6(n'7) time, but on a 1-PC they can be solved in @(n/log (n)) time.

Another importantdifference is that one-dimensionaldigitized pictures are simplis-
tic. Using the special properties of such input, there are easy 1-PC algorithms to do
componentlabeling and finding nearest neighbors in @(log (7)) time.

8. Conclusion. Because ofits similarity to some animal optic systems, its similarity
to the (region) quadtree structure, and its natural use in multiresolution image process-
ing, the pyramid computer has long been suggested for low-level image processing
[5]. [6], [25], [29], [30], [32], [34], [35]. Due to advances in technology, some pyramid
computers are currently under construction [8], [12], [23], [30], leading us to believe
that they deserve further algorithm study. This paper begins that study by showing
that the pyramid computer can be used for more complex tasks than originally
considered. For instance, we have shown that the pyramid computer can be used to
efficiently solve problems in higher-level image processing, graph theory, and digital
geometry.
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A major contribution of this paper is the introduction of fundamental data
movement operations for the pyramid computer to be used with a variety of standard
input formats. These data movement operations are quite different from those used
by earlier authors, in that most previous pyramid computeralgorithms either concen-
trated soley on the child-parent links (adapting quadtree algorithms to the pyramid),
or solely on the mesh-connected links of the base. In contrast, the data movement
operations that we have presented intermingle the use of both types of links. They
also make extensive use of intermediate levels of the pyramid to do calculations, store
results and communicate data. Furthermore, we have shown how to use the base of
the pyramid to aid in the computation of functions being performed at higherlevels.

We have used our data movementoperationsto efficiently solve several geometric
and graph-theoretic problems. Since there are numerous other problems in these and
related fields which have divide-and-conquersolutions, the problem-solving techniques
and data movement operations presented here should have a wide range of applications.
For example, [15], [17] contain algorithms which use the pyramid read, pyramid write,
and reducing a function operations to compute geometric properties such as convexity,
diameter and smallest enclosing box.

It is interesting to compare the pyramid computerwith other parallel architectures.
Using the standard VLSI model in which processing elements are separated byat least
unit distance and a wire has unit width, [5] has shown that a pyramid computer with
a base of n processing elements can be laid out in 0{n) area by a simple modification
of the standard ‘H tree’’ layout scheme. The space ofa layout for an interconnection
schemeis one measureofits cost, as is the regularity of the layout. A mesh-connected
computer of n processing elements also requires only @(n) with an extremely regular
layout, but because it has a communication diameter of 6(n’/”) it requires Q(n’’”)
time to solve all of the problems considered here, compared with, say, the 6(n'/*) time
needed by the pyramid computer to label the connected components of an image.
(Mesh-connected computeralgorithms taking @(n’’”) time to solve problems presented
in this paper appear in [19], [16].)

Another simple model that can be easily laid out in 6(n) area is the quadtree
machine, which is simply a pyramid computer without the nearest neighborlinks. Like
the pyramid, the quadtree has a logarithmic communication diameter, but unlike the
pyramid, the apex often acts as a bottleneck. For example,it is easy to show that the
quadtree needs 0(n'””)timeto label componentsorfind nearest neighbors of an image,
even if higher PEs have additional memory (as suggested in [1]). On the pyramid, we
have used nearest neighbor connections at the intermediate levels to circumventthis
bottleneck.

General-purpose interconnection schemes such as the shuffle-exchange, butterfly
and cube-connected cycles can be used to provide poly-log time solutions to all the
problemsconsidered herein. (An algorithm is poly-logif it finishes in P(log* (”)) time
for some constant k.) Unfortunately, these interconnection schemes require area that
is nearly proportional to the square of that required to lay out the pyramid computer
[36]. Althoughthis extra area and complexity provide the capability of poly-log sorting,
it is more than is needed for the problems considered here.

A moreinteresting modelis the orthogonal trees or meshof trees [36]. This model
has a mesh-connected base of size n augmented so that each row and columnofthe
base mesh has a binary tree over it, with these trees being disjoint except at their
leaves. In this model @(n'/? log? (n)) bits can be moved from the leftmost log (n)
columns to the rightmost log(n) columns in @(log(n)) time. This is a significant
improvement over the pyramid computer bound in Proposition 8, though not enough
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to provide poly-log sorting. This machine model has not received much consideration
as an image processing machine,butfor all of the problems considered herein involving
images or adjacency matrices, orthogonal trees can solve them in poly-log time.

Orthogonal trees do have some drawbacks, however. While the pyramid computer
can be laid out in linear area, orthogonal trees need a factor of log? (nm) more area
[36]. Further, orthogonal trees seem to have few ties to other objects of interest for
researchers in image processing, as opposed to the neural, data structure, and multi-
resolution ties mentioned above for the pyramid computer. It is because of theseties
that the image processing community is building pyramids and not orthogonaltrees.
Additional models which are closer to the pyramids, and which solve all of the image
processing problems considered herein in poly-log time, have recently been suggested
[28]. These models were designed by starting with the pyramid computer and modifying
it to be much faster on the algorithms presented here.
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Abstract

Preparata and Vuillemin proposed the cube-connected cycles (CCC) and its compact layout

in 1981 [16]. We give a new layout scheme for the CCC which usesless than half the area of the

Preparata-Vuillemin layout. We also give a lower bound on the layout area of the CCC. The

area of the new layout deviates from the bound by a small constant factor. We then consider

the unfolded CCC, called the cube-connected lines (CCL), for which we give a compact layout.

This latter layout is tight when compared with the lower bound above which is also applicable

to the CCL.

Keywords: Interconnection networks, cube-connected cycles, VLSI, embedding, routing, layout.

1 Introduction

Interconnection network is an important design element in the construction of parallel computers.

Manyissues are involved in deciding on a specific topology for connecting a set of processors. With

the rapid technological progresses in VLSI,it is reasonable to conceive of a huge numberof processors

being integrated tightly together to solve problems in a cooperative, parallel fashion. Therefore, one

of the criteria to judge the suitability of an interconnection network for the implementation of parallel

computers is whether the network can be laid out compactly in a VLSI grid.

The cube-connected cycles (CCC) is one of the most popular interconnection networks, which

was proposed by Preparata and Vuillemin [16] as a substitute for the hypercube in 1981. In the

same paper, they gave an asymptotically-optimal layout scheme for the CCC. Their layout scheme,

however, cannot produce the minimal layout for the CCC. Our work aims at finding better layout

schemes for the CCC. Research in the fields of graph embedding and VLSI layout has developed

* Correspondence: F.C.M. Lau, Department of Computer Science, The University of Hong Kong, Hong Kong.

Email: femlau@cs.hku.hk / Fax: (+852) 2559 8447.
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powerful techniques[2, 5] that can produce embeddings and layouts which are quite efficient—often

within a constant factor from the optimal. However, even a modest constant factor may render an

asymptotically-optimal layout or embedding unacceptable for real implementation. It is necessary

to try to achieve the minimal. This is the motivation behind our work.

Our project has two goals: (1) to give a more compact layout for the CCC than the Preparata-

Vuillemin layout, and (2) to reduce the long wires of the layout while keeping the asymptotically-

optimal area. We have achieved the first goal—a new layout scheme which uses less than half the

area of the Preparata-Vuillemin layout. Section 2 reviews the Thompson Model and the Preparata-

Vuillemin layout. Section 3 presents the new layout and compares it with the Preparata-Vuillemin

layout. Section 4 gives a lower-bound on the layout area, which is met (save some low-order terms)

by our layout of the CCL as given in Section 5.

2 Preliminaries

2.1 Thompson Model

Among the many mathematical models that have been proposed for VLSI computations, the most

widely accepted one is due to Thompson [17, 18]. In his model, the chip is presumed to consist

of a grid of vertical and horizontal tracks which are spaced apart at unit intervals. Two layers of

interconnect are used to route the wires. Vertical wires are routed in the top layer of the interconnect

and horizontal wires are routed in the bottom layer. Hence, wires may cross each other but cannot

overlap for any distance or cross node to which they are not incident. To change direction, wires

may turn into the other layer by contact cuts or vias that facilitate connections between the two

layers. In our discussion, no knock-knees are allowed—that is, two wires cannot turn at the same

grid point [14, 15].

Formally, an embedding or layout of a graph G in a Thompson grid is an assignment of the nodes

of G to intersection points in the grid and the edges of G to paths along the grid tracks. One of the

important measuresof a layout is the layout area which is defined as the product of the number of

vertical tracks and the numberof horizontal tracks that the layout uses to contain all the nodes and

all the path segments.

2.2 Cube-Connected Cycles

The s-dimensional (s-d for short) cube-connected cycles (CCC) is constructed from the s-dimensional

hypercube by replacing each node of the hypercube with a cycle of s nodes [13, 16]. The ith-d edge

of a node of the hypercubeis then connected to the ith node of the corresponding cycle of the CCC.

For example, see Fig. 1(a,b). The resulting graph has s - 2° nodes, each of degree 3. By extending

the labeling scheme of the hypercube, we can represent each node of the CCC by (w,i) where i
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(1 <i < s) is the position of the node within its cycle and w (an s-bit binary string with the Oth-d

at the rightmost) is the label of the node in the hypercube that corresponds to the cycle. Two nodes,

(w,t) and (w',i'), are linked by an edge in the CCC if and only if either

1. w=w' andi-—i!'=+1 (mods), or

2. i=7 and w differs from w’ in precisely the ith bit.

Edges of kind (1) are cycle-edges and edges of kind (2) are cube-edges. As shown in Fig. 1(c), CCC

is often drawn in the multi-stage format which will directly give rise to the Preparata-Vuillemin

layout. The first and the last stage, stages 1 and s, are called the two end stages, and they consist

of all the nodes (w,#) for i= 1 and i = s respectively.

The CCCis closely related to the butterfly network just as the shuffle-exchange network is to the

deBruijn network. The group-theoretic relations of the four networks are well studied in [1] where the

CCC and the butterfly are proved to be Cayley graphs derivable from the shuffle-exchange network

and the deBruijn network respectively; and inversely, the shuffle-exchange network and the deBruijn

network are proved to be some coset graph of the CCC and the butterfly network respectively.

Weintroduce an unfolded version of the CCC. Like the butterfly network, the CCC now has the

traditional folded version and the new unfolded version. For the unfolded CCC, condition (1) in the

above definition is changed to

1. w=w' andi-#=41.

Each cycle of the CCC is replaced by a line in the unfolded CCC. We therefore call the unfolded CCC

the cube-connected lines, denoted by CCL hereafter. The 3-d CCL is shown in Fig. 1(d).

2.3. The Preparata-Vuillemin Layout

Fig. 2(b) shows the Preparata-Vuillemin layout of a 4-d CCC, which is recursively constructed from

two 3-d CCCS (identified by the dotted lines). Based on the recursive construction, it can be easily

proved that an CCC of N = s- 2° nodes can be placed on a 2- 2° x (2+ 1) chip. Since s ~

log(N/ log N), the chip size is about O((N/log N)?). In general, we say that a network of N nodes

has asymptotically-optimal layout if it can be laid out in area O(N2/T?), where T is the time to

execute an ascend-descend algorithm [4, 18]. CCC can execute the ascend-descend algorithm in time

O(log N) [16]. Therefore, the Preparata-Vuillemin layout is asymptotically optimal.

Moreprecisely, for an s-d CCC with n = 2° cycles, denoted by CCC(n) hereafter, let W(s) and

H(s) be the numbersof vertical and horizontal tracks respectively—i.e., the width and the height
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Figure 1: (a) 3-d hypercube. (b) 3-d CCC. (c) Another drawing of 3-d CCC: cycle-edges in in thick

lines and cube-edges in thin lines. (d) 3-d CCZL.

of a layout. Then, for the Preparata-Vuillemin layout,

We get W(s) = 2°t! = 2n and H(s) = 2°?+1=n+1. Hence, the area occupied by the Preparata-

Vuillemin layout, W(s) x H(s), is

2n(n +1) = 2n? + 2n. (1)

For the “more economical” Preparata-Vuillemin layout which is shown in Fig. 2(c),

W(1) =4,

H(1) =3,

W(s) = 2W(s— 1),

H(s) = H(s—1)+ 2-1 if s is odd
H(s—1)+2%-2+1 ifs is even.

The saving in the number of horizontal tracks for the case of even s comes from the overlapping of

some of the sth-d tracks with the embedded layouts for the (s — 1)-d CCC (see the dotted region in

Fig. 2(c)). From the above, we get W(s) = 2°+1 = 2n and H(s) =3+(2+4454---29-24 (29-74

1)) = 22° + $8 + $ for even s, and H(s) = 32° + $8 + 3 for odd s. For simplicity we only consider
even s. Hence, the areais

4 8

3” +nilogn + 3” (2)
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Figure 2: (a) Preparata-Vuillemin layout of 1-d CCC—the base case. (b) Preparata-Vuillemin layout

of 4-d CCC. (c) More economical Preparata-Vuillemin layout of 4-d CCC.
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3 New Layouts

Although the Preparata-Vuillemin layout for CCC is asymptotically optimal, it is not the minimal

layout. For real implementations, we would prefer using as tight a layout as possible. Here we give

a new layout for the CCC. It is more compact than the Preparata-Vuillemin layout; whether it is

minimal is an open question.

Referring to Fig. 2 again, there are two obvious shortcomings in the Preparata-Vuillemin layout:

e the layout does not try to make use of the corner positions of a cycle by putting some nodes

there, and

e the layout places all the cycles along the same horizontal axis.

In the new layout, these two problemsare corrected, and the resulting layout uses less area and has

a better aspect ratio.

Fig. 3(a,b,c) show the layoutsof thefirst three CCC’s, starting from the second dimension. These

layouts use minimal areas. As our interest is in the layout of the general CCC, we omit the proofs of

these specific cases here. Like the Preparata-Vuillemin layout, the new layout is based on recursive

construction. Unlike the Preparata-Vuillemin layout for which the recursion begins at the first

dimension, the base case for recursion in the new layout is the 4-d CCC (Fig. 3(c)). The reason for

this is that the layout of the 4-d CCC is the first one (starting from the first dimension) that puts a

node in every corner of a cycle. This layout is correct in the sense that it is indeed a valid CCC that

is being laid out. This can be easily verified by examining the connections against the labels of the

cycles in Fig. 3(c). Similarly for the smaller cases.

3.1 Recursive Construction

The procedureis as follows, for s > 5.

Take two copies of the layout for the (s — 1)-d CCC; place them side by side. Stretch

every cycle vertically by an extra height of 2°—* for the embedding of the sth-d nodes

and edges.

Since there are four rows of cycles from top to bottom, a total of 2’—! extra horizontal tracks are

added. Note how the sth-d nodes and edges are embedded (refer to Fig. 3(d) and Fig. 4) within

these extra tracks: one node is added to every cycle, and its corresponding nodein the other copy

of the layout of the (s — 1)-d CCC is placed at the same horizontal position, and the two are joined

by a horizontal wire. We label the cycles in the left copy by extending the original labels by a 0

on the left, and the cycles in the right copy by a 1 on the left. The correctness of the s-d layout

immediately follows from this labeling scheme. In Fig. 3(d), which is recursively constructed from

Fig. 3(c), the labels of the bottom row of cycles are shown.
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Figure 3: New layouts of small CCC’s: (a) 2-d CCC needs area 4 x 4; (b) 3-d CCC needs area 8 x 6;

(c) 4-d CCC needs area 12 x 12; (d) 5-d CCC needs area 24 x 28.
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Using the procedure, the layout of the 6-d CCC can be easily constructed. The result is shown

in Fig. 4.

For an s-d CCC with n = 2° cycles,

W(4) = 12,

H(4) = 12,

W(s) =2W(s—1),

H(s) = H(s —1) + 2°},

We get W(s) = 12 x 2-4 = 3n and H(s) = 2*°-4=n-—4. Hence, the area, W(s) x H(s), is
3

ru —3n. (3)

In the same way that a more economical layout can be derived from the Preparata-Vuillemin

layout, the new layout has a more economical version. The more economical version for the 6-d CCC

is shown in Fig. 5. For this improved layout,

W(4) = 12,

H(4) = 12,

W(s) = 2W(s— 1),

(s) H(s—1)4+ 2%"! if s is odd
H(s—1)+2%-2+4 ifs is even.

We get W(s) = 12 x 2°-4 = 3n and H(s) = 12+ (16+ 20+ 64+ 68+ ---+ 2°? + (2°? 4 4)) =

22° + 2s — 20 for even s. Hence, the areais

a” + gr logn — bn. (4)

3.2 Comparison

By ignoring the low-order terms in Formulae 1, 2, 3 and 4, the four layout schemes of CCC(n)

discussed above take areas of approximately 2n?, $n”, 3n? and $n? respectively. We compare

the new layout with the Preparata-Vuillemin layout, and the more economical version of the new

layout with the more economical version of the Preparata-Vuillemin layout. In either case, the new

layout scheme usesless than half the area of the Preparata-Vuillemin layout. The other important

advantage of the new layout is that it has a more practical aspect ratio (W(s)/H(s)), which is close

to 1, whereas the aspect ratio of the Preparata-Vuillemin layout could be as large as 3. Because of a

better aspect ratio, the new layout has a shorter maximum wire length than the Preparata-Vuillemin

layout.

The new layout also shows the superiority of the CCC in layout area over other hypercube sub-

stitutes such as the shuffle-exchange network and the butterfly network [13]. The optimal layout of



Page 289 of 626    IPR2020-00260 VENKAT KONDA EXHIBIT 2005Page 289 of 626 IPR2020-00260 VENKAT KONDAEXHIBIT 2005

ed

EMU
CA

Figure 4: New layout of 6-d CCC with area 48 x 60.
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Figure 5: More economical new layout of 6-d CCC with area 48 x 48.
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the shuffle-exchange network was due to Leighton [12]. His layout of the shuffle-exchange network,

as well as the other related ones, however, are complicated, not regular or recursive. For years, the

best known layout of the butterfly network with n inputs or outputs was that by Wise [19] which

has area ~ 2n. Recently, a more compact layout for the butterfly was found with area ~ +n? [9].
The butterfly networks discussed in these two papers, however, are unfolded. To befair, the folded

butterfly network (i.e., the first and the last stage are merged) [13] should be considered when com-

paring with the CCC. The corresponding areas of the folded butterfly given in [9, 19] would then

need to be doubled or quadrupled. On the other hand, as will be seen in Section 5, the unfolded

CCC can belaid out with area ~ in?.

4 Lower Bound on Layout Area

Wegive below a lower bound of (5n — 1)? for CCC(n). Our new layout of the CCC as presented in
the previous sections deviates from this bound by a factor of 2. The construction of the lower bound

does not consider the laying out of the cycles in a CCC(see Fig. 6), and hence the lower boundis

also valid for the CCL. As will be shown in the next section, the CCL can be laid out in an area of

($n + o(n))?, which is tight when compared with the lower bound.

The lower bound of ($n — 1)? is easily seen from the bounding strategy invented in [18] which is
in terms of the bisection width of a graph.

Lemma1 /18] For any graph G with bisection width BW(G), AREA(G) > (BW(G) — 1).

Theproofof the bisection width, 5n, of CCC(n), however, is complicated. Alternatively, we can turn
to the modified bounding strategy, from [2] where a lower bound of the butterfly network layout is

proved by the same technique, but is in terms of the minimum special bisection width.

Let G be a graph having a designated set of special nodes. The minimum special bisection width

of G, denoted MSBW(G), is the smallest number of edges whose removal partitions G into two

disjoint subgraphs, each containing half of G’s special nodes.

The following three lemmas are due to Avior etal. [2].

Lemma 2 For any graph G with MSBW(G), AREA(G) > (MSBW(G) — 1)?.

In order to bound the MSBW of CCC(n), the congestion argument originated in [12, 13] which

is used for bounding unknown MSBW’s from known onesis used.

Lemma $3 Let G and H be graphs having equal numbers of special nodes. If there is an embedding

of G into H which maps special nodes to special nodes and which has congestion < C, then

MSBW(H) > (1/C)MSBW(Q).

11



Page 292 of 626    IPR2020-00260 VENKAT KONDA EXHIBIT 2005Page 292 of 626 IPR2020-00260 VENKAT KONDAEXHIBIT 2005

The complete bipartite graph K,,, plays the role of the guest graph G with known MSBW =

n?,le

Lemma 4 MSBW(Ky») = sn when all nodes of Kyn are special.

Now wegive an embedding of the guest graph Kp,» into the host graph CCC(n).

Lemma 5 One can embed Ky» into CCC(n) with congestion 2° = n in such a way that the inputs

and outputs of Kn» map, respectively, to the first stage and the last stage of CCC(n).

Proof: Consider the embedding of Kn,» into CCC(n), which assigns inputs of Ky,» to thefirst

stage of CCC(n) and outputs of Ky,» to the last stage of CCC(n), and which routes the edges of Knin

in increasing order of dimensions—i.e., from right to left.

With noloss of generality, see Fig. 6 for an embedding of Kg. into CCC(8). Since the long wrap-

around cycle-edges of the CCC are not used for routing in the embedding, Fig. 6(a) is simplified

to Fig. 6(b)—i.e., CCL(8). Fig. 6(b) can be isomorphically arranged to become Fig. 6(c) in which

all stages of nodes except the first stage are reordered so that pairs of nodes connected by cube-

edges are placed togetherlike the first stage while the cycle-edges at each stage appear to be in the

unshuffle-connection pattern [1, 8]. Fig. 6(c) can be transformed into Fig. 6(e) by replacing every

pair of nodes with a complex node as shown in Fig. 6(d). Fig. 6(e) is a reverse Omega network (or

a flip network [3]). Hence, the original CCC(n) is transformed into a reverse Omega network with

3n inputs and $n outputs.

Note that the reverse Omega network (with $n inputs and $n outputs) has the banyan prop-
erty [10]: each input node u is connected to each output node v by exactly one path of length s—1.

Let e be a stage-k edge of the reverse Omega network, where 1 < k < s—1. One end-point of e

reaches precisely 2°—*—! distinct output nodes while the other end-point of e reaches precisely 2*—1

distinct input nodes. Hence, edge e lies on precisely 2*—? input-output paths. Since each input and

output contains two nodes of Ky,», edge e lies on precisely 2° input-output paths—z.e., its congestion
is 2? =n.

A further look reveals that the congestion of cube-edges of CCC(n), shown as a thin edge in

Fig. 6(d), is also 2° = n since from each input, exactly half of the paths will go through the cube-

edge of a complex node. oO

Lemma 6 MSBW(CCC(n)) > $n.

Proof: Directly from Lemmas 3, 4, and 5. oO

Finally, Lemma 6 combines with Lemma2 to yield the desired lower bound, Theorem 1, on the

area of layouts of CCC(n).

Theorem 1 Any layout of CCC(n) has area at least ($n — 1)”.

12
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Figure 6: An embedding of Kg g into CCC(n).

5 Layout of CCL

In this section, we present the tight layout of the CCL. Avior e¢ al. [2] gave a tight layout of the

unfolded butterfly network with area (n + o(n))?. We borrow their technique and apply it to the

CCE, resulting in the desired tight layout of the CCL with area ($n + o(n))?.

Theorem 2 There is a layout of CCL with area (5n + o(n))?.

We prove Theorem 2 via a sequence of reductions.

5.1 First Reduction

We show how to construct the desired layout of CC£(4n) from four copies of a suitable layout of

CCL£L(n). In the following, a stage that is placed “along” a side of a grid means that each of the

nodesof the stage is either directly on the side or there is no other node that is between it and the

side.

Lemma 7 One can construct a layout Lan of CCL(4n) with the area indicated in Theorem 2, from

four copies of a layout Ln of CCL(n) that has the following properties.

© Ln places CCL(n) in an (n + 0(n)) x (n + o(n)) grid.

© In, places one end stage of CCL(n) along a vertical side of the grid and the other end stage of

CCL(n) along a horizontal side of the grid.

Proof: Assume without loss of generality that the given layout L, places the end stages along the

bottom and the right sides; see Fig. 7(a). Flip L, around horizontally to produce layout Li, of

13
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Figure 7: (a) Layout Ly, of CCL(n). (b) Layout Le», of CCL(2n). (c) Final layout Lay, of CCL(4n).

CCL(n). To form CCL(2n), Ly (as well as Li) must be extended by an extra stage of nodes. These

extra stages of nodes are placed alongside the vertical sides of L», and L},, as shown in Fig. 7(b).

Join the two layouts by placing them side by side and then connecting the two newly added stages

of nodes, resulting in Lan, a layout of CCL(2n).

Next,flip layout Lap, vertically to produce layout L5,, of CCL(2n). Add the extra stagesof nodes,

and then join layouts Lo, and L4,, by connecting these stages of nodes, as depicted in Fig. 7(c), to

produce layout Lap. Clearly, layout Lay, resides in a (2n+0(n)) x (2n+0(n)) grid, and thussatisfies

the conditions of Theorem 2. oO

We have thus reduced the layout problem to one of producing Lan.

5.2 Second Reduction

We now show howto construct layout Ly, that is needed by Lemma 7. For convenience, we assume

that s is even. The case of odd s can be dealt with similarly, and the result will differ in only the

lower-order terms.

Lemma8 Suppose that we can lay out any CCL(n) in ann x (n — 1) grid, in such a way that the

end stages of CCL(n) are along the two vertical sides of the grid. Then one can construct layout Ln

of CCL(n) as described in Lemma 7.

Proof: Let the stages of CC£L(n) be numbered 1,2, ...,s — 1,8, where n = 2°, and stages 1 and s

are the end stages. We create layout L, of CCL(n) as follows.

Let k = 3/2. By cutting the edges between stage & and stage k + 1 we decompose CCL(n) into

© CCL(n, 1): the subgraph of CCL(n) bounded by stage 1 and stage & (nodes and edges), and

e CCL(n, 2): the subgraph of CC£(n) bounded by stage & + 1 and stage s (nodes and edges).

14
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Figure 8: L) and L®) inside Ln.

Let L be a layout of CCL(2*) in a 2* x (2* — 1) grid, in which the two end stages reside along

the two vertical sides of the grid. We first construct L™) of CCL(n, 1) by putting 2* copies of L, one

above another, along the right side of the grid for Ly. Layout L™) resides in an n x (2* —1) grid. By

basic properties of the hypercube, CCL(n, 2) is isomorphic to CCL(n,1) by a suitable relabeling of

the lines; we do the same for CCL(n, 2) as we just did to CCL(n, 1). The result is rotated 90 degrees

to produce L®), a layout of CCL(n, 2) along the bottom side of the grid for Ln.

It can beeasily seen that the smallest grid for Ly that can hold L“ and L@)is of area (n +

o(n)) x (n + o(n)).

Finally, we must connect L™ and L®) to re-create CCL(n). This can be accomplished by routing

a specific bijection between the two subgraphs of CC£(n) that have been laid out. It is obvious that

the unpopulated area that is left behind after placing the layouts L®) and L®) is sufficient for any

such bijection to be routed. Oo

5.3. Third Reduction

Ourlast task is to construct the layout L of CC£L(n) as demanded in Lemma 8. This can be easily

done by modifying the Preparata-Vuillemin layout: all cycles become lines, and nodes can be placed

at the two endsofa line (refer to Fig. 2(b)). In particular, CC£(n) can be laid out in an n x (n —1)

grid.

Hence, Theorem 2 is proved.

15
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6 Conclusion

Wehave given a simple, regular and more compact layout schemefor the CCC, which takes less than

half of the area of the Preparata-Vuillemin layout. We have also derived a lower bound onthe layout

area of the CCC. Our layout deviates from the lower bound by a constant factor of 2. The lower

bound, however, is not the tightest possible because its construction does not take into account the

laying out of the cycles in a CCC. It is, more appropriately, a lower bound for the CCL. On the

other hand, our tight layout of the CCL can give rise to a layout of the CCC, but the area will be

four times that of the CCL (consider Fig. 8, and the width and the height of the grid will need to

be doubled to accommodate the cycles of the CCC). We conjecture therefore that the layout of the

CCC as we have proposed in this paper is optimal. Further work will be directed to deriving a lower

boundfor the CCC that would take the cycles into account.

Ourlayout of the CCL reveals the superiority of the CCL over the unfolded butterfly network since

the former takes only one-fourth of the layout area of the unfolded butterfly network [2]. Another

merit of the CCL is that a CCC can be embedded into a CCL with congestion 2 and dilation 2 due

to the well-known fact that a cycle can be embedded into a line with congestion 2 and dilation 2.

Hence, the CCL can be a good substitute for the CCC and can execute the ascend-descend algorithm

with a small constant slowdown.

Another important measure of a layout is the maximum wire length [4, 11]. We have recently

succeeded in coming up with a layout of the CCC which has no long wires and yet preserves the

asymptotic-optimality of the area [7]. Our next task is to consider the tradeoff [4, 6] between area

and maximum wire length for the CCC layouts.
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Unifying Mesh- and Tree-Based Programmable
Interconnect

André DeHon, Member, IEEE

Abstract—We examine the traditional, symmetric, Manhattan
mesh design for field-programmable gate-array (FPGA) routing
along with tree-of-meshes (ToM) and mesh-of-trees (MoT) based
designs. All three networks can provide general routing for lim-
ited bisection designs (Rent’s Rule with p < 1) and allew locality
exploitation. They differ in their detailed topology and useofhier-
archy. We showthatall three have the same asymptotic wiring re-
quirements. We boundthis tightly by providing constructive map-
pings between routes in one network and routes in another. For
example, we show that a (c,p) MoT design can be mappedto a
(2c, p) linear population ToM and introduce a corner turn scheme
which will makeit possible to perform the reverse mapping from
any (c, p) linear population ToM to a (2c, p) MoT augmented
with a particular set of corner turn switches. One consequence
of this latter mapping is a multilayer layout strategy for N-node,
linear population ToM designs that requires only ©(N) two-di-
mensional area for any p when given sufficient wiring layers. We
further show upper and lower boundsfor global mesh routes based
on recursive bisection width and show these are within a constant
factor of each other and within a constant factor of MoT and ToM

layoutarea. In the process weidentify the parameters and charac-
teristics which make the networksdifferent, making it clear there
is a unified design continuum in which these networks are simply
particular regions.

Index Terms—Butterfly fat tree (BFT), fat pyramid, fat tree,
field-programmable gate-array (FPGA), hierarchical, hierar-
chical synchronous reconfigurable array (HSRA), interconnect,
Manhattan, mesh, mesh-of-trees (MoT), multilevel metallization,
Rent’s rule, tree-of-meshes (ToM).

I. INTRODUCTION

N THE DESIGN of field-programmable  gate-arrays
(FPGAs), we have seen mesh based (e.g., [1]—[5]), hierar-

chical (e.g., [6]—[11]), and hierarchical mesh interconnection
networks (e.g., [12], [13]). We have seen numerous studies
showing the characteristics of these networks, how they scale,
and empirically how they relate on particular designs(e.g., [7],
[9], [13]). In this paper, we examine howtheyrelate in a more
fundamental manner. We ask if we can provide any guaranteed
bounds on the size of one network given a routing solution in
another network(e.g., given a mesh-of-trees (MoT) route, how
muchlarger or smaller can the tree-of-meshes (ToM) route be?
Mesh route?). We further ask if there are design variables that
allow us to tune the design space between two different network
types. This allows us to underscore the ways in which these
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(DARPA) Moletronics Program under Grant ONR N00014-01-0651 and by the
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networks are fundamentally similar and the ways in which they
are fundamentally different.

A. Why Does This Matter?

Each of these networkshasinteresting and useful properties.
We would like to know which of these properties are mutu-
ally exclusive and which properties might be simultaneously
achieved in a single network. For example:

¢ the ToM network can be placed entirely by recursive bi-
section;

* the MoT network can be laid out in O(N) two-dimen-
sional (2-D) area when given sufficient metal layers for
routing;

* since all three networks are ultimately embedded in
a mesh, the optimal mesh placement and routing will
achieve minimum wire lengths or minimumtotal wiring.

Wehave someevidence that certain combinations are not pos-
sible. For example, the traditional switch population schemes
for meshes require asymptotically more switches than the MoT
or ToM. So, we want to know the following.

¢ Is it possible to achieve the simplified placement and
routing of the ToM simultaneously with the MoT layout
guarantee?

¢ How much doesthestrict recursive bisection placement
which the ToM uses cost compared to an optimal mesh
placement? Is it an asymptotically larger costs or just a
constant larger?

¢ The MoTachieves asymptotically fewer switches than the
mesh; doesit require asymptotically more wiring?

¢ The MoT can exploit 2-D locality better than the ToM;
whatdoesthis locality exploitation cost us?

By performing these equivalence mappings, we can answer
these questions and show whenit is necessary to compromise
one good network property for another and whenit is possible
to achieve good properties simultaneously in a single network
design.

Whether or not recursive bisection alone is sufficient for

placementis an important question in system-level interconnect
prediction. This showsup both in questions about the adequacy
of recursive bisection in constructive placements [14] and in
questions about the relationship between the pre-placement
and post-placement Rent parameters [15], [16] [see (1)]. These
relations help us provide, at least, an asymptotic answer. We
show that the pre-placementpartitioning implies a constructive
layout and wiring which need never be more than a constant
factor greater than the optimal, post-placement wiring. This
gives us insight into the validity of using pre-placementparti-
tioning to predict wiring requirements; the constant factor gap

1063-8210/04$20.00 © 2004 IEEE
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Fig. 1. Equivalence relation summary.

between the upper and lower bound helps us understand the
source of variance in pre- versus post-placement wiring. This
further helps us understand the wiring tradeoffs which will be
involved when using fast-placement techniques for run-time
placement of FPGAs[17], [18].

In earlier work [10], we showed that a properly balanced
FPGA-style network may leave some compute elements un-
used in orderto better utilize the expensive wiring. We demon-
strated this on a ToM network. The question remained whether
or not this result was transferable to more conventional mesh

networks. Tessier later showedthat it was [19]. When we know

the fundamental equivalence relations between networks, we
will know when results such as this must necessarily transfer
between networks.

These equivalencesallow us to establish the asymptotic rela-
tionships among the networks. As we consider the implications
of exponentially scaling chip and system capacities,it is impor-
tant to keep an eye on which resource requirements will fun-
damentally diverge and which are only constant factors apart.
For example, the constant factor of additional wire capacity in
the MoT or ToM maybe a worthwhile expense to avoid paying
the asymptotically growing switch requirements in conventional
meshdesigns.

B. Overview

Fig. 1 summarizes our key results. We start by briefly re-
viewing Rent’s Rule and the three network styles which anchor
the edges of our design space (Section IT). We then show how
the MoTis contained in a linear population ToM (Section I).
Weobservethat a particular corner turn scheme, which only in-
creases the switches in the MoT by a constantfactor, gives us
a MoTthat contains a linear population ToM (Section IV); this
showsus that the designs are within a constant factor of each
other andidentifies exactly the change we need to make to one
network to tur it into the other. This also showsus howto layout
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A MoTwith complete flattening, shortcuts,
full corner turns (including among shortcuts),
with the hierarchy truncated is a Mesh.

Manhattan
Mesh

 
A (2c,p) MoT augmented
with select Corner Turns

contains a (c,p) HSRA

MoT 
A (2c,p) HSRAcontains

a (c,p) MoT

a linear population ToM in constant area per endpoint when
given sufficient metal layers—giving us a design which can both
be placed easily and efficiently. We also use the MoT layout
to demonstrate that the MoT and linear switch population ToM
networks require, at most, a constant factor more wire channels
than the mesh. The MoT/linear-ToM layout shows us an upper
bound for mesh channels which is only a constant factor larger
than the lower bound. This further shows the cost of the easy
placement and good layout for the ToM or augmented-MoTis
bounded even in wire costs compared to the mesh. We then iden-
tify the set of parameterized differences between a pure MoT
and a traditional Mesh showingthatthere is a continuum design
between these two points (Section V). Combining boundstran-
sitively, we see thatall three networks require asymptotically the
same number of wires. We note that pure ToM designs require
only recursive bisection for layout, so these results suggest the
wiring benefit of full mesh placementversus recursive bisection
placementcan be, at most, a constant factor effect.

II. BACKGROUND

All three network types—meshes, MoT, and ToM—are in-
stances of limited-bisection networks. That is, rather than sup-
porting any graph connectivity, like a crossbar or Bene§ net-
work, these networks are designed to exploit the fact that a typ-
ical N-nodecircuit or computing graph can be bisected (cut in
half) by cutting less than O(.V) hyperedges. This is significant
as the bisection width of a network, BW,directly places a lower
bound on the size of the network when implemented in VLSI
[20]. With a crossbar or Benes network, the bisection width is

O(N), as is the subsequent bisection of each half of the net-
work. This means the horizontal and vertical width of the de-

sign, when implemented in a constant number of metal layers,
must be Q(.N) which implies Q(.N?) VLSI layout area. In con-
trast, a network which only has BW < O(N)bisection width
may be implementedin less area as noted below.
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A. Limited Bisection Model: Rent’s Rule

A common way of summarizing the wiring requirements for
circuits is Rent’s Rule [21]. Landman and Russo articulate this

modelfor relating the number of gates N and the total number
of input and outputs signals, IO

10 = cN?. ()

This relationship assumes we attempt to maximizelocality,ie.,
weselect the groups of N gates so as to minimize the number
of signals (IO) which connectgates in a group to gates in other
groups. Rent’s observation was that this relation can be tuned
to model the IO requirements for all such well chosen sub-
groups N < Niax. Here c and p are parameters that can be
tunedto fit the IO versus N connectivity relationship for a de-
sign; c is a constant factor offset which roughly corresponds
to the IO size of the primitive elements (gates, look-up tables)
in a design, and p defines the growth rate. We can view p as
a measure of locality. With p = 1, we have a design that has
©(N) bisection bandwidth, and hence,haslittle locality. Note
that any group of NV gates with bounded fanin, k, will have at
most (k + 1) x N IOsto cuteven if all their nets enter and exit
the partition. As p decreases, more of the possible signal nets
are contained in the partition; the design has more locality and
admits to smaller implementations. Landman and Russo, and
a large body of subsequent work, observe that typical designs
have 0.5 < p < 0.75. Rent’s Rule gives us a way of succinctly
characterizing the wiring requirements for typical, limited-bi-
section designs.

Strictly speaking, (1) captures the dominant asymptotic be-
havior of the design and the real IO versus group size rela-
tionship typically diverges from this at the high and low ends.
Landman and Russo called the broad region where (1) held
Region I and the top end where it no longer holds Region II.
Stroobandtidentified the divergenceat the low end as Region III
[22]. Because of this effect, the c in (1) maybe different from
the actual primitive element IO in orderto better fit the Region
I relationship.

Returning to our bisection based area lower bound, we can
observe that

BW(chip half) = lO(chip half) = IO ($) . (2)
If we place half of the primitive elements in our design on each
half of the chip, (2) reminds us that the total number of wires
entering each half of the chip is related to the numberof prim-
itive elements in each half. To the extent our Rent relation (1)

properly captures the IO versus gate relationship, we can useit
to determine the numberof wires that must cross the bisection

of the chip

Pp

BW(chip half) = JO (>) =¢ (F) (3)
All of these wires must cross a line that runs the width of the chip
and divides the chip into two pieces. We can usethis relationship
to get a lower-boundonthe length ofthis line and hencethe side
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Fig. 2. Area lower bound based on bisection widths.

length of the chip [see Fig. 2]. Without loss of generality, we
assumethis line is a vertical cut of the die. Then

Whiten X BW(chip half)
Ly >

Ny
(4)

Here, Wpitch is the wire pitch, and N.,, is the number of metal
layers available for vertical wiring. Equation (4) says the best
we can do is pack the wires crossing the bisection densely at the
metal pitch into the available wiring layers.

Nowthat we have a bound on the vertical length of the chip,
we can make a similar argument to bound the horizontal length
of the chip. We consider cutting each half of the chip with a hor-
izontal line that runs from the edge ofthe chipto the vertical cut
line (see Fig. 2). This line produces two groupsof size N/4 in
each half of this chip half. Our Rentrelation tells us the number
of wires leaving each of these halves

P

BW (chip quarter) = IO (+) =c (=) . (5)
This allows us to make a similar argument about the length of
these horizontal lines

Ly, . Whiten X BW(chip quadrant)2 Ni ‘ )
Wecan then put these two lower bounds together to compute

a lower bound on the area of the chip due to wiring

Awire > Dy x Ln

(Woiten)” N . N> (Wee x BW 5 x 2x BW 1
(Woiten)” N P . N p> ( x Np, xe 5 x 2¢ 1
(Woiten)” 207\oy° (Sy XN,|}Var JN M

Equation (7) gives us a lower boundon the wiring requirements
for any layout of a graph with Rent characteristics (c, p). That
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Fig. 3. ToM topology (shown as c = 3, p = 0.5).

is, any physical network which supports such a graph must have
at least this much wiring area.

To be more precise, we can allow the IOs out of each region
to exit onall four sides rather than just the one for the bisection.
Note, however, that the regions will be roughly square in order
to maximize the perimeter to area ratio, so the total perimeter
is always a small constant factor times the edge length. Conse-
quently, such refinements will not change the asymptotic wiring
requirements. This wiring area lower bound argumentis adapted
from Thompson [20].

Equation (7) says our total wiring requirements are growing
faster than linearly in gate count when p > 0.5. For any fixed
numberof wiring layers, N;, and N.,, this means wiring area
forces the chip area to grow faster linearly for p > 0.5. If we
allow the numberof wiring layers to grow with NV, perhaps we
can keep Ayire down to an area linear in N. Our ability to do
this will depend critically on our switch requirements and how
the switches and wires are laid out.

B. ToM, BFT, HSRA

Leighton introduced the ToM (see Fig. 3, [23]) as a stylized,
limited-bisection network which could be used as a template for
the layout of any limited-bisection design and could bethe basis
of a configurable routing network [24]. Bhatt and Leighton use
(a, F’) as their parameterization rather than Rent’s Rule’s (c, p),
but they define an equivalent space (F = c(Nimax)’, @ = 2?,
where Ninax is the total number of primitive elements in the
design). By tuning the child to parent channel width growth of
each ofthe tree stages, the ToM can be parameterized to sup-
port the (¢, ») wiring requirementsforany circuit. Significantly,
if we can recursively partition a design so that its IO versus par-
tition size relationship does not exceed the (c, p) of a ToM net-
work, a (4c,p) ToM network will always be able to routeit.
Using asymptotically the same number of switches, but orga-
nizing them differently, the factor of four can be reduced. Using
a crossbar type interpretation of the ToM, a (3c/2,p) network
supports the (¢, p) design [25]. The ToM allowsusto do place-
mentonly by considering recursive bisections; this is a powerful
property that simplifies physical mapping.

Leiserson adapted the ToM into the fat tree [26] and de-
fined a linear switch population version which he called the
butterfly fat tree (BFT) [27] (see Fig. 4, left-hand side). Our
hierarchical synchronous reconfigurable array (HSRA) [11]
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Fig. 4. BFT and HSRAtopology.

 
Fig. 5. Basic MoT topology (shown c = 1, p = 0.5).

(see Fig. 4 right) is logically equivalent to a BFT. Both are
“linearly populated” in that they have only a linear number
of switches (linear in the numberof child input channels) in
each hierarchical switchbox rather than the quadratic number
required by the full ToM (Fig. 3). One consequence oflinear
population is that the BFT or HSRArequires a total numberof
switches which is linear in the number of endpoints supported
for any p < 1. In previous work we have identified resource
and routability tradeoffs for this class of networks [25]. In [28],
we showed that a p = 0.5 BFT could be laid out in O(N)
area using O(log(.N)) metal layers. However, we left open the
question of whether or not a p > 0.5 BFT could belaid out
in O(N) area given sufficient metal layers. Our ToM to MoT
mapping (Section IV) shows that we can provide such a layout
for any p, demonstrating that we have a network that can both
be placed simply by using recursive bisection and belaid out in
asymptotically optimal area using multilevel wiring.

C. MoT

Leighton also introduced the MoT [29], [23] (see Fig. 5).
While the ToM—BFT-HSRAstyle designs have a single tree
hierarchy, the MoT starts with a mesh of nodes and builds a
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Fig. 6. Manhattan mesh interconnect model (shown as W = 6).

separate hierarchical network along each row and columnin the
mesh. The resulting network has the asymptotic linear switch
property of the BFT/HSRAwith greater ability to exploit two-
dimensionallocality. In recent work [13], we identified how to
parameterize the MoT for any Rent-style wiring requirements
(c,p), calculated switch and layout asymptotics, and showed
that the MoT required fewer switches than conventional Man-
hattan mesh designs. We further showed a multilayer layout for
the MoTthat required only O(N) area for any p. [13] was the
first to demonstrate constant area, multilevel metallization lay-
outs for any of these limited-bisection networks.

D. Manhattan Mesh

Manhattan Meshes (see Fig. 6) have been most heavily
studied as interconnect networks for FPGAs (symmetric [4],
island-style [5]). These place a routing channel containing
W wire track between every row and column of processing
elements. Each node may connectto a subset of the wire tracks
adjacent to it through the connection box (C-Box). At the
intersection of rows and columns,there is a switch box (S-Box)

which allows wires to be linked together into longer signal runs
or make Manhattan corner turns between a row and a column.

Traditional designs have populated the switch boxeslinearly in
the number of channels, W.

A mesh arranged as ¥ N x VN primitive elements has ¥ N +
1 horizontal and vertical channels. Thetotal bisection width of

the mesh in the horizontal or vertical direction is then

BWmesh = (VN +1\W. (8)nN”
To support a design characterized by Rent Parameters(c, p), the
Mesh will need

Pp

BWnesn > € (F) . (9)
Equation (9) is the same observation as (3)—the IO out of each
half of the chip must cross the bisection. Combining (9) and (8),
we can related W to the numberofprimitive elements, NV, and
our Rent parameters

N Dp(V+ 1) We (5) (10)
For simplicity, we can drop the plus one withoutaffecting the
asymptotic implications

(om) wae(4)
W> (=) N@-05), (11)
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Fig. 7. Mapping between p = 0.5 MoT and p = 0.5 HSRA (BFT).

Equation (11) gives us a lower bound on channel width which
a mesh will need to support a Rent characterized (c, p) design.
The mesh will generally need more wire channels than this be-
cause

¢ this only charges for bisection wires — channels may need
to be wider to hold wires in the recursive cuts;

¢ this assumes optimal wire spreading — it may not be pos-
sible to spread wires evenly across all channels without
increasing channel widths in the orthogonal channels.

Significantly, note that the mesh channel width, W, grows with
N for p > 0.5. This is directly related to the same asymptote we
saw in (7). The total wiring requirement growsfaster than linear
for p > 0.5. In [13], we further showed that switch and areare-

quirements must grow faster than linear in N when p > 0.5 for
traditional mesh organizations; since switches occupy space in
the substrate, this prevents us from using multilayer metalliza-
tion in order to fully combat the superlinear wire growth require-
ments; the density of our meshes will asymptotically decrease
with increasing NV.

While the mesh is perhaps the most studied and most com-
mercially exploited topology, it has the worst asymptotic growth
requirements of the three designs. This is a salient example
whereit is important to knowthat the asymptotic savings which
the MoT and ToMachieveis at the cost of only a constant factor
in Wiring compared to the mesh;this says that even if the mesh
design is smallest at a particular time, if the Rent relation con-
tinues to hold while chip and system capacities continue to grow,
the mesh will eventually be the largest design.

II. MAPPING MOT TO LINEAR POPULATION TOM

Westart by showing there is a direct mapping between a
MoTwith a given growth rate p and an HSRA/BFT with the

same growth rate. Leighton observed that a MoT could be em-
bedded in a ToM [23] where both are implicitly assumed to have
p = 0.5. We observe that the mapping holds even if the ToM is
linearly populated with switches as in the BFT or HSRA and
that the mapping will hold for 0.5 < p < 1.0.

A. Mapping

The observation is simply that we can embed eachhorizontal
MoTtree inside a single HSRAtree (See Fig. 7). Note that the
horizontal tree connecting the lowest row of the MoT (trace
(0,0) — sw.k0 — h.0) is mapped to a corresponding HSRA
tree (marked with same labels). Switches A and C perform the
sameroles in both trees. HSRA switches B and D areset into a

fixed configuration as shownso that switches A and C (and cor-
responding switches higher in the tree) are connected together
to match the MoTtopology.

Similarly, we can embed each vertical MoT tree inside a
single HSRA tree. Here switches E and G in the HSRA link up
switches F and H in the HSRAso they can serve as switches F
and H in the MoT.

In both cases, switches in alternate tree stages in the HSRA
are simply switchedintoastatic position (e.g., B, D, E, and G,in
the called-out example) to match the topology of the MoT,while
the other tree switches directly provide the switching needed by
the MoT(e.g., A, C, F and H). The MoT and the HSRA both
support arbitrary c values using multiple, disjoint trees—dis-
joint except at the leaf where they connect to the leaves. Since
we use two HSRAtrees to support each MoTtree, wesee that
every (2c, p) HSRAcontains within it a (c,p) MoT. Assuming
the samearity (numberof children links per switchbox; see Sec-
tion V-A3), a MoT route will traverse twice as many switches
when implemented on the HSRA.
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B. Implications

This observation says that the number of base trees (c) re-
quired fora BFT/HSRAcan never be more than a constant factor
larger than that for a MoT. Thefactor of twoin leaf channels will
manifest themselves as a factor of two in both the horizontal

andvertical width of the HSRA,or a factor of4 total area due to

channel width. Both designs require a numberof switches which
is linear in the numberofendpoints nodes and c. This showsthat
the c’s will be linearly related so the total switches will be within
a constantfactor of each other. One might have expected that the
MoTsfuller exploitation of 2-D locality would have given it an
asymptotic advantage compared to the ToM;this showsthe ad-
vantage is, at most, a small constant factor.

The factor of two is an upper bound. The mappedroute does
not fully use the switches in the HSRA(e.g., B, D, E, G), rather
it takes a route which exists in the MoTbased onless switching
options. As a result, itis likely that any given design will route
with a smaller constant factor on the HSRA (chsra < 2€mot)-

This showsthat if one were to come up with a particularly
clever or fast way to place or route a MoT,there would be a di-
rect wayto use it for the BFT/HSRA.Thatis, we simply solve
the problem quickly for the MoT, then use the equivalence em-
bedding given in the previous section to identify the switch set-
tings in the ToM necessary to implement the MoTroute.

C. Technicalities

1) Leaf Composition: For the mapping to work directly, the
HSRAmust allow connections betweentrees in each leaf similar

to MoT corner turns. A typical MoT network connection will
route through both a horizontal and vertical tree, changing be-
tween a horizontal and vertical tree (a comerturn) at a common

leaf node. Consequently a MoT route mapped to an HSRAwill
need to be able to exit one tree route at a leaf, switch to a dif-

ferent tree, and continue routing in that tree.
2) Matching Growth Rates (p’s): For the simplest HSRA’s

and MoTs,we usearity-2 trees, and we approximate a given p by
deciding whether each tree stage has single or multiple parents
(e.g., in the HSRA shownontheright of Fig. 4, the lowest level
tree switches have two parents, while the switches one level up
have a single parent). In the single tree HSRA,for arity-2 we
repeat base sequences of growths(q;’s)

NP = (2')? = 2"? = gy x gi X go X ++ ge. (12)

So, for p = 0.5, we use the sequence (2 1)*, for p = 0.75,
the sequence (2 2 2 1)*. For the MoT, we have separate trees in
every channel contributing to the total bisection bandwidth, and
each growth spans both dimensions, so we have

P

NPS ((2')°) = 27? = 2! x go X gi X g2 Xs. (13)
The sequence (1)* realizes p = 0.5, and the sequence (2 1)*
realizes p = 0.75. Redistributing the 2’s

27? ~ 2x yo X 2X9, X2X goX- xX 2g. (14)
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From this, we see that given a MoT growth sequence gmot =
{9motp:Jmot,;+--Jmot, -*, We can create an HSRA growth se-
quence

Ghsra = {2, Jmoto> 25 Jmoty:-- 2, Gmot, }*- (15)

Thatis, the directly corresponding HSRA sequence includes a
two before every growth factor in the MoT sequence. Thus our

= 0.5, (1)* MoT sequence yields our (2 1)* HSRA sequence,
and our p = 0.75, (2 1)* MoT sequenceyields our (2 2 2 1)*
HSRA sequence. This arises because the MoT always effec-
tively doubles its bandwidth in the nontree dimension simply by
aggregating all the tree wires in the orthogonal channels. These
are exactly the wires which have fixed switch configurations in
the mapping above(see Fig. 7).

One consequence ofthis is that the directly mapped HSRA
growth sequencefor a given p correspondsto the HSRA growth
sequence derived from the MoT sequence. In many cases this
is the same (e.g., for p = 0.5: MoT(1)* — HSRA(Q1)*,
for p = 0.75: MoT(21)* — HSRA(2221)*). However, for
some sequences there is a simpler growth sequence which one
might use on the HSRA.For example, for p = 2/3, the simplest
MoTsequenceis (2 1 1)*. The corresponding mapped HSRA
sequenceis (2 2 2 1 2 1)*. However, the sequence (2 2 1)* is
a simpler growth sequence often used for the HSRA. If we do
not use corresponding sequencesin the mapping, the embedding
may require a larger ratio between Chsrq and Coz. Nonetheless,
the ratio will remain a constant.

IV. MAPPING LINEAR POPULATION TOM To MoT

Embedding the MoT in the HSRA madeit clear that the MoT
has a subset of the connectivity of the HSRA. We wantto iden-
tify exactly what the difference between these two networksis.
What do we have to add to transform the MoT into the HSRA?

A. MoT Augmentation

Figs. 8 and 10 show that we need to add a strategic set of
orthogonal interchanges to the trees of a single dimension of
the MoT in order to achieve HSRA-equivalent connectivity.
As shown in Fig. 9, we decompose the MoT into horizontal
and vertical channels and concentrate on additions to the hori-

zontal channels. We add vertical links between corresponding
switching nodes in different channels (see Fig. 8). Here, “cor-
responding” meansthat a switching nodeat level / is connected
to the switching node at the same logical tree point (same
logical set of decisions among up links when there is growth)
2' channels above (below)it.

The additional wires tum the single child per side, single
parent switching nodes into 5-way switches instead of 3-way
switches [the 3-way switches in Fig. 9 (53) turn into 5-way
switches like the one shown on the right of Fig. 10 (S5)], and
turn the double parent switches into 6-way switches [see bottom
level switches in the MoT onthe top right of Fig. 12 (S,)]. As
shown in Fig. 10, we can reorganize the HSRA switching so
that it fits inside these augmented MoT switching units while
retaining all of the HSRA connectivity. This switch regrouping
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Fig. 8. Mapping between p = 0.5 HSRA and p = 0.5 augmented MoT.

Fig. 9. Extract horizontal connectivity from p = 0.5 MoT.

 
Fig. 10. Equivalence of augmented MoT switching and HSRA switching.

addedto the vertical link topology recovers for us HSRA con-
nectivity for any size HSRA. Fig. 8 marks the resulting wire
correspondence.

In this transformation we simply replace every existing
switching unit with one whichis a constant factor larger. The
net effect is to increase the total number of switches by a
constant factor. The total number of switches required for this
augmented MoT remains linear in the number of endpoints
supported.

B. MoT Layout

Fig. 8 shows how the MoT implements the HSRA. Whatis
not immediately demonstrated in such diagrams is how these
extra wires will be laid out in the MoT. Most importantly, when
the HSRA-augmenting connections in the MoT are placed,
what is the maximum channel width and maximum number

of switches per node? It turns out that we can distribute these
augmented connections across the span of a hierarchical MoT
segment so that there are a constant number of switches per
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Fig. 11. Channellayout view and signal mapping for augmented MoT.

endpoint and that the number of wires per channel growsat ex-
actly the same rate as the MoT channel wires (see middle right
of Fig. 12). Further, by using the existing wire segments in the
orthogonal routing channels, which we have been ignoring so
far in our equivalence argument, no new wires are needed—we
simply need to apply an additional set of switches which allow
us to use the existing wires in this manner (see bottom row of
Fig. 12).

To show switch and wire spreading,it is useful to view a more
detailed view of the MoT/HSRA layout which showschannel
runs and switches. Fig. 11 shows such a view alongsidethe log-
ical view for a p = 0.5 MoT augmented with these HSRAlinks.
Note here that we actually use a pair of MoT wires to implement
each single wire into the switchboxesin orderto get the full con-
nectivity of the HSRAswitching.In particular, this allowsa full
interchange (e.g.,3 — 2, 4 — 1) which would not be possible
if we only used a single wire. The need for two wires arises
because the MoT wire is not segmented and switched at the
switchbox, as in the HSRA,but rather is a continuous run and

we effectively spread out the switches in the HSRA switchbox
along the length of the pair of wires.

Fig. 12 shows an augmented MoT network for p = 0.75
alongside a p = 0.75 HSRA. The p = 0.75 case makes clearer
the fact that we cannot run all the wires directly in the place
where they are shownin the equivalence diagram (see top right
of Fig. 12) without filling the channels unevenly. In fact, there
will be O(N?) such connectionsat the top of the tree, whereas
the MoTlayouthas already spread out the existing O(N”) total
wires in its bisection among the VN channels suchthat there
are only O(N‘?-°-5)) wires per channel and demonstrated
that these can be laid out in constant width per channel given
@(N®-°-5)) wire layers [13] [reviewed below cumulating in
(22)).

Fig. 12 (middle row) showsa channellayout view for the aug-
mented MoT. We use ac = 2 MoT to accommodate ac = 1

HSRA as suggested above. We note here that the eight wires
which had crossed the bisection are now spread outso that there
are two wires in each of the four channels. This is accomplished
in exactly the same way we guaranteed there were only O(1)
switches at each endpoint [13]. Here it is important that we
maximally spread out uplinks at a given level so that we do
not get multiple links to the same level at the same endpoint;
the geometric reduction in uplinks (wire) per endpoint as we
ascend the tree guarantees that this is easy to accomplish. In
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fact, once we spread out the uplinks properly, we use the place-
ment of the parent-child uplink switches as a guide for where
to place these crosslink connections. Every place we have an
uplink switch, we place a companion augmenting link to the
associated wire in the companion stage (2' channels above or
below as previously identified). In this way, we roughly double
the number of switches at each endpoint. Unlike switches, the
wires do overlap. That means the number of wires per channel
will grow as longer wires overlap shorter ones. Thetrick is to
notice that the wire growth exactly matches the standard wire
channel growth so that we can use existing wires for these runs.

Constructively, we note that we have a total of go x gi x
-+ +g: uplinks at the root of a height / row or columntree. Rear-
ranging (13)

Nap (1) = go X gi X +++ gr = DPE = 2MP“OS), (16)

To convert this to a per channel uplink count, we have divided
out the 2! factor which results from combining across the 2!
channels contributing uplinks. Equation (16) is exactly the per
channel row or column width at level / necessary to satisfy our
Rentrelation

NP 2lp

“gh gl

 
_ g2l(p—0.5) .Wmot (1) = (17)

These uplinks are distributed across the segment span of
length 2’, so each nodegets

Nup 921(p—0.5)
g Bl

 
Nup_per_node CD) = = g2l(p-1) (18)

The augmenting wires span length 2'. Wire channel width con-
tribution per level then is

Wrnotangment (L) = 2! Nupper-node (1) = 2799), (19)

As suggested, this shows the same wire requirements as the
MoT needed for this level (17).

Wefurther note that the total width of either channel is

l=log(VN)

Wot = Y.  (Wmnor (0) (20)
i=0

t=log( VN)

Wot _ S- (220-9) (21)
1=0

Wenot = 20 + 22(-0-5) 4. 94(p-0.5) 4,
4 92 log(WN) (p—0.5)

= 20 4 92(p-0.5) 4 94(p-0.5) glog(N)(p—0.5)
N(@-©-5)

(p—0.5) (p—0.5)

— N(p-0.5) 4 ($) + (=) +---+1

    — 909 4 92(p-0.5) 4 94(p—0.5)
 

2 4
1 1 1

— ar(p—0.5) .=N (: + 2(p—0.5) + 92(p—0.5) + xu)
1

< N(@-0-5)|—____} |
1 _ (2)?

(22)
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Fig. 12. Mapping between c = 1, p = 0.75 HSRA and ec = 2, p = 0.75 augmented MoT.

For p > 0.5, (1/2)2°) < 1, so the sum converges to a_ wires in the parent stage to which they are connecting; and since
p-dependent constant times NV (p—°.5) whichis within a constant we are using ac = 2 MoT, we can use the wires in the corre-
factor of the mesh channel width lower bound (11). spondingstage of the orthogonaltree to perform this connection

Since we have noted that the number of wires added for a simply by adding the switches necessary to allow them to serve
stage of augmenting links is exactly the same as the number of as these augmenting links. The bottom row of Fig. 12 shows the
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Fig. 13. c = 4,p = 0.5 augmented MoTin both dimensions corresponds to
composing two c = 1, p = 0.5 HSRAsrotated 90° relative to each other.

additional switches and highlights where the augmented paths
run over the orthogonal wire runs.

We have shown how to make one-dimension of a (¢mot =
2Chsra,P) MoT contain a (Chsra,p) HSRA. We can populate
the augmenting link switches in both dimensions as shown in
Fig. 12 (bottom left). This makes ac = 4 MoTcontain ¢ = 1
HSRA composedwith its transpose (see Fig. 13).

C. Implications

1) Design Unification: The augmentation that turns the
MoTinto the BFT/HSRAallows us to exactly understand the
difference between these two networks. We can now see the

BFTas a particular corner turn scheme applied to the MoT and
unify these two networksinto a single, parameterized design.

How we might add links between horizontal and vertical
tracks in the MoT (corner turns) was an outstanding question
before we discovered this mapping. If we simply allowed every
wire to connect to the wires at the sametree level that cross it,

we would need an asymptotically growing number of switches
per node and would lose the linear switch bound of the MoT.
The BFT/HSRAwiring gives us insight into how to formulate
a limited corner turn scheme for the MoT. This corner turn

scheme does not asymptotically increase the switches or wires
in the MoT, but does provide interesting switching character-
istics. Since the BFT/HSRAonly has to route up and down a
single tree, whereas the MoT without augmentation generally
has to route up and down twotrees, the augmented MoT has
half the switches in the worst-case paths between a source and
a destination.

A common complaint leveled at the arity-2 HSRA topology
is the asymmetry between the horizontal and vertical connec-
tions; as shown on the right of Fig. 4, the horizontal nearest-
neighbor is one switch away while the vertical nearest-neighbor
is two. The equivalence in Fig. 13 makesit clear that the arity-2
HSRAdirectionality bias can be removedby overlaying the net-
work with its transpose. Since all cases where we use MoT and
HSRA networks for FPGAs have c > 1, we will always have
multiple trees and be able to alter the orientation ofthe trees rel-
ative to each other. This equivalence also makesit clearer that
the MoTstaggering can be applied to the BFT/HSRA.

This mapping further shows us how we can apply anyresults
on fast HSRA mapping(e.g., [30]) to the MoT.
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TABLE I
SUMMARY OF RECURRING SYMBOLS USED IN ARTICLE

Symbol Description Intro

Awire Lower bound on chip area Eq. 7
due to wiring requirements

BW Bisection Width Sec. II

BWmesh Wires in Bisection for Mesh Topology Eg. 8
c Constant in Rent’s Rule Eq.
Chsra Number of Base Channels in HSRA (Fig. 4) Sec. II-B
Cmot Number of Base Channels in MoT (Fig. 5) Sec. II-B
Gi Growth rate at level ¢ in MoT/ToM Tree Eq. 12
Shera Growth Sequence for HSRA/ToM Trees Eq. 15
Gmot Growth Sequence for MoT Trees Eq. 16
IO Total input/output from a region Lq.
l Level or Number of levels in MoT or ToM Tree=Eq. 12

Lp Side length of chip in horizontal direction Eq. 6
Ly Side length of chip in vertical direction Eq. 4
N NumberofPrimitive elements in a region Eq.
Nn Numberof horizontal wiring layers Eq. 6
Nup Numberofuplinks at a specified level Eq. 16
No Numberofvertical wiring layers Eq. 4
p Growth exponent in Rent’s Rule Eq.
Ww Mesh Channel Width (Fig. 6) Eq. 8
Wrrot Width of MoT Channel Eg. 22
Witch Wire Pitch Eq. 4

TABLE II
COMMON PARAMETERIZATION AND ANALOGS

Manhattan
MoT/BFT/HSRA Mesh Note

Flatness complete Standard mesh hasflat
connectivity up all row
and column trees

Arity Liseg generally a distribution of
segment lengths

Base Channels c Ww W per segment length (Lseg)
Growth p may be a function of c,p
Shortcuts Switch Box|Mesh designs typically

Corner Turns Population assumeall present
Staggering Same idea
Domains Similar issues

 
 

2) Asymptotics and Layout: We see from (17), (19), (22),

and (11), that the p > 0.5 MoT, the p > 0.5 augmented MoT
(or the HSRA), and the mesh have the same asymptotic channel
width. None of the networks has more than a constant factor

fewer wiring tracks than any of the others.
The equivalence transformation here tells us we can apply

what we know about MoT layouts to HSRA layouts. Signifi-
cantly, the construction above showed that the HSRA can be
laid out in asymptotically the same channel width as the MoT.
We previously showed that a p = 0.5 BFT/HSRAcouldbelaid
out in linear area given O(log(.N)) wire layers [28] ; but at that
point in time the general question of laying out a BFT/HSRA
(1.0 > p > 0.5) in linear area using multilayer metallization
remained open. The equivalence aboveallowsus to exploit our
prior construction that showed how to layout the MoT for any
p > 0.5 in linear space using @(N?—°-5)) wire layers [13] in
order to also layout any HSRAin linear two-dimensional area
using O(N(p—0.5)) wire layers. This now gives us two networks
that have the O(N) layout area property.

V. MOT TO MESH PARAMETERIZATION

In a companionarticle [13], we compared the MoTto a con-
ventional, Manhattan mesh. The most fundamental difference
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Fig. 14. Flatness parameter shown on single row (column) channel in p = 0.5 MoT.

Arity=2 
  
 
 

       
 
 

Arity=4                       
Fig. 15. Arity parameter on single row (column) channel in p = 0.5 MoT.

between the Manhattan mesh and the MoTis the flat endpoint
connectivity on the mesh. That is, the mesh C-Box connects the
compute element’s inputs or outputs to all of (a constant frac-
tion of) the wires in the channel, whereas the MoT only con-
nects to the base level tree channels and uses the tree connec-

tions to climb up the tree to reach longer segments. This has the
immediate impact that the MoT needsonly a linear number of
switches, while the Mesh needs O(W’) switches per endpoint.
Since we have already established that W grows with N for
p > 0.5 [(11)], we see that the mesh requires asymptotically
more switches than the MoT.

We can parameterize this difference and the othertraditional
differences between the MoT and the mesh in order to define

a continuum space between the extremes. Table II summarizes
the variables. As noted in Fig. 1, we can view a meshas a spe-
cial, degenerate case of the MoT where wetune several of the
parameters to their extreme values.

A. Parameterization

1) Flatness: We parameterize flatness by the number of
parent tree levels to which we connect each child node. In the
MoT, we connect a child at level / to a parent at level ? + 1. In
the Mesh, we connectthe leaf child at level 0 to all levels above

it. In general, we could provide direct connections among a
group of f levels; that is, we connect a child at level n - f to
levelsn-fti,n-f+2,...n-f+f = (n+1)-f (see Fig. 14).

2) Segment Distribution: The Rent relation (1) can be ap-
plied strictly to define a set of segment distributions. We see
from the MoT designs,that we get c length 1 segment, ¢ X gmot,>
length 2 segments, ¢ X Gmot,s X Jmot,, length 4 segments, and
so on. Recall from (13), that we pick the growth rates to corre-
spondto our target p value. This same idea could be applied to
the selection of mesh segmentlengths and segmentlength distri-
butions. As we noted earlier [13], if these lengths are chosen ge-
ometrically in this manner, and if corner turns are only allowed
at segment ends, the mesh only needsa total numberof S-Box
switches whichis linear in the number of nodes supported by
the design.

Conventional mesh designs have often chosen to truncate
their hierarchy—stopping after a given segment length or
jumping from one segment length to full row/column length
lines rather than includingall of the geometric wire lengths.

3) Arity: For simplicity, we have, so far, described and
shown binary trees for the MoT and HSRA. We showed an

No Staggering  
                                

&3 é

Staggered

Fig. 16. Staggering single row (column) channel in p = 0.5 MoT.

66h 66665688 FS

     
                      

arity-4 BFT in Fig. 4. In general, we can build trees with
any number ofchildren levels to a parent level. For example,
Fig. 15 shows a MoT row with anarity of 4 as contrasted with
an arity-2 MoT row. Thearity tunes the rate of segment growth.
So an arity-4 MoT has segments of length 1,4, 16... rather
than 1,2,4,8, 16... In this way the combination of arity and
p defines segmentdistribution.

4) Staggering: When we have multiple segments of non-
unit length longer than one,it is useful, both for switch place-
ment and for routing, to spread out the switch placements(e.g.,
(31]-[33]). In the MoT,this is true as well [13]. For the MoT,

westagger the alignmentofthe trees relative to each other (see
Fig. 16). In both cases, staggering minimizes the cases where a
route must use a significantly longer (higher) link than it should
take to span the distance between the source andsink.

5) Shortcuts: In the strict tree structure of the MoT and

BFT/HSRA,there are cases where two nodesare physically
close in the layout but logically distant in the tree. This ef-
fect is mitigated by staggering. It can be eliminated entirely
by adding shortcut connections which allow segments at the
same level and in the same channel to be connectedto their

immediately adjacent neighbors. These shortcuts, which only
requires a constant factor more switches than the base MoT,
now guarantee that the physical distance one musttravel in the
MoTor BFT/HSRAis never more than a constant factor larger
than the Manhattan distance; this was the key innovation of
the Fat Pyramid [34]. Further, the number of switches on the
path will be logarithmic in distance, making it asymptotically
fewer than any bounded-segment length mesh scheme. These
shortcuts perform exactly the same switching as the end-to-end
segment switching (EF — W,N + S) which appears in the
switchpoints of standard, Manhattan, switchbox designs (see
Fig. 17). That is, in the standard diamond switchbox,the switch
which connects a segment to a single segment of the same
length in the same channel on the otherside of the switchbox,
is essentially the same as the shortcut switches which we may
or may not include in MoT or ToM designs.

6) Corner Turns: Corner turn parameterization defines
where and how routes may turn between orthogonal channels
(from horizontal to vertical routing or vice-versa). In a standard
mesh switchbox, a segment has a corner turning switch to a
single orthogonal segment when it crosses that segment or to
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Shortcuts Corner Turns
1 end-to-end (x—x or y-y} switch

Fig. 17. Shortcut, corner turn, and switchbox population.

one segmentin each direction whenit arrives at a switchbox co-
incident with a segment break in its corresponding orthogonal
segment. In a standard diamond switch configuration, these are
the NW, NE, SW,and SE switches (see Fig. 17). These corner
turns make up the remaining 1—2 switches which are normally
attached to the end of each segment (compare F’', = 3 in the
Toronto Model [3], [4]).

Since W is growing with N for p > 0.5 (11), as long as
we have at least one corner turn per segment per switchbox,
the number of switches per switchbox is growing, so the total
number of switches in all the switchboxes are growing faster
than linearly. It is asymptotically desirable to avoid this level
of corner turn population. The fact that we can lay out MoT
and BFT/HSRA designs using asymptotically similar wiring
requirements but without such extreme corner turn popula-
tion certainly suggests there is a viable alternative and it will
eventually be beneficial to exploit it. In the MoT, we consider
whether corner turns should be limited to the leaves or whether

we need some, limited scheme for higher level comer turns
(Section IV-C1 and [13]). In general, all the Mesh and MoT
corner turn variations make up a rich parameterized design
space.

The typical MoT layout, shown on the left of Fig. 17, al-
lowsonly a single corner turn at each switchbox. Onthe right of
Fig. 17, we show analternate layout that overlaps adjacent seg-
ments in the same channel so that we can use simple switches
between orthogonallines to support corner turns and allow this
inclusion ofthe pair of cornerturns(e.g., both NE and NW from
the north input to a switchbox) typical in mesh switch popula-
tions.

7) Switchbox Population and Domains: Jt should be clear

that the general issues, which the mesh considers in terms of
switchbox population can be decomposed into shortcut and
corner turn issues above and shownin Fig. 17. In the preceding,
we described the most popular mesh and MoT designs where
there are a constant number of wires connecting the end (or
internal points in the mesh case) of segments. More generally,
we mightask about fuller switchbox population (e.g.,[35], [25])
and there are similar questions in both designs. The traditional
mesh design has disjoint domains which are only connected at
the leaves; similarly, the primary MoTs we have described only
allow turns between separate row and columntreesat the leaves
and typically can only change among corresponding row and

 
Corner Turns

 

         

            
   

Shortcuts Corner Turns Diamond Switch
Connectivity© orthogonai(x-y} switch

columntrees at a commerturn, giving them this domain structure
as well.

B. Implications

1) Unified Design Space: Unifying the design space gives
us greater insight into how we can tune designs. Reconciling
the Mesh with the MoT introduces new design parameters to
explore for tuning the Mesh and the MoT.It also sheds some
light on the assumptions we tend to makein these designs—as-
sumptions which may merit reexamination,e.g., would the MoT
be better off adopting the rich segment endpoint switching of a
typical mesh, or would the meshbe better off omitting some of
these switches? Is flat-endpoint connectivity a good assumption
to Keep as wescale up to million compute-node designs? Note
that the mesh’s flat-endpoint connectivity and full corner-turn
population are each, individually, sufficient to force the number
of switches in the mesh to grow superlinearly in the number of
nodes. The MoT showsusaplausible alternative to avoid the
asymptotic growth arising from flat-endpoint connectivity, and
the ToM to MoT mapping showusa plausible alternative to full
corner-turn population.

2) Shortcuts: Our experience with MoT designsto date sug-
gests that shortcut connections may offer marginal additional
value comparedto staggering [13]. Shortcuts do reducethetotal
channel width required to route the design when wedo not have
staggered segments,but onlyat a net increase in the total number
of switches. Once we add staggering, even the wire reduction
benefit is marginal. It may be interesting to consider shortcut
depopulation in the Manhattan mesh.

3) Pre- and Post-Layout Rent Characteristics: As shown in

the previous section, we can layout a BFT/HSRAwith asymp-
totically the same channel width as a Mesh. We can use the same
layout strategy for the ToM,giving us a generalization of Leis-
erson and Greenberg’s fold-and-squash layout [36]. We know
the ToM can accommodate layouts simply by recursive bisec-
tion. As long as the bisection cuts do not exceed the tree band-
widths, the recursive bisection design will be routable on the
ToM, which we now know can belaid out with asymptotically
the same channel width as the mesh.

Put together, these observations imply that the a posteriori
global route Rent exponentfor a Manhattan layout should be the
sameas the a prior Rent exponent. That is, while there may be
difference in the layout-basedpartitions (e.g.,[15], [16]), these
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should, at most, be placement shuffles to reduce the constantfac-
tors associated with tree overlap among tree levels and will not
change the asymptotic growth rate. The MoT and ToM layout
described abovetell us how to take any Rent characterized (c, p)
design and lay it out with O (cN (p—0.5)) Manhattan channel
width. This gives us an upper boundonthe global channel width
required to route a (c, p) design on a mesh; this upper boundis
within a constant factor of the lower bound we previously de-
rived on mesh channel width ((11)). Note that the cro = 2Chsra

construction above already more than accounts for the downlink
conflicts that forced us to use a (1.5c, p) ToM to accommodate
a (c,p) design, so the channel width is no higher than 2c times
the per channel width of the MoT derived in (22)

W <2en°°) a7< =
1— (5)

9(p+0.5) 0.5< (Sas— ;) cN@~95), (23)
This suggests that there is no fundamental reason for the
post-placement Rent exponent for a design to be larger than
the pre-placement Rent. However, while asymptotically tight,
the bounds are loose in absolute terms; for example, the ratio
between the lower bound in (11) and this upper bound ((23))
is around 30 for p = 2/3. Consequently, this leaves room for
large constant factor differences between pre-placement and
post-placementIO ratios, and it may take very large designs for
the asymptotic effects to dominate. Our constructionis unlikely
to be the tightest possible, so we leave open the question of
how muchit is possible to tighten the constant factors in this
mapping.

The guarantee above is made in terms of a global route and
the full population ToM, rather than the mesh detailed route
and the HSRA or BFT, because the mapping ratio for linear
population designs remains an important, open question [35],
[25]. The result is directly applicable more to custom routing
than FPGA routing for this reason. However, if we can establish
a constant mapping ratio for some variant of the HSRA/BFT,
then these observations would allow us to apply this result to
these detailed networks as well.

VI. SUMMARY

To build efficient switching networksfor typical circuits, we
must use networks whichallow us to exploit the locality struc-
ture which exists in these circuit graphs. Manhattan meshes,
MoT, and ToM style networks are all examples of limited-bi-
section switching networks which supportthis locality exploita-
tion. While these networks are different in formulation, we see

that they have the same asymptotic wiring requirements—all
requiring O(N‘?—°-5)) wires per channel in 2-D layouts when
p > 0.5. Using embeddings, we have demonstrated equivalence
mappings between the networks (MoT embedded in HSRA,
HSRA embedded in augmented MoT with corner turns, and
MoT embedded in 2-D mesh);all of these mappings require at
mosta constantscale factor in wires. The MoT to ToM and ToM

to MoT embeddings are made with only a constant scale factor
in switches. From these mappings we now see how to layout
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linear-population ToM designs of any p (e.g., BFT and HSRA)
in constant area using multilayer metallization and how to pro-
duce constructive global mesh routes which are known to be
within a constantfactor of optimal. We can view these networks
within a larger, unified design space which helps us understand
the tradeoffs which each network makes and aides our search

for network parameters which meetdesign goals.
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Abstract

FPGAusers often view the ability of an FPGAto route designs with
high LUT (gate) utilization as a feature, leading them to demand
high gate utilization from vendors. We present initial evidence
from a hierarchical array design showing that high LUTutilization
is not directly correlated with efficient silicon usage. Rather, since
interconnect resources consume most of the area on these devices

(often 80-90%), we can achieve more area efficient designs byal-
lowing some LUTsto go unused—allowingus to use the dominant
resource, interconnect, more efficiently. This extends the "Sea-of-
gates” philosophy, familiar to mask programmable gate arrays, to
FPGAs. Also introduced in this work is an algorithm for "depop-
ulating” the gates in a hierarchical network to match the limited
wiring resources.

1 Introduction

The ability of an FPGA to support designs with high LUT usage
is regularly touted as a feature. However, high routability across a
variety of designs comesat a large expense in interconnectcosts.
Since interconnect is the dominant area component in FPGA de-
signs, simply adding interconnect to achieve high LUTutilization
is not alwaysareaefficient. In this paper, we ask:

e Is an FPGA with higher LUT usage more area efficient than
one with lower LUTutilization?

e That is: Js LUT usability directly correlated with area effi-
ciency?

Our results to date suggest that this is often not the case—
achieving high LUT utilization can often come at the expense of
greater area than alternatives with lower LUT utilization. While
additional interconnect allows us to use LUTs more heavily,it often
causesusto use the interconnectitself less efficiently.

To answerthis question, we proceed as follows:
1. Define an interconnect model which allowsus to vary the rich-

ness ofthe interconnect.

2. Define a series of area models on top of the interconnect model
to estimate design areas.

3. Develop an algorithm for mapping to the limited wiring re-
sourcesin a particular instance of the interconnect model.

To appear in the Seventh International Symposium on Field-
Programmable Gate Arrays, February 21-23, Monterey, CA.

4. Mapcircuits to a range of points in the interconnect space, and
assess their total area and utilization.

5. Examinerelationship between LUTutilization and area.

2 Relation to Prior Work

Most traditional FPGA interconnect assessments have been limited

to detailed population effects [1] [15]. In particular, they let the
absolute amount of interconnect (Ze. number of wiring channels
or switches) float while assessing how closely a given population
scheme allows detailed routing to approach the limit implied by
global routing. They also assumethatthe target is to fully populate
the LUTsin a region of the interconnect.

Instead, we take the viewpoint that a given FPGA family will
have to have a fixed interconnect scheme and we mustassess the

goodnessof this scheme. To make maximum useofthe fixed inter-
connect, in regions of higher interconnect requirements where the
design is more richly connected than the FPGA, we may haveto use
the physical LUTsin the device sparsely resulting in a depopulated
LUT placement. This represents a “Sea-of-Gates” usage philos-
ophy as first explored for FPGAs in University of Washington’s
Triptych design [4].

Forthe sake of illustration, consider a design which has a small,
but heavily interconnected controller taking up 20% of the LUTs
in the design. The rest of the design is a more regular datapath
which doesnot tax interconnect requirements. If we demandedfull
population, we would look at the interconnect resources necessary
to fully pack the controller, and those requirements would set the
requirements for the entire array. However, the datapath portion of
the chip would not need all of this interconnect and consequently
would end up with much unusedinterconnect. Alternately, we can
spread out the controller, ignoring some LUTsin its region of place-
ment, so that the whole FPGA canbe built with less interconnect.
Now,the controller may take up 30% of the device resources since
it cannot use device LUTs 100% efficiently, but the whole deviceis
smaller since it requires less interconnect.

Recently, NTT argued for more wires and less LUTs [17], and
HP argued for rich interconnect which will meet or exceed the re-
quirements of logic netlists [2]. Earlier Triptych showed density
advantagesovertraditional alternatives with partially populated de-
signs [4]. The NTT paper examined two points in the space, while
HP and University of Washington each justified a single design
point. In this paper, we build a model which allows us to explore
the tradeoff space more broadly than a few isolated design points.
The modelis based on a hierarchical network design and captures
the dominant switch and wire effects dictating wire area. This gen-
eralization, of course, comes at the cost of modeling the design
space more abstractly than a particular, detailed FPGAdesign.
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Figure 1: Tree of Meshes

We will be using a hierarchical interconnect scheme as the
basis of our area model. Agarwal and Lewis’s HFPGA [1] and
Lai and Wang’s hierarchical interconnect [11] are the most similar
interconnect schemes proposed for FPGA interconnect. As noted
above neither of these studies made an attempt to fix the wiring
resources independent of the benchmark being studied as we are
doing here. To permit a broad study of interconnect richness, our
interconnect schemeis also defined in a more stylized manner as
detailed in the next section.

3. Interconnect Model

The key requirements for our interconnect modelis thatit:
@ represent interconnectrichnessin a parameterized way
e allows definition of a reasonable area model

To meet these goals, we start with a hierarchical model based
on Leighton’s Tree of Meshes [13] or Leiserson’s Fat Trees [14].
Thatis, we build a tree like interconnect where the bandwidth grows
toward the root of the tree (See Figure 1). We use two parameters
to describe a given interconnect scheme:
1. c = the numberof base channelsat the leavesofthe tree

2. p (a) =the growth rate of interconnect toward the root
Note that we realize p by using one of two kinds of stages in the
tree of meshes:

@ non-compressing (2:1) stages wherethe root wires are simply
equal to the sum of root wires from the two children so there
is no net bandwidth reduction

compressing (1:1) stages where the root wires are the same
as each of the root wires from the children, so that only half
of the total children wires can be routed upward

Byselecting a progression of these stages we can approach any
bandwidth growth rate (See Figure 4).

If we use a repeating pattern of stage growths, we approximate
a geometric bandwidth growth rate. That is, a subtree of size 2. n
has 2” times as much bandwidth at its root as a subtree of size

n, or every tree level has a = 2” more wires than its immediate
children. This is roughly the model implied by Rent’s Rule [12]
(iO =c-N®). More precisely, it represents a bifurcator as defined
by Bhatt and Leighton [3] (See Figure 2).

Intuitively, p represents the locality in interconnect require-
ments. If most connections are purely local and only a few connec-
tions comein from outside of a local region p will be small. If every
gate in a region had a uniquesignal coming from outsidethe region,
then p — 1.0. So think ofp as describing how rich our interconnect
needsto be. If p = 1, we are effectively building a crossbar with no
restrictions. If p = 0, we are building a 1D systolic array or pure
binary tree whose IO bandwidth does not growsas the array grows.
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Figure 2: (F.v)-bifurcator

4 Area Effects

For our basic area model, we perform a straightforward layout of
the elements shownin Figure 4. That is, we have:

e Logic Block of size Ane
e Switches of size Acw

e Wires of pitch WP
Each subtree is built hierarchically by composing the two children
subtrees and the new root channel. Channel widths are determined

by either the area required to hold the switches or the width implied
by the wire channels, depending on which is greater. We assume
a dedicated layer for each of horizontal and vertical interconnect.
Theresult is the “cartoon” VLSI layout as shownin Figure 3.
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Figure 3: “Cartoon” Layout of Hierarchical Interconnect
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Note that the numberof base channels (c) is 3 in all these examples.

Figure 4: Programming Growth for Tree of Meshes
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Figure 5: c choose & LUT Input Population (c = 5, k = 3)

Typical values for an SRAM programmable device:'
@ Ape = 40K" — this would hold 16 memory bits for a 4-LUT

(16x 1.2K\’/SRAM-bits20KA’) plus a the LUT multiplexor
and optional outputflip-flop (13K.in [5], 15K? in [8]).

@ Asw = 2.5Kfor a pass transistor switch (including its ded-
icated SRAM programming bit) — to model maskor antifuse
programmable devices, we would use a much smaller size for
this parameter.

e WP = 84for the metal 2 or metal 3 wire trace and spacing
We assume the channels are populated with c choose & input

selectors [7] on the input and have a fully populated output con-
nection (See Figure 5). Switch boxes are either fully populated or
linearly populated (see Figure 6) with switches.

Figure 7 showscartoon layouts for 3 different choices of p,
highlighting the area implied by each choice. Two things we can
observe immediately from this simple model comparison:

e For reasonable parameters, interconnect requirements dominate
logic block area; e.g. atc = 6, p = 0.67, a design with 1024
LUTShasonly 5% of its area in LUTs(estimated area per LUT
including interconnectis 2750KA”) — while this is a simple
area model, the area and ratio are not atypical of real FPGA
devices; they are also consistent with prior studies (e.g. 6% for
600 4-LUTdesign in [5]).

') = half the minimum feature size for a VLSI process. Assuminglinear scaling
ofall features, ? area should be the same across processes.
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Figure 6: Linear Switchbox Population for Hierarchical
Interconnect
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Figure 7: Effects ofp on Area at 1K LUTs
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Figure 8: “Pulling” design up tree to match fixed wire schedule

e Interconnect parameter richnesshasa large effect on total area.
To furtherbuild intuition, let’s assume for a momentthat a design

can be perfectly characterized by a growth exponentp.If the growth
exponent for the interconnect matches the growth of the design
(Pinterconnect = Pdesign), then the network will require minimum
area. What happensif these two are not perfectly matched? There
are two cases:

@ Pinterconnect > Pdesign — We have more interconnect than
necessarily. The design can useall the LUTsin the network,
but the network has more wires. As a result, the area per LUT
is larger than the matched case—thatis, mapping the design
on the richer interconnect takes more area than the matched

design case.

@ Pinterconnect < Pdesign — We have less interconnect than
necessary. We cannotpack the design into a minimum num-
ber ofLUTsin orderto fit the design. Instead we mustpull the
design up the tree, effectively depopulating the logic blocks,
until the tree provides adequate connectivity for the design
(See Figure 8). As a result, we have leaves in the tree which
are not fully utilized. As we will see, this also takes more
area than the matched designcase.

Figure 10 showsthe area overhead required to map various designs
onto interconnects with various growth factors. As we expect,
it showsthat the matched interconnectpoint is the minimum point
with no overhead. As wegoto greateror lesser interconnect offered
by the network, the area overhead grows, often dramatically.

5 Design Requirements

In practice, of course, c and p values are a rough characterization
of the interconnect requirements for a real design. With multiple
subgraphsof a given size (subtreesat the same heightin the tree) we
get more than one I/O to subgraphrelationship. Further, the growth
is seldom perfectly exponential. Finally, even asking if a graph has
an (F,:)-bifurcator is an NP-hard problem. So, the bifurcations
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Figure 9: I/O versus Partition size graph for i10

we construct are heuristic approximations biased by the tools we
employ.

Figure 9 showsthe I/O versus subgraphrelationship for the one
of the IWLS93 benchmark (i 10).

e Mappedfor area with SIS [16] and Flowmap [6]
e Recursively bisected using a single Eigenvalue spectral parti-

tioner

The recursive bisection approximates the natural bandwidth versus
subtree sizes which exist in the design. We see the I/O to subgraph
relationship is not 1:1. We also see that the max and average
contours can be matched well to a geometric growth rate (e.g. Rent’s
Rule—average c = 5, p = 0.7; max c = 7, p= 0.7).

The left of Figure 11 showsthe I/O versus subgraphrelationship
for all the IWLS93 benchmarks area mapped to 2000 or fewer
LUTsusing SIS, Flowmap, and spectral partitioning as above. On
the right it showsthe distribution of Rent parameter estimates for
these benchmarks. Here wesee that while we maybe able to pick
“typical” c and p values, there is a non-trivial spread in interconnect
requirementsacrossthis set of designs.

6 Mapping to Fixed Wire Schedule

We have now seenthat we can define a parameterized interconnect
model with a fixed wire schedule. Designs have their own re-
quirements which do not necessarily match the fixed wire schedule
available from a device’s interconnect. Whenthe device offers more

interconnectthan a design needs, mappingis easy, we simply place
the design on the interconnect and waste some wires. However,if
the design has more interconnect needs than the device provides,
how do we mapthe design to the device?

Assuggested in Figure 8, we can start with the recursively bi-
partitioned design and simply pull the whole design up thetree until
all the interconnect wires meet or exceed the design requirements.
However, keeping the groupingsoriginally implied by the recursive
bisection is overly strict. In particular, re-associating the subgraphs
based on interconnectavailability can achieve tighter packings (See
Figure 13). That is, we do not really want a bisection of the LUTs,
but a bisection of the total capacity including both interconnect
and LUTs. Intuitively, the size of a subgraph is determined by the
greater of its LUT requirement and its interconnect requirement
relative to the fixed wire schedule of the device.

To attack the problem of regrouping subtreesto fit into the fixed
wire schedule, we introduce a dynamic programming algorithm
which determines where to split a given subgraph based on the
available wire schedule. That is, we start with a linear ordering
of LUTs. Then, we ask where we should cut this linear order-
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Figure 11: I/O versus Partition size graph for Benchmark Set

// size[start,finish] represents the smallest subtree which will
if contain the set ofLUTs between position start andfinish
// uniqueio(0,i,j) returns the number of unique nets which appearboth in the subrange ij,
if and outside of that range
o = order all LUTs

for i=0 to o.length
size[i,i] + size(1,unique(o,1,i)) // base case = single LUT subtrees

for len=2 to o.length
for start=0 to o.length-len // process all subranges of specified length

minsize=MAX
end=start+len-1

isize=uniqueio(o,start,end)
for mid=start+1 to end // searchfor best split point

msize=1+max(size[start,mid],size[mid+1,end])
size=max(msize,iolevel(isize))
minsize=min(size,minsize)

size[start,end]¢-minsize
// final result is size[0,o.length-1]

Figure 12: Dynamic Programming Algorithm to Map to Fixed Wire Schedule
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Figure 13: Re-associating Subgraph clusters to match Fixed Wire
Schedule

ing of LUTs into two subtrees in order to minimize the total area
required—typically, minimizing the heights of the two subtrees.
Each of the subtrees are then split in a similar manner. To make
the decision of where to cut a subtree, we examineall cut points.
Aslong as we havea single linear ordering for LUTs, this is very
similar to the optimal parenthesis matching problem. In a similar
manner, we can solve this problem with a dynamic programming
algorithm.

The dynamic programmingalgorithm (Figure 12) finds the op-
timal subtree decomposition given the initial LUT ordering. The
trick here, and the source of non-optimality, is picking the order of
the LUTs. For this we use the 1D spectral ordering based on the
second smallest Eigenvalue which Hall showsis the optimal linear
arrangement to minimize squared wire lengths [10].

Figure 14 shows whythe single linear ordering is non-optimal.
Here we see a LUT B placed to minimize its distances to A, C,
and D. The order is such as to keep B, C, and D together for cut
3. However, if we take cut 4, then it would be more appropriate to
place B next to A since we have already paid for the wires to C andD
to exit the left subgroup. However,as long as weare using a single
linear ordering, we do not get to make this movementafter each cut
is made. In general to take proper account of the existing cut, we
should reorder each of the subgraphs ignoring ordering constraints
originally imposed by the wires which have already been cut.

To avoid this effect, we would have to reorder each subtree

after each cut is made. In addition to increasing the complexity
of each cut, this would destroy the structure we exploited to apply
dynamic programming—thatis, the sub-problems would no longer
be identical. Of course, since the spectral partitioning does not even
give an optimal cut point for the bisection problem, the ordering
effect alone is not the only element of non-optimality here.

There is certainly room for algorithmic improvement here. The
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Figure 14: Example showing the limitations of a Single Linear
Ordering

results are, nonetheless, good enoughto give us interesting depop-
ulations as we will see in the next section.

7 Results from Mapping

Putting it all together:
e Start with the area targeted SIS and Flowmap 4-LUT networks

for the IWLS93 benchmarks under 2000 4-LUTs.

e Order using the second smallest Eigenvalue.
e Mapto fixed schedule with the dynamic programming algo-

rithm; The results are shown in terms of relative number of
LUTsin the top left of Figure 15.

e Apply an area cost model such as shownintopright ofFigure 15.
e Result is the relative area map shownat the bottom of Figure 15.

Figure 15 showsthat there is a minimum area point across the
benchmarkset. For our linear switch population model, this occurs
at c = 6, p = 0.6. As our theory predicts, too much interconnect
and too little interconnect both account for area overheadsover the

minimum. Notice that the only points where the entire benchmark
achievesfull utilization are c = 10, p > 0.75 and p = 0.8, c > 7,
all points which are above the minimum area point.

Table 1 examinesthe effects of picking a particular point in the
c-p-design space. For each design in the benchmark set, we can
compute the c,p-point which has minimum area. We can then look
at the overhead area required between the “best” c, p, picked for
the individual design, versus the best c, p for the entire benchmark
under certain criteria. For the linear switch population case, we
see that average overhead between the benchmark minimum and
each benchmark’s best area is only 23% and that corresponds to
an average LUTutilization of 87%. Similarly, we see that picking
the smallest point where we get 100% deviceutilization results in
almost 200% area overhead. Wesee different absolute numbers,
but similar trends with other area models.

Given the range of partition ratios and cut sizes we saw in
Figure 11, it is not that surprising that the full utilization point
is excessive for many designs and leads to manyareainefficient
implementations. Figure 16 showsa slice in p-space for the single
design i10 whose I/O versus subgraph size curve we showed in
Figure 9. Notice that even for this single design, the minimum area
point does not correspondto full utilization. In fact, the minimum
area point is actually only 50% of the area of the full utilization
point. So, even for a single design allowed to pick the network
parameters c, p which minimizes device area, full LUT utilization
does not always correspondto better area utilization. We see here
that the effects of varying wire requirements, which we described
in Section 2, do actually occurin designs.

In the previous section, we noted that the fixed wire schedule
mapping algorithm in use is not optimal. It is worth considering
how a “better” algorithm would affect the results presented here.
A “better” algorithm could achieve better LUT utilization for the
points where depopulation occurs. For the points on the graph
where no depopulation occurs, a better algorithm could offer no
improvement. As a result, we expecta better algorithm to magnify
these effects—making the depopulated designstighter and take less
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Figure 15: Area Utilization Results Mapping Benchmark to Fixed Wire Schedules
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Figure 16: p-space slice for i10 showing that area minimization is not directly correlated with high LUT usage
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Wire Dominated WP = 8), Az. = 64A7
Minimization params

Objective Cc P
relative area

maxrelative area

area with full utilization|10|0.75

Sigma Max LUT
relative area|relative area|Utilization

P6[06]1%]299] O87
6[oes[140]iT 0983 

3.33 6.94 1.00

Linear WP = 8A, Ag, = 2500A
Minimization params

Objective Cc P
relative area

maxrelative area

area with full utilization|10|0.75

Sigma Max LUT
relative area|relative area|Utilization

Pe,06,13,2%, 087
6[oes|imap (8D 

2.38 a.87 1.00

Switch Dominated (Quadratic)
WP = 8, Asy = 2500X7

Minimization params
Objective Cc P

relative area
maxrelative area

area with full utilization|10|0.75

Sigma Max LUT
relative area|relative area|Utilization

Pepos,132,350,087
0.49 

4.25 11.5 1.00

Table 1: Compare Effects of Various Network Selection Points

area, while the full utilization designs stay at roughly the same
point.

8 Limitations and Future Study

We have only scratched the surface here. As with any CADeffort
where we are solving NP-hard problems with heuristic solutions
there is a significant tool bias to the results. Flowmap was not
attempting to minimize interconnect requirements, and there is a
good argument that LUT covering and fixed-wire schedule parti-
tioning should be considered togetherto get the best results. At the
very least, it would be worthwhile to try different LUT mapping
strategies to assess how muchtheseresults are effected by LUT
covering.

The area model used assumesa purely hierarchical, 2-ary inter-
connect. Two things one would like to explore are (1) the effects
of different arity (flattening the tree) and (2) the introduction of
shortcut connections(e.g. Fat Pyramid [9]). The shortcut connec-
tions will tend to reduce the need for bandwidth in the root channel

and may shift the balance in interconnect costs. Further, shortcuts
appear essential for delay-mapped designs, which we have also not
studied here.

We suspect the hierarchical model captures the high-level re-
quirements of any network, butit will be interesting to study these
effects more specifically for mesh-based architectures. The key
algorithmic enabler needed for both shortcuts and mesh-basedar-
chitectures is to identify good heuristics for spreading in two di-
mensionsrather than the one-dimensional approach we exploited
here.

An important assumption we have madehereis that interconnect
growth is geometric (power law). The c, p estimates shownin Fig-
ures 9 and 11 support the fact that a geometric growth relationship
seemsfairly reasonable. Nonetheless, we have not directly ex-
plored wire-schedules which deviate from strict geometric growth,
and there may be better schedules to be found outside ofthe strict
geometric growth space explored here.

We concentrated on global wiring requirements here and have
not focussed on detailed switch population. The robustness of the
general trends across different area and population models shown
in Table 1 suggests that the major effects identified here are inde-
pendentof the switch population details. While this does show us
the relative merits of a given interconnect richness within a partic-
ular population model, we cannot, however, make any conclusions
aboutthe relative merits of different population schemes without
carefully accounting for detailed population effects in both the area
modeland routability assessment.

9 Conclusions

Wesee that wires and interconnect are the dominant area compo-
nents of FPGA devices. Wealso see that the amountof interconnect

needed per LUT varies both amongdesigns and within a single de-
sign. Given that this is the case, we cannotuse all of our LUTs
and all of our interconnectto their full potential all of the time—we
must underutilize one resource in orderto fully utilize the other. If
we focus on LUT utilization, we waste significant interconnect—
our dominant area resource. This suggests, instead, it may be
more worthwhile for us to focus on interconnectutilization even if

it means letting some LUTs go unused. Answering our opening
question, we see that higher LUT usage does not imply lower area
and that LUT usability is not always directly correlated with area
efficiency.
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A Mapped BenchmarksStatistics used for Experiment

Mapped Max Avg. Mapped Max Avg. Mapped Max Avg.
Design LUTs ec Pp ec Pp Design LUTs ec Pp ec Pp Design LUTs ec Pp ec Pp

Sxpl 83 7 0.35 6 0.42 ex2 90 6 0.5 5 0.56 s208 2? 6 0.34 5 0.29
9sym 177 6 0.57 5 0.63 ex3 33 6 0.45 5 0.52 s27 6 5 0.20 0 0

9symml 80 6 0.45 5 047 ex4 Al 7 0.36 6 0.42 $298 40 6 0.35 5 O41C1355 74 7 0.64 5 0.67 ex5 27 6 0.36 5 O41 8344 Al 6 0.34 4 0.44
cl? 2 0 0 0 0 ex6 7 6 0.51 6 04 8349 Al 6 0.34 4 0.44

C1908 136 7 0.56 5 0.56 ex? 36 6 0.51 5 0.54 8382 53 6 0.44 5 048
C2670 218 6 0.7 4 0.75 example2 139 6 0.69 4 0.74 8386 74 7 0.32 6 0.36C3540 382 7 0.54 6 0.56 f5lm 98 7 0.53 5 0.58 s400 53 6 0.38 5 0.42
C432 79 7 0.53 6 0.57 frgl 282 6 0.62 6 0.51 s420 62 7 0.31 5 0.39
C499 74 7 0.63 5 0.67 frg2 744 8 0.61 5 0.65 s444 53 6 0.37 5 0.39C5315 590 7 0.66 5 0.69 il 19 5 0.66 4 0.74 s510 105 7 0.45 6 047

C6288 522 8 0.44 6 047 ild 906 7 0.68 5 O71 $526 84 7 0.39 5 O41
C7552 723 7 0.63 5 0.68 i2 7 6 0.82 5 0.86 s526n 90 7 0.39 5 0.42
C880 116 6 0.65 5 0.65 i3 46 5 0.88 5 0.89 85378 522 7 0.63 5 0.66

a 1 0 0 0 0 i4 97 5 0.77 4 0.82 s641 79 5 0.6 4 0.68
alu2 279 8 0.49 6 0.54 iS 153 6 0.67 4 0.75 8713 80 6 0.61 5 0.67

apex] 799 8 0.62 7 0.6 i6 144 5 0.76 4 0.78 88 1 0 0 0 0
apex3 900 9 0.54 6 0.58 7 215 6 O71 4 0.77 8820 166 7 048 6 0.52
apex6 258 6 O71 5 0.68 i9 347 7 0.63 5 0.65 8832 169 7 048 6 0.52
apex] 108 6 0.61 4 0.64 keyb 209 8 0.43 6 048 8838 124 7 0.44 5 0.5bl 4 4 0.40 3 0.67 kirkman 133 8 0.35 6 0.37 89234 439 8 0.56 5 0.63
bl2 377 7 0.55 7 0.46 lal 6? 7 0.56 5 0.6 8953 182 7 0.5 6 0.54
bo 56 6 0.62 4 0.69 Idd 50 7 0.46 5 0.5 sand 406 7 0.57 5 0.61

bbara 34 6 0.43 5 0.44 lion 3 0 0 0 0 sao2 121 7 047 6 0.5
bbsse 70 8 0.32 6 0.36 lion9 5 0 0 5 OL sbe 332 7 0.57 5 0.6
bbtas 9 5 0.25 4 0.3 Majority 4 5 0.13 5 O17 scf 663 9 0.53 6 0.57beecount 21 6 0.43 5 0.49 markl 52 7 O41 4 0.66 sct 69 7 048 5 0.52

c8 87 7 0.54 5 0.58 me 9 5 0.21 4 0.33 shiftreg 2 0 0 0 0
cc 33 5 0.65 4 0.73 misex 24 6 0.37 5 O41 sqrt8 45 7 0.46 6 0.37
cht 68 5 O71 4 0.69 misex2 54 6 0.57 5 0.59 sqrt8ml 40 6 0.58 5 047
clip 243 7 0.53 6 0.44 mm30a 327 6 0.57 6 047 squarS 50 8 0.27 6 0.34clmb 369 2 1 2 1 mm4a 118 9 0.28 7 0.31 sse 70 8 0.32 6 0.36

cm138a 9 5 0.44 5 048 mm9a 96 6 048 6 0.38 styr 341 7 0.59 7 047cml 50a 15 5 0.67 4 0.75 mm9b 120 6 0.51 5 0.53 t481 735 8 0.55 6 0.6
cml5la 8 5 0.53 4 0.63 modulol2 1 0 0 0 0 table3 513 9 0.52 7 0.55
cml 52a ll 5 O41 5 0.43 multl6a 32 5 0.36 4 0.36 table5 522 7 0.66 7 0.53
cml62a 14 6 0.49 5 0.56 mult] 6b 31 5 0.25 4 0.16 tav 12 5 0.23 4 0.50
cml163a 12 5 0.60 5 0.65 mult32a 64 5 0.39 4 0.38 tbk 616 9 0.5 6 0.54
cm42a 10 5 0.45 5 0.45 mult32b 62 6 O41 5 0.43 tcon 16 4 0.78 3 0.88
cm82a 4 4 0.5 4 0.5 mux 45 6 0.51 6 047 term] 246 8 048 6 0.52
cm85a 12 5 0.42 5 0.44 my.adder 32 4 0.61 4 0.61 train1 19 6 048 4 0.76cmb 19 6 0.49 5 0.53 064 46 5 0.84 4 0.88 traind 3 0 0 0 0
comp 45 6 0.52 5 0.57 opus 50 6 0.51 5 0.57 ttt 198 9 0.42 6 0.45
conl 6 5 0.31 5 0.33 pair 567 8 0.6 5 0.65 unreg 32 5 0.67 5 0.7
count 37 6 0.58 4 0.64 parity 5 5 0.73 5 0.75 vda 517 8 0.55 6 0.58
cps 821 9 0.62 6 0.67 pele 23 5 0.5 4 0.59 vpe2 277 9 0.42 6 047
cse 134 6 0.57 5 0.58 peler8 33 5 0.6 4 0.68 xl 761 9 048 6 0.57
cu 24 6 0.51 5 0.56 planet 410 9 0.45 6 0.5 x2 23 6 0.39 5 0.53

daio 3 0 0 0 0 planet 410 9 0.45 6 0.5 x3 441 7 0.61 5 0.6
dalu 502 8 0.55 6 0.59 pml 28 6 0.54 4 0.61 x4 294 7 0.61 5 0.63decod 18 5 0.49 4 0.52 1d53 36 6 0.38 5 04 xor5 21 6 0.38 5 0.46
dkl4 51 7 0.35 7 0.24 1d73 190 6 0.56 5 0.57 z4ml 80 7 0.39 5 O41
dkl5 31 6 0.39 6 0.22 rd84 405 7 0.63 5 0.67 alu4d 1756 8 0.58 6 0.63
dkl6 171 8 0.42 6 047 rot 467 7 0.65 5 O71 apex4 1284 7 0.69 5 0.72
dkl7 30 6 0.38 5 O41 sl 317 8 0.52 6 0.56 apexS 1241 9 0.63 6 0.66dk27 5 5 O15 4 0.35 s1196 226 7 0.53 6 0.45 cordic 1381 9 0.62 8 0.52

dk512 25 6 O17 5 0.22 $1238 253 7 0.52 7 0.46 dsip 1175 7 0.65 6 0.64
donfile 1 0 0 0 0 81423 162 6 0.51 5 0.40 exSp 1348 9 0.61 6 0.64duke2 274 8 048 6 0.53 81488 289 7 0.55 4 0.76 i8 1242 8 0.57 5 0.60

e64 386 7 0.6 5 0.64 81494 295 7 0.59 6 0.51 k2 1138 8 0.69 6 0.58
exl 164 6 0.6 5 0.64 sla 6 1 1 1 1 seq 2004 10 0.53 7 0.58

BsLsize and Level

When mappingto a hierarchical array, or any array for that matter, one problem to address
is how we count area used. Do we charge the design for the smallest tree hierarchy used?
If so, we only get a logarithmic estimation of size. Designs which are slightly larger than
a tree stage are charged the full cost of the next tree level. This could skew measures as
+1 LUTat a power-of-two boundary has a big difference in metric, but elsewhere near
factor-of-two differences hardly matter. For the data shown here, we have countedsize in
terms of the span of LUTs used (/size — See adjacent diagram). That is, if we numberthe
tree LUTsin a linear order; we pack starting at LUT 0 and usethe position of the highest
placed LUT to account for the capacity used. The LUTs abovethe last used subtree are
all free. Intuitively, if we consumeall of a subtree of size 128 and one more subtree of
size 64, westill have a subtree of size 64 available for additional logic, so we charge the
design to be only of Isize 192. In practice, when we use level as a metric instead of |size,
weSeesimilar trends to those reported here but a larger benchmark-wide mismatch penalty, Level
especially when requiring full population, due to the logarithmic granularity effects. ool owLsize

10
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ABSTRACT

Modern VLSI processing supports a two-dimensional surface for
active devices along with multiple stacked layers of interconnect.
With the advent of planarization, the numberof layers can be large
(6 or 7 in modern designs) and morelayers are feasible if the cost
is jusified. Using a mullilayer-wiring VLSI area model, we show
howa butterfly fat-tree (or fat-pyramid) with N processors can be
laid out in O(N)active device area using QO (log(V)) wiring layers.
This result may have practical value in laying out efficient, single-
chip multiprocessors and FPGAs. It may also provide a theoretical
basis for the rate of layer scaling empirically seen in VLSI designs.

Categories and Subject Descriptors
B.7.1 [Integrated Circuits]: Types and Design Styles—VLS/; C.2.1
[Computer-Communication Networks]: Network Architecture
and Design—WNetwork Topology; C.1.4 [Processor Architectures]:
Parallel Architectures

General Terms

VLSI Layout Theory, Fat-Tree, Fat-Pyramid, Scaling, Universal
Network, Multiprocessor, FPGA

1. INTRODUCTION
Traditional VLSI area models (e.g. [10]) assume two, or a small
fixed number of, wiring layers, which was very appropriate for
early VLSI process capabilities. With this model it was possible
to identify many interesting cases where wiring limitations deter-
mined the size required by chips. Modern VLSIprocesses, perhaps
in responseto the empirical recognition of these wiring limitations,
now offer many layers of wiring. It is, consequently, interesting
to review VLSI wiring restrictions exploiting the new multilayer
wiring model.

This paper looks specifically at fat-tree style wiring. The fat-tree
was constructed specifically to be efficient for VLST layouts, and
the canonical 2D fat-tree is an example of a structure whose area
is wiring limited. Further, the fat-tree can be used as a universal
interconnect or wiring substrate. We show that the wiring struc-

Permission to make digital or hard copies ofall or part of this work
for personal or classroom use is granted withou fee provided that
copies are not made or distributed for commercial advantage and
that copies bear this notice and the full citation on the front page.
To copy otherwise, to republish, to post on servers or to redistribute
to lists, requires prior specific permission and/ora fee.
SPAA 2000 Bar Harbor, Maine
Copyright ACM 2000 1-58113-185-2/00/07...$5.00

ture in the fat-tree is sufficiently regular to permit a layout in O(N)
area(the area dictated by the nodes and switches) using O(log(N))
wiring layers. This should be compared to an area of O(N log’ (N))
using a conventional, 2D, bounded wiring layers, layout for a fat-
tree.

The paperstarts with an abstract of modern, multilayer VLSI layout
(Section 2) and a review of the butterfly fat-tree and fat-pyramid
(Section 3). In Section 4, we demonstrate the major result that a
butterfly fat-tree can be placed and routedefficiently using multiple
wiring layers. In Section 5, we look at how this result mayrelate to
VLSIwiring growth. Weidentify a few, interesting, open questions
whichthis raises in Section6.

2. MODERN, MULTILAYER VLSI LAYOUT
Contemporary VLSIprocesses easily offer 6 layers of metalization
for wiring. With the advent of Chemical Mechanical Planarization
(CMP)[9], it is feasible for process technology to continue stack-
ing additional metal layers as long as the cost of the extra mask
steps and processing are justified by the area benefits. This pro-
duces an interesting twist on the traditional VLSI models. With
current technology, active devices (transistors, gates, buffers) are
still largely limited to two-dimensional layout on the silicon sub-
strate. However, wire layers can feasibly be stacked on top of each
other creating a three-dimensional structure for interconnect and
wiring.

This gives us a model where:

1. Devices which actually compute upon, store, or switch data
must be laid out in two dimensions.

2. Wires which interconnect these devices have finite width and

spacing.
3. Wires on any two wiring layers can be interconnect with vias

and will take up finite space on all intervening layers.

If the active devices for somestructure take up total area A, then it
is interesting to ask if the active devices can be laid out compactly
to fit in O(A) two-dimensional surface area and be supported by
the multilayer wiring. Further, we should ask how many wiring
layers are required to support this compact active area layout.

3. BUTTERFLY FAT-PYRAMID AND FAT-

TREE

The particular structure we are interested in here is Leiserson’s Fat-
Tree [7] and, by extension, Greenberg’s Fat-Pyramid [3]. Results
from Leiserson and Greenberg show that an N-nodefat-tree (and
fat-pyramid) can belaid out in O(N log?(N)) area [4] using the
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fold-and-squash technique of Leighton and Bhatt [1]. Figure 1
shows the Butterfly version of Leiserson’s Fat-Tree [5] (the fat-
pyramid is similar, adding a constant number of additional wires
between physical adjacent switch nodesat the sametree level) along.
with its compact, fold-and-squash layout.

For this layout it is important to note that each 4-ary tree layer,
corresponding to multiplying the number of nodesin thetree by 4,
adds:

e aconstant numberof wire tracks (6 as shown) per “cubie”!
e@ aconstant number of switches (1) to some cubies

Hence weget the logarithmic growth in the side width of each cu-
bie due to wiring. Since wire width alone in the 2D VLSI model
dictates a side growth of O(log?(N)), it does not (theoretically)
matter than some cubies have a switch count which is growing as
O(log(N)). The overall result is that the area of the N-nodefat-
tree grows as O(N log? (N)).

Active Devices
It is, however, worthwhile to note that the number ofactive devices

in the butterfly fat-tree (and fat-pyramid) converges to a constant in-
dependent of the numberoftree levels. It should be trivially clear
that the number of endpoints nodes is N. It is also true that the
number of switching nodes is O(N). For example, if we assure
a 4-ary tree with switches with 4 down links and 2 up links, as
shown, then the total number of switches is at most x. To see
this, note that each group of 4 leaf nodes needs one switch at the
lowest level (labeled 4 in Figure 1). At the next level, we need
half as many switches (every 4 switches on the lower level needs
2 switchesat the next level). This relationship continues with each
succeeding level requiring half as many switches as the level be-
fore. Consequently, the number of switches needed per endpoint
can be calculated as a classical geometric series:

Nese LIN) LIN) LIN) EN
switeh “qT Oo\a 4\ 4 8\4 = 2

Since switches and endpoints makeup the entire set of active de-
vices, this demonstrates the active device area for a butterfly fat-tree
is O(N).

 

4. LAYOUT

Ilaving established that the active device requirementfor a butterfly
fat-tree is O(N), the question remains as to whether or not the
device can be conveniently laid out in this area and the wiring can
all be performed in a reasonable number of wiring layers. We also
note from our observations in the previous section that the number
of wiring channels per cubie is O(log(V)). Since it is necessary
to build a cubie in space O(1) if we are to layout the entire tree in
active, two-dimensional area O(N), then that sets a trivial lower
bound of 2(log(.N)) on the numberof wire layers required to wire
the fat-tree. In fact, it is possible to organize the fat-tree so that it
can be laid out in O(N)active area and O(log(N)) wiring layers.
Two show this is possible, we demonstrate two things:

1. The switches can be arranged to be placed into cubies so
there are at most a constant number (2) of switches in any
cubie.

+Cubies shownhere contain 4 processing nodes, but are otherwise
similar to the cubies shownin[4].

VENKAT KONDAEXHIBIT 2005

2. When weaccountfor both the wiring per layer and the through
vias required between layers, we do not saturate any of the
wiring layers.

4.1 Switch Placement

Figure 2 showsthe rearrangementof the basic fat-tree and its fold-
and-squash layout. The rearranged fat-tree is topologically equiv-
alent to the original fat-tree (Figure 1). Ilowever, when this re-
arrangementis folded up, at most 2 switches end up in the cubie
along with 4 processing nodes (Figure 8, provided at the end of the
paper, builds the tree one level higher to better show this effect).

In the original fat-tree arrangement, all the switches lie along the
same diagonal. In the new arrangement, the diagonals are comple-
mentary so that, when folded together, the next level diagonal is
always left open. Figure 3 showsthe actual folding sequence to
display the basic invariant maintained by this arrangement. Each
final cubie will contain the 4 leaf processing element, the switch
associated with those four processing elements, and, at most, one
additional switch. Forclarity, the processors and first switch (la-
beled 4) are not shown in Figure 3 once folding begins.

Notice, at each stage, that, after folding, the lower level(s) man-
ages to leave both main diagonals free. One main diagonal is then
consumed by the new switches added at the level onto which the
lower levels are being folded. This, in turn, leaves one diagonal
free in the folded box. As a consequence when this new level is
now tolded with its peers to create the next tree level, it will also
create a structure with both main diagonals free so that the next
level of switches can be added and the folding can continue in this
manner ad infinitum.

4.2 Wires

The basic strategy for wiring is to give each tree layer its own
pair of wire layers—one for horizontal wiring and one for verti-
cal wiring. In all likelihood the constants will work out such that
more than one tree layer can share the same wiring layer, but for
the sake of clear exposition, we will use this generous assumption.
As shown, the wiring per tree layer is, at most, 6 wires wide,” so
we immediately see we have a constant number of wires running
through each cubie side on each of the 2 - log(N) wiring layers.

Now, we must also show that we can accommodate all of the through
vias in constant area. Since there are at most two switches per cu-
bie, there must be at most 6 x 2 = 12 through interconnect vias
from the substrate to some routing layer in each cubie.? We can
allocate a via track for each wire channel in each wiring layer in or-
der to make the connection downto the substrate. Further, the vias

in this channel will need to be spaced one wire channel apart to
avoid blocking the wires running the orthogonal direction (see Fig-
ure 4b). As shown in Figure 4a-b, each of the channels stacked on
top of each other on different routing layer can route out to the sin-
gle via channel and downto the substrate when it needs to connect
without crealing interference with the other channels in its stack.
Note also that we assume the horizontal and vertical layers for a
given tree layer are adjacent so that via connections between them
can be made without disturbing wiring on any other wiring layers.
This composite construction shows that we can wire each cubie in

2 Again, this could almost certainly be done with less wires per
channel, but that would only complicate the description.
° Actually, since 4 of those connections are to the endpoint nodes,
we only have 8 to worry about for the tree wiring layers.
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Figure 3: Fold Sequence for Rearranged Butterfly Fat-Tree
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Cubie Wiring
‘Top View ‘Top View

    
(b) ©)

Figure 4: Wiring Pattern

constant, two-dimensional surface area if given O(log(N)) wire
layers.

In practice, we would not want to mn a pair of wires directly in
parallel for long runs due to potential coupling and hencecrosstalk
ettects. Using standard techniques for twisting wires among the
channels we can reducethe crosstalk coupling while maintaining
our asymptotic bounds. Strictly speaking, adding a shielding layers
between wiring runs would also provide such protection without
changing the asymptotic bounds, but that should not be necessary.

Together with earlier observations about switch placement, this demon-
strates our original claim that the entire butterfly fat-tree can be laid
out compactly in O(N) active area and ©(log(V)) wiring layers.

5. VLSI IMPLICATIONS

The immediate implication of this result is that we can use the
butterfly fat-tree routing topology to compactly layout single-chip
multiprocessors and FPGAs(e.g. [11]). This says that, given enough
metal layers, we can layout ana = 5 bifurcating fat-tree [1],
which Leiserson identifies as area universal [8], in area linear in
the number of graph nodes. As noted above, this is better than the
O(N log? (N)) area required if we limit the number of metal layers
to a constant independent of NV.

Empirically, one can observe that the number of metal layers Aas
beensteadily increasing with the active device capacity of our chips.
Bohr observes that the number of metal layers has been increasing
at the rate of 0.75 layers per IC generation [2]. Each generation
represents a feature size reduction to 0.7 x the previous generation.
Assuming die sizes stay roughly constant,’ this means each genera-
tion roughly doubles the area for active computing devices. Adding
a constant number of metal layers per capacity doubling repre-
sents a logarithmic growth, or the same asymptotic bound which
we demonstrated above for the fat-tree.

Two-dimensional VLSI layout theory would have predicated that,
if our circuits have interconnect as rich as p > 0.5 (Rent’s Rule

[6]) or natural bifurcators with a > s then the numberof active

*Die sizes are not entirely constant, but this is a reasonable approx-
imation for our purposes.

device we can usefully place on a VLSI component will scale sub-
linearly as devices are pushed out to accommodate the necessary
interconnect wiring. This result and Bohr’s suggest that processes
have evolved to avoid this effect by correspondingly adding metal
layers at a logarithmic rate to accommodate the richer interconnect
requirements of our designs. Our results demonstrate that wiring
layer growth is, in fact, sufficient to allow us to wire up universal
routing structuresefficiently; that is, with the logarithmic growth in
wiring layers, we can place a numberof active devices on the die
whichis linear in the total componentarea.

6. OPEN QUESTIONS
Can we layout an a > % tree in O(N) area with any number of
wire layers? with O(N??~1)? how? A more general butterfly fat-
tree can have a different growth rate in aggregate channel capacity
[8] than the area-universal one where the main channel doubles
when the subtree quadruples (matching he WA perimeter I/O to
area ratio of a two-dimensional layout). For any larger geometric
channel growth rate (less than a complete doubling at every stage —
i.e. a@ < 1), the numberof switchesin the butterfly fat-tree will still
be only O(N). So, the question here,is: is there a similarly clever
way to arrange the switches in this more general case? And, can
the wiring and through via connections also be arranged to work
out?

7. SUMMARY

We have noted that the assumption of a fixed number of wiring
layers independent of device capacity does not match technology
advances in modern VLSI. Using a multilayer model, we showed
that the fat-tree can be arranged and laid out in O(N) area using
O(log(.N)) wiring layers. Finally, we noted that the growth rate
derived here matches empirical observation of the growth rate of
wiring layers in VLST processes, suggesting that general designs
have encountered similar wire limitations, encouraging processes
to scale wire layers to meet wiring demands.

The primary contributions of this paper are:

e Show howto arrange the switches for folding so there is conve-
niently a constant numberof switches along with each process-
ing nodetile (cubie).
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e Show that the wiring can be arranged so as notto saturate inter-
vening layers with through via connections.

e Assemble these two results to demonstrate the aforementioned

claim for compactfat-tree layout.
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Segmented Channel Routing
Vwani P. Roychowdhury, Jonathan W. Greene, Member, IEEE, and Abbas El] Gamal, Senior Member, IEEE

Abstract—Novel problems concerning routing in a segmented
routing channel are introduced. These problems are funda-
mental to routing and design automation for field program-
mable gate arrays (FPGA’s), a new type of electrically pro-
grammable VLSI. The first known theoretical results on the
combinatorial complexity and algorithm design for segmented
channel routing are presented. It is shown that the segmented
channel routing problem is in general NP-complete. Efficient
polynomial time algorithms for a numberof important special
cases are presented.

I. INTRODUCTION

ONVENTIONALchannel! routing [1] concerns the
assignmentof a set of connections to tracks within a

rectangular region. The tracks are freely customized by
the appropriate mask layers. Even though the channel
routing problem is in general NP-complete [4], efficient
heuristic algorithms exist and are in common use in many
placement and routing systems.

In this paper we investigate the more restricted channel
routing problem (see Fig. 3), where the routing is con-
strained to use fixed wiring segments of predetermined
lengths and positions within the channel. Such segmented
channels are incorporated in channeled field programma-
ble gate arrays (FPGA’s) [3]. In [10], ]11] we demon-
strated that a well-designed segmented channel needs only
a few tracks more than a freely customized channel. This
leads us to believe that segmented channel routing is fun-
damental to routing for FPGA’s.

The architecture of channeled FPGA’s [3] is similar to
that of conventional (mask programmed) gate arrays,
comprising rows of logic cells separated by segmented
routing channels (Fig. 1). The inputs and outputs of the
cells each connect to a dedicated vertical segment. Pro-
grammable switches are located at each crossing of ver-
tical and horizontal segments and also between pairs of
adjacent horizontal segments in the same track. Bypro-
gramming a switch, a low-resistance path is created be-
tween the two crossing or adjoining segments.

A typical example of routing in a channeled FPGA is
shown in Fig. |. The vertical segment connected to the
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output ofcell 3 is connected by a programmed switch to
a horizontal segment, which, in turn, is connected to the
input of cell 4 through another programmed switch. In
order to reach the inputs of cells | and 2, two adjacent
horizontal segments are connected to form a longer one.

The choice of the wiring segment lengths in a seg-
mented channelis driven bytradeoffs involving the num-
ber of tracks, thc resistance of the switches, and the ca-

pacitances of the segments. These tradeoffs are illustrated
in Fig. 2.

Fig. 2(a) showsa set of connections to be routed. With
the complete freedom to configure the wiring afforded by
mask programming, the left edge algorithm [5] will al-
waysfind a routing using a numberof tracks equal to the
density of the connections (Fig. 2(b)). This is the case
since there are no ‘‘vertical constraints’’ in the problems
we consider.

In an FPGA, achieving this complete freedom would
require switches at every cross point. Furthermore,
switches would be needed between each two cross points
along a wiring track so that the track could be subdivided
into segments of arbitrary length (Fig. 2(c)). Since all
present technologies offer switches with significant re-
sistance and capacitance, this would cause unacceptable
delays through the routing. Another alternative would be
to provide a numberof continuous tracks large enough to
accommodate all nets (Fig. 2(d)). Though the resistance
is limited, the capacitance problem is only compounded,
and the area is excessive.

A segmented routing channel offers an intermediate ap-
proach. Thetracks are divided into segments of varying

0278-0070/93$03.00 © 1993 IEEE
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Fig. 2.
switch. mees of channel routing. @ closed(a) Set of connections to be routed. (b) Routing in unconstrained
channels. fc) Routing in fully segmented channels. (d) Routing in an un
segmented channel. (e) Segmented for 1 segment routing. @} Seemented
tor 2-segment routing.

denotes open switch:

lengths (Fig. 2(e)). allowing each connection to be routed
using a single segment of the appropriate size. Greater
routing flexibility is obtained by allowing limited num-
bers of adjacent segments in the same track to be joined
end-to-end by switches (Fig. 2(f)). Enforcement of sim-
ple limits on the number of segments joined, or their total
length, guarantees that the delay will not be unduly in-
creased. Our results apply to the models of Pig. 2(e) and
2(f).

In Section If we formally define segmented channel
routing and summarize the key results in the paper. De-
tails of the algorithms and the proofs for theorems are
given in Sections IIJ-V and in the Appendix.

4]. DEFINITIONS AND SUMMARY OF RESULTS

The input to a segmented channel routing problem. as
depicted in Fig. 3, is a segmented channel consisting of
a set J of T tracks, and a set © of M connections, The
tracks are numbered from I to 7. Each track extends from
column | to column AN, and is divided into a sect of con-
tiguous segments separated by switches. The switchesarc
placed between (wo consecutive columns.

For each segment s. we define feft(s) and right(s) to be
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the jetimost and rightmost columns in which the segment
is present. = left(s) < rightis) < N. Each connectioncl sis<i is characterized byits leftmost and right-
most columns: left(c,) and right(c,). Without loss of gen-
erality, we assume throughout that the connections have
been sorted sothat /efr(c,) < left(c,) fori < j.

A connection ¢ may be wssigned to a track ¢. in which
case the segments in track r that are present in the columns
spannedby the connectionare considered eceupied. More
precisely. a segment s in track f is occupied bythe con-
nection ¢ if righris) = leftic) and left(s) < right(c). In
Vig. 3 for example. connection cy would occupy segments
$y, and Ss. in track 2 or segment sy, in track 3.

Definition 1—Routing: A routing, R, of a set of con-
nections is an assignment of each connection to a track
such that no segment is occupied by more than one con-
nection,

A K-segment routing is a routing that satisfies the ad-
ditional requirement that each connection occupies at most
Ksegments.

We can now define the following segmented channel
routing problems:

Problem 1—Unlimited Segment Routing: Given a set
of connections and a segmented channel, find a routing.

To reduce the delay through assigned connections. it
maybe desirable to limit the number of segments used for
each connection.

Problem 2—K-Segment Routing: Given a sct of con-
nections and a segmented channel. find a K-segment rout-
ing.

If is often desirable to determine a routing thatis opti-
mal with respect to some criterion. We may thus specify
a weight wc.) for the assignment of connection¢to track
t. and define:

Problem 3—Optimal Routing: Given a set of connec-
Hons and a segmented channel. find a routing which as-
signs each connection c, to a track 7; such that ye
we, f). 18 minimized,

For example. a reasonable choice for w(c. t) would be
the sum of the lengths of the segments occupied when
connection c is assigned to track ¢. Note also that with
appropriate choice of w(e. 2). Problem 3 subsumes Prob-
lem 2.

The problems detined above consider segmented chan-
nel routing with the restriction that each connection may
be assigned only to a single track. It is easy to sce that
the routing capacity of a segmented channel maybe in-
creased if a connection is assigned to segments indifferent
tracks. For example. consider the segmented channel
routing problem in Fig. 4. [t can be easily shownthatif
the assignment of each connection is constrained to a sin-
gle track. successful routing does not exist. However, by
assigning connection ¢ to segments s,, and 533, Which are
located in tracks 4; and #4, successful routing may be
achieved. Werefer to such a routing as generalized rout-
ing,

Definition 2—Generalized Routing: A generalized
routing ,;, of a set of connections consists of an assign-
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Fig. 4. An example where generalized routing is necessary for successful assignment

ment of each connection to one or more tracks such that

no segmentis occupied by more than one connection.
Thus a generalized routing allows each connection ¢ =

(lefi(c), right(c)) to be split into p(p = 1) parts: (left(c),
Li). Gy + 1,6).6b + 1,4), °°° 6 U,-1 + 1, right(c)).
such that each part can be assigned to different tracks. A
column /,, where a connection is split, is referred to as a
column where the connection c changestracks.

Detailed hardware implementations may be developed
to support generalized routing. For example, vertical wire
segments may be added to facilitate track changing. In
this case if a connection changestracks, two switches must
be programmed compared to only one if the connectionis
assigned to two contiguous segments in the same track.
Thus allowing connections to occupy multiple tracks
mightlead to increase in area and to greater delays.

Motivated by such penalties, constraints may be im-
posed on the generalized segmented channel routing prob-
lem, leading to the following potentially important special
cases.

1) Determine a generalized routing that uses at most k
segments for routing any particular connection.

2) Determine a generalized routing that uses at most /
different tracks for routing any connection.

3) Determine a generalized routing where connections
can switch tracks only at predetermined columns.

We present preliminary results on the unconstrained
version of generalized segmented channel routing prob-
lem.

Problem 4—Generalized Segmented Channel Routing:
Given a sct of connections and a segmented channel, find
a generalized routing.

In this paper weestablish the following results.
Theorem |: Determining a solution to Problem 1 is

strongly NP-complete.
Theorem 2: Determining a solution to Problem 2 is

strongly NP-complete even when K = 2.
The reductions used to prove these theoremsare rather

tricky, and may have applications to problemsin the area
of task-scheduling on nonuniform processors. A proof of
Theorem | is presented in Section III, and a proof of
Theorem 2 is given in the Appendix.

We should note here that proving a given problem as
NP-complete might not be enough to indicate its intrac-
tability. For example, many NP-complete problems such
as Knap Sack have polynomial time solutions if all the
input parameters are polynomially bounded in the input
size. Strongly NP-complete problems however, remain
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NP-complete even if input parameters are polynomially
bounded; examples include TSP, Hamiltonian circuit, ete.
(sce [6] for detailed discussion on such issues). For Prob-
lems 1 and 2, the input parameters are indeed polynomi-
ally bounded in the number of columns (NV) and tracks
(7): for example, M < TN and the lengths of the con-
nections and the segments are bounded above by N.
Hence, a proper approach would be to show that these
problemsare strongly NP-complete, which is what Theo-
rems |] and 2 establish.

Although Theorems | and 2 show that segmented chan-
nel routing is in general NP-complete, several spccial
cases of the problem are tractable. We have developed
polynomial-time algorithms for the following special
cases:

Identically Segmented Tracks: Twotracks will be de-
fined to be identically segmented if they have switches at
the same locations, and hence. segments of the same
length. The /e/t edge algorithm used for conventional
channel routing can be applied to solve Problems |. 2,
and 3,

1-Segment Routing: A routing can be determined bya
linear time (O(MT)) greedy algorithm that exploits the
geometryof the problem. The corresponding optimization
problem can be also solved in polynomial time by reduc-
ing it to a weighted maximum bipartite matching prob-
lem.

At Most 2-Segments Per Track: Wf each track is seg-
mented into at most two segments then also a greedy lin-
car time algorithm (similar to the one for 1-Segment rout-
ing) can be designed to determine a routing.

Wehave also developed a general O(7'!M )-time algo-
rithm using dynamic programming for solving Problems
1.2, and 3. This general algorithm can be adapted to yield
more efficient algorithms for the following cases:

Fixed Number of Tracks: Uf the numbcr of tracks 1s
fixed. then the general algorithm directly yields a poly-
nomial time algorithm.

K-Segment Routing: The general algorithm can be
modified to yield an O((K + 1)7M )-time algorithm. Note
that for small values of K the modified algorithm performs
better than the general one.

Fixed Types of Tracks: If the number of tracks is
unbounded but the tracks are chosen from a fixed sct

where 7, is the number of tracks of type 7. then an
oun rk --)M } time (hence, a polynomial-time) algo-
rithm can be designed.

Furthermore, we have developed a heuristic algorithm
based on linear programming for solving Problems | and
2 that appears to work suiprisingly well in practice.

The general algorithm and the above-mentioned special
cases are described in Section IV.

In Section V wepresent preliminaryresults on the gen-
eralized segmented channel routing problem. In particular
we show that Problem 4 admits a polynomial time algo-
rithm if the numberof tracks is bounded. Determining the
exact complexity of the generalized segmented channel
routing problem remains an open problem.

VENKAT KONDAEXHIBIT 2005
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II]. COMPLEXITY OF THE SEGMENTED ROUTING
PROBLEM

In this section we prove Theorem |. j.e., determining
a solution to Problem 1 is strongly NP-complete. The
proof of Theorem2, i.e.. determining a solution to Prob-
lem 2 is strongly NP-complete even when K = 2, ts pre-
sented in the Appendix. The NP-completeness reductions
for both the theorems is from the Numerical Marching
Problem with Target Sums. which has been shown to be
strongly NP-complete [7].

Numerical Matching with Target Sums [7]: Givenaset
S = {1l. +++ . a}. and positive integers x,, °° 6 4,. 4).
Vos pe 0 * sy Sy Wath

>» (wy +) = a zi

do there exist permutations a and 6 of S such that x,,;,, +
Vag) = <j forall te S?

We assume without loss of generality that x, <x. <
<u) Se Set Sy andz <2 cct <

z,. Furthermore. we assume that for any instance ofthe
problem. we have x,.; — x, = nandx, + y) 2x, + 4.
If these conditions are not metfor an instance ofthe prob-

lem then one can define an equivalent problem (1.e., the
modified problem has a solution if and onlyif the original
problem has a solution) for which the conditions are met
by performing the following transformations:

I!) Scaling: Define m = [n/min(x; — x;-1) |.
> | then set x; — mx;. vy) amy;. and z, < mz,.

2) Translation: Deline p = x, + a — (y, + x). If p
> Othen set vy,  v, + p, ands, — 2, + p.

Given an instance of the Numerical matching problem
Jv. we nowshow how to construct an instance of Problem

1 in (pscudo)-polynomial timc: we shall refer to the seg-
mented channel and the set of connections generated by
the reduction procedure as Q.

The set of connections C is defined as follows.

1) For cach x, we define a connection @, such that
left(a;) = 4, right(a,) = x, + 3. Thus. each connection a;
is of length x, — 1. and starts at column number4.

2) For cach v,. we define » connections by). - ++ . By,
(one tor each X,) such that left( dy, ) =x +44+(n— k)
and right(,,) = (yy, + x,) + 4. Note that nght(d;,) —
lett(a,) =x, +.

3) A connections d,. °° +
= 1. and right(d;) = 3.

4) n° ~ n connections e). °° -
eft(e,) = 1, and right(e;) = 5.

5) w connections f;. +++ . fi are defined with left( f)
=x, + y, + Sand right(f) = x, +‘, + 7.

Set the numberof colunins in the construction to N =

+y, + 7.
The set 3 of # tracks ure then defined as follows.

1) Forthe first 2 tracks tf). °° > .¢, each track 7; begins
with a segment (1. 3). followed by unit-length segments
that span the region from column 4 to column z, + 4 (Le.
there is a switch between every twocolumns between col-

If m

. d, are defined with left(d;)

.@.2., are defined with

X,n



Page 337 of 626    IPR2020-00260 VENKAT KONDA EXHIBIT 2005Page 337 of 626 IPR2020-00260

ROYCHOWDHURY ef af: SEGMENTED CHANNEL ROUTING

umn 4 and column z; + 4), followed by a single segment
of the form (z; + 5, N).

2) The rest of the n” — n tracks are best described by
dividing them into n blocks, cach consisting of n — |
tracks. Each such track comprises 3 segments.

The first block of m — 1 tracks, i.e., tracks t,.. \, 59.

- , by —1, are constructed using the definitions of the
connections b,,, 1 < j < n. The segments in the track
t,., are (1, left(b,;,) — 1). Ceft(b,,). right(b).)), and
(right(b,.) + 1, N). That is, the middle segment in the
track 2,,,, is defined such that the connections b,, or b)>
can be assigned to it. In general, the segments in each
track t,;, 1 Sj Sn — 1, are defined as(1, left(d,;) —
1), deft(b,;), right(b,,;.1))), and (right(by, ;41)) + 1, N).
That is, the middle segmentin the track #,.,,.1 <j <a
~ 1, is designed such that the connections },; or by, ; «1,
can be assignedtoit.

The ith block of n — 1 tracks (i.e., tracks

Ine G-Vm—l+ts 7 + fy tien —1y) iS Constructed using the
definitions of the connections b,;, 1 < j < n. The seg-
ments in the track f,4¢2-1@ 1+, (-e-. the jth track in
the ith block) are (1, left(b;) - 1), (left(b,).
right(b;.;+1))), and (right(b;;;+),) + 1, NM). That is, the
middle segment in the track &, 4-1-1) +; 18 designed
such that the connections 6, or bj(; +, can be assigned to
it.

The following exampleillustrates this construction.
Example 1: Consider the unlimited segment routing

problem (see Fig. 5) corresponding to the instance of the
Numerical matching problem with Target Sums:

5,43 8 oy 9, Vy

z ll,e = 17,2, = 19.

  
xX, = 2,% 11, ys 12, 
7 =

  
 

We might note here that our proof of the NP-complete
reduction is geometric in nature and it is helpful to use
the above example in understanding the statement and the
proof of cach of the following propositions and lemmas.
Before we proceed, however, let us define the following.

Two connections c,; and c) will be said to overlap if
they are present in the same column(s), i.e., left(c.) =
left(c,) = right(c2) or left(c,) < left(c2) = right(c)).

A connection c, is said to fit in a segment 5; if left(c,)
=> left(S,) and right(c,) = right(S)).

A segmentis said to be available for a set of connec-
tions if it is unoccupied by the rest of the connections in
€.

Proposition 1; In any routing R of Q the following pre-
vail.

a) The connections fj, |
different tracks.

b) The connections d;, 1 < i <n, anda, 1<i<n,
are assigned to tracks t;, °° ° , f,, and connections e;, 1
<i<n—n,are assigned to tracks ¢,., through 1,2.

Proof: Claim a) follows directly from the construc-
tion; i.e., the connections f,, 1 <i < rware all identical
and overlapping.

Claim b) follows from the following observations that
are bascd on the above reduction.

lA
. 2 : 2
i <n’, are assigned ton

je<nandea,lsksr—n. LI
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1) Each connection e;, | < i S (n° — av), overlaps with
every other e;. Each e; also overlaps with every connec-
tion d;, 1 < j = n and every connection a, 1 = k <n.

2) In tracks z, through ¢, a d; and a; can be assigned to
the same track; such assignmentis not possible for tracks
t;, where i > A.

3) Finally, it follows from 1), 2) and from the pigeon-
hole principle that if any e, is assigned to a track 7, j =
n, then there would not be a sufficient numberof tracks

so as to assign all the connections d;, | <i <n,a, 1
 

Proposition 2: In any routing R of Q, the segments
available for assigning the connections a;,, 1 <7 < A,
and 6, | = i,j = are as follows.

a) Inany track f,, | < i < n, the segments in columns
4 through z, + 4 (i.e., the portion that is fully segmented)
are available.

b) In any track ,n +1 5
segmentis available.

Proof: Follows from Proposition 1: a) in any track
ti 1 s i <n, the first segment is always occupied by a
d,; (for some | s j S n), and the last segmentis occupied
byan f;, hence the only available portion is the fully seg-
mented part of the track; b) every track f,n +1575
n’, has only three segments, and from Proposition 1 we
knowthat the left segment is occupied by a connection e;
(for some | = j < vn’ ~ n) and the right segment by
another connection f,, | < k <1.

The following proposition shows that in any routing R
of Q. every track has exactly one b; assignedto it.

Proposition 3: All connections ,, 1 = i,j Sn, over-
lap; hence, they have to be assigned to different tracks.

Proof: Given the geometry of our construction, it
suffices to showthat b,, and b,,, overlap. Now right(b,;)
=x, + y, + 4, and left(,,) =x, +4 +—-1) =x,
+n + 3. Hence, right(b,,) —left(b),) = 4 + ¥, — OG,
+ n — 1), which is strictly greater than O by our
assumptions.

Wecan now show one direction of the reduction pro-
cedure.

Lemma /: lf the given Numerical Matching problem
with Larget sums has a solution, then there exists a routing
R for @.

Proof: Suppose there exist permutations a and 8
such that xy;;) + Yaciy) = 2 for all 1 < i < n. Then we
can define a routing R for Q as follows.

1) Connections d,, | Ss i<n,e, 1 sis r—aA,
andf,, 1 < i < x’, are assigned according to Proposition
1.

2) For every i, | < i <= nv, connections a,;;, and
ba ijaciy Ate assigned to track ¢;. Since xXg¢i) + Ygciy = Zs
one can easily show that the connections can be appro-
priately assigned in the available segments (see also Prop-
osition 2).

At this stage, for every i, | < i < fn, all except one
connection among the connections bj, 1 =< j <= n, need
to be routed.

3) Consider the connections b,;, | < j = n. Let by, be

i <n’, only the middle

 

  
 

  

  
 

A
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the connection that has been assigned to one ofthe tracks
t. | < i <n. Recall that the tracks f, . y-t,4(. 1, were
designed using the definitions of 6,;, | < j <n. and that
the middle segmentin track7, . | can accommodate either
comnection b,, or connection /),. So assign b,, to track
ft, ., and repeat this procedure by assigning connections
by2-by 1, to tracks t, 2 2-t, - 4-1). Now 6, has already
been assigned. hence one has to assign connections
big +1781. By construction, however, 6),,.;, can be as-
signed to track f, .,, and this assignment procedure can
be continued by assigning ),,;.2, to track 4.4,.1). and
so on.

In general, for any i the unassigned n — 1 connections
among 6;,, | < j < n can be assigned to the ith block of
tracks (1.e., tracks tho gietyn- typed Ot on tien by
following the same procedure as above.

Next we showthat if Q has a valid routing then there
is a solution for the numerical matching problem 9t. The
following definitions thal capture the geometry ofthe
routing problem Q will be helpful:

It is clear from Propositions |, 2, and 3 that each track

t, 1 < 1 <= nhas one connection from a), | < ? = n and
one connection from by, 1 = &. jf = ” assigned to it.
Also, note that since the partsSof the first 2 tracks that are
available for the connections a}. | =? S nand hj. 1 Ss
k, j < nare fully segmented, two connections, a, and b,,.
can be assigned to the sametrack only if they do not over-
lap.

Wedefine the /ength or space occupied by the connec-

tions a; and ,; assigned to sometrack 7 (1 = / = n) as
equal to right(b,; )-left(a;). That is, the length (or space)
occupied by the two connections is the geometrical length
from the feft end of the connection a; to the right end of
the connection h,,.

Claim 1: It follows from Proposition 2 that the total
length (or space) available in thefirst n tracks for assign-
ing the connections a2), | s i s nandb;. 1 s ij san
is LT sz.

The above claim follows immediately from the obser-
vation that the only portion of each track 7; to which a;
and 6, can be assigned is of length z,.

Proposition 4: Connections a; and 6, cannot be as-
signed to the same track if 7 < 7.

Proof: \eft(by) = x, + 4 + (nm — k) and right(a,) =
x; + 3. Thus right(a;) —left(byy) = x; (x, t aA) dk
1. However. (k — 1) = QO, and by our assumptions x,
(x, + n) = O forall; < i. Hence. a; and b,; overlap for
isi. 7

Proposition 5: " a; and b,, (j = 7) are assigned to thesame track rf, (1 </<= vn) then the length occupied in thetrack 1) 18 x, + Vy; (2 xX, + Vg).
Proof: Leftla,) = 4. and right(y) = 4) + vy + 4.

Hence, right(),;) — left(a;) = 4; + vy = x, + ¥, (because
by our assumption j = 7 implies that x; = x). i.

The next two propositions use the definitions of the
tracks #4). °° * . @,2. and determine the restrictions on

possible assignments of the connections ,, to these tracks.
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Proposition 6. None of the connections by; fork > 1
can be assigned to tracks ¢t, 2 (-ty 26-1)

Proof: Recall that the tracks 2,4 (-"o¢,—-1, were
constructed using the connections 6,,, | < j < n. Now
considerany track ¢, . ;. From Proposition | we know that
its end segments are already occupied. Hence. for any ;;
to be assigned to this track. it must fit within the middle
segment (left(b,,). right (6, ,) 4 1,)).

First, consider the case where A > | andj < /. Recall

that left(b,,) = x; + (1 ~ k) + 4: since j = /. we have x,
= x, and since k > 1, we can write left(by) = x, + (a —
Ay+4 cx, +(n — 1) +4 = left(d,,). Hence, b,; cannot
be assigned to track 4, | ;

Next. consider the case where k > l andj > /. Recall
that right(h,;) = 4, + yy + 4: since j = (/ — 1). we have
ye “furthermore. k > | implies that +, > ¥).
Hence, right(,,) = 4; + yy +4 > ayn, ty, +45
right(>,,;.4,). Theretore, b,; cannot be assigned to track
i

Xpays

not

Proposition 7; In general. none of the connections by;
for k > i can be assigned to tracks t)2¢;-1j)¢—1)-17
ty ~(n—11¢. Henee. none of the connections b,, fork > i
can be assigned to tracks #,,.4 (ly ety — 197

Proof: Recall that the tracks under consideration
were constructed using the definitions of bj, 1 sj Sn.

The proof then follows along the lines of the previous
proposition. Lo

Let R be any routing of Q. then we define m; as follows:

m, = |{b, 55 <j <n. and 6,is assigned to some track
ireilslen, in R}|.

In other words. #, is the number of connections from the
set {b,, bi, °° ° . 8} that are assigned to the first 7
tracks (t.e.. 7%), 6 - .t,). Propositions 8-10. following
showthat in any valid routing R of Qm; = 1, for all | <
isn.

Proposition 8; Sim, < ko 1 <k < nand Lim, =n.
Proof: Each track has cxactly one connection ,, (for

some j and j) assigned to it. Hence, by definition ©
A.

Em, =

To showthat Mim. < k for every | < k < an, first
consider & = 1. Suppose that m7, > 1, then exactly n —
my, connections from among the connections 6,,. | <j =
fn are assigned to tracks 2,.| t.. Even if all of them
were assigned to tracks in the first block (1.e., among ¢,, . |

> 2h, 2, - 7). there would be (#7, 1) = 1 tracks in
the block that are left unassigned. However, by Proposi-
tion 6, no connection h,,, when? > 1 can be assignedto
any track among #2). "' 7° 2 |. Thus, at least (7,
— |) tracks among ¢,.). °° ° , have no connec-
tion b, assigned to them. This leads to a contradiction
(because every track has exactly one 6; assigned toit).

Using Proposition 7, the same arguments can he ap-
plied for any k > 1. That is for k = 2, one can show
(using Proposition 7) that ifm, + mt > 2, then some

HOR

. fy; bn
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tracks among ¢,,,, through ¢, , 2,,,—- 1) do not have anycon-
nection bj assigned to them. LJ

Proposition 9: Let w, < Ww, < +--+ w, be a sequence
of positive integers and let non-negative integers m;, 1 <

i <n, satisfy the following relations: Em =<kvle«<
k < n,and Lim, =n. Then Lim,w, > Liw,;if and onlyif
someof the m; are 0.

Proof: First we observe thatif there exists an m,; >
1, then there exists / = m; — 1 distinct variables My," **
m,, such that all of them are O and j; < j. If not.
then one can easily show that Dim, > j, which is a con-
tradiction. Thus, if any of the variables m,; > 1, then it
always forces some m, to equal 0 such that k < i. Hence,
Lim, w, > Liw, if and only if some of the m; are 0.

Proposition 10: In any routing Rm =1IvVil sis
n, i.e., in every routing only one connection from the set
{bij, °° + , bm} is assigned to one of the first n tracks.

Proof: lf a; and by are assigned to the same track
then from Proposition 5 we know that the length occupied
is = x, + y,. Now, bydefinition m, connections from
among b,;, | < j < n appearin the first n tracks. Hence,
the total length occupied by the connections a4;,, 1 sis
n, and the connections b;, | < i, f © m that are assigned
in the first n tracks is > Eix; + Limg ye.

If at least one 7, is 0, then Proposition 9 implies L7
my, > Uy, (because yp < yo < - y,). Hence, the
total length occupied by the connections a; and b,; in the
first n tracks is > Dix, + Lily, = Lifz,. This leads to a
contradiction because Proposition 2 and Claim 1 showthat
the total space available is equal to Liz;, Hence, m, = 1
Visien.

Lemma 2: If there is a routing for Q, then there exists
a solution to OU.

Proof: Proposition 10 shows that V i only one con-
nection among {b;,. - +: , b;,} is assigned to one ofthe
first n tracks. By Proposition 5, if a; and b,; (jf = é) are
assigned to the same track then the length occupiedis x;
+ ¥, (2 x; + y,). Hence, the total length occupied by the
connections is = L}x; + Liy, = Liz).

Claim a: A connection a; can only be assigned to the
same track with some b,;.

Proposition 4 shows that if a; and b,; are assigned to the
same track, then j > i. Nowif a; is matched with some

by, and j > i, then the length occupied is x; + yy > 4 +
yz. Hence, the total length occupied byall the connections
in the first n tracks is greater than Ljx, + Lin =
z;. However, this leads to a contradiction since the total

space available in the first # tracks is Ljz; (Claim 1).
Hence, a; can be assigned only to the sametrack as some
Dx.

It follows then that if we define the connections as-

signed to track ¢;, | S i Sn, as a,;;) and ba¢jyqij), then
a and § are permutations of the set {1, >, nh. Also,
by our convention the total length occupied in track ¢; by
Fei ANd Dg years 8 = Xavi + Yarire

Claim b: Xa(i) + Veciy = Zi-
Suppose this is not the case for some i, 1 <i < nH.
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Thenit implies that in the track ¢;, the length occupied by
the connections ay(;, and bg /i;4¢;) IS < z;. Now by Prop-
osition 2, in any track f, (1 < 7 < n) the space available
for assigning the connections a; and b,; is z,. Hence, the
length occupied by the connections a; and the connections
b, in the first n tracks is < L{z;. However,this leads to a
contradiction because we showedthat the length occupied
is = Liz,.

Thus, the assignmentof connectionsto thefirst n tracks
defines permutations a and 8 such that V i, Xq;i) + Yeriy

Theorem f: Determining a solution to Problem 1 is
strongly NP-complete.

Proof: Follows from Lemmas | and 2:

 
 

    
IV. ALGORITHMS FOR SEGMENTED ROUTING

In this section we present algorithms for various special
cases of Problems 1-3. We first discuss algorithms that
exploit the geometry of the segmented channels. We then
discuss a general algorithm based on dynamic prograim-
ming. Finally, we discuss a heuristic algorithm (based on
linear programming) that appears to work surprisingly
well in practice.

A. Geometrical Algorithms
identically Segmented Tracks: If all tracks are identi-

cally segmented(i.e., the locations of the switches are the
samein everytrack), then Problems 1 and 2 can be solved
by the left-edge algorithm [5] in time O(MT). Assign the
connections in order of increasing left ends as follows:
assign each connection to the first track in which none of
the segments it would occupy are yet occupied.

Note that the density of the connections does not pro-
vide an upper bound on the numberof tracks required for
routing (as is the case for conventional routing when the
left-edge algorithm is used in the absence of vertical con-
straints). However, if prior to computing the density the
ends of each connection are extended until a column ad-

jacent to a switch is reached, then the density would be a
valid upper bound.

I-Segment Routing: \f we restrict consideration to
1-segment routings, Problem 2 can be solved bythe fol-
lowing greedy algorithm.

The connectionsare assigned in orderof increasing left
ends as follows. For each connection, find theset of tracks

in which the connection would occupy one segment.
Eliminate any tracks where this segmentis already occu-
pied. From among the remaining tracks, choose one where
the unoccupied segment’s right end is closest to the left
(i.e., the right end coordinate of the segmentin the cho-
sen track is the smallest), and assign the connectionto it.
If there is a tie, then it is broken arbitrarily. In the ex-
ample of Fig. 3, the algorithm assigns c, to 5), €2 to 52),
C3 10 $3), C4 tO S39, and cs to 5;3. The time required is
O(MT).
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Fig. 5

Next, we show that if some connection cannot be assigned
to any track, then no complete routing is possible.

Theorem 3: The above algorithm solves Problem 2 if
K=1,

Proof: \t suffices to show that if there is a routing
for Problem 2 with K = 1, then it can always be modified
to obtain an assignment that the above algorithm would
generate.

Let R be a routing with K = 1. Consider the leftmost
connection ¢c,. Let F, be the set of segments that c, can
be assignedto, andlet S, be the set of segments in F, with
the minimum right edge. There now are three possiblecases.

1) In R, c, has been assigned to one of the segments in
S|. In such a case, no modification is necessary: the as-
signmentof c, is according to the above algorithm.

2) In R, c, has been assigned to some s ¢ S,, and that
there is at least one unoccupied segment in S,. Then as-
sign ¢, to one of the unoccupied segments in S$).

3) InR, c, has been ass‘gned to some s ¢ S|, and every
segmentin S| is occupied. In that case choose somec,that
occupies a segment s; € S;. We can now always inter-
change the assignments, i.e., assign c; to s and assign ¢,
to s; € S,. Thus a newassignmentis obtained where c, is
assigned according to the above algorithm.

The justification for swapping ts as follows (see Fig.
6). Since s,; € S;, c; can always be assigned to it. More-
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The segmented channel and connections for Example b.

over, the left edge of s is at or to the left of c¢; (because
left edge of ¢; is at or to the right of c,) and the right edge
of s is to the right of c; (because by definition of 5, the
right edge of s is to the right of s,). Hence, ¢, can be
assignedtos.

The above procedure can be continued for c» and other
connections until a modified routing R’ is obtained that
satisfies the conditions ofthe above algorithm. _

For ]-segment routing, Problem 3 maybesolved effi-
ciently by reducing it to a bipartite matching problem.
Fig. 7 shows the graph corresponding to the routing prob-
lem in Fig. 3. The left side has a node for cach connection
and the right side a node for cach segment. An edge is
present between a connection and a segment if the con-
nection can be assigned to the segment’s track. The weight
wc. f) is assigned to the edge between connection c and
a scgment in track ¢. A minimum-weight matching indi-
cates an optimal routing. The time required using the best
known matching algorithm(see [6]) is O(V *), where V <
M + NT is the numberofnodes.

At Most 2-Segments Per Track: In a track with two-
segments, the first segment fromthe left will be referred
to as the initial segment and the next one will be referred
to as the end segment. Ifthe track is unsegmented. i.e..
it has only one segment. then for our purposes we will
refer to the only segment as an cnd segment.

The following greedyalgorithm, which is similar to the
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Fig. 6. An example ofassignment modification in a |-segmentrouting. If
connection ¢, is assigned to s and ¢; to s, such that right(s) > righi(s,),
then the assignment can always be swapped.

one for 1-segment routing, can be used to determine a
solution to Problem 1:

The connections are assigned in order of increasingleft
ends (ties are resolved arbitrarily). During the execution
of the algorithm a track will be considered unoccupied if
no connection has beenassigned to it.

Nowfor cach connection, determine the set of tracks
in which the connection would occupy a single segment.
Eliminate any track where this segment is already occu-
pied. Now consider the following two cases:

Case 1: If no trackis available (i.e., after the above-
mentioned elimination of tracks), then append the con-
nection to the pool, P, of unassigned (but already exam-
ined) connections.

Case2: If tracks are available, then assign the con-
nection to a track where the unoccupied segment’s right
endis closest to the left (i.e., the right-end coordinate of
the segment in the chosen track is the smallest). If more
than one track qualifies, then the tie is broken arbitrarily.

Next, if |P| (i.e., the number of unassigned, but al-
ready examined, connections) equals the numberoftracks
unoccupied by any connection, then assign the connec-
tions in P to these unoccupied tracks in any order; mark
these tracks as occupied, and remove the assigned con-
nections from P. Else, if |P| is greater than the number
of such unoccupied tracks, then stop and signal that no
valid routing is possible.

Continue with the next connection.

Whenall the connections are examined and pool P is
nonempty, then assign the connections in P to unoccupied
tracks.

In the example shown in Fig. 8, the above algorithm
would assign c, to track ¢, and append c, to the pool P.
For c3, both tracks f) and #; are eligible, and let the tie be
broken by assigning c3 to track f. At this point, there is
one unoccupiedtrack (i.e., f) and there is one connection
(i.e., C2) in pool P. Hence, the number of unoccupied
tracks equals the numberof connections in P, and the al-
gorithm would assign connection ¢, to the unoccupied
track 1. Next, the algorithmassigns c, to track f).
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Fig. 7. Bipartite graph for }-segment routing ofthe problemin Fig. 3.

Theorem 4: The above-mentioned algorithm deter-
mines a routing, if one exists, for the case where every
track has at most two segments.

Proof: We shall provide an outline of the proof.
Since every track has at most two segments, it follows
that if a connection cannot be assigned to a single seg-
ment, then it has to occupy a whole track. Note also that
the above-mentioned algorithm follows the greedy algo-
rithm developed for 1-segment routing, and if a connec-
tion cannot beassigned to a single segment (by following
the 1-segmentrouting algorithm) onlythenitis appended
to the pool P.

The basic idea of the proof relies on the following ob-
servations. Since the algorithm developed for l-segment
routing was proved to be optimal, the connections in the
pool P represent each of those connections that require a
whole track. Moreover, these connections (i.e., which re-
quire whole tracks) are not assigned until a) all other con-
nections are assigned to single segments and there are
enough unoccupied tracks left to accommodate the con-
nections in P; or b) during execution there are exactly as
many unoccupied tracks as the numberof connections in
P (i.c., since, the connections in P must require whole
tracks, these unoccupied tracks must be assigned to these
connections). Thus the routing algorithm maximizes the
connections that can be assigned to single segments and
minimizes the connections that have to be assigned whole
tracks.

A more rigorous proof, similar to the one for Theorem
3, can also be developed. More precisely, we can show
that given any routing, one can always modify it such that
the modified routing will be the same as onc that the
above-mentioned algorithm would generate. The details.
however, get more involved; moreover, one may lose the
intuitive appeal of the above explanations. C

B. A General Algorithm for Determining Routing

Although the problem of determining a routing for a
given segmented channel andaset of connections is in
general NP-complete, we describe below an algorithm that
finds a routing in time linear in M (the number of connec-
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Fig. 8 Ancxample of a routing with at most two segments per track
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Fig. 9. A frontier for the example of Fig. 3. Connections c,. es. and ©,
are assignedty segments sy). ss). and {4,).5)-}. respectively. The frontie:
Inx = [7. 6. 6].

tions) when 7 (the numberoftracks)
interest since T is often substantially less than M. The
algorithm mayalso be quite efficient when there are many
tracks, but they are segmentedin a limited numberof ways
(see Theorem 7). The algorithm first constructs a data
structure called an assignment graph and then reads a valid
routing from it. The same algorithm applies to both Prob-
lems | and 2, though with different time and memory
bounds. It can also be extended to Problem 3,

Frontiers and the assignment graph: Given a valid
routing for connections c, through c;. it is possible to de-
fine a frontier which constitutes sufficient information to
determine howthe routing of c, - + - ¢; may be extended
to include an assignment ofc,., to a track such that no
segment occupied byanyof¢, through c- will also be oc-
cupicd by c;_,. Fig. 9 shows an exampleofa frontier. It
will be apparent that ¢;. ; may be assigned to any track 1
in which the frontier has not advancedpast the left end of
c;4,. For example. in Fig. 9 connection c; can be as-
signed to track f but not 9 track 7).

Moreprecisely, given a valid routing of ¢). +++ 2. 1
= 1 < M, define the frontier x to be a T-tuple (x [1]. x [2].

* , X{7]) where x[j] is the leftmost unoccupied col-
umn in trackf, at or to the right of column /eft(c, .;). (A
column in track 1, is considered unoccupied if the segment
present in the column is not occupied.) The frontier is
thus a function x = Fit. +++. t.) of the tracks 4,

is fixed. This is of 1, to which cy * c; are, respectively, assigned.
Fori = 0, letx = Fy, where Foyle] = left(c,) for allt. For

= M. let x = Fy. where Fy[t| = N + 1 for alls
Next. we describe a graph called the assignment graph,

which is used to keep track of partial routings and the
corresponding frontiers. A node at level 7, 1 < i < M,
of the assignment graph correspondsto a frontier resulting
from somevalid routing of ¢;-c,; see Fig. 10 for an illus-
tration of the structure of an assignment graph. Level 0
of the graph contains the root nade. which corresponds to
Fy. If a complete valid routing for c, >, Cy exists,
then level M of the graph contains a single node corre-
sponding to Fy, Otherwise. level Mis empty.

The assignment graph is constructed inductively. Given
level i = O of the graph. construct level i + 1 as follows.
(For convenience. we identify the node by the corre-
sponding frontier.)

For each node x, in level 7 {
For each track 7, 1 sj = T{

Ite [sj] = lefile;. 1) 4
/*c¢,_, can be assigned to track t*/
Let x,.,; be the newfrontier after c;_
signed to track rf.
Ifx,.| is not yet in level i + 1 {

Add node x;.- to level i + 1.

Add an edge from node x, to node x; , ;. Label
it with f,.

| IS as-
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Edges represent valid assignment of
connection ¢;41 to sometrack ¢;

 
|

Frontiers after assignment of Frontiers after assignment of
connections €],°-connections €],:°+, €j *)Ci4]

Fig. 10. An illustration of the structure of an assignment graph.

}
}

Else {
/* x.[ J] > left(c; . 1) 80 ¢; +1 cannot be assigned
to track t. */

Continue to next track £41.

If there are no nodes addedat level i + 1, thcn thereis

not valid assignment of c;-c¢; +4.
Searching for the node x;., in level i + | can be done

in O(T) time, using a hash table. Insertion of a new node
in the table likewise requires time O(T).

If there is a maximum of L nodes at each level, then

construction of the entire assignment graph requires time
O(MLT’). Once the assignment graph has been con-
structed, a valid routing may be found bytracing a path
from the node at level M back to the root, reading the
track assignment from the edge labels. (If there is no node
at level M, then no complete valid assignmentexists.) This
takes only O(M) time, so the overall time for the algo-
rithm is O(MLT’). The memoryrequiredto store the as-
signment graph is O(MLT).

A minor change allows us to solve the optimization
problem as well. Each edge is tubeled with the weight
w(c, t.) of the corresponding assignment. Each node is
labeled with the weight of its parent node plus the weight
of the incoming edge. The algorithm is modified as fol-
lows. If a search in level i + 1 finds that the new node

X;+, already exists, we examine its weight relative to the
weight of node x; plus w(c;.,, ¢,,,). If the latter is
smaller, we replace the edge entering x;..; with one from
x; and update the weights accordingly. Thus the path
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traced back from the nodeat level M will correspond to a

minimal weight routing. The order of growth of the al-
gorithm’s time remains the same, as does that of its mem-
ory.

Analysis for unlimited segment routing: The following
theorem shows that for unlimited segment routing, L <=
2T!, so that the time to construct the assignment graph
and find an optimal routing is O(MT?*T!) and the memory
required is O(MTT!).

Theorem 5: For unlimited segment routing, the num-
ber of distinct frontiers that may occur for some valid as-
signment of c;-c; is at most 27!.

Proof: Let | = left(c;,,). Let d be the number of
connections among c¢, through ¢; that are present in col-
umn /. Since the assignment of c, through c; determining
the frontier must be a valid one, we know that d =< T.
The d connections can be assigned to d of the 7 tracks in
T!/(T — d)! ways. Once we have assigned a connection
to a track ¢;, the value of x{j] in that track is determined.
For each of the remaining (JT — d) tracks, there are only
two alternatives.

1) the track t; may be unoccupied in column #, in which
case, x[j] = /.

2) the track t, may be occupied in column ! by some
connection ¢ with right(c) < /, up to the first switch to
the right of column J. In this case, x[ /] is the column just
to the right of this switch, regardless of which such con-
nection c is involved.

Thus the number of possible frontiers is at most
27-O 7 (7 — d)! = 2T!. C

Analysis for K-segment routing: The following theo-
rem shows that for K-segment routing, L < (K + 1)7, so
that the time to construct the assignment graph and find
an optimal routing is O(MT°?(K + 1)') and the memory
required is O(MT(K + 17).

Theorem 6: For K-segment routing, the numberof dis-
tinct frontiers that may occur for some valid routing of
c\-¢; iS at most (K + Lyf.

Proof: Let! = left(c;, ) and considertrack 7;. Since
the connections are sorted by increasing left edge, at most
one connection from among c, *** c; may occupy track
t; in columnsat or to the right of column /. Such a con-
nection mayoccupytrack ¢ rightward through the segment
appearing in column/, or through that segmentplus the
next one. or possibly as far as the Ath segmentat or to
the right of column /. Ofcourse it is also possible that no
connection from among c,-¢; occupies the segmentin col-
umn / of track ¢;. Thus there are only K + 1 possible
locations for the frontier x [i] in track 4,, and at most (K
+1) possible values for the frontier x overall. CL

Case of manytracks ofa few types: Supposethe T tracks
fall into two types, with all tracks of each type segmented
identically. Then two frontiers that differ only by a per-
mutation among the tracks of each type may be consid-
ered equivalent for our purposes in that one frontier can
be a precursor of a complete routing if and only if the
other can. Thus we can restrict consideration to only one
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of each set of equivalent frontiers and strengthen the re-
sult of Theorem 6 as follows.

Theorem 7; Suppose there are 7, tracks segmented in
one way and 7, = 7 — T; segmented another way. The
number ofdistinct frontiers x that may occur for some
valid K-segment routing of c,-c;, and that satisfy x[7] <
X[ J] for all ¢ < j with tracks r; and 2, of the same type. is
OUT, T2)").

Proof: As in Theorem 6, there are at most K + |
possible values for x[{i]. Due to the inequality restriction
(which eliminates all but one member of each set of

equivalent frontiers). the number of possible frontiers is
at most

(” + "\ (" + )x

TO, OT,

which for large 7, and T> is O((7T, Ta)*). .
It follows that a K-segment routing may be found in

time O(M(T, 1,477), and memory O(M(T, T3)*T),
The result of Theorem 7 may easily be generalized to

the case of / types of tracks, in which case the time is
O(M(T;, T*)), and the memory is O(MUIT, T*)T).

C. A Linear Programming Approach

Problems | and 2 can be reduced to 0 — 1 linear pro-
gramming (LP) problems via a straightforward reduction
procedure. The 0 — | LP is in general NP-complete. For
our purposes. however. such a reductionis interesting be-
cause our simulations showed (see [12]) that for almost
all cases the corresponding 0 — 1 LP problems could be
solved by viewing them as ordinary LP problemsfor
which efficient algorithms are known. In particular. our
simulation results indicated that whenever a randomly
generated instanee of Problem | had a feasible solution.
one could always find 0 — 1 feasible solutions for the
corresponding integer LP problemby solving it as an or-
dinary LP. The simulations were carried out for fairly
large-sized instances, c.g.. M = 60 and T = 25,

We nowdescribe briefly the reduction procedure for
Problem 1. The corresponding reduction for Problem 2
follows after minor modifications. Let us define binary
variables x, forl <1 < M,and 1 <j = Tas follows:
if x, = 1, then connection c; is assigned to track /;. else
if x,, = Q, then connection c; is not assigned to track t.
Since in a routing each connection is assigned to at most
one track, one has the following constraints:

Vi<i< M.

One also has to make sure that in any routing two con-
nections assigned to the same track must not share a seg-
ment. Consider a track z;: one ean then easily determine
sets of connections Pa, ' , P,, (not necessarily dis-
Joint) such that at most one from eachset can be assigned
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to the track 1;, Hence for each such set P, one must sat-
isty

> xX, sol.ePy

Finally. one must make sure that all the connections are
routed; this can be ensured by maximizing the following
objective function:

woot

yyAye
lye

One can noweasily verify the following facts about the
above 0 — 1 LP.

1) The objective function achieves the maximumvalue
of M if there is a solution to Problem 1. This is because

in a feasible routing each c; is assigned to sometrack (thus
there exists only one j such that.x,;, = | for every 7) and
the constraints are never violated.

2) If the objective function achieves the value of M.
then there is a solution to Problem |. This follows directly
from our construction of the 0 — 1 LP.

Note that one cun derive a0 — 1 LP far solving Prob-
lem 2 if one assigns x, — O whenever a connection ¢,
cannot be assigned to track ¢; because it would require
more than K segments.

Vo AN ALGORITHM FOR DETERMINING GENERALIZED
ROUTING

Wepresent here an algorithm for solving Problem 4.
The algorithm has a time complexity of O(77'°M), and
is derived by modifying the construction of assignment
graphs introduced in the last section. Thus, for a constant
number oftracks the generalized segmented routing prob-
lem can be solved in time linear in M (the numberof con-

nections), We should note here that efficient algorithms
for various special cases of the generalized segmented
routing problem and results on their computational com-
plexity remain as open problems.

Given an instance ofthe generalized segmentedrouting
problem with a set of connections © (with M connections)
and a set of tracks 3. the first step in our algorithm in-
volves defining a newset of connections ©’ as follows:

For every connection c; = (left(c,), righi(c,)) in © we
will define p = right(c;) — left(c;) + | connections in
@'. each spanning a single column. That is, the cor-
responding p connections in @’ arc: (left (c;). left(c;)).
(left(c;) + 1, defile;) — 1). ++ +. (right (c;), right (c,)).

Note that every connection in ©’ spans only a single col-
umn and the total number of connections in C'is at most

MN(because each connection in © can generate at most
Nconnections in C').

Proposition 11: A generalized segmented routing (as
defined in Definition 2) for a set of connections © and a

set of tracks 3 can be determined by finding a usual seg-
mented routing (as defined in Definition f) for the set of
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connections © ' and theset of tracks 3 if two connections
in ©’ that are derived from the same parent connection in
@ are allowed to sharc the same segment.

Proof: The proof follows directly from the above
construction. O

In order to determine a routing where certain connec-
tions from @' are allowed to occupy the same segment,
weshall modify the construction of the assignment graph
that was introduced in the previous section. As before,
given a valid routing for connections ¢), °° , ¢; (in © '),
it is possible to define a frontier which constitutes suffi-
cient information to determine how the routing of c¢),

- , ¢; may be extended to include an assignment of
¢;+1- However, since connections in @’ that originate
from the same connection in © are allowed to occupy the
same segment, it is not sufficient to just keep track of the
occupancyof the segments (this is what is done in Section
IV-B). In other words, one has to keep the additional in-
formation that would indicate whether connection c; 4) can
be assigned to an already occupied segment. This can be
done by storing the information that if a segmentat a fron-
tier is occupied, then which connection from € occupies
it; a segmentwill he said to be occupied by a connection
cjin@ ifa connection in @' that is derived from c; oc-
cupies the given segment.

Moreprecisely, given a valid routing of ¢), °** . ¢ in
@', define the frontier x to be a T-tuple (x [1], x[2],°°°.
x{T]) where x[j] = @ [jf]. LA). xi L/) is defined as
before, i.e., it is the leftmost unoccupied columnin track
f, at or to the right of column left (c;.,). (Recall that a
columnin track #; is considered unoccupied if the segment
present in the column is not occupied.) On the other hand,
X>[j] indicates that if the column left (c; 4) is occupied
(i.e., x, [jf] > left(c;.1)) then which connection in € oc-
cupiesit. x[j/] can take two typesof values:

1) 1 < x[/] < M: Inthis case the value of x.[/] gives
the connection in © that occupies the segmentofthe fron-
tier (i.e., the segment present in column left(c; +1) in
track 7. Thus, if 41 is derived from connection cy,in
@ then c;., can be assigned to track f, irrespective of the
value of x, [Jj]. :

2) x: [j] = @: This case would imply that whetherc, ; ;
can be assignedto track ¢; is determined only bythe value
of x,{j). Thus if x[j] = @ then c;., can be assigned to
track ¢; only if x [7] = left(c; +).

Thus a frontier is a function x = F,(t,,, °° ° . f,) of the
tracks f,, °° 7° 5%, to which cy, °° > , ¢, are respectively
assigned. For i = 0, let x = Fo. where F,[t] = Ceft(c,),
#) for allt. For i = M, letx = Fy, where Fyult) =(N +
1, #) forall r.

As in Section IV-B, an assignment graph can now be
used to keep track of the partial routings and the corre-
sponding frontiers. A node at level i, 1 Si < M, of the
assignment graph correspondsto a frontier resulting from
some valid routing of c, through c;. Level 0 ofthe graph
contains the root node, which correspondsto Fo. If a com-
plete valid routing for cy, °° * . Cy exists, then level M@
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of the graph contains a single node corresponding to Fy.
Otherwise, level M is empty.

As in Section IV-B, the assignment graph is con-
structed inductively, and a modified algorithm forits con-
struction can be stated as described below.

Given level i = 0 of the graph, construct level i + 1
as follows. (For convenience, weidentify the node by the
corresponding frontier.)

For each node x' in level i {
For each track, 1 sj S Tf

If Gi [7] = left(c.41)) or (c)44 is derived from
Cyin ©) f

/* c,,, can be assigned to track fj. */
Let x'*! be the new frontier after c;, iS as-
signed to track r.
If x'*! is not yet in level i + 1 {

Add note x‘*! to level i + 1.
Addan edge from node x' to node x'*!, Label
it with ¢;.
}

Else {
/* ¢;. ; cannot be assigned to track ¢. ¥/

Continue to next track f 41.

If there are no nodes added at level i + 1, then there is
no valid assignment of c, through c;-~ 5.

Theorem 8: There is an O(T'~?M)time algorithm for
solving Problem 4.

Proof: Recall from Section IV-B that if Lis the max-
imum number of nodes at any level of the assignment
graph then the time complexity of the above algorithm is
O(MLT”). We will show here that L = O(T7*").

Let / = left(c;,,), and consider a frontier x = (x[I].
x[2],- °° ,x[T]) after a valid routing for connections ¢,,

- ++ |; Recall that every connection in C’ spans a sin-
gle column. Hencein anytrack f. only the segment pres-
ent in column / caneither be occupied or unoccupied by
connections c,, °° * , ¢;; in other words, any segment to
the right of the segment present in column / cannot be
occupied by c), «°° , cj. Hence, x, {j] can assume only
two values, namely, x, [j] = for x, [j] equals the column
where the segment present in column/ ends.

Let us next consider the possible values of x,[j]. We
claim that, given a frontier, in order to correctly assign
connection c;. 1, it is sufficient to know whether a seg-
ment at column / is occupied by connections (in © ) pres-
ent onlyin column / — |. This claim follows easily from
the geometry of our segmented routing problem. In other
words, connections in © were broken up into disjoint but
contiguous units to generate connections of @’. Hence, if
C;+, Shares a segment with another connection then that
connection must be derived from a connection in © that
occupies column / — 1. Thus, in the frontier if a segment
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in 4, (spanning column /) is occupied by a connection
present in column / — 1, then the value ofthis connection

is stored in x,[j]; otherwise, xf /| is set to o.
Let d be the connections present in column / — 1, then

¥2[ jf] can take at most d ~ | values. We have already
shown that x, [j/] can take at most two values. Hence, the
maximum number ofdistinct frontiers possible is 27747!
However, since connections present at the same column
has to be assigned to different tracks. d = 7. Hence, L
< 2'7'~': in other words, L = O(T!*!). ~

The above algorithm could be casily modified to solve
the following restricted versions of the generalized seg-
mented routing problem.

1) Each connection can switchtracks only at prespeci-
fied columns.

2) If a connection ¢ switches from track f, to track f+ at
column/ then the segments in the twodifferent tracks (to
which parts of c¢ are assigned to) must be include /. It is
easy to see that the algorithm described in this section
might assign connections such that the segments in r, and
t, to which parts of ¢, are assigned are scparated by one
column; this might not be desirable in certain hardware
models.

We will not go into the details of the modifications.

however, the general idea is as follows: the assignment
graph as described above enumerates all possible rout-
ings, and restricted routings can be easily obtained bydis-
allowing assignments that violate the premises.

VI, CONCLUDING REMARKS

We have introduced novel problems concerning the de-
sign and routing for segmented channels. We also have
presented the first known theoretical results on the algo-
rithm design, and combinatorial complexity of the routing
problem for segmented channels. In particular, we showed
that 1} the problem of determining a routing for a given
segmented channels and connections is in general NP-
complete: 2) efficient polynomial time algorithms can be
designed for several special cases: and 3) efficient algo-
rithms can be designed for some cases of a generalized
segmented routing problem, where connections can oc-
cupy segments in different tracks.

There are several open issues in this newarea of rout-
ing. For example, although we have developed efficient
algorithms for many special cases of the routing problem
(as listed in Section II). several other interesting cases are
yet to be solved: following are some relevant ones: 1)
channel length (MN) is bounded, 2) connection lengths are
bounded, and 3) connections are nonoverlapping. Also.
efficient algorithms for the generalized routing problems
are not known,

The routing scheme using segmented channels may also
be considered as a model for a communication network in

a multiprocessor architecture. The logic modules in Fig.
1 can be replaced byprocessing elements (PE‘s); the seg-
mented routing network can then be used for dynamically
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reconfiguring interconnections among the PE’s (by pro-
gramming the appropriate switches as described for the
PPGA's). In [8] a preliminary network model that uses
specially segmented channels (referred to as express
channels) has already been proposed. Tradeofts similarto
those discussed in Section [ also appear to hold for such
multiprocessor communication networks; however, this
area needs further investigation.

APPENDIX

We showed in Section III that the unlimited segment
routing problem is strongly NP-complete. We shail now
use the instance ofthe unlimited segment routing problem
that was used in proving Theorem 1 and reduce it to a
2-segment routing problem, thereby showing that the lat-
ter problemis also strongly NP-complete.

Let us briefly recall the construction of the unlimited
scgment routing problem @.

Given: Integers x, < x1 < “MV SV Sstl 2 ne] Jf

y,, and 2) <2 < <s,. such that 1) Dyes(y) + ¥))
~ Liess;and2)x,., ~ x, 2xntoreveryl <i<an >t
and x, + ¥,; = x, +n. For this section, without loss of
generality, we shall further assume that z; = x, +”.

The set of connections. @. is then defined as follows.

1) For each x, we defined a connection a; such that
left(a;) = 4, right(a,;) - +, + 3.

2) For each \,. we defined # connections b,;. °° ++ . By,
(one for each x;) such that left(@,,) = x1, ~ 4 + (1 — &)
and right (by,) = (yy, + a;) + 4.

3) a connections ¢). ++ > . d, are defined with left(d;)
= |, and right(d,) = 3.

4) © — n connections ey.
left (e;) = 1, and right(e;) = 5.

5) n° connections f,. ++ > . fi. are defined with left( f.)
=x, +9, + 5 and right(/;) =~, + ¥, ~ 7.

The numberof columnsis set to N = x, + ¥, + 7.
The set 3 of n° tracks is then detined as follows:

1) For the first # tracks t). > > * . ¢, each track 7, begins
with a segment (1, 3) followed by unit length segments
that span the region from column 4 to column z, + 4,
followed by a single segment of the form (z; + 5. N).

2) The rest of the n° — it tracks are best descrihed by
dividing theminto n blocks. cach consisting of n — 1
tracks. Each such track comprises three segments.

The first block of # ~ 1 tracks. i.e., tracks t,. 1. 4, —9.
"fy, 1. are constructed using the definitions of the

connections 6,,. | = 7 = n. The segments in each track
i,., 1S j sn — 1, are defined as (1, left(f,,) - bt),
Hefi(b,). right(P),; 0.9). and (right (Py; —4)) + 1, N).
That is. the middle segment in the track 4,., is defined
such that the connections }.; or b,,;. ;, can be assigned to
IL.

The

Tht thin die ds 0

definitions of the connections /,.
ments in the track fy ei tre ty ej

.@,—, are defined with

ith block of x | tracks (i.e.. tracks

~ tis ain -¥)) IS COnstructed using the
| = 7 sn. The seg-
(i.e., the jth track in
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the ith block) are (1, left(b;) - 1),
right (bi; + y)), and (right (;,;41)) + 1, N).

Given the above instance Q of unlimited segmentrout-
ing, one can generate an instance Q, of a 2-segmentrout-
ing problem as described below.

The numberof columnsis set to the same value as in

Q, i.e., N = x, + y, + 7. The set of connections in the
2-segment problem Q,is defined as follows:

1) The connections a;,, 1 Si< n,e¢,1 Sis r~
n, and by, 1 s i, j < n are defined as in the unlimited
segment routing problem Q.

The connections f; arc again defined as in Q, except that
there are now 2n” — n of them, i.e., | < i < 2n? — nn.

The connections d;, defined in problem instance Q, are
omitted in Q).

2) n? — n newconnections &;, where 1 = 7 = vn, and
1 <j s (mn — 1), are added such that left( g,) = 4 and
right(g;) = z; + 4. Note that for a fixed valueofi, all
the n — | connections,gj, where | <= j = (n — 1), are
identical and have the sameleft and right end points.

Theset of tracks (comprising 2n*? — n tracks) is defined
as follows:

1) Each track t;, 1 < i < n in the construction of the
unlimited segment routing problem Q,is replaced by a set
of # tracks that we label as 7, 1 < j < ”. Each such track
comprises five segments. Let usfirst describe the five seg-
ments in the tracks, ¢;, 1 <j < m: they are (1, 2), G,
3), (4, right (a;)), (right(a;) + 1, z, + 4), and (z, + 5,
N).

In general, for any i(1 < 7 < n), the segments in the
tracks, 4, 1 = j = #, are defined as follows: (1, 2), G3,
3), (4, right(@;)), (right(a; ) + 1, z + 4), and (z; + 5,
N).

2) The last n> — n tracks, i.e., tin+i) °° 5 Fy2 in the
unlimited segment routing is kept the samein the 2-seg-
ment routing problem, Q).

Before we proceed, let us review the properties that
routings must satisfy in the unlimited segment problem,
which weproved in SectionIII.

1) In every track, f;, 1 S i < n, a connection a; can
only be assigned to the same track with some /,; (see
Lemma2).

2) In every track, 7, 1 < i < vn, the length occupied
by connections dy) and ba) gi) that are assigned to it is
z Note that the length occupied is defined as
right (byqy) — left(a,;); (see Lemma2).

Proposition 12; In any routing of Qo:
a) the connections e;, | < i < n° ~ n, are assigned to

tracks t,41. °° ° » t2, 1.c., the last mn” — n tracks.
b) the connections f;,, | <i < Qn? — n, occupy the last

segment in every track.
c) the connections a;, 1 < i <= n, are assigned to tracks
lsij sn.

d) the connections g;,, 1 < isn, 1 sy snl
cannot be assigned to tracks f,44, °°" 5 ty.

e) only n connections from by, 1 < i,j S ”, can be
assigned to tracks 4;;, 1 < i, j <n, and therestof the vr

(left (by).

lips
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— n connections are assigned to tracks t,41, °° * 5 tn.
Thus, each track among t,.;, ‘°° , 42, has one connec-
tion from b;, | < i, j = a, assigned to it.

Proof: In Proposition 12, a} follows directly from
the construction: if an e; is assigned to any track among
tj, 1 < i,j Sn, then it would occupy three segments:
this is not permitted in 2-segment routings. Hence, the
first segment in each of the last n° — n tracks must be
occupied by an e; connection.

b) follows again from the construction: all the connec-
tions f; are overlapping and there are as many of these
connections as the total number oftracks. Hence, they

occupythe last segment in each track.
c) follows from a): the connectionsa, and e; overlap for

every i and j; hence, none of the a; connections can be
assigned to tracks t,41, °° * 4 Gy:

d) again follows from a): every connection gj overlaps
with every connection e,. Since the connections e, are as-
signed to the last n°’ — n tracks, the connections 8, Must
be assigned to the tracks ?,, 1 = i,j Sa.

e) follows from d): every 6; overlaps with every g;; (be-
cause by assumption z; = x, + ”); since all the g;, (nv?
n of them) are assignedto the top ¢,;, 1 S i,j = n tracks,
there are only ntracks left that connections 5, can be as-
signed to. This also implies that each track among ¢, +1,

, t2, has one connection from bj, 1 = i,j Sn as-
signed to it.

Proposition 13: The total length required by the con-
nections among a; and 5,, that are assigned to n tracks
among t,, | < i,j <n, is 2EPLZ.

Proof: Since the connections a;, 6, and the tracks
byt is °°» t2 are defined identically in problems Q and
Q,, Propositions 4, 5, 6, and 7 (proved in SectionIII) are
also true for Q3.

If R, is any routing for Q,, then we can define a quan-
tity /; (similar to m; defined in Section HI) as follows:

 

  
 

j =n, and b, is assigned to some track
=A, in R;}}.

In other words, /; is the number of connections from the
set {bj,, bj2, «°° , bj,} that are assigned to tracks 4,;. We
can now exactly follow the arguments of Propositions 8—
10 and showthat a) £'_,/, < & forall | < k <n, and
Li_ 4; = n; b) the total length occupied by the connec-
tions a; and b,in the tracks ty, | < i,j Ss n,is >Uix; +
Li"LY and c) finally, (using Proposition 9 and the argu-
ments in Proposition 10)

HR wn n nh a

Dox; + 2 Lye > x, + Dy = Duy1 1 1 1 i=]
 

  where equality is met if and only if /, = 1 for all k.
The next proposition shows that among n tracks t;, 1

< j <n (i is fixed), there is exactly one track that can
be occupied by connections a, and b,,,; the rest are occu-
pied by n = 1 connections g;,1 <j sn — 1.
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Proposition 14: in any routing of @5. for any fixed /,
the (# — 1) connections &; | Sj <= ( — 1). can only
be assigned totracks in the set of hel skeen,

reer Let us define h; to be the numberoftracks
among t;,,|<j S 1. that are pneccupied by the connec-tions eae I Sken.l Ss! < (n — 1). These are also
the tracks atlable for connections a, "and b,. hence.Y7.,h, = 2. Moreover, the total space available in thesetracks (for connections a, and 6) is U7, h, 2; (becausethe
total length provided by anytrack+, for connections al,
and 6, is z;).

Next, ict us observe that any connections &, Can never
be assigned to a track ty. where k < i. This is because
the connection g;, is defined as (4. z, + 4). and one can
easily verifythatif it is assigned to track t,. k < /. then
iL would occupythrce segments which is not permitted in
a 2-segment routing. Using the above property we can
showthat

A lAx Mins iy) SF vi nN,_

For example. for / = 1 the above relationship follows
casily: none of the connections 8, Can be assigned to
tracks 1, where k < n, hence, all of them have to be as-
Signed to tracks ¢,; (see Proposition 12): thus. the maxi-
mumnumber of tracks unoccupied by g,,. | <j <n -
1, among ty, | < & < a, is at most 1, or equivalently,
A, S 1. For other values ofi, the above relationship can
be showed by induction.

Now, we know that z, > 2,2) > > 2): using this
property and the fact that 1) Ui jAy1,., 5 4 Vis
Pn bil jhe psa we can easily derive (apply-
ing arguments analogous to those in Propositions 9 and10) that 27.) 2,4; < U7. 2, and the equality results if and
only if fA, = 1 for all besisa,

Thus if h; # | for alt then it leads to a contradiction
with Proposition 13.

Note that we already showedthat all the connections
84.1 Sj Sn — 1, have to be assigned to tracks taped
=k <n. Now, h, = 1, hence. for connections Bin lays
1 sj <n — 1, the onlyavailable tracks are tn ine lS
k <n. Since h,_. = |. the same arguments can be con-
tinued to show that the (7 — 1) connections Bij
{a ~ 1), can only be assigned to tracks in the set of his
Skesn, [-

Theorem 2: Determining a solution to Problem 2 is
strongly NP-complete cven when K = 2.

Proof: First let us showthat if there is a solution to
the unlimited segment routing problem for Q, then there
is a solution to the 2-segment routing problemfor Q.. The
assignments for Q, are as follows:

) The connections e,, 1 < i < nw — nare assignedto
tracks f,.). °° . tye. Since, the last #° —~ # tracks are
identical in both instances and e, gets assigned to single
segments in every track, this is a valid step.

l<j<
|

The connections f.1< ¢ < 2e* are assigned the lastsegment in every rack.
2) Since. the last a” — n uracks are identical in both Q

and Q, (and so are the connections b;), the connections
b, assigned to the these tracks in Q arc also assigned to
the same tracks in Q.. This leaves # connections among
bj. |< ij S at to be routed (precisely those which are

‘sslened to racks 7), ++ -°.4, in the routing for Q).
) Next consider the connections a; and b, that are as-sienes to the first 7 tracks f,. 4,10 Q. First consider,

i, and fet the connections assigned to it be @y, and
Pyrat (recall from Section Ithat a connection a, can
only be assigned to the same track with some b;,). Now
consider the track ¢,.), in Qs, it has a segment (4, right
(d.44,)) to which the connection «,,,, can be assigned and
a segment (right(a,,.,,) + 1. z, + 4) to which the connec-
Hon jy) ,.:1, can be assigned. Next. the » — 1 connections
“i. 1 <7 Sn — 1 can be assigned to the n — 1 tracks
among q;. | Sj < # that are not occupied by the con-
necuions 4), aNd bayyauy:

This procedure can be continued, L.e., consider track ¢,
in Q and let «,,,,, and ,,...,,, be the connections assigned
to it. Then for a routing of Qs. assign the connections
Cady ANE Pyigery WO rack fiy,,. To the rest of the (2 — 1)
tracks among 4; assign the connections Biss
l.

Lsjsn-

One can easily verify that after following the above
three steps. all the connections of Q, are appropriately
routed,

Wenowstate how to get a routing for Q given a routing
for Qs.

1) Assign d.,
. . . 2 .

Srsan.f.l sis wm ande. 1 <iarn weconding to Proposition L.
2) Then’ 2 connections among ),,, | St, 7 < nmthat

are assigned to tracks 4,0). °°. tp in Qs are assigned
to the identical tracks in Q.

3) After the above steps. one is left with the connec-
lions a, | S ¢ S m. and # connections among 6,, (pre-
cisely those that are assigned to tracks ‘4, in Qo) that need
to be assigned.

Consider the particular track among yl sj < nin
Q> (note that by Proposition 14 there alwaays exists such
a track), that has one comnection each from a; and Dj as-
signed to it and tet these connections be a,,,,, and Batty
Then in Q assign a.,,;, and 6,,.,,5,;, to track f, (the validity
of this assignment follows immediately from the con-
struction ofthe track f)).

In general. let «.,,, and h,,.;,.,;, be the cannections as-
signed to one track among the n tracks il sj <1. Then
assign a... and ,,.;, 5, to track 4; in Q. r]
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Abstract. One popular FPGA interconnection network is based on the island-
style model, where rows and columns of logic blocks are separated by channels
containing routing wires. Switch blocksare placed atthe intersections of the hori-
zontal and vertical channels to allow the wires to be connected together. Previous
switch block design has focused on the analysis of individual switch blocks or
the use of ad hoc design with experimental evaluation. This paper presents an
analytical framework which considers the design of a continuousfabric of switch
blocks containing wire segments of any length. The frameworkis used to design
new switch blocks which are experimentally shownto be as effective as the best
ones knownto date. With this framework, we hopeto inspire new waysof looking
at switch block design.

1 Introduction

Overthe past several years, a numberofdifferent switch block designs have been pro-
posed such as those shown in Figure 1. FPGAs such as the Xilinx XC4000-series [1]
use a switch block style known as disjoint. Some alternatives to this style, Known as
universal [2] and Wilton [3], require fewer routing tracks and useless transistor area
with interconnect of single-length wires. However, with longer wire segments they use
more switches per track and often require moretransistor area overall [4]. The Jmran
block [5] addresses this overhead by modifying the Wilton pattern to use the same num-
ber of switches as the disjoint pattern.

These switch blocks are designed using different methodologies. The universal
switch block is analytically designed to be independently routable for all two-point
nets. Recently, the Ayperuniversal switch block [6] extends this for multi-point nets.
These blocks rely on reordering nets at every switch block, so their local optimality
does not extendto the entire routing fabric. In comparison, the Wilton and Imran switch
blocks are examples of ad hoc design with experimental validation. The Wilton block
changes the track numberassigned to a net as it turns. This way, two different global
routes may reach two different tracks at the same destination channel. This forms two
disjoint paths, a feature we call the diversity of a network. The Wilton and Imran de-
signs introduce the notion that a switch block must considerits role as part of a larger
switching fabric.

The above methods have produced switch blocks that perform well, but there is no
formal method to design a switch block while considering the overall routing fabric.
In pursuit of this goal, this paper introduces an analytical framework which considers
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disjoint universal

Fig. 1. Different switch block styles.

both long wire segments and the interaction of many switch blocks connected together.
This framework includesa restricted switch block model which allowsus to analyse the
diversity of the network. The frameworkis used to design an ad hoc switch block named
shifty and two analytic ones named diverse and diverse-clique. These new switch blocks
are very diverse, and routing experiments show theyare as effective as the others.

2 Design Framework

This section describes the switch block framework being composed of a switch block
model, permutation mapping functions, and simplifying assumptions and properties.

2.1 Switch Block Model

Thetraditional model of a switch block drawsa large box aroundthe intersection of a
horizontal and vertical routing channel. Within the box, switches connect a wire on one
side to any wires on the other three sides. Long wire segments pass straight across the
switch block, but sometrack shifting is necessary to implementfixed length wires with
one layouttile. Figure 2a) presents this model in a new waybypartitioning the switch
block into three subblocks: endpoint (f,), midpoint (f,;,), and midpoint-endpoint (fme)
subblocks. The endpoint (midpoint) subblock is the region where the ends (midpoints)
of wire segments connect to the ends (midpoints) of other wire segments. The fime
subblock connects the middle regions of some wires to the ends of others. A switch
placed between twosides alwaysfalls into one of these subblocks.

The traditional model in Figure 2a) is too general for simple diversity analysis, so
we proposerestricting the permissible switch locations. Onerestriction is to prohibit
fme Switches; this was done in the Jmran block [5]. We propose to further constrain the
fm switch locations to lie within smaller subblockscalled f;,,;, as shown in Figure 2b)
for length-four wires. This track group model is a key componentto the framework.

The track group model partitions wires into track groups according to their wire

length and starting points. The midpoint subblocksare labeled f,,,,;, where 7 is a posi-
tion between 1 and £ — 1 along a wire of length L. This model is somewhatrestrictive,
but it can still represent many switch blocks,e.g., Imran, and we will show thatit per-

forms well. As well, early experiments we conducted without the f,,,,; subblock restric-
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