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Inquiry Operation

During inquiry operation, each inquiry transmission on a given fre-
quency of the inquiry-hopping sequence and each response to it are
preceded by an inquiry access code (IAC). There are 64 IACs, including
the GIAC, associated with 64 reserved LAPs. Excluding the GIAC, the
remaining 63 IACs are referred to as dedicated IACs (DIACs). The IAC
LAPs belong to the set {{‘0Ox9E8BO00, ..., ‘Ox9E8B3F’}. No device can
have an address whose LAP matches any of these reserved LAPs. Note
that no matter which IAC is used, the inquiry-hopping sequence over
which this IAC is transmitted is generated using the GIAC. This is done
to allow devices with multiple receiver correlators, as highlighted in Fig-
ure 6.8, to follow a single inquiry-hopping sequence but still be able to
listen to multiple classes of inquiries simultaneously.

While the specification does not define how IACs are to be used,
they are intended to be used primarily as a filtering mechanism for
identifying well-defined subsets of the devices that may receive inquir-
ies. While all devices that execute inquiry scans use the GIAC to gener-
ate the inquiry-hopping frequency, only those devices whose receiver
correlators are tuned to a particular IAC will receive and respond to
inquiries that contain that particular IAC.

Table 6.3 summarizes the various parameters related to the funda-
mental processes for each of the three operational states of a Bluetooth
device.

Table 6.3
The FSM inputs and the access codes used during the various active states of a device.

Device state | Frequency-hop module Access code
Connected clock. master’s; channel access code (CAC); it coincides
address: master’s with the master’s device access code (DAC)
Inquiry clock: own; general or dedicated inquiry access code
address: GIAC (GIAC or DIAC)
—
Page clock: (estimate of) paged paged device’s device access code (DAC)
device’s;
address: paged device’s

As discussed earlier, the Bluetooth clock and the BD_ADDR of the
master of a piconet fully identify the frequency-hopping sequence and

phase of the channel used in the piconet. Since communication
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between a slave and a master can occur only within a piconet, it follows
that each slave in a piconet must know the master’s clock and
BD_ADDR. Alternatively, for a potential master to efficiently invite a
potential slave, it needs to know the slave’s clock and address. The
exchange of address and clock information between devices occurs dur-
ing inquiries, when the master collects operational information about
the prospective slaves, and during pages, when the master communi-
cates to a slave its own operational information. The operational infor-
mation of a device, which includes its BD_ADDR and clock value, is
sent in a frequency-hopping sequence (FHS) BB_PDU described in detail
later in this chapter.

Assuming that the fundamental elements (address and clock) of
the devices involved are known, the connected state is highlighted first
in the next section. The inquiry and page states are presented afterward.

The Connected State

While in the connected state, devices can exchange data under the con-
trol of the master that defines which device transmits when. To maintain
piconet synchronization, each slave adds an offset to its native clock that
accounts for the difference of its own clock from that of the master.
Thus, the clock of the master becomes the regulator of timed events in
the piconet. In addition, the LAP of the master is used for the access
code generation.

With a common clock reference among all devices in a piconet,
the transmission time on the piconet is divided into master and slave
transmission slots. A master starts its transmissions on even-numbered
slots (¢; = 0) exclusively. Likewise, a slave starts its transmissions on
odd-numbered slots (¢, = 1) exclusively. A particular slave transmits if
and only if the last master transmission was destined exclusively to this
slave. Thus, the medium access protocol for Bluetooth communications
is a packet-based, time-division duplex (TDD)’ polling scheme. Typically,
master and slave transmit slots alternate every 625 usec, the residence
time at a frequency, although as mentioned earlier, multi-slot transmis-
sions are possible. However, multi-slot transmissions are limited to an
odd number of slots (one, three or five), which guarantees that master

7. TDD refers to a time-division multiplexing technique where the transmission time on a single
communication channel is divided into successive, non-overlapping intervals, every other of
which is used for transmissions in one of two opposing directions. The transmission direction
alternates between the two directions with each successive interval.
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transmissions always start on even slots and slave transmissions on odd
slots.

|<———(58|72) bits :f: 54 bits :{: 0-2745 bits ———-{

LSB

access code " header payload MSB

Figure 6.9
The BB_PDU format.

Baseband BB_PDU Types

Figure 6.9 depicts the general format of a BB_PDU transmitted on a
piconet. No frequency hops occur during a BB_PDU transmission and
at most one BB_PDU is transmitted during the residence time at a fre
quency. Over-the-air transmissions start with the LSB and proceed to
the MSB (little-endian transmission ordering). Every BB_PDU transmit-
ted starts with the access code that, for the discussion here, serves as the
piconet identifier, thus filtering out transmissions that might be received
from other piconets (see Figure 6.8). The access code typically is 72 bits
long, which includes a 4-bit trailer field. If the BB_PDU does not con-
tain a header (and hence a payload), the trailer is not used and the
BB_PDU consists of the 68-bit access code only. The 68-bit BB_PDUs
are used exclusively for transmitting inquiries or pages as described in
the corresponding sections later in this chapter.

The header of the BB_PDU contains link control data to aid
medium access control. The header contains a mere 18 bits of informa-
tion for low overhead, but it is encoded with a forward error-correcting
(FEC) code with rate 1/3 for high transmission reliability. In particular,
every bit of the header is transmitted three times in sequence. Table 6.4
summarizes the fields of BB_PDU header.

Table 6.4
The baseband BB_PDU header.

Field name

Size Comments

AM_ADDR 3 bits | active member address assigned to an active slave when devices
exchange paging information, such as during the paging of a device

TYPE 4 bits | defines 16 BB_PDU/payload types

FLOW

1 bit | stop/go flow control switch set by a receiving device in its response

to the sender
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ARQON 1 bit | used for acknowledging successfully transmitted BB_PDUs;
BB_PDUs for which an acknowledgement is not received are
retransmitted

SEQN 1 bit | simple (odd/even) sequence number for filtering duplicate

transmissions

HEC 8 bits | header error check (HEC) §enerated by the generator polynomial
GupcW =22+ + 2+ 2+ x+1

During the paging process, the master assigns a 3-bit active mem-
ber address (AM_ADDR) to the new slave. AM_ADDR takes on the val-
ues 1 through 7 and it is unique for each active slave in a piconet. The
reserved value of AM_ADDR = ‘b000’ is used to signify broadcast trans-
missions from the master to all the slaves in a piconet.8 The AM_ADDR
is included in the same FHS BB_PDU sent by the master to the slave
that also contains the master’s address and clock information.

The various BB_PDU types are distinguished by their roles:
purely signaling or payload-carrying packets; their link designation:
asynchronous connectionless (ACL) data or synchronous connection-oriented
(SCO) data; their size: 1, 3 or 5 slots; and their FEC encoding: no FEC,
9/3 rate FEC encoding, and 1/3 rate FEC encoding. The 2/3 rate FEC
is a (15,10) shortened Hamming code generated by the generator poly-
nomial G}:Ec(x) =x’ + JC4 i X2 + L.

The HEC is implemented through an 8-bit linear feedback shift
register (LFSR) circuit whose initial value is UAPJ[0:7] of the master of
the piconet. Hence, even in the case where transmissions from multiple
masters with overlapping LAPs (thus generating the identical access
code as shown in Figure 6.8) were accepted, the corresponding
BB_PDU would be rejected because the BB_PDU header would fail its
header error check. In other words, both the LAP and the UAP of the
master of a piconet are needed to fully identify and accept a BB_PDU
transmission on the piconet.

The link control packets include:

« the ID packet, used in inquiries and pages, that consists of only
the access code;

+ the NULL packet that is used primarily for slave acknowledg-
ment and flow control information transmission when the slave

8. Due to the TDD polling scheme used for medium access control in a piconet, only the master
can directly broadcast data to the other piconet members (its slaves). Slaves in a piconet can
only unicast (a point-to-point transmission) to the master of the piconet.
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does not have anything else to transmit (NULL packets them-
selves are not acknowledged);

» the POLL packet that is sent from a master to a slave to poll it
for a transmission when the master does not have any payload
information to send to the slave (the POLL packet requires a
response); and

« the FHS packet used in inquiries and pages.

The ACL packets are designated as D(M|H)(1|3|5), where “DM”
stands for medium speed data that use a 2/3 FEC encoding for the pay-
load; “DH” stands for high speed data where no FEC is used for the
payload. The size qualifier 1, 3 or 5 refers to the number of slots occu-
pied by the packet. For multi-slot packets, the frequency does not
change until the packet finishes its transmission. The next frequency to
be used is the one that would have been used if single-slot transmissions
were used in the meantime instead. Note that the size of an ACL packet
is odd because a master’s transmission must always start at even-num-
bered slots while slave transmissions must start at odd-numbered slots.
Using five-slot packets in one direction and one-slot packets in the
opposing direction, the maximum achievable rate for ACL traffic is
723.2 Kbps in the first direction and 57.6 Kbps in the opposite direction.

Knowledge of the type of a BB_PDU and hence its size facilitates
power conservation in a slave. In particular, as a slave in a piconet
inspects an incoming transmission and finds that the transmission is not
intended for that slave (that is, its AM ADDR does not match the
address in the BB_PDU header), the slave could go to “sleep” for a
duration of time dictated by the packet type field.

The SCO packets are one slot long and are designated as
HV(1]2[3). All three variants can support 64 Kbps in each direction
over periodically reserved slots using different encoding for the payload
data. In particular, HV stands for high-quality voice, and the encoding
qualifier 1, 2 or 3 refers to the encoding used for the payload data:

* 1 is for 1/3 rate FEC; a device transmits a single-slot packet
every 2 slots

* 2 is for 2/3 rate FEC; a device transmits a single-slot packet
every 4 slots

« 3 is for no FEC; a device transmits a single-slot packet every 6
slots

In addition to the above packet types there is a DV packet that
combines both ACL, with 2/3 FEC, and SCO, with no FEC, data in a
single-slot packet. A device could transmit a DV packet every 2 slots.
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Figure 6.10 depicts the low-level baseband operations that occur
during the transmission and reception of baseband packets. Note that
different operations take place for the packet header versus the payload;
the operations for the header and the payload occur serially rather than
in parallel as the figure might imply. In the figure, whitening refers to the
process of scrambling the transmitted data to randomize them and to
reduce the DC bias in the transmitted data. The data are whitened
through the use of the whitening word generated by the polynomial
GwhiTe(®) = ¥/ +x'+1. Security features in Bluetooth piconets, includ-
ing device authentication and link encryption, are discussed in the fol-
lowing LMP section. The CRC operation pertains only to ACL packets,
detailed immediately below.

insert j

ess code
=S AR T,

device B

remove |
access code(a)

' "RX header (de-apply/remove)

acc (recei

e

over-the-air whitening HEC(a)

transmission

.| E—

(s

whitening |4 FEC % whitening
T e e ‘ = P .
g '\ radio /
interface
CRC(b) gncryption encryption I;.. CRC(a;b)
TX payload (apply/add)(c) RX payload (apply/add) :
mandatory E (a) when fails, stop further packet processing
UL (b) only for ACL packets
optional (c) transmission of the “payload” bits follows immediately
operation after the transmission of the corresponding header bits

Figure 6.10 :
Low-level baseband operations during transmission and reception of baseband packets.

Asynchronous Connectionless (ACL) Packets

The payload portion of the DM packets and the ACL portion of a DV
packet is further structured with its own ACL packet header and pay-
load along with a two-byte cyclic redundancy check (CRC) field. Table 6.5
summarizes the fields of the ACL packets, from the LSB to MSB.
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Table 6.5
The ACL packet format.

Field name

Size Comments ‘l

L_CH (logical | 2 bits ‘b00’: not defined
channel
gl b01’: continuation segment of an L2CAP PDU J
b10’: start of an L2CAP PDU |
|
‘b11’: LMP PDU ol
FLOW 1 bit for flow control on the ACL link 5
LENGTH (5]9) bits length of ACL payload in octets (excludes header and CRC) ‘;
for either single- or multi-slot packets A
in the case of a 9-bit length field, a 4-bit undefined paddmg is |
used to make the header an integer multiple of bytes (2 bytes \l
total) ‘
Payload 0-339 ACL packet payload spanning 1 to 5 slots ‘I
bytes 1
CRC 2 bytes the cyclic redundancy check protects the payload and is
generated by the CRC-CCITT generator polynomial 1
GCRc(x) = x16 it x12 + xX+1 //__}

There is one extra one-slot ACL packet, AUX1, which does not
contain a CRC. The use of this packet is not defined in the specification.
Possibly, it could be used for testing and development purposes; how-

ever, it is outside the scope of the version 1.0 specification and this dis-
cussion.

The Baseband Link Types

As mentioned earlier, the Bluetooth baseband supports two types of
links over a piconet. ACL links are used for carrying asynchronous
data. The master schedules asynchronous transmissions in slots not
already reserved for synchronous (SCO) transmissions. In other words,
SCO traffic is of high priority and cannot be preempted for asynchro-
nous transmissions. For each and every slave in its piconet, a master
establishes exactly one ACL link that represents a physical pipe
between the master-slave pair over which ACL data are exchanged.
Point-to-point ACL BB_PDU exchanges are all acknowledged and

IPR2020-00202
Apple Inc. EX1057 Page 122



The Link Controller and Baseband 101

retransmitted as appropriate. Broadcast (AM_ADDR = ‘b000’) ACL
transmissions from a master to its slaves are not acknowledged but may
be repeated several, Npc, times for increased reliability. Note that, since
it is impossible for multiple slaves to acknowledge a transmission simul-
taneously, it is also impossible to acknowledge a broadcast transmis-
sion. In particular, there exists no simple and reliable method to
dynamically designate a single slave to acknowledge on behalf of all
slaves in the piconet that the broadcast transmission has been success-
fully received by all slaves.

SCO links carry telephony-grade voice audio through a priori peri-
odically reserved pairs of slots. In a piconet, following a request from a
slave or the master, a master may establish up to three SCO links in total
between it and all of its slaves. Each SCO link represents a physical pipe
between the master and one of its slaves over which SCO data are
exchanged. To maintain the high quality of service expected for SCO
traffic, the length of the baseband slot, 625 usec, is selected to minimize
the packetization delay for audio traffic and the effects of noise interfer-
ence. For example, an HV1 BB_PDU carries the equivalent of 10 bytes
of audio information, which at 8,000 samples per second and 8 bits per
sample takes 1.25 msec (=2%625 usec) to accumulate. This is the same as
the period of transmissions of HV1 BB _PDUs from a device. Unlike
ACL transmissions, SCO BB_PDUs are not acknowledged. Note that
prior to establishing an SCO link, an ACL link must already exist to
carry, at a minimum, the SCO connection control information.

Bluetooth links between devices can be authenticated, encrypted,
operated in low-power mode, and in general, qualified based upon
application or user requirements. The operation of the baseband in
these cases is highlighted in the following link manager protocol section
since it is link manager involvement that initiates these sorts of changes
in link behavior.

For communication in a piconet to occur, a slave needs to know its
master’s clock and address. The following sections discuss the inquiry
and page mechanisms by which this information is acquired. As Figure
6.4 shows, this two-step process can be trimmed to one step when con-
necting to known devices.

Inquiry State

The purpose of device inquiries is to collect information al.)o.ut o;l:ejr
Bluetooth devices in proximity. This primarily involves 9bta1pmg t eir
fundamental elements: BD_ADDR and clock value. The inquiry state is
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composed of several substates executed by “potential” masters and
slaves. These are the inquiry substate executed by a potential master and
the inquiry scan and inquiry response substates executed by a potential
slave. In the inquiry substate, a master” transmits inquiry packets, which
are received by slaves in the inquiry scan substate. The latter devices
then enter the inquiry response substate and schedule the transmission
of their fundamental elements to the master.

While in the various inquiry substates, devices utilize the inquiry-
hopping sequence to transmit and receive packets. The inquiry packet
sent by an inquiring master is a BB_PDU that contains only an appropri-
ate IAC, typically the GIAC, as described in the preceding section on
access codes. This packet is referred to as the inquiry ID packet. The
inquiry ID packet simply notifies slaves that a master is looking for slaves.

In responding to an inquiry, a slave transmits an FHS packet con-
taining, among other information, the slave’s BD ADDR and clock
value at the time of transmission of the FHS packet. Table 6.6 depicts
the contents of the FHS packet. Since either a master or a slave can
send an FHS packet,10 the fields in the FHS packet are interpreted with
respect to the device that sent the packet. The fields and the bits within
them are provided in the transmission order from the LSB to the MSB.

Table 6.6
The FHS packet.

=

Field name Size Comments

parity bits 34 bits used for building the device access code (DAC) for paging the
device sending this packet

LAP 24 bits the lower address part of the BD_ADDR of the device sending
this packet

Reserved 2 bits set to ‘b00’

Paging 4 bits two 2-bit subfields defining the period of the successive page

interval scans and the duration of the mandatory page scan period for

parameters the device sending this packet

UAP 8 bits the upper address part of the BD_ADDR of the device sending
this packet

9. For brevity, the qualifier “potential” for masters and slaves will be omitted unless it is required
for clarifying the context.

10. A master sends an FHS packet during a page operation as described in the following section.
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NAP 16 bits the non-significant address part of the BD_ADDR of the device
sending this packet

CoD 24 bits class of device field containing information regarding the
device sending this packet

AM _ADDR 3 bits for inquiry responses, it is set to ‘b000’; for a master response
following a page response by a (potential) slave, it is set to the
active member address assigned to the new active slave

CLOCK 26 bits the current time (updated with each retransmission of the

(2:27] packet) of the Bluetooth clock of the device sending this packet

Page scan 3 bits the default page scan mode of the device; one mandatory page

mode scan mode and up to three optional ones are supported in
version 1.0

The header of the BB_PDU carrying the FHS packet as payload
has the AM ADDR field set to ‘b000’ without meaning that this is a
broadcast packet. The FHS packet is protected by a 2-byte CRC and
encoded with an FEC with rate 2/3. The size of the FHS packet is 240
bits of payload and 126 bits of packet header and access code.

The operations of a master, the inquiring device, and a slave, the
listening device, are highlighted in Figure 6.11. The numbers shown in
the figure are typical numbers, which can be changed through interven-
tion from applications as needed.

In summary, a master transmits its inquiry ID packets on different
frequencies of the inquiry-hopping sequence, changing the transmission
frequency rapidly in the hope of transmitting as soon as possible on one
of the frequencies that slaves are listening to. This would ultimately
happen, given enough time, as slaves performing inquiry scans change
their listening frequency from the inquiry-hopping sequence at a much
slower rate. Since a master does not know when a slave listens for
inquiries, the master repeats its inquiry transmissions a _nurpber of
times. When “contact” finally occurs, the slave responds w1'th its FHS
packet that includes vital paging information. SCO transmissions sched-
uled in any of the inquiring or listening devices take; preccjdence over
the inquiry procedures. A device will forego an inquiry action to trans-
mit and receive scheduled SCO packets.

The inquiry-hopping rate is 3,200 hops per second, double tfhe
nominal frequency-hopping rate. The master will t'ransmlt zfmd listen for
responses over 16 different frequencies of the inquiry-hopping sequence
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(train A in Figure 6.11) over a period of 10 msec (8 transmit and 8
receive slots alternating with each other). If an insufficient number of
responses is gathered, the master will repeat the same process over the
same set of 16 frequencies at least 256 times, or 2.56 seconds. Following
this interval and assuming operation in a 79 channel country, the master
may also search through the remaining 16 frequencies of the inquiry-
hopping sequence (train B in Figure 6.11) an additional 256 times. The

whole inquiry process may then be repeated from the beginning.

Inquiring device transmits in all Inquiring device transmits in all
frequencies f,[0], ..... f,[15], (train A) . frequencies f,[16], f,(31], (train B)
every 10 msec >4 every 10 msec
: repeatedly for Nj;q,i,, times ¢ repeatedly for Niquiry times
potential iR ' i
master N
activity |8 , ) (8 Tx/Rx slots)
] ' —>l10 mSec|€¢—
N ... R )
i 1,[25]
: T\ﬂQu.f{Siaﬁ —#
potential § :
slave § +1i[25]
activity § R
listening devices change listening — —
typical values: frequency every 1.28 sec J s

Tinquiryscan = 1.28 sec (max 2.56 sec)
Ta_inquiryscan = 11.25 msec
quuuy =256

Figure 6.11

Fast frequency scanning for inquiries in a 79 channel country; f,[.]; denotes the master transmit

frequencies from the inquiry-hopping sequence.

To avoid collisions from multiple slaves responding to the same
inquiry ID packet, a rare event in its own right, a back-off mechanism is
used and it works as follows. Upon receipt of an inquiry ID packet, the
slave enters the inquiry response substate. It then randomly selects a
number RN (< 1,023) and suspends its inquiry response operations for
at least that many slots; the slave may move into the standby, connected
or page states as necessary. When the slave resumes the inquiry
response substate, it will respond with an FHS packet following the first
inquiry ID packet it receives again. The detailed description of the
inquiry procedures can be found in section 10.7 of the Baseband part of

the specification.

Responding immediately after receiving an inquiry ID packet is
not prudent, as the master may not have switched to the mode in which
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it listens for responses. To guarantee that this does not occur, the slave
responds with its FHS packet 625 usec after the receipt of the inquiry
ID packet, as shown in Figure 6.12. The figure shows two slaves, noted
as i and j, responding to inquiry ID packets. Slave i heard the inquiry
ID packet in the first half of a master transmit slot. Slave j heard the
inquiry ID packet in the second half of a transmit slot from the master.
In either case, even though the slave is unaware exactly when the mas-
ter will switch to the proper listening frequency, it is guaranteed that the
corresponding FHS packet from a slave is sent at the right transmit fre-
quency at the time that the master is listening at that same frequency.

«—— master inquires —v<—— master listens —»«——master inquires —«—— master listens —»!

625 psec ! . 625 psec
' 68 pusec | 312.5 usec | 5 r '
|l , :
| ﬁ Iﬂ ) |
] A f\[4], | 1 Lokl | k3,
fylkly filk+1]) t kel f(k+3),
—» 366 psec | ie— :
) |
rrs I |
» slaves may » e slaves may >
respond respond
Figure 6.12

Inquiry transmission sequences; f,[.]; denotes the master receive frequencies from the inquiry-hopping
sequence corresponding to f[.];.

Note that the inquiry ID packet is 68 psec long and it is transmit-
ted twice over two different frequencies within a 625 usec time interval.
Therefore, closely observing the figure, one may deduce that the trans-
mit frequency synthesizer has 244.5 usec in which to switch to a new
frequency. Actually, accounting for a 10 usec tolerance for clock drift,
the synthesizer must settle to a new transmit frequency within 224.5
tsec. Admittedly this number is large compared to state-of-the-art syn-
thesizer design. However, it allows the use of less complex and less pre-
cise circuitry that results in the desired low cost system design point. For
more information on this subject, see [Haartsen00].
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Page State

The purpose of a device page is to invite a specific paged device to join
a piconet whose master is the paging device. The paging device uses the
paged device’s BD_ADDR and clock estimate to send its pages as dis-
cussed earlier. The page state is composed of several substates executed
by potential masters and slaves. These are the page and master response
substates executed by a master and the page scan and slave response sub-
states executed by a slave.

In the page substate, a master transmits page BB_PDUs, which are
received by the slave when it is in the page scan substate. The paging
transmission contains only the slave’s DAC. This BB PDU is referred
to as the slave ID packet. In its page response, the slave also sends the
slave ID packet that simply notifies the master that the slave has
received the page. Finally, the master enters the master response sub-
state during which the master transmits to the slave its fundamental ele-
ments and the slave’s AM_ADDR, which allows the slave to join and
participate in communications in the master’s piconet. These funda-
mental elements and AM_ADDR are transmitted within an FHS
packet (see Table 6.6). The slave responds with one more slave 1D pack-
ets, and then enters the connected state and readies itself to start piconet
communications.

The operation of the master and the slave in the page and page
scan substates, respectively, is quite similar to that of the inquiry and
inquiry scan operations discussed earlier. In particular, the illustration
of Figure 6.11 for inquiries can also be used for pages as well by replac-
ing the terms related to inquiries with corresponding terms related to
pages. The typical value for T ageScan 1S 1.28 seconds; subsequently, the
typical value for Npage is 128. These typical values correspond to the so-
called R1 paging mode. The paging mode, and hence the correspond-
ing parameters T ,.c5can and Npage, are communicated to the master
during the slave lgl-g[S transmission in an inquiry, or during link man-
ager information exchange during regular communications.

For a 79-channel country, trains A and B contain 16 frequencies
each from the page-hopping sequence, while for 23-channel countries
there is only one train containing all 16 frequencies. In the former case,
train A contains the 16 frequencies closest to the frequency on which the
slave listens for pages as estimated by the master using its knowledge of
(the estimate of) the slave’s native clock. Train B contains the remaining
frequencies from the page-hopping sequence. Yet, since train B is used
1.28 seconds after transmitting pages on frequencies from train A, the
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master knows that the frequency on which the slave listens will also
move by one. Hence, trains A and B have one common frequency. For
example, if train A contains frequencies f[0]p through f£[15]p, then when
train B is used, it will contain frequencies f[17]p through £[0]p, in that
order. A device that performs page scans in the R1 paging mode can be
located within no more than 1.28 seconds most of the time. When the
estimate of the slave’s native clock deviates more than -8*1.28 seconds
or +7%1.28 seconds from the actual value of the slave’s clock, the search
time can be as much as twice the nominal value, or 2.56 seconds.

The sequence of transmissions during paging operations is summa-
rized in Figure 6.13, where a master pages a slave denoted as 7. Follow-
ing the paging operation, the slave shall be able to participate in piconet
communications. Hence, the slave not only needs to learn about the
master’s BD _ADDR and clock value but also must have an AM_ADDR
assigned to it and must know exactly when a master transmit slot starts.
The AM_ADDR is included in the FHS packet transmission to slave 1.
The time of transmission of this packet is used to identify the start of the
master transmit slots in the piconet. The master transmits its FHS
packet to slave i at the beginning of its transmit slot, regardless of
whether the slave sends its previous slave ID packet in the first or sec-
ond half of the slot during which the master listens for the slave
response to its pages. In the example of Figure 6.13, since the master
receives the slave response to the master’s pages in the second half of
the master’s receive slot, the master transmits the FHS packet 312.5
lsec after it receives the slave ID packet. Thus, by the time that the
slave receives and processes the FHS packet, the slave has all the infor-
mation needed to participate in the piconet communications, starting
with a master transmission 1.25 msec from the start of reception of the
FHS packet.
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Page transmission sequence. f;[.]p and f/[.]p denote the corresponding master transmit and receive

frequencies, respectively, from the page-hopping sequence and f,[.]c denotes a master transmission
frequency from the channel-hopping sequence.

As with inquiries, SCO transmissions scheduled in any of the pag-
ing or paged devices take precedence over the paging procedures. A
device will forego a page action to transmit and receive scheduled SCO
packets. This case is not elaborated further here. The detailed descrip-

tion of the page procedures can be found in section 10.6 of the Base-
band part of the specification.

The Link Manager and Link Manager Protocol

Link manager entities, or simply link managers, in communicating
devices exchange messages to control the Bluetooth link between those
devices. The communication protocol between link managers is called
the link manager protocol (LMP) and the messages exchanged between
communicating link managers are noted as LMP_PDUs. Figure 6.14
summarizes the functions of a link manager. LMP does not carry appli-
cation data. Based upon control data it receives from higher layers,
LMP either communicates with the link manager in another device
using LMP_PDUs or it sends control signals to its own device’s base-
band and radio layers. It should be noted that, contrary to baseband
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processes that are executed in real time, link manager interactions are
not. Albeit infrequently, communicating link managers may take up to
30 seconds to react to each other’s requests.

Bluetooth device

R
higher layers <f>'::>"”kma”ager link adi
iy <:> <:> adio
and applications T 2 controller

host 1/0

control <:> e Link management

control
e security management :
e power management
e QoS management §
. “’- LMP_PDUs

e transmission scheduling

s link manager

o
'.-r:r‘.-'é:x:«:

Figure 6.14
The link manager functions.

As discussed earlier (see Table 6.5), LMP_PDUs are carried in the
payload of ACL packets whose header has an L._CH field with the value
‘b11’. LMP_PDUs are transmitted on single-slot DM1 packets or on DV
packets. LMP_PDUs have very high priority and, if needed, they can
preempt even an SCO transmission to transmit control information to
another device. Table 6.7 summarizes the LMP_PDU packet format;
note that LMP_PDU packet format.
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Table 6.7
The LMP_PDU format.

Field name Size Comments

transactionID | 1 bit ‘b0’: identifies link manager transaction initiated by the

master

‘b1’: identifies link manager transaction initiated by a slave

OpCode 7 bits identifies the LMP_PDU and the type of contents it carries
payload 0-17 the LMP_PDU fits in DM1 BB_PDU; if the LMP_PDU
bytes payload is less than 9 bytes then, when supported,
DV BB_PDUs may also be used J

When a link manager in a device initiates an LMP_PDU transac-
tion with the link manager in another device, the latter link manager
will respond with the next LMP_PDU in the transaction sequence (for
example, respond with the requested information). Alternatively, the
receiving link manager responds with an LMP_accepted or
LMP _not_accepted PDU that signifies whether the link manager request
from the transaction initiator is or is not accepted, respectively. When
an LMP_not_accepted PDU is sent, the reason for not accepting the trans-
action is provided.

Figure 6.15 shows two typical types of LMP_PDU transactions. In
the first, either one of the communicating link managers initiates a
transaction with a request. The receiving link manager either will accept
the request and act accordingly (perhaps providing the requested infor-
mation) or will reject the request with an LMP_not_accepted PDU. It
might also send its own corresponding request LMP_PDU initiating a
negotiation phase for the original request. In the second transaction
type, the master sends a command to be executed by the slave in an
LMP_PDU, without the opportunity for the slave to reject the com-
mand or negotiate its parameters. An example of the latter case is forc-
ing a slave to go into a power-saving mode, like the hold mode, or

requesting a link detachment, which is the only operation that a slave
may also force on a master.
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Figure 6.15
Typical LMP_PDU transactions: (a) a request/response transaction and negotiation; (b)
master demands link adjustment.

There are many link manager transactions from a simple device
name exchange to elaborate authentication and encryption transac-
tions, but not all of them are mandatory. However, the receiving link
manager must be able to respond to all link manager transaction
requests, even if the response is an LMP_not_accepted PDU, with the rea-
son for non-acceptance being “feature not supported.” The following
sections focus on a few of the more important link manager transac-
tions. The interested reader can find a more detailed presentation in the
LMP part of the specification.

Security Management

Security has been part of the specification from the outset of its develop-
ment. It was recognized early on that in ad hoc, wireless, and especially
RF environments security is of paramount importance.

The baseband defines security algorithms and procedures needed
to authenticate devices, and if needed to encrypt the data flowing on the
link between them. Section 14 of the baseband part of the specification
includes algorithms for the generation of authentication and encryption
keys and the operations for verifying the authenticity of a device. Even
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though security is presented mostly in the baseband part of the specifi-
cation, it is discussed here in the link manager section, since it ulti-
mately relates to the configuration of a link between devices, the
responsibility for which lies with the link managers.

Device authentication is a mandatory feature supported by all
Bluetooth devices. Link encryption is optional.

Device Authentication

Authentication of Bluetooth devices is based on a challenge-response
transaction. In this transaction, a verifier challenges a claimant by send-
ing to the latter a 16-byte random number in an LMP au rand PDU.
The claimant operates on the random number and returns the result of
the operation to the verifier in an LMP _sres PDU. If the result is the one
expected by the verifier, the verifier considers the claimant an authenti-
cated device. Optionally, the two devices may then exchange their roles
as verifier and claimant and perform authentication in the opposite
direction.

The above procedure occurs when the two devices have a common
link key, which is used to operate on the random number. A device may
maintain identical or separate link keys for every other device that it
wants to authenticate. If a link key does not exist for a device, when an
LMP_au_rand PDU is sent, the claimant will respond with an
LMP_not_accepted PDU, giving the reason that the key is missing.

When a link key is missing, the devices need to be paired first. With
the pairing process, an initialization key is generated and used to authen-
ticate the devices and eventually to create a permanent link key for
them. The initialization key is generated by entering a common personal
identification number (PIN) in both of the pairing devices, which gener-
ates a temporary key. Note that neither keys nor the PINs that generate
them are ever sent in clear form over the air. Using the temporary key
generated by the PIN, the two devices may proceed with the authenti-
cation process as if they had a link key. The only difference is that pair-
ing is initiated using an LMP_in_rand PDU instead of the LMP au rand
PDU. Certain devices without a user interface may have a fixed, non-
changeable PIN. In this case, the PIN entered in a device with a user
interface must match this fixed PIN; otherwise authentication is not
possible.

Authentication of Bluetooth devices depends upon a shared secret.
Commonly used public key and certificate schemes are not appropriate
for ad hoc networks of personal devices. These other schemes require
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the support of trusted authentication agencies and other third-party
means of communication that cannot be assumed to be available in ad
hoc networks. Authentication keys are 128 bits long and are constructed
using the PIN (only for the initial authentication), a 128-bit random
number, and a device’s BD_ADDR.

Bluetooth devices may store link keys for future authentication with-
out the need to enter a PIN each time. The two primary types of link keys
are the unit keys and the combination keys. The former are derived from
input parameters available in only one device, while the latter are derived
by combining input parameters available in each of the two devices. The
use of combination keys is preferred, as it provides for a stronger “bond-
ing” between pairs of devices; a device must store a separate combination
key for each other device it wants to authenticate using a stored link key.
However, devices of limited storage capacity may store and use just a sin-
gle link key for authentication of other devices.

Link Encryption

To protect the privacy of the data flowing over a Bluetooth link, the link
can be encrypted. Encryption in Bluetooth wireless technology is based
on a 1-bit stream cipher, whose implementation is included in the spec-
ification. The size of the encryption key, which changes with each
BB_PDU transmission, is negotiable to match application require-
ments.

The encryption key is derived from the link key used to authenti-
cate the communicating devices. This implies that prior to using
encryption two devices must have authenticated themselves at least
once. The maximum key size is 128 bits, but regulatory authorities in
various countries may limit the permissible maximum key size. Encryp-
tion applies only to the payload of BB_PDUs and it is symmetric, in
that both directions of communication are encrypted. Encryption is a
link property in that both SCO and ACL packets over this link are
encrypted.

A request for encryption starts with the LMP_encryption_mode_req
PDU with an encryption mode parameter that distinguishes encryption
of a link between two devices (point-to-point encryption), or encryption
of broadcast packets as well. In the latter case, master key is created that
is to be used for encryption by multiple devices in the piconet. If the
request for encryption is accepted, the devices then negotiate the size of
the encryption key exchanging LMP._encryption_key_size_req PDUs. If the
negotiation succeeds, the devices can initiate encryption by sending an
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LMP._start_encryption PDU. Encryption starts by: (a) the master becoming
ready to receive encrypted data; (b) a slave becoming ready to transmit
and receive encrypted data; and (c) the master becoming ready to trans-
mit encrypted data.

Power Management and Power-Managed States

Devices in a connected state can regulate their association with the
piconet(s) to which they are connected to preserve power or to attend to
other business such as participation in a scatternet. There are three low-
power modes: sniff, hold, and park; all are optional.

Apart from modifying the property of the link between devices, a
device optionally may request its communicating partner to adjust its
transmission power depending on the quality of the link, as measured by
the received signal strength of incoming transmissions. Power control for
this case is discussed in Chapter 2 and is not discussed further here.

Sniff Mode

Typically a slave must listen at the beginning of each even-numbered
slot to see whether the master will transmit to the device. In the sniff
mode, a slave may relax this requirement for its ACL link. The master
will transmit to the slave at a reduced duty cycle by starting its transmis-
sions every T slave listening opportunities (master transmit slots). In
particular every, say, 7, (/] listening opportunities, slave j will listen for
]vsniﬂ‘Auempl[]] slots for a transmission to it. If data is received, the slave
will continue listening until the transmissions stop. The slave will con-
tinue listening for an additional NonifTimeout/] listening opportunities
for additional transmissions to it. While a slave is in the sniff mode, any
ongoing SCO transmissions will still occur as scheduled.

A master may force a slave into sniff mode with an LMP_sniff
PDU. Alternatively, a master or a slave may request that the slave enter
into sniff mode with an LMP_sniff req PDU. Both of these LMP PDUs
carry the timing parameters defining the slave operation in sniff mode.
These LMP_PDUs also carry an offset parameter D, ;s that determines
the time of the first sniff instance. Subsequent sniff instances are sepa-
rated by the period T .4 In the case of a request to enter the sniff
mode, the master and the slave may negotiate the timing parameters for
this mode.
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Hold Mode

While sniff mode communications are periodic, in Aold mode ACL
communications with a slave are suspended in single installments for a
time interval referred to as the hold time. While a slave is in hold mode,
any ongoing SCO transmissions will still occur as scheduled.

A master may force a slave into hold mode with an LMP_hold
PDU. Alternatively, a master or a slave may request that the slave enter
into hold mode with an LMP_hold_reqg PDU. Both of these LMP_PDUs
carry the initial value of ithe hold time. In the case of a request to enter
the hold mode, the master and the slave may negotiate the timing
parameters for this mode.

Park Mode

In the sniff and hold modes, a slave is still considered a fully qualified
active member of the piconet and as such it maintains its AM_ADDR
that was assigned to it when it joined the piconet. Note that while in
these two modes, SCO transmissions with the slave are not interrupted.

To further reduce power consumption during periods of no activ-
ity, a slave may enter the park mode during which it disassociates itself
from the piconet, while still maintaining timing synchronization with
the piconet. By doing so, it can rejoin the piconet relatively quickly
without having to perform inquiry and paging procedures.

A slave that enters the park mode gives up its AM_ADDR. On the
other hand, to manage its fast and orderly readmission to the piconet,
the master assigns to the slave two temporary 8-bit addresses, the parked
member address (PM_ADDR) and the access request address (AR_ADDR).
PM_ADDR is used to distinguish up to 255 parked devices (actually,
slaves); the address ‘0x00” is a reserved PM_ADDR. Parked devices
could be recalled using their 48-bit BD_ADDR if needed, but the use of
the much shorter PM_ADDR allows for increased efficiency in recalling
multiple parked devices.!! AR_ADDR is used in scheduling the order of
readmission of parked devices in a way that minimizes the possibility of
collisions.

To maintain synchronization with the piconet and to facilitate the
readmission of parked devices in the piconet, the master defines a low-
bandwidth beacon channel, which consists of the periodic transmission
of broadcast packets. Prior to entering park mode, slaves are notified of

11. When the value of PM_ADDR = 0x00" is assigned to a device, this device can only be
unparked using its BD _ADDR. This could be the case when there are at least 255 parked
devices in a single piconet, which is a rather exceptional case.

IPR2020-00202
Apple Inc. EX1057 Page 137



116

Chapter 6 » THE LOWER PROTOCOLS OF THE TRANSPORT GROUP

the timing parameters of the beacon transmissions, and thus they know
when they can wake to receive possible transmissions from the master.
Beacon transmissions destined to the parked stations are broadcast
transmissions (BB_PDUs with AM_ADDR = ‘b000’), for the simple rea-
son that parked devices don’t have an AM_ADDR and thus they cannot
be addressed explicitly.

The timing parameters for beacon intervals are numerous. They
include an offset parameter denoting the time of the first beacon trans-
mission and the period of the beacon instances. They also include the
broadcast repetition parameter, the interval following a beacon instant
before the master gives the opportunity to parked devices to request to
rejoin the piconet, the length of time that the master will continue giv-
ing this opportunity, and so on.

Just as in the sniff and hold modes, the master may force a slave
into park mode with an LMP _park PDU. Alternatively, a master or a
slave may request that the slave enter into park mode with an
LMP_park_reqg PDU. When a slave is to rejoin the piconet, the master
broadcasts in the beacon slots an LMP_unpark BD_ADDR req or an
LMP _unpark_PM_ADDR_reg PDU, depending upon whether the
parked device is addressed with its 48-bit BD_ADDR or its 8-bit
PM_ADDR. Multiple parked devices can be invited with a single unpark
LMP_PDU. In the unpark LMP_PDUs, the master also includes the
new AM_ADDR to be assigned to the parked device when it rejoins the
piconet as a slave. Note that a parked device cannot be invited to rejoin
a piconet when there are already seven active slaves in the piconet. In
the latter case, the master may have to park some active devices and
free the corresponding AM_ADDRSs prior to unparking a parked device.

Bandwidth-Conscious Communications

Bluetooth devices have several options available for managing the
bandwidth that is allocated between them. As mentioned earlier,
devices may use SCO links whose high-priority periodic transmissions
provide for telephony-quality voice communications. Transmissions on
ACL links can also be provided with bandwidth guarantees through
polling interval restrictions. Support for SCO links is optional, while
support for ACL polling interval transactions is mandatory.
Furthermore, to increase the efficiency of the transmission and
thus increase the bandwidth supported on an ACL link, link managers
may negotiate the use of larger BB_PDUs. Support for this link man-
ager transaction is mandatory; the actual use of larger BB_PDUs needs
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to be coordinated with additional LMP transactions described below.
Finally, devices may dynamically change the encoding schemes of the
transmissions to take better advantage of the link quality conditions.
Support for this link manager transaction is optional. The latter two
transactions are not discussed further.

SCO Links

A piconet supports up to three SCO links for telephony-quality (64
Kbps) voice communications. SCO packets transmitted on the SCO
links are of high priority and can preempt any other activity that the
device may be involved with, like pages and inquiries, holds, and so on.
A device requests the establishment of an SCO link with an
LMP_SCO_link_reg PDU. This LMP_PDU contains the audio parame-
ters like the period Tscq, the SCO BB_PDU type and the air-mode,
which represents the voice codec type. Supported codec types are: 64
Kbps p-law or A-law PCM format, or 64 Kbps CVSD (continuous vari-
able slope delta) modulation format. With such a high resolution of
voice traffic, cellular phone conversations carried to, say, a headset that
is connected with a cellular phone over a Bluetooth SCO link should
not degrade in quality.

When the master responds positively to a slave’s
LMP_SCO_link_reqg PDU or sends its own LMP_SCO_link_req PDU, it
supplies the offset Dgc( that identifies the time of the first transmission
for the new SCO link, and an SCO link unique identifier, or handle.
Fither the master or the slave can subsequently request to change the
parameters of the SCO link, using the LMP_SCO_link_reqg PDU again,
or to remove the link altogether, using an LMP_remove_SCO_link_req
PDU. The latter transactions make use of the SCO link handle to iden-
tify the particular SCO link whose parameters or status is to be
changed.

Quality of Service (QoS) for ACL Links

To control the minimum bandwidth assignment for ACL traffic
between two devices, or equivalently the maximum access delay of
ACL BB_PDUs, the maximum polling interval’?> for a slave can be
adjusted as needed. A master can enforce a new maximum polling
interval using an LMP_quality_of service PDU. In this case, the slave can-
not reject the adjustment of the polling interval determined by the mas-

12. Recall that a master polls a slave cither explicitly through the use of a POLL BB_PDU or
implicitly by simply transmitting any payload carrying BB_PDU.
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ter. On the other hand, a master or a slave may request a change in the
polling interval with an LMP_quality_of service_reg PDU. In this case,
the request can be either accepted or rejected by the other party.

Both of these LMP_PDUs also carry the number of times, Npcs
that each broadcast packet is to be repeated. Since this parameter
relates to the operation of the entire piconet, and not just to the ACL
link between a slave and the master, Nyc is meaningful only when itis
sent from the master. When this parameter is included in a request
LMP_PDU from a slave, it is ignored.

Link Controller Management

The transactions in this section apply to negotiation of parameters
related to the link controller and the baseband protocols, such as nego-
tiation of the paging scheme, timing accuracy, master-slave role switch
and so on.

Paging Scheme

When two devices have already communicated with each other, they
may subsequently reconnect with each other more rapidly, since they
can bypass the inquiry process. However, during an inquiry response, a
slave provides paging information to the master in an FHS packet.
When bypassing the inquiry process, this FHS packet is also bypassed.
Thus, if a device has modified its paging parameters, perhaps to switch
to an optional paging scheme or to change its ThageScan interval, the
master will not become aware of the change.

With the paging scheme LMP_PDU transaction, devices can
announce or even negotiate the paging scheme to be used the next time
these devices page each other. With an LMP_page_mode_req PDU, the
requesting link manager suggests to the other link manager the paging
scheme to be used when the requesting device pages the other. Like-
wise, with an LMP_page_scan_mode_req PDU, the requesting link man-
ager suggests to the other link manager the paging scheme to be used
when the other device pages the requesting device. Rejecting any of
these request LMP_PDUs implies that the current paging scheme is not
to be changed. However, a request to change to the mandatory paging
scheme cannot be rejected. Support for this transaction is optional.
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Master-Slave Role Switch

A paging device becomes the default master of the resulting piconet,
although circumstances may necessitate that the roles of the master and
the slave be exchanged. For example, such an exchange is needed to
implement the LAN access profile using PPP (described in Chapter 15).
To initiate the process of master-slave role switch, a device sends an
LMP_switch_req PDU, which upon acceptance will initialize the role
switch. The switch basically comprises the process of migrating from
the master/slave transmit timing sequence in the piconet of the old mas-
ter (the new slave) to the master/slave transmit timing sequence in the
piconet of the new master (the old slave). Support for a master-slave
role switch is optional.

Clock and Timer Information

A device can request updated clock information from another device to
optimize various link controller operations.

An LMP_clock_oﬂsel_7'eql3 PDU sent by a master results in a slave
returning the most current offset between the native clocks of the slave
and the master as registered by the slave. This information can be }xsgd
to optimize the paging time when the master pages the slave again in
the future. Support for this transaction is mandatory. g5

An LMP._slot_offset PDU carries with it the slot offset, in microsec-
onds, between the start of the time of a transmit slot from the master
and the corresponding transmit slot from the slave, if the slave were to
be a master. This information is used to optimize a master-slave role
switch. Support for this LMP_PDU is optional. - _ e

An LMP_timing accuracy_reg PDU results in returniis t)e 0? thge
term jitter, in microseconds, and drift, in Pél'ts per mllh(z.n (I;I;r? h; 7S
receiving device’s clock. This information 15 gsed to‘loptTlrlngeinU ey ¢
time for a device after a long period of inactivity while s iv akinaoprior 7
ated with a piconet, such as waking after hold mode, 011‘ o Z e
a master’s transmission at a sniff slot or a b.eaio?l ist (i)s i sup};orte d
device. Support for this LMP_PDU is optional; W rr?aximum Chie of 10
the jitter and accuracy are assumed to be at their
usec and 250 ppm, respectively. by a master includes the

An LMP_supervision_timeout pDU sent by Jetect the

.1k controller to
link supervision timeout value used by 2 link

13. The name of this LMP_PDU is actually LMpfclkoﬂ}el_req-

4._‘
IPR2020-00202

Apple Inc. EX1057 Page 141



120

Chapter 6 » THE LOWER PROTOCOLS OF THE TRANSPORT GROUP

loss of a Bluetooth link between the master and a slave. Support for this
LMP_PDU is mandatory.

Information Exchange

Link managers typically exchange information about each other to bet-
ter coordinate their interaction. The LMP_version_reqg PDU contains the
LMP version supported by the sender of this PDU. The receiver of this
LMP_PDU returns the LMP_version_res PDU which contains its own
supported LMP version. The version number is provided as a triplet
[versionNo:companyID:subVersionNo)]. The version number part of the
triplet is a version of LMP as defined by the SIG. The subversion num-
ber is relative to a company that may have its own particular imple-
mentation of the protocol. Support for this LMP_PDU transaction is
mandatory.

The LMP_features_reg PDU contains the optional radio, baseband,
and link manager features supported by the sender of this LMP_PDU.
The receiver of this LMP_PDU returns the LMP_features_res PDU,
which contains its own supported features. These features include the
supported packet types, other than the mandatory FHS, NULL, POLL,
DM1 and DHI; supported power control modes, voice codecs, encryp-
tion, role switch, optional paging schemes and so on. Support for this
LMP_PDU transaction is mandatory.

With the LMP name reg PDU, the requesting link manager
requests the user-friendly name of the device that receives this
LMP_PDU. The user-friendly name is the name that a user of a device
assigns to it. Within a device a name is encoded in UTF-8 and it can be
up to 248 bytes long. Since the name of a device can be longer than a
single DM1 packet, when a device requests the user-friendly name of
another device it also provides an offset parameter that the responding
device can use to transmit the proper segment of its name, using the
LMP _name_res PDU.

The UTF-8 encoding [IETF96] for device names has been selected
for its support of international languages because the Bluetooth wireless
technology is targeted for worldwide use. UTF-8 characters are encoded
using sequences of 1 to 6 bytes. For compatibility with the widely used
ASCII character set, ASCII characters are encoded using a one-byte
UTF-8 character, which has the same value as the corresponding ASCII

character. Hence, the user-friendly name of a Bluetooth device can be
up to 248 ASCII characters long.
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Connection Establishment and Link Detachment

LMP is a transport protocol for control information between link man-
agers in devices. LMP does not encapsulate PDUs of any higher com-
munication layer. As such, LMP transactions may occur without
involvement of any higher layer, such as L2CAP or the host itself.
When a host application in a device wants to communicate with one in
another device, the first device sends an LMP_host_connection_req PDU
which the receiving device will either accept or not. If the connection
request is accepted, the two link managers will negotiate the parameters
of the link, like authentication and QoS. When link managers finish
negotiating, each sends an LMP_setup_complete PDU. Only after both
link managers have issued the LMP_setup_complete PDU can communi-
cation that does not involve LMP PDUs commence between the
devices.

When any device wants to terminate its link with another device, it
issues an LMP_detach PDU with a reason parameter explaining why the
link is to be terminated. The LMP_detach PDU cannot be contested and
the link between the two devices will be terminated immediately.

Support for the LMP_PDUs in this section is mandatory.

Summary

In this chapter we have highlighted the lower Bluetooth transport proto-
cols: radio, baseband, and link manager. These protocols define the
operational characteristics of the Bluetooth wireless technology and
instantiate the Bluetooth air-interface. Bluetooth devices use relatively
high rate frequency-hopping spread-spectrum transceivers operating
over 79 (or 23) 1 MHz channels in the 2.4 GHz ISM RF band. Devices
find others in their vicinity using inquiries and request connections to
those devices by explicitly paging them. Communicating devices are
organized in piconets composed of a master and one or more slave
devices. Device transmissions are organized over a TDD transmission
time axis, with the slaves transmitting only when they have been first
addressed by the master. Bluetooth links between devices can support
both asynchronous and synchronous transmissions, and they can be
authenticated, encrypted, and conditioned based on QoS demands.
The next chapter presents the upper transport protocols, which
aim to conceal the details of the lower transport protocols from higher
layers and applications. This allows the higher layers to use the Blue-
tooth links in a manner that is agnostic of the way that connections and
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transmissions between devices are organized and managed over the
Bluetooth air-interface.
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he Upper Protocols
of the Transport
Group

T he lower transport protocols are optimized to deal with the hostility
of the RF transmission medium, user requirements for low cost and
power consumption, security concerns, regulatory issues, and so on.
These design points have led to, among other things, selection of the
TDD, polling-based medium access protocol at the baseband. While
this approach is suitable for operation of Bluetooth systems in the 2.4
GHz ISM band, the small size of a BB_PDU does not fare so well with
the much larger packet sizes typically encountered with Internet and
other similar traffic.

It was thus recognized early on that an adaptation Jayer was
needed to move larger upper-layer PDUs and smaller lower-layer
PDUs back and forth among the protocol stack layers. This adaptation
layer was originally called level 2 medium access control(MAC-2), ata tlmhe
when MAC-1 represented the medium access control protocol at (t: ;
baseband level. But the name MAC-1 never prevailed, and so MA -f
did not apply either. It was therefore decided late in Fhe_ summele’1 r?d
1998 to change the name from MAC-2 to a more descriptive Oni, into
the name logical link control and adaptation protocol (LQCAI% Catrir:m S
being. Incidentally, shortly after the first L2CAP draft speciiic

6 cati lit
produced in September 1998, a portion of that speaﬁcatlon was Sp

. tivit
out into its own independent document, spawning & brarllt(iBf;)e"l;’) chﬁoz
in the SIG. Specifically, the Bluetooth discovery protoc©
of the MAC-2 and early L2CAP specifications gre

resulted in the service discovery protocol (SDP) specific

w in scope an
ation high-

{745
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higher
layers
and

e s B

e | ,,

Figure 7.1
The transport protocol group placement in a Bluetooth reference implementation.

lighted in the next chapter. This chapter describes L2CAP, which is cer-
tainly one of the most important layers in the stack.

In the reference implementation shown in Figure 6.1 in the previ-
ous chapter, the L2CAP layerl 1s a software component that resides
within a host. To permit L2CAP and higher protocol layers and applica-
tions to transfer and receive control and application data to and from
any vendor’s Bluetooth module in a standardized way, the SIG has
developed a protocol that allows the host to communicate to the mod-
ule in an interoperable manner. This protocol is the host controller
interface (HCI), supplemented with a series of HCI transport protocols,
which are mechanisms used to transfer HCI data across various physi-
cal connectors, like USB ports, RS-232 ports, and so on. This chapter
also discusses HCI and its transport protocols.

Figure 7.1 is a refinement of Figure 6.1 and depicts the placement
of the transport protocols in a reference implementation of a Bluetooth
device. Note that the link manager and host I/O block in Figure 6.1 has
been separated into two logical components, which may nevertheless
run on the same firmware platform. The host controller interacts with
both the host and the Bluetooth module hardware and firmware com-
ponents to transfer data between them. On the host side, the HCI layer
executes the HCI communications protocol to carry data to and from
the module (through the host controller) and the host itself.

Bluetooth device '

host link link

g | g | b g s radio
ana. ayer [ layer | controller manager controller
applications | ! EO) 3 SIS

st

Bluetooth module /%

ST

seavossscee

physical interface

1. This layer is more appropriately called “L2CA layer” or “L2CAL,” but since L2CAP is phonet-
ically more pleasing than either L2CA or L2CAL, the technically inappropriate usage of the
term “L2CAP layer” or even just “L2CAP” has tacitly prevailed. Here, the use of the term
“L2CAP” as a noun is reserved primarily for the protocol used to communicate between

L2CAP layers in different devices.
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The L2CAP Layer

The primary role of the LZCAP layer is to hide the peculiarities of the
lower-layer transport protocols from the upper layers. By doing so, a
large number of already developed higher-layer transport protocols and
applications can be made to run over Bluetooth links with little, if any,
modification.

The L2CAP layer concerns itself only with asynchronous informa-
tion (ACL packet) transmission. Its packets, referred to as
L2CAP_PDUs, are carried on ACL BB. PDUs whose L_CH field in the
payload header has the value ‘bl0°, denoting the start of an
L2CAP_PDU, or ‘b01’, denoting the continuation of an L2CAP_PDU
(see Table 6.5 in the previous chapter). Even though L2CAP_PDUs are
closely associated with ACL BB_PDUs, the lower transport protocol
concepts of master, slave, polling, frequency hopping sequences, native
clocks, and so on are meaningless at the LZCAP layer. The lower trans-
port layers provide the equivalent of a packet interface to L2CAP over
which L2CAP sends and receives its data and control messages, but
L2CAP and higher layers are otherwise insulated from the lower trans-
port protocols.

The L2CAP layer supports higher-layer protocol multiplexing,
compensating for the lack of such support at the lower transport layers.
Furthermore, it facilitates the segmentation and reassembly of larger-
size, higher-layer packets to and from the smaller baseband packets.
Since no knowledge of BB_PDUs exists at the L2CAP layer, not to
mention knowledge of their transmission size, the L2CAP layer itself
does not perform segmentation and reassembly of lower-layer PDUs.
However, it facilitates these operations by providing L2CAP_PDU
length information in its PDUs, allowing a reassembly engine to verify
that it has reconstructed the PDU correctly. Moreover, the L2CAP
layer exports maximum-packet-size information to higher layers that
informs them of the largest packet size that L2CAP layers in other
devices can handle. It is the responsibility of the higher layer to frag-
ment its information into packets that do not violate the L2ZCAP maxi-
mum packet size.

In addition, the L2CAP layer supports the exchange of quality-_Of'
service (QoS) information, which aids in controlling the transmission
resources in a way that supports the expected QoS. Finally, the? L2CAP
layer also provides a group abstraction to higher layers. This allqws
mapping groups of higher-layer protocol addresses into piconets with-
out exposing the concept of a piconet to the higher layers.
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The L2CAP layer assumes that the underlying transmission facili-
ties (that is, the lower transport protocols) provide a full-duplex commu-
nication channel that delivers LACAP_PDUs in an orderly manner.
L2CAP itself does not provide any mechanisms for securing the reliable
transmission of its PDUs. Instead, it relies upon the retransmission pro-

cess at the baseband layer to support a sufficiently reliable communica-
tion channel for higher layers.

L2CAP Channels

Communication between L2CAP layers is based on logical links, called
channels, through which L2CAP traffic flows between endpoints within
each device. Each endpoint of a channel is assigned a unique channel
identifier (CID). A CID is a 16-bit identifier that s locally administered.

An L2CAP layer assigns a different CID to every channel endpoint
used therein.?

2. Strictly speaking, “local” CIDs assigned by an L2CAP layer need to be unique only within the
set of channels that this L2CAP layer establishes with a single “remote” L2CAP layer.
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L2CAP_layer A
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Figure 7.2
L2CAP channels; although not shown, every endpoint is associated with a payload
recipient entity.

Figure 7.2 shows the L2CAP layers in three devices exchanging
information using L2CAP channels. Each channel terminates at an end-
point within the L2CAP layer. Each L2ZCAP endpoint is uniquely asso-
ciated with a payload recipient entity to which the payload of the
L2CAP_PDU is directed for additional processing. The payload recipi-
ent entity may reside within the L2CAP layer itself and be used for sig-
naling purposes between communicating L2ZCAP layers. The payload
recipient entity may also reside above the L2ZCAP layer, in which case it
represents the higher layer whose PDUs are transported across Blue-
tooth links by the L2ZCAP layer.
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The figure identifies the various types of L2CAP channels cur-
rently defined. There are persistent connection-oriented (CO) channels
that are used for bidirectional communications; these require a connec-
tion signaling exchange prior to being established. There are ephemeral
connectionless (CL) channels that are unidirectional and can be used for
broadcast transmissions to groups of devices. Since these channels are
unidirectional, a device that needs to respond to a connectionless
L2CAP transmission must use another channel to do so. Finally, there
are signaling channels that are used primarily to exchange control infor
mation that is used to establish and configure CO channels. Signaling
channels borrow features from both CO and CL channels. Just like CL
channels, they do not require an explicit connection establishment prior
to commencing communications over them, but they are persistent and
bidirectional in that information flows in both directions over the same
signaling channel.

A number of CIDs are reserved for well-defined, globally known
channels, while the remaining CIDs are administered as needed. Table
7.1 summarizes the various CID types. Between two devices there can
be many CO and many CL channels, but only one signaling channel,
since there exists only one CID that can be assigned to both endpoints
of the signaling channel. Owing to this restriction, each signaling chan-
nel can be viewed as a CO channel whose connection phase has been
eliminated because the CID information defining that channel is

already known to the devices; thus the channel is preconfigured with
fixed parameters.

Table 7.1
The CID assignment types.

CID Comments ‘T

‘0x0000’

null identifier, not to be assigned

‘0x0001°

CID for both endpoints of an L2CAP signaling channel

‘0x0002°

CID for the destination endpoint of a CL L2CAP channel

‘0x0003’-0x003F’ range of reserved CIDs

‘0x0040’-‘OxFFFF’ range of CIDs allocated on demand by a device to its local

endpoints for either CL or CO L2CAP channels
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At the outset the MAC-2 protocol (L2CAP’s predecessor) was to
provide only connectionless services to the upper layers. Over time it
was recognized that for this layer to be extensible and to remain rele-
vant and amenable to future enhancements (such as support for quality
of service), it needed to provide configurable traffic services. The latter
need led to the development and inclusion of configurable connection-
oriented services in the L2CAP layer. Today this connection-oriented
service is the primary one provided by the L2CAP layer. In version 1.0,
only the TCS-based telephony profiles (described in Chapter 13)
require the use of CL L2CAP channels.

L2CAP_PDU Types

There are two types of L2CAP PDUs: the first is used with CO chan-
nels and the second with CL channels. Signaling L2CAP_PDUs are
formed according to the former type.

The Connectionless (CL) L2CAP_PDU Type

Table 7.2 summarizes the fields of a CL L2CAP_PDU in the order of
transmission. Note that each header field uses a little-endian byte order
with the least significant byte transmitted first; all fields in .the
L2CAP_PDU headers follow this little-endian transmission convention.

Table 7.2
The format of a connectionless L2ZCAP_PDU.

|

field size comments

L2CAP_PDU_CL_Header

Length 2 bytes total length in bytes of this LoCAP_PDU excluding
the Length and CID fields (2 2)

point of the

Destination_CID 2 bytes indicates the CID of the destination end e

L2CAP channel used for this transmissio
value ‘0x0002’

PSM > 2 bytes protocol and service multiplexer

L2CAP_PDU_CL_Payload

imum
Payload (Length - CL L2CAP_PDU payload data; the mailéno‘; he PSM
PSM_field_size | possible size is 65,535 bytes minus the st
) bytes field, which typically is 2 bytes
_4
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The PSM field provides the means for identifying the higher—laygr
recipient of the payload of this connectionless 12CAP PDU. It i§ dis-
cussed in more detail below along with the signaling L‘ZCAP_PDU§ fpr
CO channels. The minimum supported value for maximum transmission
unit (MTU) for payloads in CL L2CAP_PDUs is MTUc|, = 620 bytes,
unless explicitly stated otherwise, say, in a profile specification.’

The Connection-Oriented (CO) L2CAP_PDU Type

Table 7.3 summarizes the fields of a CO L2CAP_PDU in the ord§r of
transmission. As mentioned earlier, each header field uses a little-
endian byte order with the least significant byte transmitted first.

Table 7.3
The format of a connection-oriented L2CAP_PDU.

field

size comments i—’_‘\

L2CAP PDU CO _Header '

Length

2 bytes | total length of this L2CAP_PDU excluding the l
L2CAP_header (2 0) '

Destination_CID | 2 bytes | indicates the CID of the destination endpoint of the

e

L2CAP channel used for this transmission

L2CAP_PDU_CO_Payload

Payload

Length CO L2CAP_PDU payload data; the maximum posSible
bytes size is 65,535 bytes

Comparing the headers of the CL and CO L2CAP_PDUs, gne
may notice a subtle difference in the definition of the corresponding
Length fields. The PSM field in a CL L2CAP_PDU is treated as if it
were part of the payload, hence its size is accounted for when calculat-
ing the Length field. This difference is intended to maximize code reuse
when processing LZCAP_PDUs of either type.

The MTU for payloads in CO L2CAP_PDUs, MTUg, as well as
other parameters of a CO channel, are negotiated during the connec

3. The various LZCAP MTUs discussed in this chapter apply only to the payload section of the
corresponding L2CAP_PDUs. Thus, the MTU information is used by the payload reci}?lenl
entities at the endpoints of an L2CAP channel, see Figure 7.2, to adjust the maximum size of
PDUs that they can send or receive over this LZCAP channel.
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tion establishment phase using the L2CAP signaling discussed in the
following section.

L2CAP Channel Management: The L2CAP Signaling

Connection-oriented, point-to-point L2CAP channels use signaling to
become established, to be configured, and to be terminated. During the
connection establishment phase, the payload recipient entity in an upper
layer of L2CAP_PDUs is identified and the endpoint CIDs for the newly
formed channel are exchanged between the two communicating L2ZCAP
layers. During the connection establishment phase, the properties for
each direction of transmission on the channel are negotiated and agreed
upon. These properties include the payload MTUs, the reliability level
of transmissions between the involved devices, and QoS.

L2CAP signaling consists of request and response PDU transac-
tions carried over the signaling channel whose endpoints both have the
reserved CID value ‘0x0001°. A device, referred to as the local device,
sends an L2CAP signaling request PDU (for example, to create or con-
figure a channel) to a remote device, and the remote device responds to
the local device’s request with a corresponding L2CAP signaling
response PDU. Each transaction is identified by a transactionID that
matches a request from a local device with the subsequent response
from the remote device. Contrary to other L2CAP_PDU transmissions,
L2CAP signaling transactions are reliable in that a local device may
retransmit a request if a response is not received within a timeout
period. The decision about whether or not to retransmit a request, as
well as the value of the timeout period, are implementation dependent.
The timeout period is at least 1 second and can be up to 60 seconds. A
local device may wait up to an additional 300 seconds to receive the
final response if the remote device has responded indicating that it has
received an initial request but needs additional time to complete its pro-
cessing. For example, a request for connection may require a device
authentication to occur first, which in turn, may require the device to
enter a PIN as discussed in Chapter 6.
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Figure 7.3
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Either device may initiate disconnection from the channel

The management and data-exchange phases of a CO channel and the local/remote device roles.

Figure 7.3 shows a typical sequence of L2CAP signaling transac-
tions between a local and a remote device. This sequence starts with the
L2CAP layer of the local device transmitting a request for the creation
of a channel between the devices. The remote device responds by
either accepting or rejecting the request. Upon acceptance of the
request and establishment of the channel, the local device initiates con-
figuration of the channel for one direction of communication. The con-
figuration parameters are dictated by the implementation limitations (?f
the L2CAP layer, including the L2CAP MTU that can be used on this
channel and the QoS requirements of the applications that will be using
this channel. The remote device responds positively or negatively to the
local device’s configuration parameters. A negative response causes a
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configuration negotiation phase between the devices until they both
agree upon the configuration parameters. Following the termination of
configuration in one direction, the devices exchange their local and
remote roles and the configuration process continues likewise in the
opposite direction. Upon termination of the configuration phase, the
channel is ready to receive and transport PDUs from higher layers over
the newly established channel. Subsequent channel reconfiguration
could happen at any time that the channel is active and could be initi-
ated by either device. The L2CAP channel terminates when either
device initiates the termination phase.

The header of the L2CAP signaling PDUs resembles that of a CO
L2CAP_PDU, with the destination endpoint CID field having the
reserved CID value ‘0x0001’. The payload of the signaling PDUs con-
sists of a collection of signaling commands. All LZCAP implementations
must be able to accept signaling PDUs with an MTUg;g of 48 bytes.
Table 7.4 summarizes the fields of a signaling command.

Table 7.4
The format of an L2CAP signaling command.

field size comments

L2CAP _Signaling Command_Header

Code 1 byte identifies the command type

Identifier 1 byte identifies the signaling transaction, transactionlD, for
matching responses to corresponding requests;
retransmitted commands use the same identifier

Length 2 bytes total length of the payload portion of this command (2 0)

L2CAP _Signaling Command_Payload

Payload Length bytes | signaling command payload data (collection of signaling
commands)

Signaling commands with an unsupported code result in an
L2CAP_Command_Reject command (Code = ‘0x01’) being transmitted in

the reverse direction.
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The L2CAP_Connection_Request Signaling
Command

When a local device wants to establish a CO L2CAP channel with a
remote device, it forms and sends an L2CAP_Connection_Request signal-
ing command (Code = ‘0x02’) to the remote device. The significant
fields of the command are summarized in Table 7.5; note that the table
does not show all the fields of the command and must be interpreted
with respect to the signaling-command format in Table 7.4.

Table 7.5
The L2CAP_Connection_Request signaling command.

field

size comments ,J

L2CAP_Connection_Request Command_Payload

PSM >2bytes | identifies the destination payload processing entity for the
L2CAP_PDU:s transmitted to the remote device over the
requested channel

Source_CID

2 bytes the CID for the requested channel endpoint in the local
device

If and when the channel is established, the remote device will use
the value in the Source CID field as the Destination_ CID (see Table 7.3)
to send L2CAP_PDUs to the local device over this CO channel. .

The PSM (protocol and service multiplexer) field is a variable-sm'e
field with a minimum (and typical) size of 2 bytes. It is used for multi-
plexing several protocols over the L2CAP layer. In particular, the local
device uses the PSM field to inform the remote device about where to
direct the payload of the L2ZCAP_PDU transmissions over this channel.

Although the PSM field is used for multiplexing middleware proto-
cols that use L2CAP’s transport services, like SDP, RFCOMM, TCS,
fmd SO on, it goes a step further. PSM could also identify one of many
implementations of a protocol layer, or even an entire protocol stack,
that reside above L2CAP. For example, a manufacturer could imple-
ment two independent RFCOMM layers within a single device. In this
gas multiplexmg simply on the name of the RFCOMM protocol
would not be very helpful. The PSM field aids in distinguishing the two

ORfP;EOMM implementations by assigning a different PSM value to each
em.
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The range of values for the PSM field is divided into two regions.
The first region covers the PSM values up to ‘0x1000’ and consists of
reserved values that represent established, well-known protocols that
directly use L2CAP, such as SDP (PSM = ‘0x0001’) or RFCOMM (PSM
= ‘0x0003").* The region of PSM values above ‘0x1000’ is used to iden-
tify multiple implementations of a given protocol above L2CAP (as
described above), protocols not yet standardized, experimental proto-
cols under development, and so on. The PSM value for a given connec-
tion can be retrieved from service discovery records using SDP as
described in the next chapter.

Originally, the PSM field was just a Protocol field, used to identify a
specific protocol that could be multiplexed over the L2CAP layer. The
L2CAP working group in the SIG realized that enhanced system secu-
rity requires the ability to identify not just the protocol used but also the
application associated with the connection request. In this respect, the
L2CAP layer was recognized as the natural choice in which to add any
security safeguards. But an L2CAP connection request using just the
Protocol field could not identify the application that would ultimately use
the connection. Thus, the PSM field was introduced to identify a proto-
col stack from the L2CAP layer all the way up to the service provided
by the application that would use the newly formed channel. Eventu-
ally, the group consensus about security at the L2CAP layer took a
more general path and is highlighted in [Muller99]. However, the PSM
field did not revert back to the Protocol field. It was recognized that the
added multiplexing flexibility that the PSM field introducgd was 109
powerful to ignore. Thus, the use of the PSM field has PerS‘Sted i the
specification, although its name is now somewhat outdatec'i, and it cim
be used to multiplex not only protocols, but multiple stack implementa
tions as well. This feature is truly unique to the L2CAP layer.

The L2CAP_Connection_Response Signaling
Command

the
Following the receipt of an L2CAP_Connection_Request comrrrl:én?éode
remote device returns an LZCAP_Connection_Response.z commis il Bt
= ‘0x03’) to inform the local device whether or not it accep™ .
nection request. The remote device could also retur 4 _“)n =
ing response to inform the local device that the cormeCt‘_Omote 19
been received but no decision has been made yet; the r€

est has

eans for extending the

4. The values of the PSM field are always odd, thus providing 2 simple ™
PSM field beyond its typical size of 2 bytes.

4
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layer could, for example, await the result of an authentication proce:
dure before deciding to accept or reject the connection. If a connection
is refused, the remote device provides the reason(s) for doing so, which
could include security issues, resources not available, or PSM value not
supported. Finally, the remote device also returns the Destination_CID
that identifies the CID of the channel endpoint located in the remote
device. This CID is meaningful only if the connection is accepted, and
it is used as the Destination_CID field of the CO L2CAP_PDUs that the

local device subsequently sends to the remote device over this CO
channel.

The L2CAP_Configuration_Request Signaling
Command

Following channel establishment, the channel needs to be configured.
The channel configuration transaction is mandatory; however, empty
configuration commands may be sent when nothing needs to be config-
ured. Configuration transactions for a channel may occur again at a
later time after normal communications have commenced for the chan-

nel. The key fields of the L2CAP_Configuration_Request command (Code

= ‘0x04’) are summarized in Table 7.6.

Table 7.6
The L2CAP_Configuration_Request signaling command.

field

size comments

L2CAP_Configuration_Request Command_Payload

Destination_CID 2 bytes | for the channel to be configured, identifies the CID of the

channel endpoint in the device that receives this command
(the remote device)

Flags 2 bytes | in version 1.0, only the LSB is used to signify that
additional configuration options are to follow in a .
subsequent configuration command from the local device

Config_Options variable | configuration options for the channel to be configured

The LSB of the Flagsfield, referred to as the Cbit, is used as a con-
tinuation flag for additional configuration options to follow in subse-
quent configuration commands. Segmentation of the configuration
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options in multiple configuration commands may be necessitated by the
small MTUgg value.

Before examining the configuration options, we discuss the corre-
sponding response command from the remote device, which also con-
tains a similar set of configuration options.

In the L2CAP_Configuration_Response command (Code = ‘0x05’)
that corresponds to an L2CAP_Configuration_Request command sent
from a local device,”’ the responding (remote) device states whether or
not it agrees with the values of the various configurable parameters in
the L2CAP_Configuration_Request command. If a configuration option in
an L2CAP_Configuration_Request command is not supported by the
remote device, it rejects the request and includes in its response a copy
of the unsupported option(s).

When an L2CAP_Configuration_Request command is rejected due to
disagreement with the values of any of the configurable parameters, the
remote device may either terminate the configuration process or pro-
vide the values of the parameters that could have been acceptable to it.
In this case, the local device may submit a new
L2CAP_Configuration_Request command with the configuration parame-
ter values readjusted; the number of successive resubmissions of
L2CAP_Configuration_Request commands is implementation depen-
dent. If no agreement is reached between the local and remote devices,
the current configuration parameters remain in effect, or the channel is
terminated. The duration of configuration negotiations is implementa-
tion dependent, but the maximum time is 120 seconds.

Note that any response from the remote device regarding a config-
uration option is exclusively for the direction of traffic flow implied by
the L2CAP_Configuration_Request command. For example, if the config-
urable parameter in an L2CAP_Configuration_Request command refers to
traffic leaving the local device, an outgoing traffic parameter, any refer-
ence to this parameter by the remote device will refer to the same traffic
parameter arriving at the remote device, an incoming traffic parameter.
Following termination of configuration transactions in one direction,
the role of the local and remote devices is reversed once and configura-
tion of the channel parameters in the opposite direction may com-
mence. This gives the other device (the former remote device) the
opportunity to configure its traffic parameters as well.

5. Recall that we have defined a local device to be the device that originates an L2CAP signaling
transaction, which starts with the transmission of a request command. The responding device is

the remote device.
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The Configuration Options

Table 7.7 lists the communications parameters that can be adjusted
through configuration. The interpretation of these parameters is relative
to the local device—that is, the device that originates the

L2CAP_Configuration_Request command and contains the configuration
option related to these parameters.

Table 7.7
The configuration options.

parameter

comments

A
|

identifies the maximum L2CAP_PDU payload, in bytes, that the
local device can accept over this channel; minimum MTUco = 48 :
bytes, default MTU g = 672 bytes' e

Flush_Timeout

identifies the amount of time, in multiples of 1.25 milliseconds, \
during which the link manager of the local device will continue
attempting to transmit the baseband segments from an
L2CAP_PDU, prior to discarding it; by default the Flush_Timeout
value indicates a reliable channel where PDUs are retransmitted for
as long as required, or until the link is declared lost

identifies the traffic-flow specification for the local device’s traffic
(outgoing direction) over this channel

While the minimum MTU ¢, was chosen to accommodate buffering capabilities of “si mple”devices,
such as beadsets, the default value was chosen so that it can conveniently fit within two DH5 BB_PDUEs.

The QoS option includes a Service_Tjpe parameter that determines
whether or not traffic will be sent in the outgoing direction by the local
device. If yes, then the Service_Tjpe further determines if the outgoing
traffic will be treated by the local device as best effort or guaranteed. Best-
effort traffic is the default and mandatory service type supported by any
L2CAP-layer implementation. With the guaranteed service type, the
local device provides the QoS parameters associated with its outgoing
traffic flow. These QoS parameters consist of a subset of the ones speci-
fied in [IETF92] and include: Token Rate, Token_Bucket_Size,
Peak_Bandwidth, Latency, and Delay_Variation. All of these parameters
have default values of “not specified.” These values are ultimately com-
municated to the link manager of the local device, which then negoti-
ates with the link manager of the remote device to determine an
appropriate polling interval that supports the desired QoS.
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The QoS parameters must be passed to the LZCAP layer from the
upper layers. Following any configuration megotiation for these values,
the L2CAP layer uses the resulting pararneter values to control the
admission of new connection requests initiated by upper layers of the
stack. Based on their QoS requirements, the L2CAP layer may decide
to reject any new connection requests if it concludes that establishing a
new L2CAP channel with a remote device could compromise the QoS
of any existing channel.

With the exception of M7TU(, the definition and use of the QoS
parameters was a source of much debate within the SIG’s L2CAP task
force. The QoS discussions continued to the very day that the specifica-
tion was finalized for publication in the summer of 1999. Debate cen-
tered around the meaning of the QoS parameters, their applicability,
implementation effort required, the way they should be negotiated, and
so on. No version 1.0 profile supports anything but best effort traffic;
hence, the QoS parameters easily could have been omitted from the
version 1.0 specification. While proposals to do just that were circu-
lated, it was finally decided that including QoS parameters in the speci-
fication was preferable. Having a standardized set of QoS parameters
enables experimentation with them; this could help software developers
gain QoS experience such that whenever the need arises in any future
profiles for the use of QoS guarantees, a solid founda:mtion of knowledge
and implementation experience will exist to efficiently addressstlh(t}e
problem. Inclusion of the QoS parameters is an example of .the it
addressing future flexibility of the specification rather than an 1mme
ate requirement of a version 1.0 usage mod el.

Other Configuration Commands

The most commonly used signaling txan i
:n Request signaling

L2CAP_Connection_Request and LZCAP_CQﬂﬁg”mZ"r:;—e cgm hands, and
commands, together with their corresponding 1es{> » nsaction USIng the
a channel termination request and Iesp s rcommamds. L2CAP
L2CAP_Disconnection_Request/_Response mgnahnges o testing and
signaling also provides two additional exchang 3
information gathering. oshonse comman

The Lg CAP_Echo_Request and L2CAP ’icrlrlfo’tf dpevice, in a ma(ril;
transaction is used to test the connection t© arr 5. The echo Comrr.li?or_
ner similar to the ping command in Ip I}etw%uld pe used to Pass?
contain an optional payload portion, which ¢

sactions pertain to the

‘
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mation between the devices in a nonstandard, proprietary (vendor-spe-
cific) manner.

The L2CAP_Information_Request and L2CAP_Information_Re-sponse
command transaction is used to request implementation-specific infor-
mation. Currently, the only piece of information that can be requested
in a standard manner is the value of the connectionless MTU, MTUcL.
that the remote device supports. Nonstandard, vendor-specific informa-
tion could also be requested with this transaction.

The Host Controller Interface (HCI)

The Bluetooth transport protocols can be implemented in an integrated
fashion, entirely on the same host (motherboard or processor) that runs
the applications that use the transport protocols. On the other hand,
they may be implemented independently of the host on a separate
Bluetooth module that is then attached to the host as an add-on acces-
sory attachment or a plug-in card, through some physical interface on
the host (such as a USB port or an RS-232 serial port). When imple-
mented separately, the module also contains a host controller unit whose
responsibility is to interpret the information received from the host and
direct it to the appropriate components of the module, like the link
manger or the link controller. Iikewise, the host controller collects data
and hardware/firmware status from the module and passes it to the host
as needed. In the reference implementation of a Bluetooth module con-
sidered by the SIG, the module contains the radio, the link controller,
the link manager and host interfaces for attaching the module to a host,
as depicted in Figure 7.1. This reference implementation does not pre-
clude the possibility of other implementations built with different com-
ponents of the stack.

. To permit the interoperagp]e use of nonintegrated modules from
different 'manufacturers, the Sy has defined a standard interface to
communicate with the mody)a>g host controller in a manner that is
independent of the physical interface and transport mechanism used
between the host and the hogy controller. The SIG has also defined a
transaction-style communicatj, ~otocol to carry information between
the host and the host corltr()n;1 This standardized interface between
the host controller and the hog T ether with the corresponding com-

munication protocol between th’ is collectively referred to as the host
controller interface (HCJ). €10,
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The HCI portion of the specification is by far the largest one—nearly
300 pages including the HCI transport sections. The SIG’s HCI e-mail
list is also the most populated and busy one. This should come as no sur-
prise; in a sense, the capabilities of the HCI define what can be accom-
plished with the Bluetooth technology. Since HCI defines the set of
functions of a Bluetooth module that are accessible to the host and its
applications, HCI is the gatekeeper of the services that this module can
provide to its users. Any feature of the module that is not exposed (or that
is not exposed properly) by the HCI limits the functionality of the mod-
ule and ultimately the potential of Bluetooth wireless communications.

Bluetooth device- |
- ¢ middleware and applications

NSl

audio L2CAP layer | control |

physical
,,,,,,,,,,,,,,,,,,, intarface

host
controller [ink manager

link controller (baseband) ,

a: audio %;
d> da[a RERSETIREEL S P S 1 TN 4L R T e e cA T RS
c. control

Figure 7.4
System architecture for a device with a host interface.

Figure 7.4 shows a protocol stack with an HCI. The HCI part con-
tains a set of interfaces to the higher layers, which the specification
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defines through a long list of HCI _PDUs."” There is also a host dri\"_er,
or HCI driver, which executes the communication protocol for
exchanging the HCI_PDUs with the host controller. Finally, there is the
transport protocol that carries the HCI_PDUs across the physical inter-
face, or HCI transport. For the HCI transport, the SIG has not devel-
oped any new protocols; instead it has reused three existing ones: the
Universal Serial Bus (USB) protocol, the RS-232 serial port protocol,
and the universal asynchronous receiver and transmitter (UART) proto-
col, which is a proper subset of the RS-232 protocol and can be used if
the module attaches directly to the UART of a serial port without the
need for serial cables. The HCI transport has its own complementary
driver components in both the host and module.

Implementation of the HCI is not mandatory and in fully inte
grated systems may not even be necessary. However, manufacturers of
products, both OEMs and component integrators, must provide an
HCl-like interface to test their product for compliance with the lower

transport protocol test specification as described in the Test Control
Interface part of the specification.

The HCl_PDU Packet Classes

Three classes of HCI_PDUs are used to exchange information between
the HCI layer7 in the host and the host controller in the module, as
shown in Figure 7.5. There are command-class HCI_PDUs that carry
control and management information; these are sent from the HCI
layer to the host controller. There are event-class HCI_PDUs that carry
control and management information from the host controller to the
HCI layer. Finally, there are data-class HCI_PDUs that carry fragments
of LZCAP_PDUs and SCO data. The HCI specification splits the latter
class into two categories, one for asynchronous L2CAP data and one for
synchronous data, but in reality all data-class HCI PDUs have the
same number of fields and identical field delineation. As such, the two
categories of data-class HCI_PDUs are better interpreted as two diffe'r-
ent modes of the same HCI_PDU class. Information in HCI_PDUs is
encoded in little-endian format. The figure also includes the physicz_ll
interface between the host and the module. Based on the type of thl‘S
interface, a separate HCI transport protocol is used. The figure indi-

6. Once again, this is not the terminology used in the specification, but it is used here for consis-
tency with the rest of the book.

7. We collectively refer to the HCI and the HCI protocol driver as the HCI layer.
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cates the three HCI transports defined in the specification: RS-232,
UART and USB.

physical
interface

) ¥ — ACL_I(1] ]
| ° i S 44

f“ comr?ands > ACL_I[2] |

woer & wer B HC & lower &8 SRR JEETR
|aye’s |aye[ <7Da[a (ACL/SCO) > |ayef5 :f" --------------------------- ; ACL—|[7] S
; g‘ : T e e "~ SCO_I[1] |

it e s m g e men R A 1

: | : i
<‘ events J SCO_I[3]

Bluetooth module

HC|
transport
(RS-232,

| UART, USB)

Figure 7.5
The HCl_PDU classes; HC stands for host controller.

For completeness, Figure 7.5 shows the possible active links that a
device might have. Two devices may have at most one ACL link
between them. A master may have up to seven active ACL links with its
slaves (one per active slave). Also, there may be up to three SCO llgks
between the master and all its slaves in a piconet. Note that an ACL link
between two devices must exist prior to establishing any SCO links
between those devices.

Table 78 shows the structure of a command HCI_PDU. It
includes an OpCode field used to identify the command type. The pay-
load section of the command consists of a number of parameters that
vary by command type.
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Table 7.8
The command HCl_PDU.

field size comments

HCI_Command_Header

OpCode 2 bytes OpCode group subfield (OGF) (6 bits) identifies the

group that the OpCode belongs to:

* ‘b111110’ identifies a reserved OGF used for Bluetooth
logo testing

*‘b111111" identifies a reserved OGF for vendor-specific
commands used during module manufacture, such as
module debugging operations

* Other values indicate other groups such as link control,
link policy, baseband and others as described below
and detailed in the specification

OpCode command subfield (OCF) (10 bits) identifies a
specific HCI command within the particular OGF

Payload_Length 1 byte length of the payload of the command HCI_PDU in
bytes
HCI_Command_Payload
Payload Payload the payload of a command HCI_PDU is structured as a
_Length sequence of variable-size fields for the various
bytes parameters related to this command

Table 7.9 shows the structure of an event HCI_PDU. Similarly to a command HCI_PDU, it con-

sists of an Event_Code field used to identify the event and a payload section with a number of param-
eters which are relative to this event HCI _PDU.
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