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Important notice

ZEMAX® is a registered trademark of Focus Software. Inc. Copyright © Focus Software, Incorporated
1990-2001. All rights reserved.

All other product names or trademarks are property of their respective owners.

Information in this manual is subject to change without notice and does not represent a commitment on
the part of the vendor. The software described in this manual is furnished under a license agreement
and may be used or copied only in accordance with the terms of the agreement.

The material in this manual is copyrighted and may not be reproduced or electronically distributed
without written permission from the cepyright holder.

Focus Software, incorporated (FSl) provides this publication "as is" without warranty of any kind. either
express or implied, including but not limited to the implied warranties or conditions of merchantability or
fitness for a particular purpose. In no event shall FSl be liable for any loss of profits, loss of business,
loss of use or data, interruption of business, or for indirect, special, incidental, or consequentlal damages
of any kind. even if FBI has been advised of the possibility of such damages arising from any defect or
error in this publication or in the Software.

Published in April, 2001.
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differences. ‘ I I

Active configuration

 

 .—

The active configuration is the confi uratlo or tl . ‘ _is t ed . t " 7'5. ‘ i
Chapter"Mufti-Configurations". g n u ren yb_eingd_.psy_.._ in chfllflfl $195"
Angular magnification _ . . _—_ _-

The ratio of the paraxial image space chief ray angle to the paraxial object space. chief ray anIfii- Thfli‘fitJQlPfim
measured With respect to the paraxial entrance and exit pupil locatlcins. ' .

Apodlzatlon

Apodization refers to the Uniformity of illumination in the entrance pupil of the system. By default. the pupil is
always illuminated uniformly. However, there are times when the pupil should have a nan-uniform illumination.
For this purpose. ZEMAX supports pupil apodization. which is a variation of amplitude over the pupil.

Three types of pupil apodization are supported: uniform, Gaussian. and tangential. For each type (except
uniform). an apodization factor determines the rate of variation of amplitude in the pupil. See the discussion on
apodization types and factors in the chapter "System Menu“.

ZEMAX also supports user defined apodizations, which may be placed on any surface. Surface apodizations
behave differently than pupil apodizations. because surfaces need not be located at a pupil. For more information
on surface apodizations. see the "Surface Types" chapter under "The User Defined Surface" section.

Back focal length

ZEMAX defines the back focal length as the distance along the Z axis from the last surface made of glass to the
paraxial image plane. it no surfaces are made of glass. the back focal length is the distance from surface 1 to the
paraxial image plane.

Cardinal planes

The term cardinal planes (sometimes called cardinal points) refers to those special coniugate positions where the
object and image surfaces have a specific magnification. The cardinal planes include the principal planes, where
the magnification is +1 . the nodal planes. where the angular magnification is +1. the anti-nodal planes. where the
angular magnification is -1. and the focal planes, where the magnification is 0 for the image space focal plane
and infinite for the object space focal plane.

Except for the focal planes. the cardinal planes are conjugates with each other. that is. the image space principal
plane is conjugate with the object space principal plans. etc. if the lens has the same index in both object space
and image space, the nodal planes are identical to the principal planes.
ZEMAX lists the distance from the image surface to the various image space planes. and lists the distance from
the first surface to the various object space planes.

Chief ray ._.__________—_—

and there are no aberrations, the chief ray is defined to be the ray that travels from a
enter of the entrance pupil. and on to the image plane. Note that without vignetting
hrough the center of the entrance pupil will also pass through the center of the

if there is no vignetting.
specific field point, through the G
or aberrations. any rail passingt
stop and the exit pupil.

When vignetting factors
Oi the vignetted pupil. which means th

are used. the chief ray is then considered to be the ray that passes through the center
a chief ray may not necessarily pass through the center of the stop.

25 Chapter 3: CONVENTIONS AND DEFINITIONS
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then the chief ray may P355 through the center 01
If there are pupil aberrations (and there virtually always are). ter of the stop (if ray aiming is used). but 9909rally.‘
the paraxial erstranoe pupil (it ray aiming is not used) or the cannot both.

If there are vignetting factors which decenter the pupils ”)9” the Chi
Vignetted entrance pupil (if ray aiming is not used) or the vtgnetted sto .
The common convention used is that the chief ray passes through the center 0 find - . ..
principal ray passes through the center of the unvignetted stop. ZEMAX "9:9;f2?§:c$?5pgeneegiligw
calculations are referenced to the chief ray or the centroid. Note the Gfifntm'. rte the image plane and
because it is based upon the aggregate effect of all the rays that actually alumina ' ‘
the arbitrary selection of one ray which is "special".

Coordinate axes

i will pass throughthe center DI 2':
:3 sai'face (if ray aiming is used). iI-

f the vignetted pupil, WhII1-.;:'

 

. . . . . . .. . . . - ' s" ‘
The Optical aXlS is the Z anus, With the initial direction of propagfltlon from the ObJeCts?§$%;m%fi?hgggé-E§ it}
Mirrors can subsequently reverse the direction of propagation. The coordinate sy . _, , . .
sagittal X axis being oriented "into" the monitor on a standard layout diagram. The tangential Y axis is

The direction of propagation is initially left-to-right. down the 905m“3 Z. axis. After an Odd ":dmfiriigli"
beam physically propagates in a negative Z direction. Therefore. all thicknesses a or an 0 .
should be negative.

Diffraction limited
 

The term diffraction limited implies that the performance of an optical system is limited by the physical . I
diffraction rather than imperfections in either the design or fabrication. A common means of detain-ht.
system is diffraction limited is to compute or measure the optical path difference. If the peak to valley 0 _
than one quarter wave. then the system is said to be diffraction limited.

There are many other ways of determining if a system is diffraction limited. such as SItrehI ratio. HI I
standard deviation. maximum slope error, and others. It is possible for a system to be considered diffracti
by one method and not diffraction limited by another method.

On some ZEMAX plots. such as the MTF or Diffraction Encircied Energy. the diffraction limited respo
optionally shown. This data is usually computed by tracing rays from a reference point in the field of via
apodization. vignetting, F/it's. surface apertures. and transmission may be accounted for, but the optics
difference is set to zero regardless of the actual (aberrated) optical path. .

For systems which include a field point at 0.0 in both it and y field specifications (such as 0.0 x angle elicit]
angle), the reference field position is this axial field point. If no (0. 0) field point is defined. then the field coord
of field position 1 are used as the reference coordinates instead. "

Edge thickness _ .

'V

ZEMAX uses two different definitions for the term "edge thickness". Usually. the edge thickness is oori‘iptit'etttil're“t
a specific surface by: . :I

Ey=z —Zl.+Tl-H 1

M!

where Z,- is the sag of the surface at the +y semi-diameter of the surface, 2: + t is the sag of the next 5mm
l ' I

the +y semi-diameter of the next surface, and Tr is the axial thickness of the surface. Note that the -'

thicknesses are computed accounting for the sag at the respective semi-diameter of each surface which":
general are different. . ’3

Note also that edge thickness is normally computed for the +y radial aperture, which ma . . “its?
surface is not rotationally symmetric. or if surface apertures have been placed up0n Eitheiyotfitigasfiigtfl ifs :-
The exception to this rule is when computing edge thickness solves. Becauae the ed - . “sis
change the center thickness. the edge thickness solve can change where rays Strike the filgwfikngjpfaitglfi 1.32;}-
in turn means the semi-diameter of the next surface may change. It the semi-diameter of the nextgsurface is git-52
in the edge thickness computation. an "infinite loop" or circular definition may Occur. : . .
For this reason. edge thickness solves compute the edge thickness strictl at -_ - Ii.
surface. for both surfaces. The semi-diameter of the second surface is nevgr ”8th :gIrIiIiciIIgiaInlIinter of 3:33 ."i
shape of the surface is used. . g a cunt it,

    
i‘I

iiiili.-,

I
’Ia-

Chapter 3: CONVENTIONS AND DEFINITIONS 26
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Chapter 7 ANALYSIS MENU

Introduction
—-——-——-—-—-_—-—-—__________——_—___——__-———_

This chapter provides detailed descriptions of ' ' ‘ '. each of the analysrs features ZEMAX supports. Analysis in this
limit?”d means any graphlGal or text data computed from data defining the lens. This includes aberrations, MTF,
spot diagrams. and many other computations Pro . . .. gram features which modify the lens data or which manipulate
other data (sum as glass catalog data) are described in the chapter "Tools Menu”.

selecting; a get?“ Opt'on wrll Immediately perform the requested calculation. Once the graph or text window is
disp ray: . y a_y select the Settings menu option to modify the default settings for that window. Once you name
mags e :pprolpnate changes. click on "OK“ and the program will recalculate and redisplay the data presented
In {9 WI“, O‘f- YOU Prefer to change the settings before the graphic or text data is displayed. use the “Show
Options First checkbox on the Graphics tab of the File. Preferences dialog box.
For a description of the OK. (Dar'tceli Save' Load R 1 It fit 11 di I
windows. see the Chapter "User Interface". . ass .and Help buttons presenton most of the Se Ings a cg
Each analysis Window has an "Update" menu item. The update function forces ZEMAX to recompute and
redisplay the data presented in the window. This is useful if the lens data has changed and the graph now displays
obsolete data.‘Doubl_e clicking wuthin the window has the same effect as selecting Update. Clicking with the right
mouse button rs equivalent to clicking on "Settings". For more information. see the chapter "User Interface".
Layout

W

Purpose:

Layout diagram. This is a simple YZ cross section through the lens.

Settings:

The first surface to be drawn.

Last Surface The last surface to be drawn.

Wavelength Either any one or all wavelengths may be shown.

mEither any one or all field positions may be shown.
Number of Rays

 

  

  

  
 
 

 
 
 
 

 

 
 

  
The number of rays specifies the number of tangential rays to be drawn for each defined
field. The rays will be evenly distributed along the fan of the pupil. unless apodization
has been specified. This parameter may be set to zero.  
  
  

  If the Scale factor is set to zero. then "Fill Frame" will be selected, which will scale the

range of surfaces drawn to fill the graphic page. If a numeric value is entered, than the
plot will be drawn in "real" scale. times the scale factor. For example. a scale factor of
1.0 will plot the lens actual size on the printer (not the screen). A factor of 0.5 will plot
the lens at half scale.

Scale Factor

   
  

 

  
 

 
 

 
 

 

 Upper Pupil Limit The maximum pupil coordinate to draw rays to.

Lowsr Pupil Limit The minimum pupil coordinate to draw rays to.

Marginal and Chief Draws only the marginal and chief rays. overriding the other ray settings.
Only

Square Edges Draws flat faces and edges if selected, othenrvise uses the semi-diameter value to draw
lens edges.

67 Chapter 7: ANALYSIS MENU
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.‘bEscriPtion )(F formal tile l0 usehTh'is optrg is only Used
' name Dime D ressed- 9 '9 W' a stored. ii

In this text cell enter the bseduenfly p In the  
 

the button "Export As oxr File" is su

””3““ d‘recm "3" ””‘E‘L'Le—fngr—aflon of a DXF formatted file which whe 99”Dressed, this button will causetm the graphic windoW- The file name Is gwe" h lain- ‘5 is ad . odel of the lens system suira “‘8
Igigamg..doaggot:flrhse312')pr the generated is a ELI; Tile-”n See the discosslon Sacral?“

f
l

impeding into CAD programs that cat Or
details.

Select "Fields" to use color to distihrgwsh
distinguish betWean each wavelehg -

screen, which leaVes mOre' e on the bottom of the . . loom
SW atttttsatsltstt:its.drordatawumeu.s..a..._

—"— . . ‘ b an surface.
Dame Vignetted if checked. rays are not drawri if they M” be Vignetted y y
Fletch Flays it checked, small arrows are drawn on each ray to indicate the direction of propagafim

 

 
  

 
  

 

 
E part As [32F File

   

 

  
  
 n read D
  
  

 
 

 between each field position, or “waw
 
 

Color Hays By in

  

  
 

 
 

 
 
 
 

 
 
 

 
 

 
 

 

 
 

  

Discussion:

This feature is not available if you use coordinate breaks. spider obscurations. Sggcflgaggnlgegfiqu x‘aflglesy
holograms Or other attributes which spoil the rotational symmetry of the lens. y sad.
The "EXPO” AS DXF File" button will enerate a 2D DXF file and store it in the file name prowded In the "ox;
File" data field. The DXF file will consgst of arcs and lines. The arcs are used to show the shape of curved lens
faCBS- if only Spherical (or plane) lenses are used, then the arc is a perfect representat.'°n Of the lens. Howey“
the arcs are only approximations to non-spherical surfaces. If the surface sag i5 dESCV'bed by an flSphere. than
the arc is correct at only three points: the vertex, and the top and bottom POII'ItS- ZEMAX U595 the exact surface
Sag at these three points to fit the are. See also "Export lGES/STEP Solid" on page 151.

if rays miss a surface. then the rays will not be drawn to the surface where the error occurred. If the ray is lots}
'mema' refleCted. than the ray will be drawn up to but not past the surface where the error occurred. Rayfailures
can be evaluated in detail by using the Ray Trace calculation described later in this chapter.

my

Purpose:

Draws 3D layout plots of the lens system. The algorithm draws a wireframe style representation of the lens.
Settings:

First Surface The first surface to be drawn.

Last Surface The last surface to be drawn.

Wavelength Either any one or all wavelengths may be ShOWn

Number of Rays

Chapter 7: ANALYSIS MENU 68
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 is set to zero, then "Fill Frame" will be selected. which will scale the
figtgfiifiibseugaces within to fill the graphic page. If a numeric value is entered. than the
1.0 will Plot that In real" 5‘33"?- times the scale factor. For example. a scale factor 01'”3 a“ ‘ ' . ll lot
the lens at half scale ual size on the printer (not the screen). A factor of 0 5 w I p

H checked. this 0W0“ Will suppress drawing of the lens faces. and only the lens edges
will be drawn. This is usef ' ttared with the
faces drawn, ul because some complicated systems took CIU

 
 
 

 

  
  

  
  

  

  
  

 

  Hid Lens Faces

Hide Lens Edges

Hide X Bars

  
Em0!

I

5'
If checked. this 0 tion w' ' l the lens. This is
Useful for givi P I" BUppress drawung of the outer aperture 0no the 3D layout a 2D "cross section“ appearance.

 
  

D.
H checked, this option will suppress drawing of the X portions of the lens faces. This
option is useful when "Hide Lens Edges" is checked and "Hide Lens Faces" is notchecked.

The angle in degrees by which the lens appears to be rotated about the X axis

The angle in degrees by which the lens appears to be rotated about the Y axis.

The angle in degrees by which the lens appears to be rotated about the Z axis.

  
 

 
 

  

  
 

 
 

 
 
 

Flotation About X 

 
 

  
 Rotation About Y  

 
  

Rotation About 2

  
 

    

 
  

 

 

 

 
 

 

 

 
 

 
 
 

 

  
 
 

 
 

‘angles‘

- Color Hays By Select "Fields" to use color to distinguish between each field position, or "Waves" to
la "DXF dlSt”itlutsh between each wavelength. or “Contig” to distinguish between configurations.

3'3 lens suppress Frame Suppresses drawing of the frame on the bottom of the screen. which leaves more room
rewitxar for the layout plot Itself. No scale bar, address block, or other data will be displayed.| en

surface Delete Vignettcd if checked. rays are not drawn if they will be vignetted by any surface.

Configuration Select "All" to draw all configurations at once. or select the one configuration to draw. or
flsfl total select "Current" to show the active configuration.at was

Offset X. Y. Z The X. Y, and 2 direction offset between configurations in tons units. Only has an affect
on the drawing if "All" configurations are being drawn.

Fletch Fiays it checked. small arrows are drawn on each ray to indicate the direction of prepagation.

15, Split NSC Fiays If checked. rays from NSC sources will be statistically split at ray-surface intercepts.
Rays entering from the entry port are not affected by this setting.

Scatter NSC Ftays If checked, rays from NSC sources will be statistically scattered at ray-surface
intercepts. Flays entering from the entry port are not affected by this setting.

Square Edges Draws flat faces and edges if selected. othenrvisa uses the semi-diameter value to draw
lens edges.

Discussion:

Pressing the left. right. up. down. Page Up. or Page Down keys will rotate the displayed image for a different
perspective.

For rays from the sequential entry port only: If rays miss a surface, than the rays will not be drawn to the surface
where the error occurred. If the ray is total internal reflected. then_the ray Will be drawn up to but not past the
Surface where the error occurred. Flay failures can be evaluated tn detail by using the Hay Trace calculation

described later in this chapter.

When drawing all configurations, an offset may be added to each configuration in the x. y. and 2 directions
indgpendgnuy' The offsets may all be zero if desired. It the offsets are zero. then all the configuratiOns are
Bupafimpoged- otherwise. the configurations are all displaced frOm one another by the specified amount. Note
that all offsets are defined from the global coordinate reference surface pesttron. The global coordinate reference
surface is defined on the Miscellaneous tab of the System. General dialog box. If all offsets are zero. the multiple
Configurations are all overlapped at the global coordinate reference surface.

 

  
W

I!" 59 Chapter 7: ANALYSIS MENU
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. The file mUSt he called. - Ie . . AY

WW 5 traced are dellrfggliaillith tWo distinct methods for “elf-'81“e t is ‘_ . are on each line. "\In
if List Is chosen for the ra altern. the rays to tile forma . of M0 numb 2°“ lo E
and be placed in the malliszMAX direclOI’V- :llelofmal tiltsI coasts-ls are traced 3‘ each defined lu‘fil‘
rays supported, implicit and explicit. The impl] ales. Th3 spasms lit.
and one for the py normalized PUP” coordln
wavelength selected. ‘

Example: Four marginal rays are delined by:
0.0 -1 .0

0.0 1.0

-1.0 0.0

1.0 0.0 d by . Venn
_ , _ _ lCIT followe - ¢tion cosmes. and way-en” Whit.

The explicit format We CONSISES 0' the word EXPL m and n are the fife. If the object thickness is illlllrllllillii. ' I i -
where x. y. and z are the ray starting coordlnatesx ' rein obleDt 5P . . ' -
integer indicating the wavelength to use. All coordinates 7:! at is not at Infll'lltyv the“ "19 CDPTdmates are ”lathe
the Sl-‘tiatial coordinates are relative to surface 1. lithe oble ediur'n Prior to refraction Into'surlace 1.119 ll
surface 0. In both cases the ray itself is in the Omecl greaglcllled, anti only those rays “mad "1 the filaatetixlllu
format is used. then the field and wavelength settings . , the Z axis are defined 3
Example: Three rays at wavelengths 1. 2, and 3 along the Y axrs parallel to a follow
EXPLICIT

0.0 -5.0 0.0 0.0 0.0 1.0 1

0.0 +0.0 0.0 0.0 0.01.0 2

0.0 +5.0 0.0 0.0 001.0 3

mat/tees

Purpose:

Draws a hidden-line representation of the lens.

Settings:

The options are similar to those available for the 30 layout feature. The "Hide Lens Edges" 3001 "Hide XBaiii‘.
checkboxes are not available. and several new controls are added as (5950”de below.

_
DXF File In this text cell enter the name of the DXF format file to use. This option is only usadl

the button "Export As DXF File" is subsequently pressed. The file will be stored inllll
default directory for output.

"EB-33-

.._._.-._.s.as.:5a;azserfi.2wasmac‘s‘kifi.
 

   

  

ll pressed. this button will cause the generation of a DXF formatted file which will conltltl
the samendata. that Is displayed In the Qra hic window. The file name is given biliil
DXF F'le 99"“: Th? DXF “'9 generate is a 30 faceted model of the lens sysltll

suitable for importing mt" CAD Programs that can read DXF files.

    
 

 
 
 
   
 

  

  Export As DXF File

Radial Segments

Angular Segments The number of angular segme
reqmre more processing time.

 
  
      

 
  The number of radial segm

require more processing ti 

   

  
 

  

Discussion:

The solid model algorithm describes the lens as a o
. . llection f wild" "Hhidden from view are removed. which gives the lens 0 . 0 Polygon facets Th d l cats .a so _ . 9 lines an a

layout plots. but produces the best looking results. The nlllllnippaa’ance. This algorithm is slower than 'ta'v
be modified using the radial and angular segment upticns 9’ 0t facets Used to display the lens startle”

Chapter 7: ANALYSIS MENU 7o .
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' “Ex art As DXF File" [3 n '
'T’lr Tl: dot: field. The DXF flieuw‘iii‘cvtgln" generate a an DXF tile and store it in the file name provided in the "DXF
'3th F'snow the shape of curved lens facesss‘Hm Small faceted surfaces in a fully SD orientation. The facets are used
9 m lidace contour. The corners of each [abe‘OVIIIEVen the facets are nearly flat segments which only approximate the
ant} [she facet do not follow the contou r of the suit?” lie exactly on the real optical surface. but arbitrary points within. cs. 2 i is

to define "‘9 ferret Shane. See also "Export IG E$1SETI\l/giitxsi‘aift§ iohnepeggg‘155Li'iace $39 at the comers 0 Sam cat
' th l ft. ‘ _ .

Press'ng- e a right up. down, Page Up. or Page Down keys will rotate the displayed image for a different

i in purpose:

2e" Draws a wirelrame representation of the lens.
iii Settings:
Ed. The settings are identical to those available for the Solid Model feature. including SUPPO” ”1 DXF export.
. Discussron:

The wirelrame model is identical to the Solid model. except hidden lines are not removed. This representation
may Cal-'53 a screen to become cluttered with lines. The "Hide Lens Faces" option can be used to clean up the
diSPlBY- The advantage to this display method is speed; it is faster than the solid model.

If rays miss a surface. than the rays will not be drawn to the surface where the error occurred. If the ray is total
Internal reflected, then the ray will be drawn up to but not past the surface where the error occurred. Flay failures
can be evaluated In detail by ustrtg the Flay Trace calculation described later in this chapter.

We!

Purpose:

Draws a shaded solid model representation of the lens using OpenGL graphics.

Settings:

The options are almost identical to those available for the Solid Model feature. except there are additional controls
for setting the lighting level and background color.

mm

Purpose:

This feature creates a mechanical drawing of surface, singlet, or doublet elements suitable for use in optical shop
fabrication.

Settings.-

_
The first surface of the element to be drawn.

Select either "Surface", "Singlet" or "Doublet".

Note File Name The name of the ASCII file which contains the notes to be appended to the notes section
of the element drawing. Notes should always start at number 2. since number 1 is

Edit Note File

  

 
 

  

  
 

 
 

   
  

reserved for the units specification.
 

Clicking on this button will invoke theWindows NOTEPADEXE editor. which can then
be used to modify the selected note file.

  

 
Rad n Tel The radius (1 .2.or 3) tolerance box value.

mThe power/irregularity (1.2, or 3) tolerance hex value.
Clear Ap n The clear aperture of the lens on surface n. The default value is twice the semi-diameter  
  
 

value.

 
71 Chapter 7: ANALYSIS MENU
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“9”" Description

Thick ri TOI

Scale Factor

Title

 "Fill Frame" will be selected. which
. era. in , It a numeric value is

If the scale factor '3 Selqt‘lich the elect?” ‘llfivécslle factor. For example. as ‘
element to fill tlE'IIE will":n 5195'" scaIEI. h‘meegl': the printer (not the screen), A l e la -_
the plot will be "3 n1 at actua BIZ' me

of 1.0 mil plot thirfileat ha" scale.

   
 

  
  

    

 
will plot the elem  

Drawing Name

 
 

Approved

Flevision

Drawn By

Project

Note Font Size

Reset all but titles

Discussion: . _

The element drawing settings may be stored for the specific lens file by pressmg the Save button. Unlilts It I _II.
analysis features. the element drawing feature saves all the settings for each surface separately. For ails ‘ .s I, .‘e
the notes and tolerances for surface 1 may be saved. and then new notes and tolerances for surface 3 may .

'c

entered and then saved. To recall the settings for any specific surface. change the surface number tcths

 
 
 
 

 - , or Fine. These are in order of decreasing fem-
tt'cssret.'sttsattire. e 0' 'rg'r " was...
draewing. Smaller fonts permit larger note files to be 'Sp ay ' . :
if selected this button will reset all the default tolerances and apertures for the spec-9,. ,-
surfaces. but the current text titles will remain as they are.

 

    
    

 
 

 
  

surface, and then press the Load button. If a match is found with a previously saved surface. the settings .2". “' __
surface will be displayed. This feature makes it easy to regenerate complex drawrngs for multiple 9- ct; a.
systems. 1 .:.

An important feature of the element drawing capability is the ability to load different note files and place them . _ _

the drawing. The default note file "DEFAULTNOT" is a generic set of notes which will rarely be useful 1"
However, the user can modify the note files {they are ASCII files which any word processor or text m;_.: ;--'= ‘
modify) and store them Under different names. For example, you may want to have a .NOT file for each - cf- _,'5._ _
optic you design, and then lead the most appropriate note file when the element drawing is generated. ' ll 5

The note files shIIcIiIuld always start at not: number 2. Note number 1 is reserved by ZEMAX for the line "ll ..
dimensions In rat meters" or w atevert 3 current lens units are. The line break ch '5 in the nuts .;s-_ .
will be replicated exactly on the element drawing. 5 and spa ' g ~I- -
Whenever a new element drawing is generated, or the "Reset" button is settin S'Wlllz- I
regenerated. The default ”Imam“ are taken "Om the telerance data agilgfisgfieflijrfagififiilr]: of thegmlnl'. i.—
tolerance range is used as the default. For example, if the TI'HI thickness tolerance is _ 03 +115. the told : .III
value will be 0.05. Only 'lITHI, TFiAD. and TiFtFi tolerances are considered. If a suitable default cantitity. .
generated. the tolerance is set to zero. Note all tolerance ' . M
requirement. “Bldg 5'9 IBXT. and may be edited 10 5"
A hand conversion between radius tolerance and the . . My:
test asginst a test plate is given by p°waft°laranca m fringes for a Newton's rungs time - ' 7‘- . .

vi .II .
2 ._ ..

#frmges = 9.3.1 ,- .
A. R2 I “It? '.

l...

.3.
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- “atES‘WaVelen th ' ' d R' th ' r- formula is an a roxim - Q . p Is the radialaperture. an Is a radiuso curvature.

rTrgging. J_ Wiley 3. 35%. 'ncratlon f°r shallow curvatures. For more Information. see Malacara. Optical Shop
159mm
purpose:

' ture create a , _ .
lpéiffiaabrioation. S n ISO 10110 type draW'nQ of surface. singlet. or doublet elements suitable for use to optical
Settings

Description

The first surface of the element to be drawn. 
Discussion:

The ISO 10110 Element Drawin
Instruments -- Preparation of dr

and Robert E. Parks. eds.. publi
at www.csa.org.

W

Purpose:

Draws BD layout plots of the sources and objects in a single NSC group.
Settings:

Fletch Hays It checked. small arrows are drawn on each ray to indicate the direction of propagation.

Split Flays If checked. rays from NSC sources will be statistically split at ray-surface intercepts.
Rays entering from the entry port are not affected by this setting.

Scatter Hays If checked. rays from NSC sources will be statistically scattered at ray-surface
intercepts. Flays entering from the entry port are not affected by this setting.

Suppress Frame Supfiresses drawing of the frame on the bottom of the screen. which leaves more roomfort a layout plot itself. No scale bar. address block. or other data will be displayed.

Color Ftays By

Scale Factor

9 is 3" interpretation of the drawing specification ”lSO 10110 Optics and Optical
awmgs for optical elements and systems: A User's Guide", by Ronald K. Kimmel
shed by the Optical Society of America. For more information see OSA’s web site

 

   

  
 

 
 
 

 
  

 
 
 
  

 

  
  

  Select "All" to draw all configurations at once. or select the one configuration to draw. or
select "Current" to show the active configuration. 

 
  
 

 

 

Select "Sources" to use color to distinguish rays traced from each source. or "Waves"
to distinguish between each wavelength. or "Config" to distinguish between
configurations.

 

 If the scale factor is set to zero. then "Fill Frame" will be selected. which will scale the

range of surfaces drawn to fill the graphic page. if a numeric value is entered. then the
plot will be drawn in "real" scale. times the scale factor. For example. a scale factor or
1.0 will plot the lens actual size on the printer (not the screen). A factor of 0.5 will plot
the lens at half scale. 

 

 

 
 

 Flotation About X The angle in degrees by which the lens appears to be rotated about the X axis.

Flotation About y The angle in degrees by which the lens appears to be rotated about the Y axis.

Rotation About 2 The angle in degrees by which the lens appears to be rotated about the Z axis.

Offset x y Z The x. Y. and 2 direction offset between configurations in lens units. Only has an affect

 
 
 

  
  on the drawing it "All" configurations are being drawn.
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inscription 

 
  

 
 
 
 

3391/; e d” P .~ d -"the traced an 3 M” be displayed, In eifig’fge mtF—""‘" 5 W as

If "none“ is selected. ”figiggg wt n the dalflb o m a large databaseael tee. then raysco rally. r .
ill erclf any- ‘5 app’ed' Gen: entage t.” ”5mg .3 ZEMAX cannot tell 1 firStilt' e. . {her a V replace - _ I the
retracing them. The film th database isbeii’lg displayed, so care shomd beta: -.. ‘
always the same. ur‘l tlel‘IS to the tens data being diSPlayeg F902.

mittponds a 11;}:database is for raysfueThal it Doria; database files" on page 26?.

”fl
it“
all.

 
 

Fla Dat o ‘ f' V a“y a see eadirtg rays database of rays is thaisflgamfir ”I 
    

 
    

 
 

  

   
  

 

 

 
 

 

 

 
 selectin the ZHD .

informafcijon on the ZFiD ttle. see

arts on the 30 Layout feature. How

  
Discussion ' in”' - ‘ counterP ova _

The settings in the above table are “we? ”033521.21; loniy traces and draws rays from sources defined'Iltg .feature only draws objects in a single 9' I ‘-
the group. W
Li 5.” | i e eenain propertieS- For example. when Start... '. In.“. r'

w only rays Wh'Ch hav ry confusing if many rays are traced. The flitting.It is frequently convenient to dra _ , e vs .
splitting are turned on. the layout dlagfflm wrll eating” are drawn. The filter 3"an syntax consists oil....i '

be or racted from an object wtthin the ngm : 1rd
 

allows definition of a "test" rays must P355 . . ef
oPerations between flags that indicate if a ray h". ""55' reflected. or r
The supported flags are:

Hn: Flay hit object. To test whether
hit object 5. the flag would be H5.

- I
_ -‘i‘-.

t." .. .l

a ray hit an object. the flag is of the form Hi't. For example. [0 tastiia I. ‘_ .-tn’" ' -

s of the form Mn. For examdm' i.—l_Mn: Flay missed object. To test whether a ray missed an obiBGT- the flag i _ ‘ M”
if a ray hit missed object 15. the flag would be M15. . . -

an: Hay reflected from object. The flag Ft? would test if the ray reflected at obiect 7. .l i _
Tn: Flay transmitted (refracted) in to or out of object. The flag T4 would test if the ray refracted in crour'
object 4. l _'

. rm
Sn: Ftay scattered from object n. .

Dn: Flay diffracted from object it.

Each flag is evaluated for Iach ray traced, and the flag is assigned a status of TFtUE or FALSE. Theiiagt I'. ..
be used alone, or may be combined using logical operands. Logical operands generally act on two otherlw: ‘ ‘
flags (the exception is the NOT operand which acts only on the flag to the right of the operand). The suIIII-i.
logical operands are: - . . .

8.: Logical AND. Both flags on either side of the 8. symbol must be TRUE for the AND Operation to return ...;
[: Logical OH. If either of the flags are TFtU E. OH returns TFlUE. .

A Exclusive OFt (XOR). If either of the flags are TRUE, but not both, XOR returns TRUE. " V" j

l Logical NO'I'. Fteturns TFlUE if the flag to the right was FALSE and Vice

The parentheses symbols may also be Used to set Operator Praceclenca
mm

For example. it the only rays *0 be “'5‘" are “’3 I I I

H? e which hit obtect 7. the fit

¥..l I

-a -versa.

tar string would be:

If the rays to be drawn must have either ' ' I
object 15. the filter string would be a) h“ Obie“ 7 and “feet 9. but did not reflect off able” 6‘ edit 1.;
(H? 5. H9 a last | M15 ...

Chapter 7: ANALYSIS MENU
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The filter string is checked for basic 3 max
errors are Checked and reported, y Brr
The number Of rays which meet the filter str‘
zero. ZEMAX Still frames the number of rayslg
that fraction airbase rays Which p

Magisterial
3’8 ‘ Purpose:

”9h Draws a shaded solid model representation of

ital Settings:
M

ore. such as mismatched parentheses. but not all possible syntax22/
f 9 test and are thus drawn may be very small. and perhaps even

. efined for the source (by the # of laYOUT rays parameter). but only
ass the filter will actually be drawn.”fl 5'5.

:57”

the lens Using OpenG-L graphics.

The options are very similar to those available for the Sh 'aded Model feature. exce I this feature onl draws
components and rays from sources in a single NSC group. p y
One additional feature is the Option to color detector objects by either the energy incident on the detector in the

 

[Lita 335m [anlyfignor 2mg? the rays .t'aoeq in the 'aycut view. The detector shows false color or black] and white
in "Eisefiegtolr" on gage afarzrgtgtfl'sfnensny 0" any Of the other options supported by the detector viewer. See

Fans

"it

fig W

I?!“ Purpose:
' Shows ray aberrations as a function of pupil coordinate.

iii Settings:

Plot Scale Sets the maximum vertical scale for the plots. The maximum scale is in microns for ray
fans. wavesfor OPQ plots. or percent for entrance pupil aberration plots. This overrides
the automatic selection of scale for the plots. Enter zero for automatic scaling.

Number of Hays This is the number of rays traced on each side of the origin of the plot.

Wavelength The wavelength number for which the calculation should be performed.

The field number for which the calculation should be performed.

Tangential Selects which aberration component to plot for the tangential fan. Since tangential fans
are functions of the y pupil coordinate, the default is to plot the y component of the

Sagittal

aberration.

Check Apertures Specifies whether or not to check if rays pass all surface apertures. If this is selected.
rays which do not pass surface apertures Will not be drawn.

Si   
   

  
  

 

 
  

 
 
  
 

  
 

 
 

 

 Selects which aberration component to plot for the sagittal fan. Since sagittal fans are
functions of the x pupil coordinate. the default is to plot the x component of the
aberration.

 
  

 
 

 

 Selects either color or dashes. 
 

 

 If checked, the pupil axis will be scaled to the unvignetted pupil, in which case the data
will reflect the vignetting in the system. If unchecked. the pupil axis will be scaled to fit
the vignetted pupil.

Vignetted Pupil  
 

Efisnnadon:

The tangential fans show either the x or the y component of the transverse ray aberration as a function of the y
pup” coordinate of the ray. The default option is to plot the y component of the aberration. However. since
transverse ray aberrations are vectors. this is an incomplete description of the aberration. When'ZEMAX plots
the y component the plot is labeled EY, when plotting the x component of the aberration. the plot is labeled Ex.
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being plotted is the different:data ,
raPh‘ We he tancem'a' 13‘“ ‘5 the Plot on

The vertical axis scale is given at the bottomtgictgp 9 oordmalain‘gte at the primary wavelength ash
ray interests! coordinate and "‘9 Chief my liter rev it 0 ”00' n the ray X 0' V “Dord'na‘e and the
between the ray x or y coordinate andtfiftfiie difference same; scale for each graph is the normali
the V pupil coordinate, The sagittal plo . he horizon
y coordinate as a function of the x pupil coordinate- T

lad a

wavelength chief ray, If mu H coo ' ’ - “man, ' One ‘
IF; "pAi .. tdinate, either PX or PY [-1 lot is referenced to thgifence- For thIS reason. the data to, fights _ i

l Wavelengths are shown, the" t e p 5 a re Chromatic and polychromatic dispi n.“‘ sad at I_

then the chief ray for the selected waI‘IIfelegatI-rscfiixg between mono alts. 'wa - ‘ en
velengths wall In general change w an x and a y comm

Because ra aberrato s are vectors. with both . a lane i5 r
description yof the aheflrations, especially when thzblgggiorgs along it”
rcltatl'Un-tllly symmetric. Also. the fans only md'ca‘e of me ray fan plot Is to
overthe entire entrance pupil. The primary purposes stern performance.
“1 "1E! System: it is not a complete description of the y
Symmetry.

WEE!!!

Purpose: .
Shows optical path difference as a function of Dim" COO
Settings.- - tthe onl
The options are identical to those for ray aberration fans. EXGBP
Fan” is CPD. since CPU is a scalar quantity.

Discusstn:

The vertical axis scale is given at the bottom of the

tionfa ' . ..r”em, the ray abertfl n Is: an I I.
otated or the system is 0%:an .n. ‘1‘“
0 "slices" through the PLIpfl gigs, . ":i
determine what aberrationé ar he I
especially for systems Withcur? .'ii,.

rdinate.

y option for "Tangential Fan“ and“. ..

graph. The data being plotted is the optical path t‘llile
. , . . f the ray and the optical path length Diti‘l-or OPD. which Is the dlfierenca outween the optical Path length 0 ..

ray. Usually. the calculation is referenced back to the difference between the ray Path lengths at the s :1: My
pupil. The horizontal scale for each graph is the normalized entrance PUP" coordinate.

- .. - ' length based referencesIf ‘All wavelen the are shown. than the plot to referenced to the-primary wave . p
chief ray. If moghochromatic. than the reference sphere and chief ray for the selected anelengIth is use;
reference. For this reason. the data for non-primary wavelengths wrll In general change when swutchmg ..II
monochromatic and polychromatlc displays.

reclamation

Purpose:

Shaina entrance pupil distortion as a function of pupil coordinate.

Settings:

The options are identical to those for ray aberration fans. except the only option for 'Tangontial Fan“ We;
Fan" is pupil aberration. since pupil aberration is a scalar quantity.
Discussion:

Entrance pupil aberration is defined as the difference between the real ra interce to the sto surface 4--
on axis primary Wavelength parasial rayI intercept as a percentage of thg paraxia? stgp radius? It the ._ .
aberration exceeds a few percent. ray aiming (see the shamer "System Menu") me be required to g
i" Obie” Space to comm.” "H the 3t°P.3””3¢e- '1 ray aiming is switched on the e‘il'itrance Pupil sitei

he distortion is accounted for by the. .

Spot Diagrams

staccato

PUrpose: II I
Show spot diagrams.

chapter 7: ANALYSIS MENU .' g,
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Description

  
 

  The pattern ma be eith
pattern of rays y or hexapolar. square. or dithered. These terms refer to the, . as they appear in a pupil plane. Defocus the lens significantly to see the
gfiflern, 'f destred. Dithered spot diagrams are generated by pseudo-random rays which

éftTtlinate the SymmEtrlcal artifacts in the spot diagram typical of rectangular or hexapolar
p ems. The Pattern is distorted to give the correct distribution of rays if pupil
apodization is specified. There is no “best" attern to use each shows 5 different
character of the spot diagram. p I 

 
 
 

 
 

  

 
 

 
  

  
 
 

  
The LU'Pm diagrams by default are referenced to the real chief may. The HMS and GEDSpot stZes listed at the bottom of the diagram (and defined in the iscussion section) are
calculated assuming the chief ray is the "zero aberration" point. However, this option
allows selection of two other reference points: the centroid or the middle. The centroid
is defined by the distribution of rays traced. The middle is defined so that the maximum
ray errors are equal in the x and y directions.

Scale bar is the default. Selecting "Airy Disk" will draw an elliptical ring around each spot
3h9Wll'Ig the srze of the Airy ellipse. The Airy disk radius is 1.22 times the wavelength
(primary wavelength is used if polychromatic) times the Hit of the system; which in
general depends Upon field position and pupil orientation. If the Airy disk is larger than
the spot. the Airy disk will set the scale size. otherwise the spot size will set the scale.
sesame "Square" will draw a box, centered on the reference point, whose width is twice
the distance from the reference point to the outermost ray. Selecting "Cross" will draw
a cross through the reference point location. The "Circle“ setting Will draw a film"?
centered on the reference point.

 
 

 

  

  

  

  

 
  
 

Show Scale

Wavelength

Surface Number

Plot Scale

Delta Focus

Flay Density

 

 

 

 The wavelength number for which the calculation should be performed. 

 The field number for which the calculation should be performed. 

Selects the surface at which the spot diagram is to be evaluated. This is useful for
evaluating intermediate images or vignetting. 

 

  
  

 

Sets the maximum scale size of the display in microns. A setting of zero will generate
an appropriate scale.
 

 

  
   

 
 

The delta focus option is only used if through-focus spot diagrams are selected. This is
the Z—axis spacing between spot diagram planes. Five spot diagrams will be shown for
each field angle. The defccus will be -2. -1. O. 1. and 2 times the delta focus provided.
The delta focus units are in microns. For some systems the default delta focus may be
too small to cause a change in the spot diagram structure.

 
  

The ray density specifies the number of hexapolar rings to be traced if a hexapolar or
dithered pattern is selected. or the number of rays across the width and height if a

rectangular attern is selected. The more rays traced. the greater the accuracy of theHMS spot size, although the computation time increases. here are 6 rays in the first
hexapolar ring. 12 in the second. 13 in the third. and so on.

Use Symbols If checked, this option will draw different symbols rather than dots for each wavelength.
This helps distinguish the various wavelengths.

it checked. polarized rays will be traced for each ray required, and the resulting
transmitted intensity through the s stem erI be accounted for. See the ”System Menu"
chapter under "Polarization" for in orrnation on defining the polarization state and other
details. Only ZEMAX~EE supports this capability.

ked. re s will be statistically scattered at ray-surface intercepts that have defined
Isfccatitfiacring proxperties. Only ZEMAX-EE supports this capability.

 

 
  

 

 

 

 

 
 

  Use Polarization

Scatter Ftays
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   _ ‘ he re s r ._ on cosmBS 0i i _ 5'. other

direct! willrg‘e tfiaggtgictign Coat-:23; “is.
Red. the a _ Th . - the. e ' . or mates . iii

If chec e revs y dweciio'n cgfimrection cosmes are dimensmlatg:s atial coordinitit _ e .
”5% the y direction 3‘5 Wpomt direction 905'" ff"—*'—————~d as.. CB ——"’” - . H .

be given as the referen/Efior select the one configuration to dietfi‘i‘_____,_,_.—-—'—'—'_'_ '1 l rt
l

. s
.. . tron;

Select “Ail otive evili'gmI ———-— -0 " ShOW the a ' ' I ll .
select Current to . . ish between 'Tj-‘a‘Fh “fag goatton. or wettest. .

color to distingu .. to distingUlS a can configurano it:Select "Fields" to use ch wavelen th. or “a,distinguish between as a

Discrussion: ' s displayed the ”9mm" 0' Walla
on the numlmgr 0‘ "e'd hall of the Minimum huntber'ieit"EmaThe ray density has a maximum value baSBd up . Wi” "309

defined. and available memory- Thwugh'focus 5pm magrams my“
ance from the reference pomt (which is sitpossible on standard spot diagrams. ‘ _ dist

int is the ced. or the middle of the spot cluster) in":The GEO s ot size listed on the lot for each field P0

p p troid of all the rays trahe GEO spot size is the radius of the Circlethe chief ray at the primary wavelength. the cen . ds 1

ray which is farthest away from the referei'tce pOIITIthlen gal/15m wor ‘Centered ' ' one oses a .

at the reference point which _ | size The distance between each ray and the reference”-mt
3"“ ’ at is taken. The HMS spot stze gives a mua to .

d then the must GEO 3pm Size only gives Information am

 

 
 
 
  
 
 

  

    

  
 
 

the one ra which is farthest from the reference point. .
y listing for the spot diagram.For information on the X and Y HMS spot sizes: see the "text" . .

mary wavelength is used If polychromatlcitimag. . . . . - glen 1h ri _ . . .The AW GISR radius '5 9W9" by 1-22 “mes ““3 wav g (p n and pupil orientation. This is the radius tamethe F/# of the beam. which in eneral depends upon field positio . _ . ‘
first dark ring of the Airy dial-i: far a circular. uniformly illuminated entrance pupil. The AW dlSk ”Jay be 09mm"? '

It all the rays are well Within the Fury disk. than its mydrawn to We an idea of the scale of the lot. For example. .

9 p tsize is significantly larger than the Airy disk ritttiiiiI in!system is often said to be "diffraction limited". It the HMS spo _ . _
then the system is not diffraction limited. The threshold for diffraction limited performance depends upon whim
criterion is used. There is no absolute boundary at which the system becomes diffraction limited. The Airy disk ‘1
shown is not an accurate representation of the diffraction dark ring shape or size if the system does not has fl
uniform illumination or if vignetting is used to eliminate some of the rays. ZEMAX does not plot vignetted rayatin 3|spot diagrams, nor are they used in computing the HMS or GEO spot sizes.

ZEMAX generates grids of rays based upon the wavelength weighting factors and the pupil apodization, ifarit.
The wavelength with the largest weight uses the maximum grid size set by the "Flay Density" option. Wavelength
with lower weights use grids with fewer rays to maintain the correct representation in the diagram. Ray gridslalit‘
also distorted to maintain the correct ray distribution, if apodization is specified. The HMS Spot size stated OHM
spot diagram considers the wavelength weighting and apodization factors. However, it is only an estimate ntllllii '
HMS spot size based on the rays actually traced. it is not a very accurate estimate for some systems-

We

Purpose:

Show spot diagrams as they change through focal plane shifts
Settings:

The options are identical to the standard spot diagram. |
Diswssi‘on:

The through focus spot diagrams are useful for eBtil'l'l ' 7

[mm sting astigmatism. or for analyzing best focus 0F ”9".“ '
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L/
5

n,.. ”fig
32
_-< afi

1&3

as

W
Purposei .
Show5 spot diagram with all field points on a common scale.
earrings: _ .
The options are identical to the standard spot diagram.
Digcussmn.‘

The "Full Field" spot diagram type is similar to the "Standard" type, except all of the spots are plotted with respect
to the same reference POW. as Opposed to a se arate re ‘ h field osition. This rovides some
idea of new the spot would look relative to the Igather fieldepirifigfjlgg‘rt 3:339, thispcan be used on determine if
two closely spaced Image Points can be resolved. The "Full Field“ spot diagram type is useless if the spot size is
smallcompfiied to the total iIE‘ld size. because in this case the spots for each field will appear as simple "dots".
it "chiE‘ Tail '5 SEiBCTed as the reference point. then the chief ray for field position 1 will be used.
Mesa

Purpose:

Show SPOt diagram «315 a matrix of individual diagrams. with each field along a row and each wavelength down a
column.

Settings.“

The options for thematrix spot diagram are similar to those for the standard spot diagram, except tor the addition
of the following option.
 

Description

ignore Lateral Color If checked. this option will reference each spot diagram to the reference point for each
field and wavelength independently. This in effect ignores the effects of lateral color
which can displace the reference points for each wavelength. 

Discussion:

The matrix representation is a convenient way of distinguishing the components of wavelength dependent
aberrations.

WM

Purpose:

Show spot diagram as a matrix of individual diagrams. with each field along a row and each configuration down
a column.

Settings:

The options for the configuration matrix spot diagram are similar to those for the standard epot diagram.

Discussion: .
The configuration matrix representation is a convenient way of distingurahing the components of configuration
dependent aberrations. Along the left side of the plot the field positions are listed; only the field positions for the
last configuration are listed if more than one configuration is shown and the field definitions are part of the multi-
centlguration data which changes-

MTF .__.—__

scum

Purpose:

Cornputes the diffraction modulation transfer function (MTF) data for all field positions using an FFi' algorithm.

“——____———_—————_—_—__-
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_ ._,_
Settings: fluff x ,‘

ll.  

 

1.. —_ ___ ___ _____'____—_____.—..—-'—#_"——-'—_"'_"_'HF
ltern ._. Eeefiiifii ii. The sampling may he 32x32.
Sam I' “'1 my grid used to sagtprfotgeaggflraie data. calculation times “Gregg“.In ' g _ . .

D Q The Size o railing Wei 5 displayed.  etc. Although higher as ‘ ‘18-—H——' —'—'_"_'_.__-_ . . I

Show Diffraction he. diffracttol'l Irrt1
L. . Select whether or“W“"n” . 'litrneter plotted.cies it"?!r W"

Max Frequency S eoifie maximum spatial frequency 0" cy ‘
p — aiculation._ ‘n the c

anEIength The wavelength number to be used I
_— ‘ ulation.

Field The field number to be used in the cats r Square wave response ‘ P
Salect either modulation. real, imaginary. phase. 0 I _ ‘

-—-‘——. be traced for each ray required, and the maul“ |:
Use Polarization ll checked. olerized rays Will . e accounted for. 399 the "Systemtransmitted NETWSW through the Syflem‘w'" b elining the polarization state err;V1:51” '

chapter under "Polarization" tor informa
details. Only ZEMAX-EE supports

. r ' renti
Selects either solid lines or dashed lines to diffe

Discussion:

cre= See the discussion sections of the FFT and Huygens Pal"! Spread Functions. Those ,, 3| if
i'ments also apply to this feature.

d data should be

  

 

  
 

ate the various curves_

The diffraction MTF computation is based upon an FFT of the punil {tam- The resulting MTF 15 the modulation
a function of spatial frequency for a sine wave object. although optionally the real. 'mag'nawr phase. 0" SQ‘ -
wave response is available. The SQUere wave MTF is the modulation response for a square wave target ct i}?! gs...-
specific frequency. as opposed to the response to a sine wave target for the other plots. The square .r’; .5
response is computed from the MTF data using the following formula: " '

_ i M(V)_M(3V1 MgSv)_Mg7vlS(v)»n[1 3 + 5 7 +..]

 

r.

where SM is the square wave response. MM is the sinusoidal modulation response, and v is the 'r-‘Ti'
frequency. __ .

The cutoff frequency at any one wavelength is given by one over the waveien h tim '
computes ""9 waking F/# at 35C“ wavelength for each field for the saQittel are; tangfntti: giggi-
This yields accurate MTF data even for s stems wit -
incorporating cylinders or gratings. 3! h anamorphic and chromatic distortion, such as w
The diffraction calculations are more accurate as the sern lln 'i .

of the CPD decrease. and the transverse ray aberratlcnspdegrengsr?mfie‘laeegziatk-to-Itlta"Bil anti r"'a}"""““-EI
9'95“ the? "“3 wavefmm 5amp""9 “5” ‘09 coarse and aliasing occurs. AllasinQo-V‘ii’lélll féfifihflfiige

.‘h

 
 

 
 

 
 

 
 
 
 

 

When the UFO in waves is large. such as more than 10 w
MTF instead of diffraction MTF. For these ii. hr :“'93- it is DI‘Obabl a _ .
especially at low spatial frequencies (the highegf'gqggzgampsfitamr thg agggtlfigaMtgguiigcceg E.a B of '

rapidly when aberrations are let. -
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EMAX .

\ Becagggj FIt _5 3:125uneciéficcotml for vector diffraction. the MTF data may not be accurate for systems faster
than ioration '” accuracy is gradual). For these systems. the CPD tan data are more

i lundamenlal and therefore more reliable indicator ‘ ' ' n% limit. the geometric MTF may prove useful. a of performance. It the system Is not too close to the diffractro
I if Show" "I“? diffraction ”mil curve is for the abarratl rence lield osition see

\l “Diffraction Limited in the chapter “Conventions and Deggitlgig“;esponse at the rate p (
The spaStEtI-jgfilnlfilgfiy scale m the MTF plot is always in cycles per mm in image space, which is the correct term
for 5m” ”33 to bar BSDOHSE' The term "99 pairs per mm is often used. but strictly speaking line pairs per mm
0W app ' es OPPOSBd t0 Slnusoldai targets. ZEMAX uses these terms interchangeably. as is common
in the industry. MTF is always measured in image s .. . b' - ~ . Dace. so an ma nlfication of the system needs to e
Cons'demd when determining Spatial frequency response for obiectyspeog.

D.
\l Wm:
xi Purpose:

|

a
CDI'i'IFlUTES "19 FFT mociuiation transfer function data as a function of focus shift at a specific spatial frequency.
Settings:
 

 
The size of theray grid used to sample the pupil. The sampling may be 32x32. 64x64.
etc. Although higher sampling yields more accurate data. calculation times increase.

Delta Focus The range of defocus used.

in. The spatial frequency (in cycles per millimeter) for which data is plotted.

 

-. ll Steps The number of local planes at which the data is computed. A smooth curve is drawn

through the computed points. More steps yield higher accuracy and longer computationlmes.
Is

E The wavelength number to be used in the calculation.
‘9 Field The field number for which the calculation should be performed.

Select either modulation. real, imaginary. phase, or square wave response.

Use Polarization if checked, polarized rays will be traced for each ray required. and the resulting
transmitted intensity through the system will be accounted for. See the "System Menu'
chapter under “Polarization" for information on defining the polarization state and other
details. Only ZEMAXvEE supports this capability.

 
Use Dashes Selects either solid lines or dashed lines to differentiate the various curves.

Discussion:

See “Fl-"l" MTF" on page 79 for details.

W

Purpose:

Displays the FFT computed MTF data as a SD surface, contour. gray scale or false color map. This plot is useful
tar visualizing the MTF response for object orientations other than purely sagittal or tangential.

Settings:

 _
Sampling The size of the ray grid used to sample the pupil. The sampling may be 32x32. 54x64.

etc. Although higher sampling yields more accurate data. calculation times increase.

Relation Rotation specifies how the surface plots are rotated forviewing; either 0. 90. 180. or 270
degrees.
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VII/11‘-- fifietf ”J,-' _ l .

caling SB! by the pro "' _' vertical 5 g, .
the automfigcbe set to may, The scale factor Cari: on it“)... 's . . . .

‘5 value so? or less than Unity “3 COFflpl’BSs ”-e

|
Scale gm“ f.

Wavelength

Use Polarization

   
 

 

 
 
 

 

 
  

 

 
 

'll be traced for each ray required and 1heWI - ted for. See the "S .' d rat/3 ll be 61609“ . . VStem ._

tiafigfiifieegl' irfiltglfigiffthrcugh thsrfifififlflé on defining the polarization state and .‘i ‘-_ 9' or I -
" oleruzalion . ability.

:2?£1§.rgll%eéEfitnAX-EE supports this cap

  
  
 
 

  

 
 

  

  
 

Discussion: . “(face MTF plot. This lOH . -

The regular MTF plot ls just two orthogonal cross sectlons through the 5 p s 9" 1.. - ;_ -_.
qualitative. See "FFT MTF' on page 79 for details. ',

W

Purpose: , . - data in a re h.
Computes the FFT MTF date as a function of field position. and display3 the 9 p
Settings:

 

 

 
 

Sampling

Frequency 1. 2. 3

Wavelength

 
The wavelength number to be used in the calculation. ‘ 7'2 a

  
 
 

 
 

Use Polarization It checked, polarized rays will be traced for each ray required. and the ""'
transmitted intensity through the system will be accounted for. See the "System =4”- L?
Chapter under "Polarization" for information on defining the polarization state and a 5;:

 
 

details. Only ZEMAX-EE supports this capability.
 

  Ftemove Vignetting
Factors

Field Density

Discussion:

 lf_ checked. vignetting factors are automaticall re t 3 comments v.3"
Vignettlng factors in the discussion section below. moved. See h

The field dong};is the number of points between zero degrees and the maximum if.-at which the is calculated Inter ' - - .le 'j_
field points is aIIOWed. ' “mate ““193 are mlerpolaled- A maxlmum - -

 
 

 

    

  
 

See "FFT mTF" on page 79 for details. This feature - - ‘
field coordinate. plots MTF vs. Y tleld bought up to the maxrmum defined '
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/u"
,

..p’4- -

difharem between the two m9th0d5~ In some cases particularl ' ' d to. . y where the vugnethng factors are being use
doiIni‘ize fat-loatgfsohmfi source beam rather than the apertures of the optics. it may be required to use the defined
WW“ 6'. f? ,d to dot is case: Cheek the Remove Vignetting Factors" box off. ZEMAX will then use the closest
define 9 Emma the Vignemng factors to use for an arbitrary field point.
Efl MTF Map
purpose:

Commit-‘5 the FFT MTF as a function of field position. and displays the data over a rectangular region of field.
Settings:

var/.4-455?!
a

.3

   
  
 
 

 The size of the ra rid used to sam let e u it. The sam Iin ma be 32x32.64x64.
etc. Although higyg p h p p p g yher sampling yields more accurate data. calculation times increase.

The X or'Y field. width in field units. This is the total width or height, not the half width or
height. Field units are degrees in object space if field angle is used, othenivisa field units
are the same as lens units.

  

  
  
 
   U59 Polarization " checked, polarized rays will be traced for each ray required. and the resulting

transmitted intensity through the system will be accounted for. See the "System Menu’
Chapter under "Polarization" for information on defining the polarization state and other
details. Only ZEMAX-EE supports this capability.

 

  

  
 
 

 
 

 

 
 

 

 WaVeIength

X or Y Pixels

The wavelength number to be used in the calculation. or All for polychrcmatic MTF.
 

 The number of pixels at which to compute the MTF in each respective direction. Note
the size of the pixels is determined by both the number of pixels and the width of the
field; the pixels are not required to be square. The MTF is computed at the center of the
pixel and the MTF is assumed to have that value over the entire region of the pixel for
display purposes.

MTF Data Choose Tangential, Sagittal. or average MTF to be displayed.

Fleference Field This control selects the field number that corresponds to the center of the map. If zero
is selected the (D, 0) field coordinate is used as the center of the map.

Choose grey scale or false color map as the display option.

Remove Vignetting It checked. vignetting factors are automatically removed. See “Comment about
Factors vignetting factors" on page 82.

Discussion:

See “FFT MTF" on page 79 for details.

This feature computes the MTF at each field point on a 20 grid. If the total number of points is large. the
computation time may become quite large. See also the Geometric MTF Map feature on page as.

HUM

Purpose:

l Computes the diffraction modulation transfer function (MTF) data using a Huygens direct integratioo algorithm.

 
   

 
 

 
      

W
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Settings:

Description

PUP" sampling Selects the size of the grid
densities yield more secure

- ioh
image Sampling oints on Wh

image Delta

he image delta.

Zero Padding

Wavelength

Select the data to display, curre .

y in cycles per millimeter to display.
Trim

Max Frequency The maximum spatial frequent: . _

Choose surface plot. contour map. gray scale. or false color map as the display “Filth
. ch re re uired. and the ‘

Use Polarization If Cheeked' polarized rays Will be tracavflilfg; :gccuntgd focr‘. See the “St/stamem “H' ' ' h the s stem . _ ‘ .

gfi§§$:n:r?dg1rtfiBgltgritgfigg"torintgrmation on defining the polarization state and of;
details. Only ZEMAx-EE supports this capability.

Selects either solid lines or dashed lines to differentiate the various curves,

Discussion.-

CED See the discussion sections of the Huygens Point Spread Functions. These comments.
apply to this feature.

 

  to trace to [3
Its at the exp?“

to the diffraction image We”? I
1%ggprfitke the size of the area t'tispleiyggj.r "

of rays
te reSU
   

     
 The size of the grid of p

number. combined With l  
 
 

    
 

  
 
 

 
 

l"l

Adds a zero-value guard band arou _#__.._

“NH _n the calculation.
The wavelength number to be used i

culation shou
  

  The field number for which the cal _

ntly modulation is the only option,   

 
 

  

 

   
  

 
 
 

 
 
 

 

The Huygens MTF computes an FFl‘ of the Huygens Point Spread Function. The initial PSF sampling 2:
for Image Sampling and Image Delta settings are the same as for the Huygens PSF. therefore it is instrtl
do a Huygens PSF first (see “Huygens Point Spread Function" on page 90). The zero padding setting add
intensity values around the PSF and has the visual effect of increasing the pixel density in the transform
the transform is done on the PSF in image space coordinates, the tangential response corresponds to
frequencies in the y direction in local image surface coordinates. and the saglttal response correspondsto‘
frequencies in the it direction. The Huygens MTF also has no dependence on the location of rays in the
pupils. The MTF can therefore be computed for any system that the Huygens psp can be computed tori
many non-sequential systems using ports where reference rays required by other diffraction algorithms wt:
make it through. or for systems where pupils or Images formed by multiple non-sequential sub-sperm
overlapped. Systems with extreme exit pupil distortion. Such as v _
correctly with the Huygens technique. ery feet off axis reflectors, are also

The spatial frequency scale 0f the MTF i5 8‘“flats in cycles per mm in image space
WM

Purpose:

Corn utes the diffraction modulation transfer function . .
and displays the data as a surface. grey 50913.me JEFF) data using a Huygens direct integration ;. i

' 0i“ contour _Discussion: plot

This feature is very similar to the Huygens MTF feature! as deserts
M ed on page 83.
Purpose:
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computes ”‘9 990mm“ MTF. which is an approximation to the diffraction MTF based upon ray aberration date.
Settings;

Sampling The size 01‘ the ray grid used to sample the pupil. The sampling may be 32x32. 64-354._Etc. AlthOUQh higher sampling yields more accurate data. calculation times increase.
Max FrequenCy The maximum spatial frequency (in cycles per millimeter) for which data is plotted.

Wavelength The wavelength number to be used in the calculation.

mThe field number for which the calculation should be performed.
M'fliltifi‘hsh Limit by When cheolted. will scale the eometric MTF b the diffraction limited MTF to yield a
DI raci more realistic result for systems with small aberrations. Should always be used.

 

   
    

   
 
 
  

 

 

D \< 
 

 
 

 

 

 

 Use Polarization

Discussion:

The geometric MTF is a useful approximation to the diffraction MTF if the system is not close to the diffraction
limit. The primary advantage to usmg the geometric MTF is for systems which have too many waves of aberration
to permit accurate calculation of the diffractiOn MTF. The geometric MTF is also very accurate at low spatial
frequencres for systems with large aberrations.

WWW

Purpose:

Computes the geometric MTF data through focus at a specific spatial frequency.

Settings:

_
The size of theray grid used to sample the pupil. The sampling may be 32x32. 64x64,
etc. Although higher sampling yields more accurate data, calculation times increase.

The spatial frequency (in cycles per millimeter) for which data is plotted.

# Steps The number of focal planes at which the data is computed. A smooth curve is drawn
through the computed paints. More steps yield higher accuracy and longer cemputation
times.

if ChECi‘Ed‘ _ Polarized rays will be traced for each ray required. and the resulting
transmitted intensity through the system will be accounted for. See the "System Menu
Chapter under ”PolarizatiOn" for information on defining the polarization state and other
details. Only ZEMAX-EE supports this capability.

   

 

 
 
 

 
 

 
 
 

If checked, rays will be statistically scattered at ray—surface intercepts that have defined
scattering properties. Only ZEMAX-EE supports this capability.  

Wavgiength The wavelength number to be used in the caioulation.

mThe field number for which the calculation should be performed.
Multiply by When checked. will scale the geometric MTF b the diffraction limited MTF to yield a
Diffraction Limit more realistic result for systems With small aberrations. Should always be used.

Use Polar' t‘ It checked. polarized rays will be traced for each ray required, and the resulting
we run transmitted intensity through the systemwdl be accounted for. See the “System Menu"

chapter under “Polarization" for information on defining the polarization state and other
details. Only ZEMAX—EE supports this capability.
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Mm _ '—.. -Surfaoeirtterceptsthai— Description . - I scattered Ell rahis Capability.
A __#—~—' _ _ .Scatter Hays it checked. rays will

scattering properties.

Selects either solid lines o

   

    
  

have deli“ ‘ 

 
 

 
 

 

 
 
 

 
 

  

 

 

  
  Use Dashes

Discussion.-

See the Geometric Transfer Function section 9” page 84 for details.
9 air T

Purpose:

Computes the geometric modulation

Settings:

The settings are identical to those for the ( ’

Discussion; atone. except the geometric MTF is that: 3| . f. ‘ fe . . . .
This feature is nearly identical to the (diffraction) MTF VS' F'BE the diffraction limit for this analySis. .
than the diffraction based MTF. The GMTF is always scaled V

WW

Purpose:

Computes the geometric modulation transfer function data as
over a rectangular region of field.

Settings:

- I ”i0 ,

fans H i l-u

d‘ffraotion) MTF v5. Field feature. with the added ability to scatter __ y.‘ 9“I _ ;: ill

a function of field position, and displaysma

  
   

. th r‘d used to sample the pupil. The sampling may he 32:532.
gt?! 3:312:th girgahégsampltng yields more accurate data, calculatlon times Incr

 

 
  

 

 

  
 

 
 

 The X or Y field width in field units. This is the total width or_ height. not the‘halfw
height. Field units are degrees in object space if field angle is used. otherwrse field:
are the same as lens units.

If checked, polarized rays will be traced for each ray required. and the is“
transmitted intensity through the s stem will be accounted tor. See the "System
chapter under "Polarization" for in ormation on defining the polarization state and.
details. oniy zEMAx-Ee supports this capability. '

 

  

 

 
 
 

 

The number of pixels at which to compute the GMTF in each "33 active direction
the size of the pixels is determined by both the number of pixelg. and the width
field, the pixels are not required to be square, The GMTF is computed at thethe ixel and the GMTF . - .
for 33pm, purposes. is assumed to have that value over the entire region oih- .-

  

 

  
 

 

  

 

 

Choose Tangential. Sagitlal. or average GMTF to be displayed.
This control selects the field numb
value zero refers t or that corl'aallottds to the center of the
defined there. 0 the center of the Object lhx ._., 0. hy fl 0), even if no field: 
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El

 
  

 
 

  
 

  
 

item Dascription

Scatter Rays 'f Checked, rays will be statistically scattered at ray-surface intercepts that have defined
scattering prOPBrties. Only ZEMAX-EE supports this capability.

Remove Vigflefllng |f_ checked. vignetting factors are automatically removed. See “Comment about
FectOr3 Vignetting factors" on page 32.  
 

Discussion:

See the Geometric Transfer Function on page 84 for details. This feature computes the GMTF at each field POW
on a 2‘0 Glid- ”the total number of points is lar th ' ‘ c me uite tar e. See also the
(Diffraction) MTF Map feature on page 33‘ Be. a computation time may be o d g
PSF
 

FFT 0' t r F 1

Purpose:

ComDUlBS ”‘9 diffraction PDint Spread function using the Fast Feurier Transform (FFI') method.
Settings.-
 

 
Sampling The size of the ray grid used to sample the pupil. The sampling may be 32x32. 64XB4.

etc. Although higher sampling yields more accurate data. calculation times increase.

Display

Wavelength

Field The field number for which the calculation should be performed.

Select linear (intensity). logarithmic (intensity), or phase.

Choose surface plot. contour map. gray scale. or false color map as the display option.

Use Polarization If checked. polarized rays will be traced for each ray required. and the resulting
transmitted intensity through the system will be accounted for. See the "System Menu'
chapter under “Polarization" for information on defining the polarization state and other
details. Only ZEMAX-EE supports this capability.

  
   

  
 

 
The display size indicates what portion of the computed data will be drawn. The display
grid can be any size from 32 x 32 up to twice the sampling grid size. Smaller display
Sizes will show less data. but at higher magnification for better visibility. 

Rotation specifies how the surface plots are rotated for viewing; either 0. 90. 180. or 270
degrees.   

 
 

 

 
 

 

The wavelength number to be used in the calculation. 

 
 

 

  
  
 

 
 
 

  

 
 

 The delta distance between points in image space. measured in microns. lf zero, a
default spacing is used. See the discusaon for details.
 
 

 it checked. the peak intensity will be normalized to unity. Otherwise. the peak intensity
is normalized to the peak of the unaberrated point spread function (the Strehl ratio).

Discussion:

The FFT method of computing the PSF is very fast. however. a few assumptions are made which are not always
valid_ The slower. but more general Huygens method makes no such assumptions. and is described in the next
section.

W

The FFT p5]: computes the intensity of the diffraction image formed by the optical system for a_ single point source
in the field. The intensity is computed on an imaginary plane which lies perpendicular to the incident chief ray at
the reference wavelength. The reference wavelength is the primary wavelength for polychromatic computations.
or the wavelength being used for monochromatic calculations. Because the imaginary plane lies normal to the
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timistic (a _5ma|ier PSF) r
utes overly enema with tilted Image blag:5 _ _

chief ray. and not the image surface, the FF'Tts o e case to sl’telecentrtc condition.
chief ray angle of incidence is not zero. This urfaCB lies in the far fiei
systems. systems with aberrated exit pup'Isflnake '5 that the 333$ch is “my “"339 t° “‘9 910 th‘ _ , ‘ a ‘ L ‘L‘
$22 Digeh main assumption the Fgan'i'setgsiy aGcUi' LL th;:;';i0%5 are "Ct magma: There ‘5 ”oh t
f m. ms means the computed 1 ansveme ay ab ndfed wavelengt 5i 9 computation is H i:or all rays: or put another way. mat the r few hu an have large transverse li . _
limit. however if the transverse abergatiorgs'egc a his" In this case. the iransvgfsyaast? 4i;Lacc ' vs a ‘ “
for SigfibréDEQSiihggfiéfiiswifli"Shy focuses rays along 021 diameter- The Huygens PSF method mash
along the unfocused direction will be on the order 0 i
more accurate results in these cases as well.

For most lenses. a less important assumpt'on ‘5 in?“
light is not accounted for. This is significant in 5Y5 9 u
"190W Predicts overly optimistic (a smaller PSF) "95 than perha
Fer systems where the chief ray is nearly normal (le5inable then
negligible, and the transverse ray aberrations are reas .
faster than the Huygens PSF method.

When in doubt, both PSF methods sho
user of these assumptions and the me
may be compromised.

W” at: is related to the Fourier transform ”the. . ‘ ' F’ . .
The FFT PSF algorlthm exploits the i3” "‘3' the d‘magnon ystern. The amplitude and phase In the exit t iii
a . . 't it o _ _ _ , . .
(23253333 ijgrtgeggg‘heffhggs,l:hhiglgl'xis L:tLtuepl'iorr'ned. and the diffrac’lIOl'l Image IniBnSlty is computeg.
There is a tradeotf between the sampling grid size in the. p“""‘ a“? the sari-t‘tpltrggnpen‘od I: m: “mm? L"
For example. to decrease the sampling period in the_dtffraction Image. t B _5” thl 9 F" no .m the ii at i-
increase. This is done by "stretching" the pupil Eamfliing 9nd 5° that 't overfl 5 a pupil. Thls ”mm “L
fewer points actually lie within the pupil.

pupil to yield an increase in than 1.:As the sampling grid size is increased. ZEMAX scales the grid 0" the , . . . . \_
points that lie on the pupil, while simultaneously yielding closer sampllng In. “19 diffraction image. Ead'l 1&3”.
grid size is doubled. the pupil sampling period (the distance between points In the pupil) decreases bytm
root of 2 in each dimension. the image plane sampling period also decreases by the square root ofa tit
dimension. and the width of the diffraction image grid increases by a factor of the square root of 2 [sir
are twice as many points in each dimension). All ratios are approximate, and asymptotically correct forla 1“"
The stretching is referenced to a grid size of 16 x 16. The 16 x 16 grid of points is placed over the pupl
points that lie within the pupil are actually traced. For this grid size, the default distance between poi ::
diffraction image plane is given by

. heory applies. The vectoriat
tgcalar dlfir: last, arOund Fit .5 (in air) cr magma:e v ry _

Sltrixhaen the FM Is very fast '
ps 20 degrees). the em pup" abthe FFT PSF is accurate and geetrai. ‘

tr

”finally L'-
 

  
 

 
 

 
 

 
 
 

 
 
 

 
 
 

 
 
 

 

 
 
 

 
 

. ' tandin -
com arisen. A solid under5 9 On the ‘.

tlhgzgifghghthytfigtigh is egsential to I'ECOQmZe Gases Whale

AX: F”;2
A 2rr'

whore F is the Working F/ft (not the same as the image space Fl# - .
is the number of points across the grid, In this case 16 (the samplihglgtsdttitseoihsogteezt:finfiewgm
the fact the pupil is not centered on the rid sine .is due to the zero-padding described latgr. L e n is even), but is offset at ”/2 1' 1-Th9 an in the da
For grids larger than 16 x 16 (and ZEMAX starts at 32 x 32) . .' "“9 grid is b : de in u ll
factor Of "/5 em" ”me the sampling density doubles. The general formula zor iiLZL:;:L:L:SL:tm;aps-‘ “5"" L

iAX = Apfl[l§ ”22n n

and the total width of the image data grid is

W: Axon-t).
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"t

N . tching of the '| ‘ . .sinceihe 5'”; . PUP” grid decreases the number ol sarn to points In the pupil. the effective grid sizein“ (me 5'29 0f the grid that actually represents traced rays) is smaller ”$8” the sampling grid. The effective grid size

 

av creases as the sampling increases. but not as . . _ t ‘ ‘ Hective

be"! grid size for various sampling density values, quickly. The followrng table summarizes he approxrma e e
I’M DEFAULT EFFECTIVE GRID SIZES FOFI PSF CALCULATIONS

53:: Sampling Gf'd 3'26 Approximate Effective Pupil Sampling

”he
ifliar

ale
“Ch

1024 x 1024

the

at

  
The sampling is also a function of wavelength. The discussion above is only valid for the shortest wavelength

ll ”sad '" the Calculation if the computation is polychromatic. then the longer wavelengths will be scaled to have
9" smaller effective grids. The scale factor used is the ratio of the wavelengths. This should be considered when

“’5 selecting sampling grids for systems with broad wavelength bands. For polychrcmatic computations. the data for
shorter wavelengths is more accurate than for longer wavelengths.

ge. The default image delta. Ax. can be selected manually if a different sampling distance is required. If the image

if: delta is zero. ZEMAX uses the default spacing and sampling grids described above. if the image delta is greater
than zero. then ZEMAX scales the pupil sampling to yield the desired image delta size. The actual amount of
stretching depends upon the grid size. the image delta. the defined wavelengths. the Pitts at each field and

'of wavelength. and the aspect ratio of the exit pupil. If the image delta is set too small. then the not enough points
its will be left to sample the pupil; if the image delta is too big. then the pupil grid will not extend over the full width
are of the exit pupil. Both of these cases are trapped by ZEMAX and an error message will be issued if they occur.

rill Once the sampling is specified. ZEMAX doubles the array size in a process called "zero padding“. This means
"a for a 32 x 32 sampling. ZEMAX uses the center portion of a 64 x 64 grid. Therefore. the diffraction point spread
13- function will be distributed over a 64 x 64 size grid. The sampling in the image space is always twice the pupil

lie sampling. Zero padding is performed to reduce aliasing.

"9 Wen

Purpose:

This feature plots cross sections through the diffraction Point Spread Function.

Settings:

_
Sampling The size of the ray grid used to sample the pupil. The sampling may be 32x32. 64x64,

etc. Although higher sampling yields more accurate data. calculation times increase.

HOW/Col

Type Select X or Y cross sections._either linear. logarithmic. or phase. X cross sections are
called rows. and Y cross sections are called columns. but this is arbitrary

  

 
 

 
  

 The row or column to display. For a sampling of 32 x 32, there are 34 mm; and 64
columns (see the discussion section of the Point Spread Function feature). Whether a
row or a column is used depends Upon the "Type" setting.  
 

 

The wavelength number to be used in the calculation.  
 

 
The field number for which the calculation should be performed,
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Description

If checked. olerized rays 5

transmitteddiigteggrtgfltggggbfmfincha terun or“ t
detaci'ls. Only ZEMAX-EE sum)“ts

‘ 'ty will bif checked. the peak intensi e
is normalized to the peak of the U"

 Use Polarization

Normalize

Discussion .
I ion. These comments at ..

C? 566 the discussion section of the FFT Point Spread Funct co .
this feature.

  
  

 

 
 

 
 

 

  

to unity. Otherwise the peak' "' "
zpecgn‘ spread {uncflon (the 3179” [nit-.-

  e normali
berrated  

  

SF is computed directly from

The cross sections are taken directly from the PSF data- Beiigzitggrzct in all cases. What constitutetgii‘i;
i” the exit pupil. the orientation of the coordinate system maygrdinates such as the spot diagram.
" ‘3" y may t'IDt agree with data presented in image space so
H en t f‘

Purpose: . . - ens wavelets method.

Computes the diffraction point spread function using d'rad integration Of Huyg
Settings:

 

 

  

 

 
 
 
  
 
 

Item Description

Selects the size of the grid of raysPupil Samplin
densities yield more accurate resu _

' ' ‘d of oints on which to compute the diffraction image ‘inteng' .image Sampling $2135:ccgntirbingg withpthe image delta. determine the size of the area displayga
image Delta The distance in microns between points in the image grid.

Rotation specifies how the surface plots are rotated: either 0. 90. 180. or 270 can

Wavelength The wavelength number to be used in the calculation.

The field number for which the calculation should be performed. ‘

Select linear (intensity), or logarithmic (intensity).

Normalize it checked. the peak intensity. will be normalized to unity. Othenivise, the peak
is normalized to the peak of the unaberrated point spread function (the Strehl

Choose SUWBGB Plot. COMOUF map. gray scale, or false color map as the display *i'”

Use Polarization It checked. polarized rays will be traced for each ray required. and the .34“.
transmitted intensity through the a stem will be accounted for. See the "Syste
Chapter under “Pmafizafim” frJr in ormatlon on defining the polarization states

Discussion:

details. Only Z-EMAX-EE supports this capabmty.

One way of considering the effects of diffraction is to into
with an amplitude and phase. Each of these point sou
“Huygens wavelet" after Huygens, who first propoaad th
through space is given by the interference, or complex

 

to trace to perform the computation, HighsJr ._.. 3;
Its at the expanse of longer computation tam...-
 

 

 

 

 

 
 

 

 

  

  
 

  

  

 

  
  

 

 
 

 

 

 

 

 
If checked, the plot will be centered o t - - . .. ..-'
plot will be centered on the chief ray. n he 99¢.me image centroid. H unche '

9"“ 93°“ Point on a wavefront as a edect 9‘31"":1'1‘
rises radiates a_ spherical "wavelet“, ‘sjcmeltili‘eii
gumcdel. The diffraction of the wavefront as it P .

m' ”7 all ”‘9 3illieiriceil wavelets radiated-
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if.ass:j
,5?’

To compute the Huygens PSF, a grid of re
paflicularamplitude and phase wavelet. T

urn of all these wavelets, squared. Unlik
plane tender"t ‘0 the image surface at the
the surface. not the chief ray. Therefore, t
by either the Image plane slope. the chic
The Huygens method accounts
image surface. This Is an impon

V5 I5 launched through the optical system. and each ray represents a
he diffraction intensity at any point on the image surface is the complex
a the FFT PSF. ZEMAX computes the Huygens PSF on an imaginary
chief ray intercept. Note the imaginary plane is normal to the normal of
he HlJYQens PSF accounts for any local tilt in the image surface caused
f ray incidence angle. or both.

:31: tgeefiht’ling shape of the diffraction image as the beam propagates algtlgtt‘he
t; I e image surface is tilted with respect to the incoming earn. no or

aqvantagfi lgéggrgggens F’SF method Is that any grid size and spacing. may be selected by the user. This allows
direct co to ween PSF s from two different lenses, even if the F/ff's or wavelengths are different.
The only disadvantageof the HUS/99W F’SF is speed. Direct inte ration is slow when compared to the FFT method
.(see the larevlousv SBCIIOH for details). The computation time degends upon the pupil grid size squared times the
Image 9” 3'29 Squared, times the number of wavelengths. ZEMAX accounts for any symmetry the system has.
wavefront

sarcasm

Purpose:

Displays the wavefront aberration.

Settings:

Sampling The Size of the ray grid used to sample the pupil. The sampling may be 32x32. 64x64.
etc. Although higher sampling yields more accurate data. calculation times increase.

cFilotation specifies how the surface plots are rotated for viewing; either 0, 90. 130. or 270egress.

Scale The scale factor is used to override the automatic vertical scaling set by the program on
the surface plots. The scale factor can be greater than unity to vertically stretch the plot.
or less than unity to compress it.

The wavelength number to be used in the calculation.

 

   
 

  

   

 

 

 
 

 Wavelength  
 

 

The field number for which the calculation should be performed.

 
  

 
   

  
 

  

 

 
 

To By default, the wavefront aberration is referenced to the reference sphere for the
wavelength being used. If this box is checked, then the primary wavelength reference
sphere will be used instead. In other words, checking this box will cause the data to
exhibit the effects of lateral color.

Reference

Primary

 

 
 

 

 
By default, the shape of the pupil is distorted to show the approximate shape of the exit
pupil as seen from the on axis chief ray image point. If this box is unchecked. then
instead the plot will be scaled to circular entrance pupil coordinates, no matter how
distorted the exit pupil may actually be.

Use Exh Pup“
Shape

Discussion:

See also the lnterlerogram feature described belOW-

Estimates:

Purpose:

Generates and displays interferogtams-

 
91 Chapter 7: ANALYSIS MENU

h_____-_—r.
30/118



31/118
‘_

 
 

 

 

Settings:

Sampling

Discussion:
. ' mo u ll maps.

This feature works by computing p p tignally some ll

  

  

 
  

  

 
 

  
 

 

 
  

 
  

 

 
 
 

 
  

 
 
 
 

 
 
 

 

  
 

. e sampling may be _ .
U Edam. calculation tim "c '-

 

 
 
 
 

 
 
 
 

  

 

Description
' id u

The slze of the ray gr
etc. Although higher 58m

 

 

 Determines th _ see e
interferometers (re. use a

 
loulation silo” . _

' ction after applying the scale lam”

2. The phase (or DPD}. ..m beams 1 and . .
- a function of the ,.;

' ' near phase Is added aSalt! for any one Confi'a
two pupil maps is subtracted, and then gletridual beams may be OPD as compu lg W.H
coordinate to simulate tilt fringes. The" be selected.

a "reference" beam which has identically zero oPD may aths through the system using two configure
' lated '3 modeling the two p this a reach is llm’

mgfigfifim Ear-figrierpougram otythe two resulting beams. The accuracy Of DP “9%. ..
simplifying aBSumptions:

-Any lateral shift or magnification difference between th
perfectly overlap at the exit pupil.

e twa beams is ignored; it is assumed that a;

- - - lues at any one point in the pupil are. -.- ‘ in t nsmission are Ignored. so the two OPD va ' .
tgg‘ecgfgoirafiiiluerfit intensity and the phase can be subtracted to yield the net phase difference,
W

Purpose.-

Generates and displays Foucault knife—edge shadowgrams.

Settings:

Sampling

 
 

  

The size of theray grid used to sample the pupil. The Samplin may be I r.
etc. Although higher sampling yields more accurate data. calcu ation times

Selects either linear or logarithmic display of the data. - _

Choose surface. contour map re scale
display option. . - El y , false color map. or cross as

The fle'd "U'T'DB' 1‘" Which the calculation should be performed. ‘1
w .hen "Show its" is select d ‘ . --
number to display. 6 to be s cm“- 390150“. this control defines the raw '3
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39‘A"‘4’4/
.5?”

Z    LL/JJL/

\

_

Eli-1f? ([156; HOFIZonla| Above. Horizontal Below. Vertical Left. or Vertical Flight. The Vertical
is t or e blocks out all the I?” near focus from the knife position coordinate left: that' $Wards "393““? 3': coor inates. The Vertical Flight blocks all It ht from the knife
fies! '0” rightward- The Horizontal Above blocks all light from the kni a position up. and

onzontal Below blocks all light from the Knife position down. The terms left, right. up
fimd down refer to the -x H + ' ' ' n in the local coordinates stem of the
Image surface. = . y, and ydirectio s y

{“3 position in microns relatiVe to the chief ray of the knife. The coordinate is assumed
o e in X or Y depending upon whether an X or Y knife is selected. 

The COmDUtEd shadowgram. the reference shadowgram. of the difference between the
two may be selected. See the discussion for details.

Use Polarization If checked. ’ Polarized rays will be traced for each ray required. and the resulting
transmitted intensity through the system will be accounted for. See the “System MerIU'
ChfiPtF-‘r under "Polarization" for information on defining the polarization state and other
details. Only ZEMAX-EE supperts this capability.

The name of the bitmap reference image file.

Decanter NY The decanter in X or Y of the reference shadowgrarn image relative to the computed
shadowgram image. The units are relative to the full width or height of the reference
shadowgram image. For example. an X Decanter of 0.25 will shift the reference image
relative to the computed image by 25% of the full width of the reference image.

  
The scale factor in X or Y of the reference shadowgram image pixels relative to the
computed shadowgram image pixels.

 
Discussion:

This feature simulates the placement of either an X- or Y- oriented knife edge at any position near focus: then
computes the resulting shadowgram after propagating the vignetted beam back to the near field. The method of
calculation involves computing the diffraction based complex amplitude point spread function at focus via the FFT
method: then a portion of the complex amplitude is vignetted by the simulated knife edge. and the remaining
complex amplitude is propagated back to the near field. The shadowgram calculated this way is called the
"computed" shedowgram for this feature.

This feature also allows the import of either a BMP or JPC—t bitmap file of a reference or measured shadowgram.
The reference shadowgram may be displayed for convenient check of orientation.

The difference between the computed and reference shadowgram may be displayed. ZEMAX computes the HMS
difference between the computed and reference shadowgrams, and this FtMS difference may be optimized using
the FOUC operand described in the chapter "Optimization". Optimizing the RMS difference permits quantitative
determination of the aberrations present in the beam that created the measured shadowgram. When calculating
the difference between the computed and reference shadowgram. the two images must be registered together

to overlap correctly. The decanter fly and scale x/y controls are used for registering the two images.

Surface 

W

Purpose:

Displays the sag of a surface as a ED color or contour map. or as a SD surface plot.

W
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Settings:

_Description a the pupil- The sampling may be 32x32. 54:- - l ta calculation times ' .
Sampling The size of the ray grid used ‘0 stamp accuratfi d3 ' . lriore- -- . raids more an odd sampling number ,

Eginwgé'flii'gf'rfgaiigflwa syampling byilhgodggtv '5 u - _
This allows Lflorss’t more symmetric display 0

. ‘ be drspl . '

has no affect on the ot or V 9 -.
display for-

Surface umber to compute the 5‘39 . .—The surface n false Color map as the display 0 -.

 
 

 
 

 
 

 
 

 
 

 
 

 
I or

Show A5 Choose suriaoo plot, contour map. gray scale

Drscussron; re present on the Surface: even it the ape. :
This feature accounts for the size and shape of soy apertu
decentered. The sag is computed on a uniform grid of P01”
displayed data.

See also the Surface Phase feature described below.

ts in XY plane, and the 2 value or the Bag h‘

We

Purpose: I t
Displays the phase of a surface as a 2D color or contour map. or as a 3D surface P 0 -
Settings: :9: '- \

Sam [in The size of the ra rid used to sample the pUpil- The sampling may be_32X3?. ' i
p 9 etc. Although hi he?" sampling yields more accurate data. calculation times in -

ZEMAX actually increases the sampling by 1. so that an odd sampling nUmber is; . _
This allows for a more symmetric display of the data.

Contours The contour increment to use if the data is to be displayed as a contour map. This "
has no affect on the other types of displays. The contours are defined in periods:

period is a phase change of Zn .

The surface number to compute the phase display for. .

Choose surface plot, contour map, gray scale. or false color map as the display __a.

Discussion:

This feature accounts for the size and shape of any aperture present on the surface; even it the a»,
decentered. The phase Is computed on a uniform grid of points in XY plan-19' and the phase Value 55 the ‘
data. This feature defines phase in units of periods; so one period represents a phase change of 21;.
which do not impart a phase change to the ray. such as the Standard ' '
everywhere on the surface Phase display. See also the Surfaoe Sag featufgggggfitmg 3533:? a phase h
HMS

W

Purpose:

Plots HMS radial. x, and y spot Silo, HMS wavefront . . ‘ ..-
monochromatic or polychrcmatic. error, 0" Strehl ratio as a function of held a 3,1, -.
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Description 
 if the method is Gaussian ' c‘ties the number of radial

ray5 m be traced. quadrature. then the ray density spa I
. , . The more rays traced, the greater the accuracy._ filthOUE-Jh if“?

Cgmputatlon time increases. The maximum number is 20 which is sufflment for pupll
a Grimm“ UP to order 40. it the method is rectangular array. then the ray C5905“?
indicates the grid size. Ftays Outside the circular entrance PUP" are ignored. See the
Discussion section for details.

The field density is the number of points between zero degrees and the maximum field
angle SDBCiiied at which the HMS/Strehl ratio is calculated. intermediate values are
misrpolated. A maximum of 100 field points is allowed.

  
  
  
 
 

  
 

 

  
  

 
 

Field Density  
Plot Scale

Select +y, -y. +x, or or field direction. Note the data will only be computed to the limits of
Orientation

the defined fields in the selected direction.

Selects either color or dashes.

Wavelength Select "All" to display data for each wavelength and a potyohromatic computation. select
any one wavelength to plot monochromatic data, or select ”Poly Only" which only plots
the polychromatic data.

Show Diffraction
Limit

 Sets the maximum vertical scale for the plot. Zero results in automatic scaling.
Selects either

method is very
to be vi

 

  
  

 

Gaussian quadrature or rectangular array. The Gaussian quadrature
fast and accurate, but only works if there is no Vignettlng. If any rays are

gnotted. then rectangular array is more accurate.

Selects either wavefront error.ratio.

 

  
   

 

spot radius. spot x-direction. spot y-direction, or Strehl
 

 
  
  

  
  

 

 

 

Select either chief ray or centroid. For monochromatic calculations. the specified
wavelength is used for reference. For polychromatic calculations. the primary
wavelength is used for reference. Both reference points subtract out wavefront piston.
The centroid reference mode also subtracts out the tilt of the wavefront. which yields
smaller FtMS values.

 

  

 
 

 
  

 
 

 
  
  
  

 

if checked, then a horizontal line indicating the diffraction limited response will be drawn
on the plot. For HMS radius. x, or y; the diffraction limit is assumed to be 1 .22 times the
working F/# on axis times the wavelength (primary wavelength if polychromatic). The
change in tho diffraction limit due to changes in F/# with field are ignored: a single value
is used across the range of the plot. For Strehl ratio. 0.3 is used. and for RMS wavefront.
0.072 wavas is used. These are all approximate indicators for convenience only; the
actual meaning of "diffraction limited" may be open to interpretation.

  
 

  
  

 

Use Polarization If checked, polarized rays will be traced for each ray required, and the resulting
transmitted intensity through the system will be accounted for. See the “System Menu'
chapter under “Polarization" for information on defining the polarization state and other
details. Only ZEMAx-EE supports this capability.

lf checked, vignetting tasters are automaticalty removed. See "COmment about
vignetting factors” on page 82.

Discussion:

This feature calculates the HMS error or Strehl ratio as a function of field angle for each wavelength and gives a
Wavelength-weighted polychromatic result as well-
TwO d'ff of calculation are used; either a Gaussian quadrature method, or a rectangular array of
rays, [roaring raging; quadrature method, the rays traced are arranged in .a radial pattern with an optimal
Weighting to estimate the RMS with a minimum number of rays. The methodis described in a paper by G. W.
Forbes (JOSA A 5 P1943). Although the method is very efficient. the algorithm is not accurate it some of the rays
are Clipped due to surface apertures.
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ts out the mean OPD. which yields in a”' ' i

6.. e x uses mgréigen'ifia'flqé“ii’.ii?§3.i§g;°gmii‘“'
Magigfléufe the F1 ””3331 rays for sufficient accuracy. DEM ‘_nu

hDd. and 9‘ Iarger r

. NBC
tot-1W sub

For wavefront HMS computations. ZEMAX Ell-”0mg '
standard deviation rather than the true Fl
COWWOI‘I conventions in the optics industry.
requires the use of the rectangular array "“3"

 

  
 

 

  

 

 

ave

Purpose; t rror or Strehl ratio as a functlon 0t Wavelength,. . E I

Plots HMS recital. at. and y spot size, HMS wavrefrliln
Settings:

Item Description n the ray density SpECifies the nUfl'lber m r a _-
   
  

e greater the accuracy. although'-'§fI I n I I .
If the method is Gaussra ore rays traced. th 5 20 which ‘5 SUfilCientfor .1re s to be traced. The of . m numberi U
co¥nputation time increases. The maxrmU angular array. then the ray d-. method is rec - -

atéierrattiontsl Upritg :irzcéerH-gslgggde the circular entranCe pupil are Ignored 358‘ .3;In ice as e g . , .

Hay Density

"Discussion" section for details.

Wave Density

Plot Scale

Method

Refer To

  
 
 

 
 

   
 
 

  
 

 

 

 

 

' etween the minimum and maximum d
when is calculated, Intermedlate Value 
 

 

 
 

 
  

 Select either chief ra or centroid. Both reference points subtract out wavefront pf 3.
The centroid referenge mode also subtracts out the tilt of the wavefront. which _
smaller HMS values.
  

  
 

Use Dashes

Field

Show Diffraction
Limit

 

 

  
  
  If checked. then a curve indicatin the diffraction limited response will be drawn -'-.

film. For HMS radI’US. X. ory; the d ffraction limit is assumed to be 1.22 times the r/# on axis times _the wavelength. The change in the diffraction limit due to chan.
Flirt wrth field are ignored. For Strehl ratio. 0.8 is used. and for HMS wavefront, if" ‘
waves is ”39¢ These are a" ElF'Flrmtimate indicators for convenience cnl ' the
meaning of "diffraction limited" may be open to interpretation, y.

  

  
  

 
  

     Use Polarization lf checked. polarized rays will be traced for each ray required, and the re
transmitted intensity through the system will be account “.. . . ., _ , edf r. t m ,chapter under Pclanzation for information on defining the goiasfieami flfeeandp 5-
detalls. Only ZEMAX-EE supports this capability. "

 
 
  

   

Discussion.-

as ' _ ; ._'-
"HMS vs. Field" feature for more details, a f”WW!” Oi Wavelength for each field positional-'-

3W

Purpose:

Plots HMS radial. x, and y spot size, HMS wavefront error
. or Strehl ratio as a to 'notion of focus manga-
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 i
‘—

gem/195?

 
 

“—"-—-—-—___—___._.

Description    

  

 
 

  
 
 

  

 
  
  
   

  
 
  
 

If the method is Gaussian quadrature. then the ray density specifies the number of radial
rays to be traced. The more rays traced. the greater the accuracy. although the
computation time increases. The maximum number is 20 which is sufficient for PUP"
aberrations up to order 40. if the method is rectangular array. then the ray density
indicates. the grid size. Rays outside the circular entrance 0UP" are ignored. See the
Drscussron" section for details.

 
 

 

Focus 990$”)! The focus density is the number of points between the minimum and maximum focus
shift specified at which the HMSIStrehl ratio is calculated, intermediate values are
'merpolated. A maximum of 100 points is allowed.

Sets the maximum vertical scale for the plot. Zero results in automatic scaling.

Selects either Gaussian quadrature or rectangular array. The GatISSi-fin quadrature
method is very fast and accurate. but only works if there Is no vrgnettll'lg- If any rays are
to be vrgnetted. then rectangular array is more accurate.

Selects either HMS wavefront error, HMS spot size (radial). HMS x-direotion. HMS YA
direction, or Strehl ratio.

 

 
 

Plot Scale

 

 
 

 
 

 
 

  
  
  

  
 

Selects color or dashes.

Select either chief ray or centroid. For monochromatic calculations. the specified
wavelength is used for reference. For polychromatic calculations. the primary
wavelength is used for reference. Both reference oints subtract out Wavefront piston.
The centroid reference mode also subtracts out t a tilt of the wavefront. which yields

Flefer To

smaller FlMS values.

Wavelength Select "All" to display data for a polychromatic computation. select any one wavelength
to plot monochromatic data.

The minimum value of the defocus to plot. The units are lens units.

The maximum value of the defocus to plot. The units are lens units.

Show Diffraction it checked. then a horizontal line indicating the diffraction limited response will be drawn

Limit on the plot. For FiMS radius. x. or y; the diffraction limit is assumed to be 1.22 times the
working F/# times the wavelength (primary wavelength if polychromatic) on axis. The
change in the diffraction limit due to changes in F/# with field are ignored; a single value
is used across the range of the plot. For Strehl ratio. 0.8 is used. and for HMS wavefront,
0.072 waves is used. These are all approximate indicators for convenience only; the
actual meaning of "diffraction limited" may be open to interpretation.

 
 

  
  

 

   
 

  
  

 Use Polarization If checked. polarized rays will be traced for each ray required. and the resulting
transmitted intensity through the system-writ be accounted for. See the "System Menu’
chapter under "Polarization" for information on defining the polarization state and other
details. Only ZEMAX-EE supports this capability.

Discussion:

This feature calculates the HMS error or Strehl ratio as a function of a change in focus position for each field
position. The method of calculation is identical to that described In the prevrous section on HMS vs. Field; see
that section for a detailed discussion. ZEMAX adds the specufled focus shift to the value of the thickness of the
audacg prior to the image plans. It the optical system has an odd number of mirrors. this surface normally Would
have a negative thicknaSS. and therefore negative focus values move the image plane farther away from the last
componem, For systems with an even number of mirrors. then negative focus values move the image plane closer
to the last component.

W
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 ' if". ‘1’Encircled energy . " .

ii": ii .

Purpose: -

Encircled energy diagram. This is the percentage 'nt object-
the Chief ray 0|“ the image centroid at the image C” a pm
Settings:

 

 
 

  

  

  

 
  

. he 53mpllhg may be 32x32 ". lethepup'l'T ' ' ' '8 i‘
The size Of ill-Ii:”(Eiiyeigggnligfifitigizidrgpmore accurate data. Ga'CU'at'on times '"C'Ba ‘etc. Althoug '9

Item Description

The analysis type Optic" Sp'Cifies how

Sampling

T as ared.y encircled (radial). x-onlv. Y—only. or ensqu
- ‘ are microns. To chooser -',=.:

Maximum Distance This setting overrides the default SCEIII‘IQ' The “”"S he flat.
scaling option. enter zero. _7

Use Dashes Selects either color or dashes.

  

  

 
 

 

 

 
  
 

    

  
  
  

 

 

' t. Vertex ret. . ex as the reference pom ‘ era to .

Selegi C9225?) ganfig'fihacgefiiitace. Thisoptton Will only ratgintameanlnglul “a:
iiioeoigifiigc‘iion image at all selected fields is Within the maleuP is ,1? Pt the its
When vertex is selected ZEMAX is unable to detect it the samp ing is su loient. so“
care should be taken to set the Sampling high enough for accurate results_

Wavelength The wavelength number to be used in the calculation. .__ I: I‘.
Field The field number for which the calculation should be performed _'
Show oiirraction it checked, the diffraction limited results are computed and displayed. Sat;Limit .discussion below.

Use Huygens PSF

 

  

  
     

    

  
 

 
  
  
  
  

if checked, the more accurate but slower Huygens PSF method is used to comput
PSF. This option should always be used if the image surface is tilted. or if the
is not close to normal to the image surtace.

 

  Use Polarization ll checked. polarized rays will be traced for each ray required. and the res
transmitted intensity through the s stem will be accounted tor. See the “System ‘
chapter under “Polarization" for in ormation on defining the polarization state and °_‘:-.
details. Only ZEMAX-EE supports this capability. "

Discussion:

Quasar the discussion sections of the FFT an
d Hu ens Point . ::_mm also apply to this feature. 1’9 59”” ”new” . _

mm

Purpose:

Computes encircled energy using ray-image plane intercepts
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VIII?“ Description

Bith The size of the ray grid used to cam is the u if. The sampling may be 32:532. 64x34.ei' metc. Although higher sampling yieldspmore agcfirate data. calculation times increase.
The. analysis . type when specifies how the encircled energy is calculated; either

a anoircied (radial). x-C>niy. Y—only. or ensquared.
I MaleUm Distance This, 55“an Overrides the default scaling. The units are microns. To choose the default

:84 scaling option. enter zero.
3- ' Selects either color or dashes

her Select either chief ray or centroid as the reference point.

iUl Wavelength The wavelength number to be used in the calculation.1 .

mThe field number for which the calculation should be performed.
Mu ltiply . ‘ by if checked, ZEMAX approximates the diffraction encircled energy by scaling the

—__| Diffraction Limit QEOMBiric data by the theoretical diffraction limit curve computed for a rotationally
lite symmetric Airy disk. The only way to compute an obscured or asymmetric pupil
a if diffraction limit function would be to perform an exact diffraction calculation. in which
at; case the diffraction encircled energy feature should be used instead. The diffraction limit
my appmxrmetion is only useful for systems with unobseured pupils. reasonably rotationally

symmetric imadges. and modest field angles since the approximation ignores the changein F/# with fiel .

Use Polarization If checked. polarized rays will be traced for each ray required, and the resulting
transmitted intensity through the system will be accounted for. See the “System Menu
chapter under "Polarization" for information on defining the polarization state and other

1e details. Only ZEMAX-EE supports this capability.

Scatter Ftays if checked. rays will be statistically scattered at ray-su rface intercepts that have defined
,9 scattering properties. Only ZEMAX-EE supports this capability.

Iy
Discussion:

, The X- and Y-only options will compute the fraction of rays which are contained with plus or minus the Specified
1. distance from either the chief ray or the image centroid. if a scale of 10 microns is shown, then the region enclosed
ir is 20 microns across (and infinite in the other direction). The geometric encircled energy is not a good indicator

of performance if the system is close to diffraction limited.

-‘ MW

Purpose:

n- Computes the geometric response to a line object and an edge object.

Settings:

 
The size of the ray grid used to sample the pupil. The sampling may be 32x32. 64x64,
etc. Although higher sampling yields more accurate data. calculation times increase.

Maximum Radius The maximum radius setting overrides the default scaling. The units are microns. To
choose the default scaling option. enter zero.

The wavelength number to be used in the calculation.

 
  

 Sampling

  
  

 

 

Em<2m :s
InF? :r

The field number to be used in the calculation.
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 replayed on the graph; line and Edge, "no it
  

   
  
 
 
 

 

 
 
 
 

 
 
 

 

_Description hd taisd . l‘.. - a .r ..

Type The type option specri‘iefi whit: f—fl.i ’ P.
or edge only. ed for each ray Gilli-"F9 . and the to ~ "'i' ..

. . d re 3 will be tree 1' e accounted for. See the SYStel-nsuiii ‘ . | a
Use Polarization If checked. polarizfl V systh_W' . in We polarization at t .

transmitted intensity throw-3i? me f rrnation 0“ den” 9 a 9
tion form 0 ability.der “Pelarlza , cap

333:5:in ZEMAX-EE suppom "“5 

Discussion- tion of the intensity Pattern of -. cross 5‘30 - n - the"it‘ . ctlcn. LSF} is the . f the intensity pa am of the In, Hi.
If: iii-is-FJ sieggnsrigundction (or "2:65itifigiiofii rit-IFl F) is the cross factiéoiiqg orientation of the line or edgea-irifiill.
edge (a semi-infiniteeplgfie‘is'lege tangential and 539mm data re 9' ‘ m.
geometric calculation.

m

Purpose- . _ . i .' . . etric image area ysrs teatur ,

CGmPutes encircled energy using an extended source Similar to the 990'“ e
Settings.- 

 

 
 

 

 e file in field coordinates. Which
rent field definition (heights

 

  
 
 

 
' ' etermlnes a roximately h . . .—.

lggeiag'ggngroximetely 1%%0 times the specifiedf valgeééheggisifglsth: tI'ti‘umberal. . . the distri ution o ray _ a image “
ls only approximate '5 because 1500 pixels in an image file. then at least 15%”;be uniform. For exam le, it there are ' .
will be traced. even if gvalue of 1 is selected. The distribution of rays at each wave 5
is in proportion to the wavelength weights.

The analysis type option specifies how the encircled energy is calculated; 9 i .i.
encircled (radial), X-only, Y-only, or ensduared. The X-only “and Y-only options -..5.
sometimes called "enslitted" and correspond to the total traction of energy contai i
within an expanding slit.

There are also options for X- or Y—distributions. which show the energy distribution 3;
either it or y directions. These latter two options also report the geometric full width
half max. The X- or Y- distributions are the amount of energy falling on a pixel whim.-
narrow in one direction and infinite in the other direction. .

 

   
 

    
  

 
 

 
 

 
 

  
  
 
 
 

 
 
 

  

 
 

  

 

Select either chief ray or centroid as the reference point.

 Ii Checkerdipolarized rays will be traced for each ray required and the resu i.

gi’iaptei' untilert"Peitaritzarticln"ft 'ni tri'i niil t 1 r. ‘i " stand I!. orl or afio on d . 1 ll . . I"
t il ‘ I ZEM X—EE t i iii tanning the polarization Stat

Use Polarization

    
 

  
  
 

 

  

 
 

 
 

  
 
 

Multiply by
Diffraction Limit

 

 
 

calculation, in which case the diffraction anci

Filifigciiniihritgriggi‘i‘iiei‘ig Haiti:ps'iiiéimiiion is mitt USetul for systems with 'Ut|°'-“' "“7
field. ' a e approximation ignores the change In ‘

   

  

  Wavelength
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The image file may be centered on any defined field position. This permits a ma“ ““9lat
m such as a bar chart to be moved to any location in the field of view.I -—-_.__________#___________h_____________n_

inuii The name of the -'MA ima a file. This file must reside in the \lmaFiles directory. See the
{he .. discussion section in the geometric Image Analysis feature for a full description 01‘3“?

ii IMA file format.

N ' This setting overrides the default scaling. The units are microns. To (3110059 the default
scaling option. enter zero.

I .
age Selects either color or dashes.

'36 it checked. vignetting factors are automatically removed. See "Comment about
vignetting factors" on page 82.

 
Discussion:

The X- and Y‘OF‘IV °Pfi0n5 Will COWIDUIB the fraction of rays which are contained with plus or minus the sPBCifiEd
distance from either the chief ray or the image centroid. If a scale of 10 microns ls shown. then the region enclosed
is 20 microns across (and infinite in the other direction). The geometric encircled energy is not a good indicator
of performance if the system is close to diffraction limited.

a“ See the Cta‘ieometric image Analysis feature discussion for details about extended source modeling and the [MAtile torma .

Ir Illumination 

.J fiv In t!

'3 Purpose:

gt Computes the relative illumination as a function of radial field coordinate for a uniform Lambertian scene.

5 Settings:

Fiay Density The number oi rays on one side of an array of rays used to integrate the illumination of
the exit pupil. A value of 1 a will trace about to x10 x pi I 4 or 78 rays. Higher ray densities
yield more accurate results at the expense of longer computation times.

Field Density The number of points along the radial field coordinate to compute the relative
illumination for. Larger field densities yield smoother curves.

WaVelength Selects the wavelength for computation. Relative illumination is a monochromatic entity.

Use Polarization If checked. polarized rays will be traced for each ray required. and the resulting
transmitted intensity through the system Will be accounted for. See the “System Menu"
chapter under "Polarization" for information on defining the polarization state and other
details. Only ZEMAX-EE supports this capability.

Leg Scale It checked, a logarithmic rather than linear scale will be shown.

Flemove Vignetting If checked, vignetting factors are automatically removed. See "Comment about
Factors vignetting factors" on page 82.

Discussion:

This feature computes the relative illumination (Fll) as a tunction of radial_ y field coordinate. Fil is defined as the
'"ifinSity of illumination per unit area of image surface normalized to the Illumination at the point in the field that
has maximum illumination (which may not be on axis). The computation considers apodization. vignetting.
apertures, aberrations of both the image and pupils. variations In F/#. chromatic aberrations. image surface
Shape. angle of incidence. and optionally. polarization effects assuming unpolarized light. The method is based
“Pun one described in "Relative illumination calculations" by M. Himmer. SPlE Vol. 655. pp. 99 (1936). The

 

   
 

 
 

 

—Lam...:-9;9' —___—.—_-—
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published method was extended to include 39° .
Emma. The computation method assumes the ”How“

_ rtian. -
1. The oblsct scene is plane. uniform. and Lambe . - e) of the ”Pleat surface. an

M, (that is. aged t0 patches of light on the Magi?)
2. The image surface is a reasonably are .
Coming from small patches of light on the 0bl°ctslrl1ggfyelocalized on the I
Aberrations are fine. but the rays should be reset)

3- The exit pupil is not too close to the image sum 'to the exit pLI
. corn arad . .

about 0.1 and the ray aberrations are small ‘ P h afiecfive area of the exutpupit as seen from that.“ _
ration 0“ e forrl'l 9”“ in image cosine Space. Q

The relative illumination is computed by ““99 ' 8 “Si" a uni
Point(5). The integration is carried out in direction cosine 5paGrr;iui‘thS:aW GUWE' because the DoEI’in‘E’Jmifiltl

told a cosine- 5 With the amp at the lens illuminatinga a- 'Note that the Fit computation will not in gene . -
ms wrth pupil or image aberratima .in fact a rough approximation based upon a thin. tit-it!"a : 5 5 ste

image 5“”309- For general system ifiG'Uding te'ewmr'c “5mm ' y la or effective area of the exit punt- ' ‘ I an”'9“9““‘Q- the HI can be computed using an integration of tl'llit 50W 9
h nonlinear cosine space aberratici-isI , ..seen from the image location. mg wit

ng, or for estate nation cannot be calculated. and an.FOF SVsts-ms with very high amounts of vignetti . .- . ue illuml _

would “mate the assumptions 0f the compflafigfltshggifle displayed using the spot diagram feature.
message will be displayed. Cosine space a

WEE

Purpose.-

Calculates fractional vignetting as a function of list

Settings:

Description _

of rays to be traced. The more rays traced. .Flay Dene-inf The ray density specifies the number . . _ '
resist the accuracy. although the computation time increases. Fora ray denstynt
EMAX traces a grid of (2n+1) x (2n + 1) rays at each field point.

Field Density

Ftemove Vignettlng
Factors

is the number of points between zero degrees and the maximum .

Discussion:

tting is calculated. intermediate values are interpolateit

Fractional'vlgnetting is the percentage of rays incident upon the entrance pupil which pass all obscurations
apertures inthe system and survrve to the image plane. normalized to relative pupil area. The graphic gone -'
by this function shows fractional Vignetting as a functIOn of field position. If too few rays are used the results
be inaccurate. This is especially true in systems with many apertures and large field angles” - _
Only the primary wavelength is used in this calculation This is a - ". . . . - geometric calcul ti n. O ositwe .positions are used, therefore this feature is only appropriate f0, rotationally Bymmetficcienserggfid fields?”
which cause errors such as missmg a surface or those which are TiFl are considered Vignetted . .
See’also the relative illumination feature.

Purpose: :3]
Computes relative illumination for an extended source alo . 3ft“9 a line across the ‘Image surface. 1-

    

 

 

 
 

 

  

d angle.

 

 
 

  
 

  
 

   
 

The field density

angle specified at which vigns

lf checked. vignetting factors are automatically removed. See "Comment an;
vignetting factors" on page 82. '

 

 

 
  

 
 

 

 
 

 
 

 

 

' IS MENUChapter 7. ANALYS 1.02 3:3"

41/118



42/118

 
id
d

i

 

 
  
  

 

  
  
 

 39:9“? the grid size used to sum the illumination on the image surface. The sampling
a ermines how many pixels are used to collect the ray data.

getermines the approximate total number of rays to be traced in computing the
i umination due to the extended saurce.

Elie name of the IMA file used to define the shape of the extended source- 369- the
sometrio Image Analysis feature for details.

i—(r ____
The full width in field units of the extended source.

The angle to rotate the extended source in object space about the normal to the center
of the extended source.

 
 
 
 

 Show As Select either X or Y direction scan.

Smoothing Smoothing helps remove jagged lines due to low ray sampling by applying a smoothing
operator to average the data in adjacent pixels.

Wavelength The wavelength number to be used in the calculation.

Field The field number indicates which field positiOn is used as the center reference DOW for
the extended source.

Surface The scan may be computed at any surface. however, the relative illumination
computation is only accurate at the image surface.

Detector Size

Use Relative
Illumination

 
 

 

 
 

  
 
 

The total width of the detector in lens units. The detector size is divided into pixels
according to the "Sampling" setting. 

 
  
  
  

  
 

 

 
If checked. then the Fit computation described in the feature “Relative illumination" is
used to weight the rays from various points in the field of view to accurately account for
the effects of exit pupil radiance and solid angle. The computation is generally more
accurate. but slower. if this feature is used. Fll may only be used if the selected surface
is the image surface. and ZEMAX assumes the image surface is a reasonable conjugate
of the object surface. See the Fit feature for details.

if checked. polarized rays will be traced for each ray required. and the resulting
transmitted intensity through the system will be accounted for. See the “System Menu
chapter under “Polarization" for information on defining the polarization state and other
details. Only ZEMAX-EE supports this capability.

If checked, vignetting factors are automatically removed. See “Comment about
vignetting factors" on page 82.

Discussion:

The illumination xv scan is similar to the relative illumination (Ftl) feature. with the added capability to estimate
the Fit for non-uniform extended sources. For uniform extended Lambertian sources. the Fll feature is faster and
more accurate. However. for systems with complex source properties. the illumination XY scan can estimate
illumination by Monte Carlo ray tracing combined With the conventional Flt computation.
The Extended sources are defined in the same way as described in the Image Analysis feature.

“22mm
Purpose:

computes relative illumination for an extended source over a 2D surface.

Sailings,-
The Options are identical to the XY scan. except that a ED surface is drawn as either an isometric surface or
Contour plot. Or as a gray scale or false color map.

 
 

  

  
 

 
 

 Use Polarization

 
 

  Remove Vignetting
actors
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Discussion:

See the illumination KY scan feature.

Image Analysis . A.

Purpose: It can be used to model extended sources ‘ : f‘ Ions. . - 'tion as to lma - ‘anfil .

Thigleometric image analysis feature has mawlgggggaobiects- and pm‘y'de "1““ 9‘9 rotation. ”My.
uae u resolution, represent the appearance 0 ‘ lin eflicienc . . . .

analysis is also useful for estimating multi-mode fiber coth 9 ifiraction Image AnalySis tor a “imam
all' . ' ; $69 the D

”"5 feature is based strictly upon geometrical ray "Bang
based feature with similar functionality. r analyzing color bitmap images see. . - ' to

ghe abi'lW Of this feature to render color images '5 "m'ted‘ .itma Ima eAnai 5' n e 107. . ‘ to be lma ed. T i
p g y '5 on pag lies to describe the Obie“ 9 he NA and fills

The image analysis feature uses Special 'MA or SM fh h follows.
file formats are described in the discussion section w “3

Settings.-

“890mm

  

 

 

 
  

—,DeseiemH . WINDOW,“
_ , _ . image is In I _ l a as. whichField Size This value defines the full Width of the square urrent field deiinitio . milll

be either lens units or degrees. dependlng upon the c n (hammer
angles, respectively). . .

Image Size This value sets thehsize gt treuzagzl‘gltfiea?£:é:h 'lrshZI-‘ipmeargnegfieegsgettg: "wgggigggsrgag; _ _It ttect orit e ac ua 5i _ - a .
an'oatshgomeagnification and aberrations 0f the system. The default may “0‘ he accepts“ l Wt
to see the desired portion of the image.

beat as it would appear when viewed looking downs.

before tracing the rays, so this feature can be used to switch from tangemial to sagiltill a l'l
orientation of bar targets, for example. ‘ ‘ .

Flays x 1000 This setting determines approximately how many rays will be traced. The numbeinl . _I- -‘ 5;“ if
traced ls approximatal 1000 times the specified value. The reason the number stay; "7""
la only approximate is accuse the distribution of rays over the pixels in the lrnagem -- ‘ .313”
be uniform. For example. if there are 1500 pixels in an image file. then at lessiisoit = " iii-H
will be traced. even if a value of 1 is selected. The distribution cl rays at each wavelanqlll ’. Tutsi
is in proportion to the wavelength weights. ' ' .ii.I . ‘ ..

Show Choose surface plot, contour ma . re scale t + asliit‘ “i"-_display option. P 9 y . else color map. or spot diagram I ”it
n ' I

The source may be uniform or Larnbertian. The uniform setting weights all rays equalli- tit .

  
   

    

   
 
 

 

 

 
 

 

 
 

 

The "Even" setting leaves the 0
negative Z axis in object space. h
from top to bottom.

The rotation can be set to any angle in degrees. The algorithm actually rotates theobleii i

 

 

 
  
  

 

  
 
 

 

a parity can be set to "Odd" which reverses the object

Lambeitian weights ell rays by the cosine of the angle the ray Makes with the “.591 ; it; .  

  
   

  

  
   

 

 

    
 

 

object surface. I . m

Use Polarization If checked. polarized rays will be traced f ,.-i. i .1- - - or . refill ll - n

testititiiiititiiiiistiewt. b. sate.tissues-itemi. t
details. Only ZEMAx-EE supports i’hlgflipragirlitgeflnlng the polarization state and” a j

. i . ‘ I k"
Scatter Fiays If checked, rays Will be statisticall -.' -. ‘ "iii._scattering properties. Only ZEMAQEeéugflgggfitfilfiiugicgbiiflgrcepts that haved t. q
Wavelength The wavelength number to be Used in the calculau - . ‘ It

On. r" ' _
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The image file may be centered on any defined field position. This permits a small target
  
   

  
  

 

  
 
 

  
  

  

\ such as a bar chart to be moved to any location in the field of view. The resulting image
IS then centered on the chief ray coordinate of this field position.

The name of the .IMA or .BlM image file. This file must reside in the \|_maFlles directory.
”be 399109 discussron section for a full description of the MA and SIM file formats.
lag? PreSSing this buttOn will invoke the Windows Notepad editor which allows modification

of the currently selected IMA file. This button is disabled if the file type is BIM.
lli‘ . .

WI The surface number at which to evaluate the rays. The default is the image surface.
Other surfaces may be selected. for example, to visualize the beam focltliifll"It 0" an

”it: Optical surface.

3| Tue number of PiXels across the width of the selected image size. This value is not used
M 'l 5001 diagram" is the method of displaying the image data. 
 

 

 
 

 
 

 

The numerical aperture (NA) cut-off. If zero. this feature is ignored. If a number greater
than 0 is entered. than all rays with a numerical aperture greater than the spoolfled
number are ignored. 

 

 
The total power in watts radiated by the source into the entrance pupil of the optical
system. This flux is then used to normalize the detected power according to the relative
pixel values and the total efficiency.

 

 

Total Watts

Use Symbols

Configuration

Remove Vignettirtg It checked, vignetting factors are automatically removed. See “Comment about
Factors vignetting factors" on page 82.

Discussion:

ZEMAX supports three different file formats. Two of these formats and in the MA extension. one in the SIM
extension.

fluctuating:

There are two different IMA file formats. one ASCII and one binary. Whichever file format is used, the file must

end in the extension IMA. ZEMAX will distinguish between the two types of file formats automatically.

The ASCII image file is a text file which ends in the extension .IMA. At the top of the file is one number which
indicates the size of the file in pixels. The remaining rows and columns contain the pixel data, with one character
to each pixel. All lMA files must be square, With it x n pixels defined. For example. a T x 7 representation of the
letter "F" could be described by the following IMA file:
7

0111110

0100000
0100000
0111100
0100000
0100000
0100000

i Note that the Single entry "7" starts the file, and it is followed by a carriage return. Then there are 7 rows of 7
columns each, and each row is terminated With a carriage return. The columns are not separated by a Space or
any other character. The image file must be square. ZEMAX wrll attempt to allocate enough memory to hold the
'mage file and will report an error if there is not enough memory.

The “intensity" at each pixel can be any digit between 0 and 9. The number of rays each pixel will generate In
proportional to this value. Pixels with a value of 0 do not radiate any rays.

m
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  If checked. this cption will draw different symbols rather than dots for each wavelength;
This helps distinguish the various wavelengths. This value is only used if “spot diagram
is the method of displaying the image data. 

 
 

 

 
 

Select "All" to draw all configurations at once. or select the one configuration to draw, or
select "Current" to show the active configuration.
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binary lMi‘} files cannot be
than me ASCII lcrmatfiggm each pixel in. the binaryelflhfi

ad 0 gig of Ii'lle'lSlly. Furthermor:maticfll Y .. 1 “ IBV .

re dra 6 grayysga‘lfisflc photograph like BlflBnda
Witt

ill!

in all;
Stigma.

do is a signed integer lhat
pixels. which can be “villus“:

hich correspond to the ””41ngrd

 
 
 

 

 
 
 

 
 
 
 

 

 
 
 
 

 
 

 
 
 

 
 
 

 

 
 

 
 

 
 

 
 

  

 
 

 

The binary IMA file format is more complicit!l

a text edilor. However. the binary IMA ”195 a
represented by an unsigned byte. which mean
wavelength can be assigned a separate pixel map.
can be modeled. as The first ffiabil trail
The binary IMA file format reqtnres 3 16-bit header‘ggurdth of the pixel map In
E“fuel to zero. The second 16-bit signed integ'er isms number of pixel maps. W

tes of header (0. 50. and 3)_ in"frolm 1 l0 4000. The third lfi-bli signed integler isco ore for wevefen the e resented in the is. in
El ) r l3 would havefi V or 3. for a total 017505 bylaw"For example. a 3-color bins ixel map of a 50 by 50 image 0 b has for 6:01

by 2500 bytes for color 1 file? 2500 bytes for color 2. the" 2istiiivin ihdex changes faster than the row index)“.
data for each color is stoied by columns for each row (the 00
MW

a.
nod. The BiM lale levels are sufJPD firm

The drawback to the lMA format is that a maximum of 256 grey scams the number 0‘ grey scales mahtllrii. . . ' m
binary double Precision floating point file format which eilEClNe'V
The BIM format consists of the following binary values.

1 32 bit integer representing the number of x pixels. mt.

1 32 bit integer representing the number of V pixels. ny. tin the relative intensity.
followed by nx'ny 64 bit double precision floating Pm"-It values repress" - 9D - sued
Currently. the int and ny values must be identical or an error message w'" e is '

coordinates Within the pixel cell. The entrance Wu.
The rays generated by each pixel are chosen randomly from bution of rays is uniform over the pixel and over
coordinates are also chosen randomly for each ray. The distri . .
circular paraxial entrance pupil (if ray aiming is used. then there may be some PUP" distortion). For the ABC" my,
files. the number of rays generated by each pixel is equal to the pixel intensity times the number 0f wavelengths

W .
wilt”

item, pB'
fflirillm'

_ . . ly in proportion to the Walletstimes the ray density. The wavelength used for each ray is SE'F-‘cwd “and” “fill til
weights provided on the wavelength data screen. For the binary IMP: files. the number 0' rays generated from will!
each pixel is proportional to the ray density times the fractional intensity relative to 256. '5”
The field size determines the physical size of the image file as seen by the optical system. For example. “am what

he field size is 2.0 mm (this assumes the fields are defined in tamisiii
object or image heights). then each pixel represents a 66.67 micron region. it the same image file is later use
with a system with a 40 degree full field of View (using field angles). than the field size can he Eat to 40 locate:
the entire field. Each pixel will now represent a 1.33 degree square. The difficulty in using field angle for deliriiig W
the object field of view is that field angle units are inherently anamorphic. X-direction angles represent edilfsieri 155ml
subtended angle at a Y angle of 8D degrees than at an a Y angle of 10 degrees. If field angles are being USBli. W
and the field of view is fairly wide (more than about 40 degrees in any direction) then great care should bEiBilflll m

in interpreting the results for an extended object. For a precise definition of the field angles ZEMAx usesttl Win
"Field angles and heights" on page 27.

By separating the form 0“ the'object from the scale. the same image file can be used for many applications. For
example. the sample image file "Iettererna" contains a 7x7 grid of pixels defining the capital letter F. The chief
scale can be set to 1 mm, then 0.1 mm. than 0.01 mm to eta feel for how ‘ 5th
can resolve, without the need to change the IMA file. 9 small a Character F the optical W
Note that if fields are defined by image height. then field size determines th ' . . . s a
not object space. The field size is always in whatever units the fields are defingéiinogiig :glgfitigdgeaagiggiflh

‘ I ‘ d termines ima e hei ht. The s’ - - . .

iiieagnsiiizfatign of the lens. 9 9 me of the Object is then determined by the field size dlvtded bill1E
The choice of field position also permits great fisxibili in - . _ ‘
file can be tested at several field points to see if the rtgsoljtfilyg'm 'maQB Clitality. For example, the lstter mills“
scale is set to the height of the letter. but the image will be can
field point.

x 30 pixel size image file is used. and t
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The perCent efficiency is defined byit
is,

at _ 2W
at]; = .—'

1W
)9 1
Br ..

or where the sum I '5 overall rays which were unvignetted. and the sum overj is over all rays which were launched—
The elllc'?”cy calchlal'c’“ COUSldEFS Vignetling. source distribution, wavelength weights. and I'BllEGllO" and

.u transm'SS'O” “33393 "'1 the Opllcal System lithe "Use Polarization" checkbox is selected.

.5 r rr i a fi. -

ZEMAX has 3 algorithm for accuratel com 1' ' ' ‘ ' -mode fibers; for details see "Fiber
Coupling Efficiency" on page 128. y no Ing fiber coupling into single

3 To estimate the Coupling GfilCiency for multi-mode fibers. a geometric approach may be used. Place a circular
:. aperture at or fuel before the image surface with the appropriate maximum radial aperture representing the core

size. Then set the NA (See the table above) to the maximum acceptance NA of the fiber. The percent effICIency
will then be calculated by summing all the rays that pass the core aperture within the specified NA. The NA of a
typical multi-mode fiber with an inner core of index it,- and an outer cladding of index n" is given by

NA = Mil-4'! 2l n"

Emulate

Selecting the "TEX!" option On the image analysis window menu bar will generate and display an ASCII file listing
the ray data. if the "Show" option is set to "Spot Diagram". the file will have 9 columns. The first column is the
sequential ray number. The second and third columns are the x and y field coordinates (either degrees or object
height). The fourth and fifth colLimns are the normalized pupil coordinates. Px and Py. The sixth column is the
integer wavelength number. The seventh column is the weight of the ray. which depends upon the source
properties. The eighth and ninth columns are the image coordinates in lens units. relative to the reference ray.

if the "Show" option is not set to "Spot Diagram". then the text display will list the weighted ray count in each pixel.
Use the "Escape" key to terminate a lengthy image analysis computation.

Geometric Bitm I a slim: sis

Purpose:

This feature creates an FlGB color image based upon ray tracing data using an RGB bitmap file as the source.

This feature has many applications. It can be used to model extended sources. analyze useful resolution. display
distortion. represent the appearance of imaged objects. provide intuition as to image rotation. display beam
footprints. and show surface plots of illumination on any surfaca. to name just a few.

This feature is based strictly open geometrical ray tracing. The bitmap image analysis feature uses standard
Windows BMP and JPG files as the source image, see the discussion for details.

Settings:

This value defines the full height of the source bitmap in field coordinates. which mayField Y Height . . . .
be either lens units or degrees, depnnding upon the current field definition (heights or
angles. respectively).

The "Even" setting leaves the object as it would appear when viewed looking down the
negative Z axis in object space. The parity can be set to "Odd" which reverses the object

Flare x 1000

 

 
 

 
  

  

 

 

 
  
 

 
 

 
 from top to bottom.

 The rotation can be set to any angle in degrees. The algorithm actually rotates the object
before tracing the rays. so this feature can be used to switch from tangential to saglttal
orientation of bar targets. for example. 

  This setting determines .l'lOW many rays will be traced. The distributi
wavelength is in proportion to the relative FlGB intensities of each pi    

on of rays at each
xel. 
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“9"“ Description

X-Pixels

Y- Pixels

Use Polarization

 
 
 
 

 he X direction on t
n the detector.

ra reqmred. and lb

_ will be traced. f8! Sggguntgd for. See the "Swag:
|f checked. polarized relish the 5 stem will aid lining the po|arizafion Stated M
transmitted imeBSilwritgeragg" for in orrnation or! 9 ndcha her under“ 05! ‘ '

details. Only ZEMAX‘EE sumo d at each detector pixel to yield
, itiee will be average ording to "19 relative RGB int n Wt

If checked. the FIGB intens wt" still be traced 61°F. b lost When the detected finalise
Sfall'ie detectedbi_l11ia§:'glaily;il color information WII 3 Image ‘3o t esource ilt'l .

 

 
  

  
      

 
 

 

   
 

  
  

 Grey Scale
 

 

 

    

  
 

 

displayed. . ' d U 656 D 5e define . - - - 87. and
en 3 wavelengths Will 3 matter what the current wavflig'm.. l eem - - t“

if FtGB is so so nd bIUE. respectively. "engths 1‘ 2, and 3 as currently Maggi WM

 

 Wavelength 

  
 

microns for red green. a“. wavel ,
definitions are. It "1+2+3 '5 se'ec'ed‘stggnthe red channel or the source bitmap wm
on the wavelength data box Will be U ei'for wavelel'lgth 2i and the blue chfilrlnit-ili i
used for wavelengéh fi-a3;:fi%§3§mii be in FlGB format novrétlztrterhwigat wavaengflfi.
wavelength 1. The h‘lspo tion For selection ol a speci IC wa th 9" ,h uo as 1, 2-3.‘
are defined ”3mg it? ishafinei image will be used; for waveieng St d|gf‘ er than atheal
ghgnritgleigafivair's vied for wavelengths 53'9““ Whmh are no a mad the h'ghfitl‘
defined wavelength will be used

  
  

  
  

  

  

 

 
 

 

 
n an defined field position. This permiis a 3m

0.: to gov location in the field otvtew. The ”Whigs
dinate of this field position.

Field  

The surface number at which to evaluate the rays.

The size in lens units of each pixel measured in the X direction.
that)”

The size in lens units of each pixel measured in the Y direction. ;_ mm
ti'iliel

  
 
 

Select either "object" or "ima e". If object is selected, then the source bitmap will‘ba .
drawn. If image is selected t en rays will be traced and the detected image willtie Sellil'h
displayed. Note the number of rays, pixels. and pixel sizes are ignored when drawing
the object bitmap. 

 

 

 

 
 

The name of the .BMP or .J PG to write the detected bitmap to. The detected bitmap silt

Saidnegearnigicé Svghehnumbertot )tt ETC] y pixels defined; but the pixels size must be the. . e aspec ra IO 0 be correct in the out ut bitma file. The tile name

must end In either a iBMP or JPG extension, with no pathpname squplied. This file till Wait
be created or overwritten Without warning and will be placed in the \ImaFiles direcinfi-'

Flemove Vignetting If checked. vignettin factors or ' .. ‘
Factors vignemng factors" on gage 82' a automatically removed. See Comment till!”1 1%

Discussion.-
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w    
. Y Height determines the h ' ‘ - ‘ F m '9 ifhe F'E’ld . , _ P YSlCaI size of the source file as seen by the Opflca' system. 0’ exa , p '.

:50” x 100W pixel source tile is Used. and the Field V Height is 2.0 mm (this assumes the fields are defined in
' t or irna e hel his) h * ' d ”I ”39this Of able": 9 , 9 . I an each lxel re resents a 0.040mm x ODdDmm region. an E sou

Leitmap covers a 2.0mm high x 4.0 mm wide arse. p
‘i fields are defined h ‘ ‘ - - - ' h boot in has aNote that I _ y image height, then Field Y Her ht determines the size of t e o l 9

space: "9‘ 0mg.” space. The F'e'd Y Height is always in whats-vii units the fields are defined in. and so when
u5mg image “Elam 35.3 field type the Field v Height determines the source bitmap height in image Space The
size of the SOUI’CB In Object space is then determined by the Field Y Height divided by the magnification ofthe lens.
The pierS "0m WW0“ rays are traced are chosen randomly according to the FIGB intensity of each pixel in each
color Gimme" Hays are generated randomly from anywhere within the bitmap until the specified number or rays
have been launched. although not all these rays may make it through the lens.
once 5? ray is generated. it ‘5 "895'“ through to the selected surface. lithe ray is vignetted or an error occurs. the
ray is ignored. Otherwrse, the DIXEI on the receiving detector that the ray struck is determined. and the intenSIty
oi the ray IS added to the detector's bin count in the appropriate color channel.
After all the rays are tracad. an FtGB image is created from the normalized counts in each detector pixel.

The percent efficienCy is defined by

EW—
%E=—‘

2W}.

where the sum i is overall rays which were unvignetted. and the sum over] is over all rays which were launched.
The efflCtency calloulatlon also includes consideration of reflection and transmission losses in the optical system
if the "Use Polarization" checkbox is selected. as well as ray errors.

Selecting the "Text" option on the menu bar will generate and display an ASCII file listing the detected pixel data.

Use the "Escape" key to terminate a lengthy image analysis computation.

Wm

Purpose:

The diffraction image analysis feature is similar to the geometric image analysis feature. except the complex
system Optical Transfer Function (OTF) is used to compute the image appearance. This method accounts for the
finite pass band and other diffraction related effects real optical systems have on image formation.

The image analysis feature uses special lMA files to describe the object to be imaged. The lMA file is described
in "The lMA format“ on page 105.

Settings:

_
The full width in lens units of the region defined by the IMA tile. Note lMA files are always
square.

Oversampling Sets the factor by which the IMA file pixels are oversampled. This increases the effective
resolution of the IMA file Without the need to define a new IMA file.

Zero Padding

OTF Sampling

   

 
 

 

  

  

 
  

 
  

 

Determines the actual size of the region to ccmputathe diffraction image of by adding
zero intensity values around the IMA tlle pixels. This increases the size of the displayed
diffraction image without changing the size of the unaberratsd image; this allows study
of the energy diffracted well away from the perfect image location,

 

  
  
 

 

    
The rid size of the samplin in the pupil: larger rids yield a more accurate
repregsntation of the system OT?=. This has no effect on tap size of the diffracted image
just the accuracy of the predicted frequency response. 1

 
 

 

Choose surface plot, contour map. gray scale. or false color map as the display Dption_ 

 

109 Chapter 7': ANALYSIS MENU

 
48/118



49/118

 
 
 

 

. - . . ‘mage. incoherDescription ent Ima 5‘ raw ' . amt
. ~ coherent image. comt’he tranfi arm of the raw Wage. Steam

Data Type Choose either the In function. 3:9 Coherent transfer function and the "mg: “itor

function. coherefigrtigposiinatlon about

Diffraction Limited

Wavelength

The field

discussion below
of this computatlon.

computed. - ' the \lmaFiles dir
_ . - must recide In ectory. Site

. ima «3 file This “"3 file format. “it
gggSsaszgici-jeigt?oi|thilg a fugl description of the IMA , .

ill invoke the Windows Notepad editor which allows momfica‘mEdit IMA File Pressin this button W

-0* the cgrrently selected IMA tile. .
traced tor each ray required. and the resultingUse Polarization Ii checked polarized rays will be _ b accountEd for. See the "Syste' " thes stem Will 6 . . . . mMeni

StagsgletjfidEri‘figgil‘gfl'gfigfipmr in orrnation 0.”. defining the polarization state and 0m;
details. Only ZEMAXaEE supports this capability 1

 

   

 
 
 
 

 
 

 

 

 

    

_____.__.-.n—¢-n—-—\
  
Discussion: d d Th th ‘
This feat - - 'ma s ro eniestrom exten e _50ttr095- Effie odlnvclv

ure can compute complex diffraction i g P P in clear and Insightful detail In "introductimthe computation is based u on Fourier Optics, which is described . .
Fourier Optics" by Joseph Gpoodrnan, MoGraw-Hill 1968. See that reference for more Information on coherent“.
incoherent imaging and other Fcurler optics theory. There are several importflm assumptions In the methouiiw
must be understood by the user betore this feature may be used to draw important conclusions.

The IMA file defines the relative intensity at each of an arbitrary number of pixels arranged on a square grid. For
example. the letter "F" may be described by a 7 x 7 grid such as:
0111110
0100000
0100000
0111100
0100000
0100000
0100000

Although the IMA file is convenient for detinin s' -

too low to see sufficient detail in the difiragtedniiigeaggfifihsetgeeesom“
increasing the resolution; the number of pixels is increased and the data f. I r0
to yield the same shape at higher resolutio . ' . m each ixel is re licated as willii
a 14 x 14 grid: n Wm" 3“ °Versamp|ing of 2X; the letterp“F" tile ISIA imagB ”W
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\ 'iillilillllfli)I“ 7 '11 111.1100

1%, DL‘I‘ffSQOODOOUt10
‘ "35‘ (:H'i'i1i_jii'ii'1i.iLlIfiQ[jQU
"0r“ LfiLi‘i'1017000003in

L'i.10000000000
\ 23111111110000

00111111110000
‘\ 001“1000000000

00110000000000
1‘5. 00110000000000

'3' 00110000000000
‘ 00110000000000

00110000000000

Note the shape i3 the 531119. there is just twice the sampling in each direction. The width of the image is unaffected:
the FIXES are half the WIdth and there are twice as many in each direction now.
Because the effects of diffraction tend to blur and extend the ideal image. it is desirabte to increase the size of
the displayed area beyond the limits of the IMA file. This can be done with the zero padding option. This optlen
increases the IMA file size by adding zero intensity values around the defined IMA file pixels. The letter "F" file
would look like this wrth a zero padding of 2):;
00000000000000
00000000000000
00000000000000
00000000000000
00000111110000

0m 00000100000000
to 00000100000000
w 00000111100000

00000100000000
00000100000000

_ 000001000000001r 00000000000000
00000000000000
00000000000000

The size and shape of the image is the same. but additional area has been defined that some energy may now
diffract into. Note the width of the new image has increased by the zero padding factor. but the width of the "F"
part of the image is the same. Zero padding is not available when using the binary IMA file format.

The oversampling and zero padding may be used together. however the array sizes quickly become quite large.
For an oversampling of BX, a zero padding of 4X. and an original pixel size of 12 x 12. the resulting array becomes
384 x 384. which ZEMAX internally further zero pads up to 512 x 512 for transform purposes.

95 Once the input image is defined. the image is transformed into frequency space. multiplied by the OTF. and
a] transformed back into position space. The resulting image is filtered by the complex OTF to yield the diffraction

image.

The primary assumption made by this implementation of the Fourier method is that the OTF does not change
over the extent of the image size. This means the field of view defined by the size of the image is small enough

  

‘1’ so that the OTF is the same over all points in the image. The user must take care to be sure the image size defined
5’ is small with respect to the rate of change of the field aberrations. ZEMAX computes the OTF for the field point
if selected. and assumes this OTF is valid over the entire region covered by the image.5

Because of this assumption. distortion WW "0‘ 13" “Sims ‘0 "19 predicted image. Since only the variation in OTF
over the field will introduce distortion. To see the effects of distortion or other "large field" effects. use the geometric
image analysis feature.

Note that the diffraction image analysis feature is good at computing detailed image data for small images. while
the geometric image analysis feature is good at computing image data for larger scale images.

The other assumption this calculation makes is in the method used to compute the coherent optical transfer
function. The coherent optical transfer function is assumed to be the complex pupil function:

Hm’fr) = ”MfrMidt’mmM-fl-Mihi

‘——I—_——————H——_-————___
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and fr are the spatial frequenciefi P f, ' . - ' . it
where H is the complex OTF. (If. is the pupil to image no pup” and ts zero outside the pup" t5. i. an. _ . . n overt | c, for the special case it
flap" function (which determines the relatlveggapnrfymfitflfion whiCh-Egflhtfifl is met in general for Sgggtaymt. . - ' n t I ‘

Stgpwggfifrog; arbitrattgn function; $33? plane 0' thetmaQe Ilpprgximattcn to the coherent transfer tSnWhlgare telecegntricfirfotgjectigggenalgorr other systems. this ts only a “fit
For more information. see the reference by GOdean‘

Miscellaneous

Elfllfi—Qucuatuccztztstettm
Purpose:

Displays the field curvature and distortion P'Otfi-

Settings:

Max Curvature Defines the maximum scale for the field Curvature plot In '3”?- “n'ts- Em” zeros-automatic. .
Defines the maximum scale for the distortiflfi l3“?t '” percent. Enter zero for alumniatltt.

Wavelength The wavelength number to be used in the calculation.

Use Dashes Selects either color or dashes.

ignore Vignetting See the discussion section.

FaCtOl'S l
Select Standard. F-Theta. or Calibrated. See the discussion section for details.

If checked1 then the data is computed based upon a scan along the positive Xfleld,
othentvise, the scan is along the positive Y field.

Discussion:

The field curvature plot shows the distance from the currently defined focal (image) plane to the parexial local
plane as a function of field coordinate. The tangential data are the distances measured along the Z-axis from it
currently'defined focal plane to the parexial focal plane measured in the tangential (Y2) plane. The sagitlal dam
are the distances measured in the plane orthogonal to the tangential plane. The bees of the plot ts on axisatt

 
 
 

 
 
 

  

 
 
 

 

 
 

 
 

 

 

 
 
 

 

 
 
 
 

 
 
 

  

 
 itinlto

itiorlio
t’thrlic 

 
 

 
 
 

Filth:

alllll‘rte
The field curvature for the tangential and sagittal rays is defined as the dis c ' ' e Ianell
the peraxial focus for that ray. In non-rotational systems, the tan a from the defined tmag P

real ra nd t ‘ i 901.301so the value presented is at the point of closest approach. y a he ”“3? ray may never IMF-"5
The field scan is along the positive Y field by default. if “Do X-Soan". ' ' ' ' alothe positive X field. in which case the tangential curve lsf '5 selected, then the maxrmum held 15 iii

offset, and so is the field curvature data.

“Standard" distortion is defined as the real 0hiefra he'chief ray height. ttmeetoo: V Isht . minus the reference ray height, divided by the paw

Distortion = [ODXM
8

NW

where all heights are taken to he the im
is not referred to the paraxrai Image pla ' parax‘l cioordinatét at Whatever ' - ‘ned (mall:la ' ’ -reference ray height is computed by tracmg a test
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i - _
small f . . .1” it”! tram a very i "am he'gm’ and the” Scailng the results as required. This generalization permits the

3y it utatrcn 0 restatute-tote distortion values - . I t - Thetry camp 9 height for the undistort d , even for systems not well described by parents {ray racing.
Whig] referent? e ray m a 'Otatlonaiiv Symmetric system at paraxial focus is given by

oitg ii

if,” = flan 0.

/ where i is the i005" length and it is the an. _ gle in ob'ects . all uses the eneralization described
above. ratherihan this equation, however I pace ZEMAX actu y g

the idea is the undistorted height goes as the tangent of the field angle.

j yrrf : [0‘

I f . .

or where f IS the t(Misti length and 0 Is the angle in object space. Generally. F-Theta is used only in scanning systems
where the image height needs to be linear with scan angle.

tic. “Calibrated" distortion is similar to ”if-Theta" distortion. except that the "best-fit" focal length is used rather than
the €V5i9m focall length. Calibrated distortion measures the deviation from linearity between the image height and
the field angle. Without the restriction that the proportion of linearity be defined by the focal length of the system.
A focal length [8 chosen that best fits the data. rather than the system focal length. although in genera! the best
fit focal length us close to the system focal length. The calibrated focal length used is given on the text listing for
this feature. The reference height for the undistorted ray is given by

yref = 109‘

“it. where f' is the calibrated focal length and B is the angle in object space. One somewhat surprising effect of this
definition of calibrated distortion is the non-zero distortion at zero field angle. The reason for this non-zero
distortion is best explained by looking at the limiting behavior of the definition of calibrated distortion. Calibrated
distortion is defined as

real v . _ v
the ‘ Distortion = IOO KM.

lala yrefand ‘
Jse

Forsmall angles, the real y chief ray coordinate in any reasonable optical system is well described by yr“?! = f9 '
int: and the reference ray coordinate by yrej- = f‘B, so the distortion is

y ——y - t] _ ‘

til i Distortion = too —"—i——! too xfB—GL a too xf—L.
1Q | yrs] f )0
lat '
ad

”.9 Which is not zero, unless f = f. Therefore. the calibrated distortion is not generally zero on axis. This does not
moan the image height is not zero, it is simplyan artifact of the different choice of focal lengths for the reference

‘ and actual ray coordinates near the optical axrs. [\lote that a percentage distortion near the axrs Is not significant
is because the field itself approaches zero at zero field angle.

For non rotat' - or s stems with curved image planes distortion is oorl d it d d- l0 metric s stems. if . . t P V a ”e a"
the data presenriggsissggbably mzaningless. The reason is that no single number adequately describes distortion
at a Single field point if the system is not rotationally symmetric. Instead. see "Grid Distortion" on page 114.
Stiirrtl s - - d distortion plots are only valid for rotationally s mmetr‘ t '3 Id curvature an _ , V _ to eye ems wtthDianeyimggekéflgfagheeshfiowever, ZEMAX uses a generalization of thefteld curvature and distortion concepts to
give reasonable results for some. but not all. non-rotationally symmetric systems. Caution should be used when
Interpreting these graphs for non—rotationally symmetric systems.

f ‘~‘-—|—_—_—_——_—-_‘————-__.
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_ and distortion l .
is d Nature D ms. .9amputl 9 "1" a chief ray no longer 9er It

By default. ZEMAX ignores vignetting facmrs Wheggsurface. Such that lh througfl‘m ’
factors can change the chief ray location on the 5 1“
center of the stop. #5

W 5|

Purpose‘ 5:
. ' , . ~ ' tortion.

Displays a grid of chief ray intercept points to Indicate dis fl
Settings: if

. . i

_DBSGI’IPilon ‘ t with a chSS ll
. _ .. .. ch chief ray intercep . . . or ,VeciOf" .

Display Sleltect etiilgfrgrrgst‘tste 23:33:13; point to the actual chief ray Image POIHL tilp o e vs

‘ lOr'l. L

The wavelength number to be used In the caICUE: i
The reference field position. See the "DISCUSSION «

. . " " ‘ ts on the distortion rid -iflerent than 1.0. then the X porn 9 viill .
gxtgggzggigdsbg the selected scale factor. The scale factor may be negativieio1
change positive to negative distortion on the plot.

HNV Aspect If unity, then a square field will be selected. The output image may not be Square
if the s stem is not s rnmetric. but the object fieid Will be square. If the Hrw flaw
is greaier than 1. theit the "height" or "3’". field Will beex ended by the aspem rate
If the aspect is less than 1.then the "hei lht or y hell Will be compressed little
aspect ratio. The aspect ratio is the "y"_ ield height dwided by the it" field width,
The aspect ratio only affects the input held; the image aspect ratio is determined
by the optical system imaging properties.

figEgg.
i “‘52B

Symmetric Magnification lf checked. then the X magnification is required to be identical to that
magnification. This causes distortion to be referenced to a symmetric predictedi
grid retherthen an anamorphic predicted grid. I

Field Width The width. in field units. of the "x" field of view.

  
Discussion:

This feature displays or computes the coordinates of a grid of chi . . . .. . _ of re s. In a s and
ray coordinates on the image plane follow a linear relationship with mi; field cofrtdfiljnmagithout distortion. the

definition, fit and fy are the tangents of the field an . i - Optical s t ' les asafieglee the he . ys ems using ang
3&3de Lats::figagfecgifigfielgfied); _To compute the A(BCD nigtggto?érfites must be linear. therefore. titt‘ltitilts

. . P . . 9 Position. Usually, this is the ' AX traces rays over a very small”
of which field posttion to use for reference. Center of the field of View. ZEMAX allows gal

. . . _ a “Bid grid In b'
Because the ObjBCt height is linear with fi 0 lect space to . _ ‘ 'slfll'w
are used to define the field is given by n - be at the mattirnum redial field d'

Chapter 7: ANALYSIS MENU
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IQ ‘

9h

‘

arm-Hui;5'5ijL5]//

“a: where 9r '5 the maximum radial “e'd angle at the corner of the field
ra coordinates in ima e s ace f _ . _ _ .

Thgpozents. The use of an TQBCFE) meta; the very Small field of View are used to determine the ABCD matrix
‘ ‘ ‘ aI'OWS for word ' ' t ‘ tated such thatcordinate ‘ inate rotations. If the image p ane is re ,

a ifigligiaiion. The glfilagiifiotgig’:333571 and a 3’ Image coordinate, the ABCD matrix will automatically account
for ‘th the same linear field coordinates (MS the linear grld. and then marks the actual chief ray intercept for a
ray W' “I ting availablet b I t With an "X" for each point on the grid.it IS a U a ‘ - . . . i.
flifiion" defined by as the predicted image coordinate. the actual image coordinate. and the percent

R

P = 100%7 distorted I where
predicted

’ Z 2
Rdistnrtcd = ('rp _- xr) + (yp _ yr) ' and

2 2

Rprcclfctcd I IJUP) + (lip) .

and the subscripts r and p refer to the real and predicted coordinates on the image plane relative to the reference
field position image location, respectively. This definition may not be applicable in all cases. and the results should
be used With caution.

ZEMAX cannot compute the grid distortion in exactly the manner described here if the field type is real image
height. The reason is that when using real image height. ZEMAX iterates each ray trace to find the exact field
coordinate to hit the desired image coordinate: implicitly removing the distortion. As a workaround. ZEMAX
automatically changes the field type from real to paraxial image height forthe purposes of this computation. and
this may affect the accuracy of the results for some systems. Generally the results will be accurate if the distortion
is small.

   

CED.ZEMAX cannot compute the grid distortion In exactly the manner described here if the field
type is real Image hatght. 

  
l

Eactedamtaacem

Purpose:

‘ Displays the footprint of the beam superimposed on any surface. Used for showing the effects of vignetting and
for checking surface apertures.

Settings:

_—
Hay Density Determines the number of rays traced across the half pupil: a setting of 10 will trace a

grid of 21 x 21 rays.  
  

The surface to show the beam footprint on. Wavelength The wavelength number to be used in the calculation.

mThe field number to be used in the calculation.
Delete Vignetted If checked, than rays which are vignetted by subsequent surfaces will not be drawn.  
 

Rays which are vignetted by prior surfaces are never drawn.
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Item
 
 

 

Description
. . w aw

if checked. this option
This helps distinguish the v

Select “All" to draw
select "Current to s

 
Use Symbols

Configuration   
 
 
 

59 on that surface a grid 01'3“"Discussion: rin‘IPO .hen sUPB . erture of the se . -
This feature will draw the shape of the sufiflce' and t with a rad'a' clear ap m. diam“ "' he 9 re is alwa 5 sho r
"0 ElFtei'ture on the surface. then a Circular BMW.” 5 p _ The surface ape'nu ll; Wn as with
is sh Oth ' h n of the email“re ‘5 Shc’w" rt 09 If there IS an 01355“? '0" Wheat" "it

own. erwrse.t e s ape on the actual so a - d by the semi-diameter. “its.“the frame: even if the aperture is decentered ure define‘ - ' 'rcular 8P9” .

the Obscuratmn WI” be drawn along wnh the Cl rameter. and rays may be from any or all fields, at an”!' ‘ ' ‘ ' ' drawn. Ft .The ray rid size is s settled by the ray denSIt‘l pa - the surface ShOWn are: not aye Wh
wavelengths. Fiays which are vignetted by Surfaces P"°'d'r2wn if "delete vignetted Is checked. othetwlslma‘

””3095 are "m - - - ed.The number of re s '3' '
aesenresg'a:zesaaietimmnmepmn Issued v some. a,

by the total number of rays launched is shown as a percentag
WW

Purpose:

Displays the longitudinal aberrati

Settings:

mDefines the maximum scale for the plot in lens units. Enter zero for automatic,
Wavelength The wavelength number to be used in the calculation.

Selects either color or dashes.

Discussion:

This feature computes the distance from the image surface to where a zonal marginal ray "focuses“. arm
the optical axis. The computation is performed only for the on axis field point. and only for zonal matgil .
tangential rays as a function of pupil zone. The base of the plot is on axis, and the top of the plot represanlsill
maximum entrance pupil radius. There are no units on the vertical scale because the plot is always normaiiil '
to the maximum entrance pupil radius. The horizontal scale is in lane Un't . rice from u
image surface to the point where the ray creases the cptical axis. . s. and represents the dim

on as a function of pupil height at each wavelength.

   
  

produce meaningless data for non-rotationally s mmetric
this plot for non-rotationally symmetric systems? Eye-tame Great car
Mammals:

Purpose:

Displays the lateral color as a function of field height
Settings.-

”Description

Use Heal Ftays Either real or parax‘ I PM in lane units, Enter zero for automatic.
check this box. la rays may be used. The default is pa - i rays To use "35m“sraxia . ,."1‘

Chapter 7': ANALYSIS MENU
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It checked. then dataf
be referenced to the
the shortest and long

or all defined wavelengths will be diaplayed. Each wavelength will
Primary wavelength. If not checked, then the difference between
est wavelength rays will be used. See the discuseion.

If checked. then the* AW disk radius at the primary wavelength will be plotted on either
side of the reference line to indicate the extent of the Airy disk.—______‘___r

 
1% , - .
.v if DISCUSSIOH-

rig“! This feature computes the lateral color either of two ways:
. If "All wavelengths" is checked: The data

chief ray at each wavelength to the prim

iiiaj if "All Wavelengths" is not Checke
Eh“ wavelength chief ray intercept to t

computed is the distance en the image surface from the intercept of the
my wavelength chief ray intercept.

d: The data computed is the distance on the image surface from the shortest
he 'Ongest wavelength chief ray intercept.

“it; The base of‘the plot is on aXis.'and the top of the plot represents the maximum field radius. Only positive field
Mg angles or heights in the Y direction are used. The vertical Scale is always normalized to the maximum field angle

or height. The horizontal scale is in microns. Either real or paraxial rays may be used.
If "Show Airy Disk" is check on. then the Airy disk radius will be approximated as the square root of the sum of
ms,- squares of the X and Y direction Airy disk radii.

This feature'may produce meaningless data for non-rotationally symmetric systems. Great care should be
exercised in interpreting this plot for non-rotationally symmetric systems.

Z'ngr Qiagrgm

Purpose:

Y-Ybar diagram.

Settings:

The first surface for which data will be plotted.

Last Surface The last surface for which data will be plotted.

 

 

  
 

  

 

 
|L_J_J'__L_15’
  

 
 

 

 

Wavelength

Plot Scale

Discussion:

The Y—Ybar diagram is a plot of marginal ray height as a function of chief ray height for a paraxial skew ray at
every surface in the lens.

W

Purpose:

Chromatic focal shift plot.

Settings:

_—
Maxim - he maximum extent in lane units for the horizontal axis. The vertical axis scale is set

2;), the range of wavelengths defined. Enter zero for automatic.
The radial zone in the pupil used to cornpute the back focus. The default value of zero

ans a araxial ray will be used. Values between 0 and 1 mean real marginal rays are
umde in thpe appropriafe zone In the entrance pupil. A 1 is at the edge of the pupil, or full
aperture.

The wavelength Humberto be used in the calculation.

Sets the maximum scale for the plot. The plot is always shown in a square box: the
default scale is the maximum transwrse ray coordinate. Enter zero for automatic.aieifl

ESE

 
  

 

 
   
  

  

l“'Liinii Zone

‘4.
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_ etength- At each pIOne /
a primary MN y is computed. This part-2% iDiscussr‘On: . got t0 "1 inal r3h resP or marg at,

This is a plot of the shift in back focal langtgrrf'ocus for that COI 't Th ' "a" I
the shift in the image plane required to rea IGHS unl 5' to BMW plot i3. ‘ ‘ are l. - .

meaningful for non-paraxial systems. afault scalmg'ifléglfiion limited depth of focus listed Is 9%:waThe maximum shift setting override5 the)?“ toe
referenced to the primary wavelength para

‘ ‘5 the
formula 47LF‘. where F is the working F/# and A I

Western
glass catalog.

Purpose: . any material in the
Plots index of refraction as a functio

Settings:

Min Wavelength Defines the left X- a
. ' ersion PIC“-

Max Wavelength Defines the ”9'“ X‘ ”'5 Of the map . t Enter zero for automatic snail
Minimum Index Defines the bottom Y- axis of the dispemlo” 9'0 ' "9-

. » ' t. Ente
DBfines the top Y- aKIS of the dispersion plo

mThe name of the material. 5511!”
. index due to temperature and pressure affects wile titte-

Use Temp. Pres If checked. then the chang‘3 '"
considered.

n of wavelertg1h for

 xis of the diepersicn plot.
 

  
   

  r zero for automatic scaling,

  
   
 

 

 

 

 
 

Discussion:

This is useful for checking if constants of dispersion or other formula data were entered correctly. Gilt
glassware

Purpose: fill
Plots names of glasses on the glass map according to the index of refraction and Abbe V-number. The indetart PM
Abbe number are taken directly from the entries in the glass catalog. and are not computed based uponltt Pan
wavelength data or dispersion coefficients. All currently loaded glass catalogs are search ed for glasses wiltiintt Sell
boundary values specified in the following table.

Settings:

_
Min Abbe Defines the left X- axis of the pint.

Defines the right X. axis of the plot.
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.5’75'

5'5!

 

 

 

  
 

 

 
Defines the left X- axis of  

Defines the right X axis of the plot.
Defines the bottom Y-

  

axis of the plot.  
  

 

 
 

 

Ma X ”It.“ ’1”
Transmission  

Defin -
es the top Y- aXIs of the plot. Enter zero for automatic scaling.

 
 

 

 
 

  

The name of the material.

The thickness of the glass in millimeters. 

Discussion:

This is useful for checking the transmittance of a particular glass. See the Chaoticr “Polarization AHEIVSiS"-
sfe mm fa

Purpose:

giggle-aye In a graphic window a summary of the system data. similar to the text based system data report.e rngs:

None.

Discussion:

This graphic is primarily used to display a summa of s stern data with'n th ' t d f h I
nor 6 feature: described in the Reports Menu chargter. y I e pen a Page 0 t 9 report graphics
Calculations
 

flag Trace

Purpose:

Paraxial and real trace of a single ray.

Settings:

 
 _Normalized x-field coordinate. The value should be between -1 and 1_

Normalized y-field coordinate. The value should be between -1 and 1,

Field Select either a specific field or “Arbitrary" to enter in H): and Hy. if a specific field is
selected ; the Hit and Hy controls are grayed out.

 
   
 

  
 
 

 
Wavelength The wavelength number m the ray to trace.

_Normalized x-pupil coordinate. The value should be between -1 and 1.
Normalized y—pupil coordinate. The value should be between -1 and 1,

Global Coordinates If checked, all ray trace data is given in global coordinates rather than local Coordinates,
except tangent angles.

Ty e "Dir CosihBS" to display the ray direction cosines at each surface, "Tan ent An "
D $955351 the tangent of the angle the ray makes at each surface. or "Ym.Um. c.Uc“ go

display t e paraxlal marginal and chief ray Intercept/tangent angle display. The tangent
angle is the ratio of the x (or y) direction memo to the z direction cosine.
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. . . Yo. Us 0D:ecussron; . noradifthe Y UThtttons pttonie Sales-ta it V
The H: H P P d GI b it: ordinates settings a” }%onventi0n5 and De" . “l l‘l

. y. x. y. an o a o a he chapter zed object coordinates. the noa description of normalized coordinates, 5'9 l - normali . n11 'otiy the tel ray coordinates at av at JetFo t - - the U997 1" spa and 138ram . 9W5 ‘9!r he other options, this feature allows ew the real dinates (In the surface lune“ If f‘vi
u lloocrdinats , h w Is th number and then re the 600'P P s a d ave n9 enteda has (or tangent angles) are them“ ”I11‘ lue pres

The flrsl net of date resented is for a real ray. The Va e directto 005' . Val ‘the global coordinate system) of the ray it'ttert::IEIl3t Po'm‘ Th“? value is the 505'” 0f the angle "‘9 ray makes “3| V
of the ray in the surface after refraction. The direottot‘l 305' 05mg of the Emg'e the ray me as Wm" "espentmwl
respect to the s eetttee axis (the x-direotion cosine '5 "‘9 c tit is for a parflx'a' 'aV' Tangent ang'esmat t. 0"!
wattle. etc.) Thepsecond set of data is just like the first segggcfietaordinatee setting. with lll‘ ”
computed relative to the local 2 axis: regardless of the p

massages:

Purpose:

Computes Gaussian beam parameters.

Settings: in”it?

Item Description '
i no

Wavelength The wavelength number to use tor the oaloulat o |
- - me. See the Dis ' .

M2 Factor The M2 quality factor used to simulate mixed mode bea cusSIon. h

Waist Size The radial size of the embedded (perlect TEMGO mode) beam waist in object Spawn; are“:lens units. ___—____-_"--.;

 

Surf 1 to Waist The distance from suriaoe 1 (NOT the select surface to the beam waist location. This?
parameter will generally be negative if the waist lies to the left of surface 1.

Update See below. t

Orient L watt

Surface 1

Discussion.-

This feature computes ideal and mixed mode M2 Gaussian beam data. such as beam size. beam divergence.
and waist locations. as a given input beam propagates through the lens system. This discussion is not meanllt 11m
be a complete tutorial on laser beam propagation theory. For more information on Gaussian beam propagate. I.”
see one of the followmg references: “Lasers", A. E. Siegman. University Science Books (1985) "Gaussian heart. he;
ray-equwalent modeling and optical deatgn". Fl. Herloski. 3. Marshall. and Ft. Antes Applied dptics Vol.2?! N0
8 pp. 11 E38 (1983). Beam characterization and measurement of propagation ant-thugs". M. W. Sasnett and'TT. "the
Johnston, .Jr., Proc. SPIE Vol. 1414, pp 21 (1991 ' and "N , u >Proc. SPJE Vol. 1224, pp 2 (1990). ) 3‘” developments in laser resonators . A. E. Stegmttt libs
A Gaussian laser beam is described by a beam waist size a
Gaussian beam is an idealization that can be approached! Wavelength
beams can be well described by an "embedded" Gaussian b

called M2. which defines the relative beam size and diverge ' I W
The ideal M2 value is unity. but real lasers will always have ‘
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R the vessel" button. After the delta”
0! . n may be entered and that G

if e e

If values are. com ' ' '
aussian bee puted and displayed. any alternate beam waist size and

in will be traced instead.

'nitial beam waist a '

(:5 once glgrln and computes thgiatdciaaluhon paramt-lustre are established. 2 E MAX traces the embedded beam through
the sywaist. the phase radius of curveftim 8'29' the narrowest radial waist, the surface coordinate relative to the

i3s 533:; surface in the System, ZEMAX re of the beam. the semi divergence angle. and the Rayleigh range for
. Calls these . . . . . d

’llh aaylelgh' respectively. on the text listing that is 9323333er the See, wa'St' wa'Sl Z. Radius. Divergence. an
- ‘ nsforallparamet - -The dimenSIO _ are are lens units ex ' ' ' ' ' ' ans.

is The embedded Gaussran bea para eters ca cept for the semi divergence angle. which is in units of radl
Rayleigh range.:, . is defined as

The phase radius of curvamre is given by

where z is the distance from the beam waist. The radial beam size at any 2 is computed from

(0(a) = m0[l + Err/2'a.

where we is the beam waist. The divergence angle of the beam is given by

-lm
. 6 = tan —0.
| z'

flagellum
I All of the preceding results are correct for the ideal embedded Gaussian beam. For aberrated, mixed-mode

beams, a simple extension to the fundamental Gaussian beam model has been developed by Siegman. The
method uses a term called the beam quality factor. usually denoted by M2. The factor M2 can be thought of as

. “times diffraction limited" number. and is always greater than unity. The M2 factOr determines the size of the real,
' aberrated Gaugsian beam by sealing the size and divargence of the embedded Gaussian mode by M. It is

Gammon practice to specify M2 for a laser beam. rather than M. although the factor M is used to scale the beam
size. The M2 factor must be measured to be determined correctly. If the M2 factor is set to unity. the default value,
ZEMAx computes the TEMOO data described above. If M2 is greater than unity. then ZEMAX computes both the
embedded Gaussian beam parameters as well as the scaled data.

BBOaUse th embedded Gaussian beam parameters are based upon paraxial ray data the results cannot be
ll'Usted for systems which have large aberrations. or those poorly described by paraxtal “optics. such as non-

‘ Nationally symmetric systems. This feature ignores all apertures, and assumes the Gaussian beam propagatesWell Within the apartures of all the lenses in the system.

WWW
The Sett’ - ' feature also supports an interactive mode. After defining the various input beam
Parametglgsglgl‘qg b3: Image" will immediately trace the specified Gaussian beam. and display the usual
leasing . . ' I 9 stars for any surface may be Viewed, and the surface number selected from

. In the dialog box. The parent“ ' h 'd cl t l"le drop down list. The orientation may also be selected Using t e provr a con ro.
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ate; it is a n . f' h lens of the ”Stem d andy (talcum . if
The interactive feature does not in any wall modify ' a ’5,
displaying Gaussian beam date.

Wm

Pumase: _ d wavefront aberration coefficient;
DiSP'BYS Seidel (unconverted. transverse. and lonQEtUd'Ml)’ an
Settings:

 
 

  

 
 

 
  
 

 
 
 

 

 
 
 

 
 
 

 
 
 

 
 

 

 

. and some wavefront coefiiClenis
entire system. The coefficients ”at . m. r the .

Setdel coafficients are listed surface by surface. as well 3: Sggngism (ASTI. 53). field curvature (Fcuae'lars
for Spherical aberration SPHA St . coma COMA. 82 CT .The units are al
distortion (DIST. es). longitudinal color (CLA.(CL). andgiggi‘tg'fnifiifltfifiiave)si ways t“r e I

as the SYstem lens units. except of course for the co entirely of standard surfaces. An
These calculations are onl valid and accurate for systems consisting r yslslane
which contain coordinate byreaks. gratings. parexial. or other non-standard surfaces a e not adequately 095$le
by “'19 paraxiel rays which are used to compute the coefficients.

Transverse aberration coefficients are also listed by surface With a systetgtn ngi'alrggm??1‘flrcé%fls given as.
transverse spherical (TSPH). transverse sagittal coma (T300): transverse egsa ittal field curv 1Militias;E
EStlQmatiSm (TAST). transverse Petzval field curvature (TPFQ). transvers agree axial l a ure (TSFc.
transverse tangential field curvature (TI'FC), transverse distortion (TD 8). ralt'ISV l _t°° $1: (mm). as
transverse lateral color (TLAC). The transverse aberrations are in the sys em| enslruni s. e "ansi'iltsg
aberration coefficients may be very large in optical spaces where the light is near Y ‘30 imated, 30d have In;
meaning in these optical spaces.

Longitudinal aberration coefficients are computed for longitudinal spherical aberration (LSPH). longitudinal
sagittal cema (LSCO). longitudinal tangential coma (LTCO), longitudinalastigmatism (LAST). longitudinal Perm
field curvature (LPFC). longitudinal sagittal field curvature (LSFC), longitudinal tangential field curvature (LTFC;
longitudinal distortion (LDIS). longitudinal axial color (LAXC). and longitudinal lateral color (LLAC). The Inngii-t
dinal aberrations are in the system lens units. The longitudinal aberration coefficiients may be very large in optical
spaces where the light is nearly collimated. and have little meaning in these optical spaces.

The wavefront coefficients given are spherical aberration (W040), coma (W131). astigmatism (W222l.iieli
curvature Petzval (W220P), distortion (W311). axial color defoous term (W020). lateral color tilt term (W111). fiat
cwvature sagittal (WEEDS), field curvature medial (W220M). and field curvature tangential (W220T). All iii
wavefront coefficients are in units of wavelengths at the edge of the exit pupil. The various aberration coefficient
are interrelated according to the following table. The symbols n and 0 refer to the index of refraction andllit
paraxial marginal ray angle in the object space side of each surface. The primes above the n and u symbtl
indicate that these are the values on the image space side of the surf ' ‘
derivation of the Seiclel aberration coefficients, see Welford. Aberratio
Design. or 0' Shea, Elements of Modern Optical Design. Compiet"introduction".

5 Sang
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Tangential

9From tan ential
to sagittal toci

 
Field Curvature

 
Gaussian to

F'etzval

Gaussian to

sagittal

Gaussian to
medial

Gaussian to

tangential

 
Distortion Distortion

Axial Color Chromatic
aberratiOns are

measured
between the

extreme defined

Lateral COlOl' wavelen ths,
reference to the

selected

wavelength.

 
l The Petzval radius of curvature shown on the Seidel screen is in system lens units. as is the Lagrange invariant.

i rf ' nt

' Purpose:
CEICUiates the Zernike coefficients using the Fringe or University of Arizona polynomial set.

Settings.-

Description

Specify the density in the pupil to use for coefficient fitting. Larger grid sins are more
accurate. although the computation time increases. 

123 Chapter 7: ANALYSIS MENU

k _———___J
62/118



63/118

 
 
 

 

 
 

 

 
 

 
 
 
 

 

  
 

II as the peak-IO'V‘3”3V- HMS' variance‘ SirehiraiiDiscussion'
' , , . , ' t5 as We

The Zernike screen displays the indivrdual coefi'c'ar‘
residual HMS fit error. and maximum fit error. a mean. is defined asth
The FIMS of the wavefront error. or. when referenced ‘0

rt

02:. iii-7"“,
J'I

if is the average anefront error. The
he mean square e d m is ignored. then the HMS “Emmi;

ys. If the mea

. 2 directl
to zero" results. This computation yields the square root of W alu

If the mean wavefront is subtracted from all th: gfififfiggfit'ase V. _ - II E ' _ _ . .

physical meaning). then the FIMS is referent: reference sphere which minlmlzes the RMS.Thia
T i ' ren ed to the tilted and shifted . . -
isygfiugfgfiSwaimngfliot gnly the mean (which ,‘5 piston) but_;hebay::e1%e‘;=l;énhxagnndoyafif:$9" That;
iustified because tilt shifts the location of the diffraction Image centror . hL‘It' a reference pDimWhiChm Image
cluality. For brevity. ZEMAX calls this reference point the " troid .althoug l is RMS is taken to m .3 USU“!
close to but not exactly at the diffraction image centroid. Most of the time. the sen the Fills

f the three numbers.
referenced to the centroid. which is alwatis the lowest 0 _ . - -
The Strehl ratio ls computed using the RMS referenced to the centroid by the foliowrng approxrmation:

"-1 .
where W lathe wavefront error. W" Isl

can actually be computed several different we ‘
y. and is rarely used.
as (the absolute phase reference ham

— Irtoi:
S : (r ( .

The approximation is only valid for Strehl ratios higher than about 0.10.
This feature computes a maximum of 37 Zernike terms. The particular Zern‘tke terms used are not orthonomtti
but are instead all normalized to have unity magnitude at the edge of the pupil. Some of the higher orderemt
in the expansion were dropped to keep the total number of terms small, and the terms remaining were selected
to favor accurate fitting of higher order spherical aberration. This particular set of Zemifte polynomials it

someti'megtcagedrjthe "Ftringe" or "University :3“ Arizona" notation. The more formal, and more general polynoniziset is t e an ar nota ion. sometimes ca 9 the "Born & Wolf" or the ' ' " " ' ‘ ‘ ciibaiiunder the "Zernike Standard Coefficients“ feature. Slmflar Noll notation, Wh'ch Is (165
The Zernike Fringe polynomials are defined in the following table.

ZERNIKE FRINGE POLYNOMIALS

zip, rin)

 

u
u I

2_ m '3?

I 2p 1 ”€- Fc (Lu...- T‘
QS'TiGHA rij-M \

\
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_O

  
 

 

u WIHMV sic/45????“
 

 
   
 

i
35gg %

i 3DH
|

w}
:5 0r-J 8 M "5 "'1'nD 5U3 k V; fléft'd..5 (.0

4 2

(109 -130 +3)pcos(p
4

i A _. O “D
i

1292+3)psin¢

20p6—30p44-12p2—l

p “03 ‘P 53m Nu: Mr“ 6

n
2 3

(5p -4)p cothp 1'12:AuevI—A£ CofiAI
(O
I

Q.

5p _4)p3sm3cp
M (2|

A

h.)

(15p4-20p2+6)p2c032(pE.
4

(15p4—20p2+6)p2sin2cp

E 35p“ — 60134 + 30p2 - 4)pcos¢>

I (35p° — 60p4 + 30p2 — 4)psin<p
7OpS—I4Op6 + 90104—2092 + 1

||  

  “fl
6p2 — 5)p4cos4(p|
 

125 Chapter '1': ANALYSIS MENU

64/118

-—.-.

i

____——_‘



65/118

E 4 '
n (2194 - 30p2 +10)p3c033tp

(2194130p2+10)935in3(p t

I (5696—105p4 + 60p2-10)p26052(i3
n (5606— [0594+GOp:—10)p25it12(p
“ (126p“_230p6+ 210p4~6flpl+ SlPCOS‘P
35 B 5 4 2 .

(126p -2809 +210p -60p +5)psm‘9
2

n 252p'°—i530pa +560p6—21094 + 30p —1
37 4 2- 924plz-27729m+315093r1680p6+420p —42p +1

r In

 

 

Pumose:

Calculates the orthonormal Zernike coefficients computed using the notation defined in "Zernike polynomialsaru
atmospheric turbulence". R. Noll. J. Opt. Soc. Am., Vol. 66. No. 3. March 1976. This notation allowa terms lobe
consistently defined up to (almost) arbitrary order, rather than the limited 37 term Fringe polynomials.
Settings:

Sampling Specify the density in the pupil to use for coefficient fitting. Larger grid sizes are more
accurate. although the computation time increases. ‘

Max Term Specify the maximum Zernike coeff'c' ‘-specified. i lent to compute. Any value up to 231 maybe.
Wavelength The wavelength number to use for the calculation. ;

The field number to use for the calculation.

Discussion:

  

 
  

feature. except a somewhat diileriif
for fitting. the terms are orthoElonal 30'
some important details.
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‘ [portion of the polyno ' - -he radra Wilai IS define - - .
T an n value of 5 w d by tW0 Indlces. n and m. The n index defines the order of the radlai

|

‘ - -o Duld ' 'We“ 5 indicate all - . . 5 '
53109.st m are allowed Once n is Chosen' n DDIVHDmials whose maxrrnurn radial power was p' . Only certain

I olyflom’ars' see PrmCIples of Optic m must be even. and 0 S m S n‘ For details on Zernlke Standard

i

|
|

i

SI!y b

Shovel The terms are Oflhonormal such thgt?|$9mm& Wolf. referenced in Chapter 1. or the JOSA reference listed
onhetenn, 39“

. ' the form I -m5 feature lists . u as next to th - -
'1r*hE-' first 28 terms are mm” below, e lltted coeffioients; the entire 231 term table is too long to include here.

itude of the coefficient of each term is the RMS contributiOn

ZERNIKE STANDARD POLYNOMIALS

 
  

 
 
 

  
 

pcosrp

 

 
 

lla
J6

Jamzcosfétp)

Jér3p3~2msimp

. I JE(303—29)cos<p
J§p3sin3cp

r-s 'D E :I N '8 'N—fl

ll

 

 
 

is. '0 n3 LI.) '3

fired—6:22 +1)_n..4.
M(4p4—3p2)c052(p

 —..|. G)

Jfimp“ —sz)sin2(p
 

 
 

_. h

Mp4cos4¢

4

Mp sin4tp

 mumps—12.03 + 3p)cos<p

 JEUOpS —1:2p3 + 39)SimP

 
JE(595—4p3)cos3<p

JE(5p5_4p3)sin3(p
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a4

 
  

J1_4(15p5 — 20p4 + fipzkosth
 

Tflffl‘l

-. l ‘35,,

I '35' I

IS 4 2 fl

freon —30p +12p -1) flags
2 , - r‘mtlspfi—2OP4+6pzism?-‘P / ii"

I i1
E Jthrspfi—Sp‘mnzttp lgi

6 4

E Mose 75p )cosdtp . /
27

Jl_4p°sin6<p , it

n flapscomtp , is:
We! 1:14;“!

“a” This feature It: only available in the XE and EE editions of ZEMAX. _ met
' J“‘,.l'dm

Purpose: . _ _ I {E
This feature computes the coupling efficiency for single mode fiber coupling systems. For multt-mode 3.5. ’ M”
coupling, see "Calculating efficiency of multi-mode fibers" on page 107. -|.

Settings:

  

  
  
 

   

  

  
  

  
 

_.

NA x/y Numerical Aperture of the source fiber in object space in the X: and y: planes
respectively. This is n times the sin of the half angie to the 1 over e squared intensity

X Angle, Y Angle

lr

il.I

  
i pornt. 

 
=t i

rt" I”

 

 

  
  
 

   
 

 

 
  

ggflmfl‘g’jfgtfiglgqgntggsfiggdrfi: {Eggggeafieangle is the angle rneasured in the ..-’ t
The field number to use for the calculation.

The grid Size 1° ”59 “5" “‘9 numerical integration. 7' . i‘t
Align Source to ‘ - . .-

Chief Hey ‘I t I
Ignore Source Fiber If checked. then illumination of the ' itApodizatlon setting will be Us DUpil as s 3cm tem. Geflefll'

incident upon the entrance 93%?" Computations arpe theficriefbgehhczdstgstha total anerfl
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 —._.

The angular rotatigaa ' —'"_'—_
the “Omlnal Orientatiofifie receivtng fiber in image space. in degrees. measured from

- - - the roost f'b It b th X d Y rotations are specified. themist vrng I er. c an _ . g

30 Ti||$2§0t13§2833g2§h the? around Y. Note the rotations are about the specgied axes.e ' ' c afterthe XYZ decanters below, I or toward or away from the Y axis. Flotations are on

The linear position shift in i
from the nominal position

 

   
 

  
 
 

  

 

 
 

 

he WW2 direction in lens units of the receiving fiber. measured
of the receiving fiber. Shifts are done before the XY tilts above.  

 

  

Align Receiver to If unchecked, the fiber i
] Chief Ray 5. _ positioned at XV coordinates (0.0. 0.0) on the “71899 SW3“-

ilathECKgd, the. fiber is repositioned in x and y to be centered at the point the chief ray
ima 9P 5 the Image surface. In either case the receiving fiber is oriented along the

99 space 2 aXIS. unless rotated using the controls above.

If checked, polarized ra
transmitted intensity thro
chapter under "Polarizsti
details. Only ZEMAX-EE

 
  
 

  
  

 

 

 

 
  
   
  

Use Polarization ye will be traced for each ray required. and the resulting
ugh the system will be accounted for. See the "System Menu
on" for information on defining the polarization state and other
supports this capability.

   
  

  
Discussion:

This feature DemPUtGS fiber CPPPNHQ for single-mode fibers with a Gaussian shaped mode. For multi-mode fiber
coupling. see Calculating efficrency of multi-mode fibers" on page 107.
Fiber coupling effICiBl'IC-‘y is computed based upon a two fiber or a One fiber model. In the two fiber model. light
emerges from a source fiber to fill (or partially overflll) the entrance pupil of an optical system. Energy not collected
by the entranca pupil is lost. reducing the overall efficiency. If desired, the source fiber may be ignored for a one
fiber model; and in this case the efficiency is computed relative to the energy entering the entranca pupil; which
in turn is a function of the system apodization (see “Apodizaticn Type" on page 57).

The system efficiency (8) is the sum of the energy collected by the entrance pupil which passes through the optical
system, accounting for both the vignetting and transmission of the optics, divided by the sum of all the energyi which radiates from the source fiber:

”’(I’YWJI. yidxciy 2
S = 5— .

”fits y)dxdy

Where [:5 is the source fiber amplitude function and the integral in the numerator is only done over the entrance

pupil of the optical system. and r(.1r. y) is the amplitude transmission function of the optics. The transmission is
affected by bulk absorption and optical coatings (if use polarization is checked on). If the source fiber is ignored.

than the integral in the denominator is only done over the entrance pupil. and the F5 function is determined by

. the system apodization. if any. h' h 1| ff 1-. l‘ ' h
Aberratio _ . stem introduce phase errors w to W: a ectt a coup ing into t_ a fiber. MaximumI °°UlJlin9 2352:5143 figgfiissged when the mode of the wavefront converging towards the receiving fiber perfectly
matches the mode of the fiber in both amplimde and phase at all points In the wavefront. This is defined
mathematically as a normalized overlap integral between the fiber and wavefront amplitude:

IIIF,(I.YiW’(x. yidxdylz
T

= Hair. yJFr'U: yidrdyflwtx. y)W’(.r. yiedy'

W
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. . eivirtg

where FAX. y) Is the function describing thE re?" and . al mom. i;
wavefront from the exit pupil of the optical syste herent overlap .ntegr '
these functions are complex valued. 30 W3 '5 a co - ' IE Y. ra

. . numerically "1 its

Large phase errors in the wavefront function 3r: cig'tguthhteofibef coupling anxgfizeagggjfiflf mgvfibtrughvg [M
huge phase aberrations are not going to contrl U zero. TO WPr0 Oou f. . 'th more than I| averset3 ‘0 « II I note rays W' , n 8w d

d ”1?;integrationla'gfii'c‘fifi';3;.33mmed by the sampling setting avail! I? .' I
s the PUP . . h between the ' a

see if there .5 any mematc "be' amp!

phase cycles so quickly that they ten

computation for highly aberrated systems. 5
CPD error. where n is the number of rays .31ch ‘ e
T has a maximum possible value of 1.0. and W'" decr 5
and phase and the wavefront amplitude and phase. ling efficiency is the PfodUQt of these numbers I
ZEMAX mmPutes the values 8 and T. The total power 00"" d upon Ignoring the aberration“: _

_ ‘ se
. ; this value '5 ba

theoretical maximum coupling efficiency :5 also computedlitude miSmatches between the modes.
accounting for all vignetting, transmission. and other amp

5|
. ' lass to th 53'“- - oer. set the Image, 5P5!“ 9 9 mate it ’9. of the fBCB'V'”g f' . - eivin fiber and of ”a 1‘1

{roamggfigtrhneageeflgfcgm 33:33; 5:33:32; Litigrization". The reflecttvtty Dime rec g ( her 5”" We “’1
will be accounted for. if;

 
 

  

 

Manhattan; ,5.
Pu ose: , - ‘ - lThigeature lists for each surface the paraxial YN' value. WhiCh '5 proportional to the Narcrssus Contribuugnu @
that surface. We!
Setfin s:

9 w
m;M...
Wavelength The wavelength number to use for the CBIGU'ation- I“!

meld“

Discussion: . . stilt“
See "Narcissus: reflections on retroreflections in thermal imaging systems". Applled Optics. V01. 21. #18. 9339i midst

(1982) for a discussion. ii‘tdlfill

Misfits ‘—

Purpose: Milli]
This feature lists for the selected surface the surface sag (z-coordinate) at various distances from the venetfhe We.
best fit spherical radius is computed. and the sag of the best fit sphere and the difference is also tabulated. Ont
the Y-coordinate of the surface is considered. therefore the data may not be useful for non-rotationally symmalm
surfaces.

Settings:

_
The surface numberto “59 ft" the calculation.

eases
 [of

is”
if?!

ITI a h ' . 53“ m
for lens fabrication. sp WC (imitation of a surface. The sag table is also" M:
This feature lists out five columns: fang!
Y-Coord: The y coordinate of the point on the surface b
Sag: The sag of the surface at the y coordinate.

: ANALYSIS MENUChapter 7 1 30 \
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a 31119 sag of the best fits I -:lhfi 59:5 5:25 the HMS deviation bettfiéere‘ The be“ m Sphere is determined by finding the radius Of the sphere that
a) miniml - . . _ .9” the surface 53 I les this

be“ m sphere radius ueing an iterative bisection ‘ hgaind the sag of the best fit sphere. ZEMAX compu. ‘ . BC I'll LIE.. . f q

"Eh Dev‘atlonflzeaifoifinsie bettween the BFS Sag and the Sag i e (BPS Sag) v (Sag)‘ _ ma - I I - I

la Reggiéflit. this number is inggfihtggigsfige aSSUmIHQ that the surface was first generated to the best Fit sphere.
n i Bi remove Column. Note that the re Ne' Cheekmg the "Negative Remove" box will yield all negative values

arise! Value has been added, The remomove Column values are identical to the deviation valuee. but fit WWI?“

  
Discussion:

This feature may not return reliable results if coordinate breaks or non-centered optics are included within the
specified surface range.

Gradient Index 

Purpose:

Plots the axial index profile of a Gradium surface.

, Settings:

 
Discussion:

If the surfa . to "None". then the reference wavelength for the profile glass family is used. no matter
What wavef§nlgstlfieifsegggcted If a Gradium surface is selected, then any defined wavelength. or the reference
WfiVelengti-i may be selected. Also. if a surface number is selected. then the starting and ending points for the
glass blank will be indicated using an "X" on the plot. The starting and ending positions include consideration of
the sag of the surface at the defined semi-diameter- {

W .
131 Chapter 7: ANALYSIS MENU "
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WEE“;
. . - s t ' . «’

[impose I t‘ the value of 61W optimization operand a a unctton at ”new“; Iii”
tsp eye as either a plot or as a text is Ingparameter. W

Settings: {fa
item

Start/Stop Value

# of Steps

Operand

Line

Int1/lnt2

Hx/HylF'x/Py

  
Min/Max Plot Value

Plot Title
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*2;
i. 1

Independent variable settings 11%}
1"5-12

pendent variable. The available 3919““ _E.a use as the inde _
aiifigetgiifigriggaetiiie, thickness. GONG: parameter, and extra data values If swan;the selections include the

. For 5 stem parameters. first;
332a???iiifirgnghfiisgiengm ata, apodization factor. temperature, and ”358m”:
configuration data. all multi-oonfiguration operands are I'Sted' EEEEEE}

‘5.3;data is selected.

The beginning and ending range of the independent variable.

The number of values between the start and stop values, inclusive. to commit“;1e
dependent variable function value.

Dependent variable settings ' threat

The optimization operand to use as the dependent variable function. The whole system-
merit function is also included at the top of the list. if the system merit iunctionisi __
selected. then either the entire merit function or any specific operands value may be.
selected using the "Line" control below.

The optimization operand #_to use as the dependent variable function. The whole:
system merit function ts also included at the top of the list.

The Intt and Int2 values for the selected operand. The dialo box will die lay the shotname for the lntt and Int2 values to aid in identifying the datagthat needs tgbe supple»EL MAE
If the edit control '5 grayed out; the" the selected c>F-‘erand does not use that value.
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This will Saver ,
right of this builtgnéuArgem SE‘ttings in a tile specified by the name in the edit control to the
ZEMA ‘ y name Which me be used as a valid file name may be entered.
Flame fiysltoiflpTi-‘d the appreciate exteynsion to the given name and use this aslthe file
be loaded us' 9 eufieu'mi The settings from any previously saved settings file may

mg the Load From" button described below.
Once the settings are - - ’

regeneratiOn Olthe plot. SEVEd. the name wtll appear as a menu option for quick

 
 

10 . - . —__-_..__
fi_::j_filiflgiprev|ou5|y saVed with the "Save As" button described above.    

Discussion:

This feature W”I either plot as a graph or create a
i Diany number oi system. surface. or multirconli

I

text listing of the value of any optimization operand as a function
guration data.

“c for tolerancing anall/SIS). Since the MTFS operand computes the sagittal
- I timizatio can generate SUCh a graphic or text listing. See the Chapter "Optimization" for a list of

I availalb a GP k rfn operands. A deoenter ot a lens group is defined by Parameter 1 or 2 on the relevant
ccwrdl"ate blea 5“ 309- and Parameter t and 2 are both listed in the available surface group parameters.
Because 0* the number 0f difiefenl Plots this feature can generate, there are no intelligent defaults for either the
independent or dependent SGWHQS- These values need to be carefully provided in the settings dialog box. If the

- OPY'm'Zat'on operand cannot be CDmPuted. an error message will be displayed and the plot will not be generated.
Because many optimization Operands accept Hit and Hy values to define the field point for the calculation, these
operandS may recline that the nomber of fields be set to t, then set H): = O and Hy = 1, then finally choose Y Field
135 the independent variable for a i330! 0f the operand as a function of field. A similar trick works for getting plots
as a function of wavelength.

Some individual operands, like DIFF and SUMM, have no meaning it selected from the “Operand” column
because these operands are only delined when used as part of a larger merit function. it results from a calculation
like DIFF are required, then the merit iunction should be selected from the Operand list and the individual DIFF’s
within the merit function selected for the "Line".

l The escape key will terminate the analysis if the computation is taking too long.
‘ i Polarization .'

  
 

:3: These features are only available in the EE editions of ZEMAX.

 
 

For more information on polarization calculations, see “POLARIZATlON ANALYSIS" on page 369.

i 39mm

' Purpose:

The polarization ray trace feature generates a text window which displays all the polarization data for a single ray.
Settings:

  
  

 
  

 Electric field amplitude in Y direction.

Phase of the X component of the electric field in degrees.

Phase of the Y component of the electric field in degrees.

_Normalized x-field coordinate. The value should be between -1 and 1_
_Normalized y-field coordinate. The value should be between -t and t.

133 Chapter 7: ANALYSIS MENU
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    i
Q value shall

s. Th uld be betvveen -1 and 1.

 

 

 

Wavelength
 

. _ ' ' tra ' .

Drscussrorr: d by zEMAX to perform Polarizatlon ray one See the M
This teature tabulates all of the data compuie
"Polarization Analysis".

magnum:

Purpose:

Generates a graph of the polarization elli
polarization over the pupil.

Settings:

function of pupil POSiilon- This aids in “walking the Charter
p59 as a

"9"" Description

..

Y-Phase Phase of the Y component of the electric field in degrees.

The wavelength number of the rays to trace.Wavelength i will
Field The field position number of the rays to trace. lit

w

”swam": in th I 1' r Id t th ”him
The oiarization elli se is a re resentaticn of the figure traced out y 9 see no to _ vec or as e was iii . ‘
propapgates during orFt’e cycle. ThFe magnitude of the ellipse Is determlned by the transmrSsion 0* the fall. WhiDhI actuation.

~<

generally a function of pupil position. See the chapter "Polarization Anatysis". “mutingt . i
We mmm
Purpose: Elli.

Computes the integrated and surface by surface transmission through the optical system considering polarization Milli! I!
effects. P .

Settings: E:iwiiise
File it gr

Description Wmiiifa
item.

_Electric field amplitude in X direction. ‘
Electric field amplitude in Y direction.

Phase of the X component of the electric field in degrees. _

Phase of the Y component of the electric field in degrees

 if checked. the electric f' * ‘ - - - . ' itii
performed 'e'd dEf’mtm" '3 Ignored and the unpciarized camping“
  

This feature tabulates for each field position and wavel -
the specified polarization. The transmission is co ength the I

Chapter 7: ANALYSIS MENU
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J I“ v: netting due ‘0 aPEflures or manng '05598- The ll'fif‘lel'llSSlOl'l calculation accounts for vignetttng\ ctcffi- g . ObSCUfationg - -ra- n ' ' ray C'lpplng due to ray trace errors. surface Fresnel or coatingfence due t[055 , _ 0 absorption
\_\ '50 [acclaim for eacnfield and Wavelength is th . , . .

A . . non of where Significa t 6 relative and total transmission of the chief ray. This allows\\ ‘ fdenllffCa _ _ , n surface losses originate
_ 598 also the relative illumination feature, V

R.

    
and Y orientations. Polarization phase aberrations are induced by the effects of refraction through dielectric
media, and by reflection from metallic or dielectric mirrors.

Like the usual DPD plots. the polarization phase aberration is referenced to the chief ray. However. there are
cases where the chief ray phase cannot be determined in both orientations. For example. in an axial symmetric

i system, if the incident polarization is linear in the Y direction, there is zero intensity in the X direction for the chief
ray. and therefore the X phase is indeterminate. For other rays in the pupil. there is generally a slight rotation of

r the polarization. and therefore the resulting electric field in the X direction yields a valid phase angle. To avoid
this discontinuity in the phase, ZEMAX averages two rays on either side of the chief ray to interpolate the chief
ray phase. The problem may stiff appear under certain circumstances. even with this averaging technique. In all
CflSBS. the phase data is still valid. because the phase aberration has no effect on image quality if the intensity isZero.

W

Purpose:

Generates a graph of the transmitted intensity for each field and wavelength as a function of either tangential or
Sagiflal pupil fans.

Settings.-

Discussion:1 This feature computes for the specified field position and wavelength the phase aberratiOn in the image space X

Phase of the Y component of the electric field in degrees.

The Wavelength number of the rays to trace. 
135 Chapter 7: ANALYSIS MENU
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______________,_

- ‘ 'niti
Uhpolarizad If checked. the electric field defl

performed.

 
 
 

 
  
 
  assesses}:-

A.

 
 

  

 

 
 
 
 
 

 

 
 

  
  
  
  
  
 

 

 

 
 

 
 

Discussion.-

The polarization transmission fan is deaf
of field and wavelength. See the ghepter

w
fions orZEMAX-

:3: These features are only available in the EE 30"

arization Analysis".

‘ ' ‘ tion over the .

I for determining the transmission varia pup" as a 'uu ' PI

“Polarization Analysis .

fi._"3:_”‘5-

fi—l‘lm£39fiwg'Eflfiafl‘fiKguég';—$%E
. " ol

For more information on coating calculations. see the chapter F'
Bellow

Purpose:

Computes the S. P. and average polarization intensity COBfiicient
fonction of incident angle.

Settings:

5 for reflection for the Specified sufiaflea i

Item Description I

Min Angle The minimum angle of incidence to plot. This defines the left edge of the plot.

Max Angle The maximum angle of incidence to plot. This defines the right edge of the plot, '

Min Y The minimum y value to plot. This defines the bottom edge of the plot.

Max Y The maximum y value to plot. This defines the top edge of the plot.

Surface The surface number which defines the interface to use.

Wavelength The wavelength number to use.  
Discussion:

The incident angle is measured in the medium prior to the specified surface. See the chapter "Polarizaii!
Analysrs" for details on the computation.

is v

Purpose:

Computes the S. P and average polarization intensit
function of incident angle.

Settings:

See "Reflectivity vs. Angle" above.

Discussion:

The incident angle is measured in the medium r' . . .
Analysis" fordeteils on the computation. p m 1° the SDECIfied surface. See the chapter “Polanzaii‘
W

Purpose:

Computes the S. P. and average polarization ' ' . . '1
function of incident angle. 'ntenS'tV Goofficients for absorption for the specified surface“
Settings:

for 7: ANALYSIS MENU
Chap 136
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See -'neitectiwty VS- Angle" above
Discus?“ .
The model“ angle is measured in
Analysis" for details on the computat

grittenuti'm’” vs. Angle
Purpose"

mutton comPU‘eS the R (reflected) and T (
angle.

Settin95-'

\ See "Reflectivity vs. Angle" above.

Discu55f0”-'

'“x, J The incident angle is measured in th ' - .. ,_ . .
AnalySiS" for details On the COmputatio: medium prior to the SDBleled surface. See the chapter Polarization
phasg [5. Angle

‘7//
the me ' - .ion, d'Um prior to the specified surface. See the chapter "PolarizationJ

/:

t ' . ‘ . .
ransmitted) diattenuation for the specified surface as a function of incident

eflection (if the surface is a mirror) or for transmission (if the surface
33a is not a mirror) for the Specified surface as a function of incident angle.

Settings:

See "Reflectivity vs. Angle” above.
| Discussion:
. The incident angle is measured in the m

Analysis" for details on the computation.

Hat ance v An

Purpose:

Computes the retardance for the specified surface as a function of incident angle.
Settings:

I See "Reflectivity vs. Angle" above.
Discussion:

The incident angle is measured in the medium prior to the specified surface. See the chapter "Polarization
Analysis" for details on the computation.

WW1 l
Purpose:

Computes the S. P. and average polarization intensity coefficients for reflection for the specified surface as a
function of incident wavelength.

Settings:

_Description
The minimum wavelength to plot. This defines the left edge of the plot.

The maximum wavelength to plot. This defines the right edge of the plot.

mThe minimum y value to plot. This defines the bottom edge of the plot.
MThe maximum y value to plot. This defines the top edge of the plot.

The surface number which defines the interface to use.

The angle of incidence, in degrees. to use.

DisCUSsion:

137 Chapter 7: ANALYSIS MENU
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See the chapter "Polarization Analy5i5"-

Purpose: coefficients for "5
Computes the S, P. and average Palaflzafion intensity
function of incident wavelength.

nsmission for the specifics 3mm
“a

 

 

Settings:

See "Reflectivity vs. Wavelength" above. pi
Discussion: WHO
See the chapter "Polarization AnalysiS". "Wat!
W M
Purpose: ients for absorption for the specified swam“! j, . ~ ' iC
Computes the S. P. and average polarization lntenSlty coeff
function of incident wavelength.

Settings: W56:
See "Reflectivity vs. Wavelength" above mat???
Discussion: We i
836 the chapter "Polarization Analysis“. WC
WW 55“”
Purpose: W
Computes the Ft (reflected) and T (transmitted) diattenuation for the Specmed surface as a function 01 incite ,
wavelength. :
Settings:

See "Reflectivity vs. Wavelength" above. WI
Discussion: mm,

See the chapter "Polarization Analysis". W
Wests W

Purpose: Wit
Computes the S and P polarization phase for reflection (if the surface is a mirror) or for transmission (if the suriace

is not a mirror) for the specified surface as a function of incident wavelength. rims
Settings: We

See "Reflectivity vs. Wavelength" above. Rem:
Discussion: --.

See the chapter “Polarization Analysis". Puma,
Meantime Tris,

Purpose: Disc“:

Computes the retardance for the specified surface as a funct‘ ' - Var. non of moldent w 'ah
Settings: avelength. mas
See "Reflectivity vs. Wavelength" above. \

Discussion:

See the chapter “Polarization Analysis".

Chapter 7': ANALYSIS MENU
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parameters. Variables can be curvatures. thicknesses. glasses.
_ the numeric mum-configuration date. ZEMAX uses an actively

MIN merit function is SEIQCIEd appropriately, this in'ilillies the best possible solution to the problem. ‘i'he global
optimization feature is.”°t for ”mice USERS», and is not a ro riete for interactive desi nin . For details see the-. ohapter "Global Optimization". pp p g g

“Mine. _.' Selecting variables
mm ii. fl—'.——H—-—I-—-—_‘—-—_-—-—————

. variables for optimization are specified by pressing Ctrl-Z when the highlighted bar is on the parameter to be
. varied in the Lens Data Editor. Note that Ctrl-Z is a toggle. The Mufti-Configuration and Extra Data Editors also
'W'HBI contain numeric data that may be made variable by using Ctrt-Z. Glasses cannot be made variable directly

because they are discrete. To optimize glasses. see "Optimizing glass selection" later in this chapter.
mm 1-- Defining the default merit function
m

The merit function is a numerical representation of how closely an optical system meets a specified set of goals.
_ I.ZEMAX uses a list of operands which individually represent different constraints or goals for the system.

‘ fiperands represent goals such as image quality. focal length. magnification. and many others.
ilB . .;-l “ The merit function is proportional to the square root of the weighted sum of the squares of the difference between

the actual and target value of each operand in the list. The merit function is defined this way so a value of zero
. -.. - Q: ideal. The optimization algorithm will attempt to make the value of this function as small as possible. and so

31W ' a merit function should be a representation of what you want the system to achieve. You do not have to use the
mail! “ ‘ -‘_-'fauIt merit function, you may construct your own as described in a later section.
my“ “1‘ The easiest way to define a merit function is to select the Tools. Default Merit Function option on the Merit Function
"03"“ "ditor menu bar. A dialog box will appear which allows selection of options for the default merit function. Each
M l fr ”3:1 tion is explained in the following paragraphs.

W1":- in- fh. soff'mizn‘ i

lb1".-eirsirlall different types of merit functions are available. The default merit function is constructed using four key
. :11 oiGas: The optimization type. data type. reference point, and integration method. The choices are described in

p . it efollowing tables.

273 Chapter 13: OPTIMIZATION
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DEFAULT OPTIMIZATION TYPES

Description

- - . This type is by far the mo
HMS ' t for Fleet-Mean Square. at

goMmSmg’nliinusagnghI: Ellis is the square root of the average value of the Squares
of all the individual errors. __

PTV There are rare cases where the RMS' ' ' r Peak-To-Valley. . .

iZiTrIIoIsaglingggheaI-IIIIEIgIIrI: maximum extent of the aberrationstoi} eattrampie‘ [i a“
the rays need to land within a circular region on a detector 0:1: | er. n gs; cases‘
the Peek—To-Valley (PTV) may be a better Indicator fit PB ormance. l5 merit
function type attempts to minimize the PTV extent of t e errors.
 
 

DEFAULT OPTIMIZATION DATA

Wavefront is the aberration measured in waves.

Spot Radius The radial extent of the transverse ray aberrations in the image plane.

Spot X The x extent of the transverse ray aberrations in the image plane.

Spot Y

 

 
  

  
   

 
 

 
  

 

The y extent of the transverse ray aberrations in the image plane. 

 Both the x and y extent of the transverse ray aberrations in the image plane. The
x and y components are considered separately. and both are optimized together,
This is similar to Spot Radius, except the signs of the aberrations are retained‘
which yields better derivatives. Note that in computing the radius of an aberration,
the sign information is lost.

Spot X and Y

  
  

 
 

 

 

 

 

DEFAULT OPTIMIZATION REFERENCE POINTS

 
 

Description

Centroid The FtMS or PTV computation of the data is referenced to the centroid of all the
data coming from that field point. Centroid reference is generally preferred1
especially for wavefront optimization. For wavefront optimization. reference to
the centroid subtracts out piston, x-tilt, and y-tilt of the wavefront. none of which
degrade image quality. Centroid reference also yields more meaningful results
when come is present, since coma shifts the image centroid away from the chief
ray location. Historically, the chief ray has been dead because it is simpler to

|compute, but this complexity is dealt with by ZEMAX with virtually no performanceoss,

Chief The FiMS or PTV computation of the "data" is referenced to the chief ray at the
primary wavelength.

This option IS only available II the 59'”le Optimization data is wavefront. The
mean reference is_very similar to the centroid reference. except only the piston
(mean wavefront) '5 quI'aCIBd DUI? ”0f the X~ or y-titt. Since the exact point at
which the CPD is defined to be zero is arbitrary; referencing to the mean is
generally preferred to the chief ray reference for those Cases where the centroid

 
 

is not preferred.

 
i c if n

  

Centroid then the numerical value of the merit function is the FtMS wavefront error in waves if th ' tionI ‘ ‘ . a cot ions
is HMS-Spot Radius-Chief. then a value of 0.145 means the FIMS Spot size is 0.145 lens units. If The lens units
were millimeters. this would correspond to 145 microns HMS.

i

Note that the numerical value of the merit function is physically significanL If the merit function is HMS-Wavefront l
l
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ma HMS this of the wave aberratione Tharmoon they are different is that ray aberrations are PronDna' to
“3 goiter??? I" '5 Uhmasonable to expect that the minimum of one

low wavefront error of less th U o of thumb to use is that if the system is close to diffraction
as) then use wavefront error. Otherwise. Use spot radius-

rail - - “39 the centroid as f - theeerie oat diffraction based parformanc a re orange are superior to those that use
- M 9 Measures, such as MTF or encircled energy, improve when the

5 V9. ant functions t ~ - decreaeee However. it is alwa s best to reo timize a final design
H various m ‘3 verify Wthh one provides the best performarilce for the sysfiem being designed.rnthB .
nil amt-liar the RMS wavefront centmid reference often yields better low frequency MTF response. but worse3X _

[gets frequency response. than the RMS chief ray reference optimization does.
l gift!!! me gugfl integrating mgrfigg

there are two d'EfigEffing‘gga‘Iw" methods used to construct the merit function: Gaussian quadrature (G0)
or rectangular a; cgrefully selecte:1 gogithm is VASTLY superior for almost all cases of practical interest. The (30
algorithm Uses t i n S 6 id th an weighted ray set to accurately compute the FtMS or PTV error over the
entrant?‘3 PUP" (5 frag p a dfig. 9 PTV algorithm is not a G0 algorithm, but it is very similar). The weighting
iota" rat/5 '5 app "9 agcgrtgngéo “‘9 ENE-“Isms set on the wavelength and field data dialog boxes. any pupil
a odization function. a3 y e Q merit function algorithm. For RMS merit functions. the weighting and ray set
selection used *5 base 0" a memo“ de$¢ilhed In a paper by G. w. Forbes. J. Opt. Soc. Am. A. Vol. 5. No. 11.
Novembhi 1988‘ 9194.3 For the PTV merit funmionsi the ray set is based on solutions to the Chebyshev

lynol‘l’llals. described in Numerical FlecIPBS. Cambridge University Press (1989). if you are interested in detailed
information on the heels and accuracy of these methods. see these references. GO is much. much more accurate
than any other known method. and reqUires fewer rays. Therefore. you get the best of both worlds: greater speed
and greater accuracy. The GO. aigqrithm requires specification of the number of "Flings" and the number of
Ifirms". and these terms are defined In subsequent paragraphs. The only drawback to G0 is that it does not work
lithere are surface apertures in the optical system. For these systems. GE.) is probably no longer a better choice
than HA. GO does WOIR fine when used with vignetting factors, since the ray pattern is simply redistributed.

The HA algorithm traces a grid of rays through the pupil. The "Grid" size determines the number of rays traced.
and is described in a subsequent paragraph. The "Delete Vignetted" option (also described later) allows the
vignette-d rays to be deleted from the ray set. Vignetted rays in this context are those rays clipped by surface
apertures, not rays which have been altered by the use of vignetting factors (see the chapter "Conventions and
Definitions"). The advantage to the HA algorithm is the ability to accurately account for the effects of vignetting in
the merit functiOn. This is useful in systems such as obscured telescopes and camera lenses which intentionally
clip troublesome rays. The disadvantage to the FiA algorithm is speed and accuracy. Usually. more rays are
required to achieve a given degree of accuracy than the GO algorithm. The bottom line: don‘t Lise FtA unless you
are using surface apertures

Hill!!!

The "Ftings" setting is only used
aisach wavelength. For on-axis
Qiiays is equal to the number 0
””9 '8 equal to half the number of "arms

the left-right symmetry of the system is exliiloite

loq' .

hem

3
3

if

in the GO algorithm. It determines how many rays are traced at each field and
fields (zero degrees field angle in a rotationally symmetric system). the number

i rings. For all other fields in symmetric systems. the number of rays traced per
" (defined in the next paragraph). Only half the rays are traced because

d. Each set of rays is traced for each defined wavelengtn For

exampIQ‘ if you have one on-axis field. two oft-axis fieldS. three wavelengths. and four ”"95 selected. the nUH'Iber
of rays iracad is 3 i (4 + 4.3 + 4.3) = 84. For systems without rotational symmetry. the number of rays per ring is
Tia number of "arms" independent of field. In the prior example.‘lhls means 3 3' 4 ‘ 6 = 316 rays. ZEMAX
alliomaticatiy calculates these numbers for you; the only reason it is described here is so you Will understand how

9 default merit function is defined. Optimization runs are With” if more rays are ”mad

The Arm " . - - 0 al orithm. It determines how many radial arms of rays in the pupil
5 39“"19 I5 3‘50 only ”sad "1 the G g to) arms are traced (or three if the system is rotationallyits trade - in and' By defaU't SIX equally spaced ( - at. ten. or twelve. For most common optical systems. six isSymm . .

Sufficieeifirtm ”"5 number may be changed to any
You a of arms according to the order of aberrations present inhOUlds - net the number , . . .
l'iiursymam files? the number:1 Otf $13:st correct number of rings is to selectthe minimum number, one. Then
Got the Opiimizng-p a way 0 be sand note the merit function- Now go back to the default merit function tool. and

. 0 tin afion dia org ox . hangefi by more than a few percent. go back and select three. and so on
until the m 93- the ment “”0"“ C erhapg 1%). Repeat the procedure for the number of armsBrit function does not change significantly (P
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red will not improv- the Optima "re ul ' _

or arms than fit 5 than reqmred will not “'31:“u(six arms is almost always plenty). Selecting more “"95 acin lift?”a ray
performance. it will only slow the algorithm dt'JWl'l needlessly. Tr 9
find better solutions!

a the optimization pafior
QED Selecting more ring-5 or arms than reqflfffld WI” not iMPrOV than“, n

will only slow the algorithm down needlessly.

ines the number of rays to be used. The .
srmer field per wavelength) etc. Rays on them

find

The "Grid" 55 only USed by the RA algorithm. and the value det
size can be 4x4 {16 rays per field per wavelength). 5X5 (36 rays p the actual number of rays used will be I
are automatically Omitted if they fall outside the entrance pun"!l wields more accurate results at “.9 “page
than the grid 5'29 SquaFEU- Stemming a iafgef ii"1d 5'23 genera y y large grid density. and then selecting iii:slower execution. However, there me be an advantage in choosing a - ta for e rid d ' - -
"Dale“? Vignetted“ checkbox (describgd in the next paragraph} The reason ‘5 the g 9 97‘5“)! Will fill the. t ' r

PUP” With rays, and then the operands which are vignetted Will be deleted. The resul to a easonable number”
rays which accurately reflect the aperture of the 5V5t9m-

Qelete Vignette-d _
FlA algorithm. If selected, then each ray in the intentThe "DEIE‘tEi Vignetted" checkbox option is only used by the .f . .

' ' rn ' ' ' ' netted b a surface aperture. I 'll misses any surface. offunction Will be traced through the cysts . and it it is we "or: the merit ,uncmn, This keeps the total number
if it is total internal reflected at any surface. the ray is “919‘“ . . ~ ' - -
of rays in the merit function to a minimum. The disadvantage is that if the Vignetttng changes as the design is

_ . . . . mice to use the vi nett‘Optimized, then the merit functton may have to be regenerated It is always a better c E-i Ing
factors and then use the GO algorithm than to delete vignetted rayS If Poss'ble‘ “9'18an factors can be adlumd'
if required, during optimization using SVIG in the merit function. ‘

merit function regardless if that ray is vignetteci ofNote that ZEMAX will attempt to trace any ray defined in the . . _
using FlEAY. and there is a central obscuration that Vignettesnot. For example, if the chief ray height is targeted

the chief ray. ZEMAX will still trace the ray and use the operand results as i009 as the ray 03F be ”3090-15th
does not check to see if defined rays are vignetled. because this introduces substantial overhead during
optimization.

In general. avoid vignetting of rays by surface apertures. and use vignehing factors to shape the beam size when
possible. To optimize on the fraction of unvignetfed rays. a macro must be defined to perform the required
computations. However. this method is very prone to stagnation during optimization because small changes in
lane parameters lead to discrete changes in the merit function as rays abruptly iump from being vignetted to not
being vignetted.

e ‘ hf knees u

Boundary constraints may be automatically generated and included in the default merit function by checking the
air and/or glass boundary values on. If selected. then MNCG. MXCG. and MNEG operands will be added to the
merit function to constrain the minimum center thickness. maximum center thickness. and minimum edge
thickness for glass surfaces. respectivety. MNCA. MXCA. and MNEA Operands will be added to the Merit function

to constrain the minimum center thickness, maximum center thickness. and minimum edge thickness for air
spaces. respectively.

The automatic boundary constraint feature is meant to save some manual entry of routine boundary Constraints
on optical systems With or Without mirrorsrfylore complex lenses, such as those with complex coordinate breaks.
or multt-conftgurattons usually requue additional boundary constraints to be added to the merit function manually.

start A:

The "Start At" option is used to add the default merit function at a specific ositi . _ , , Ed.“- ' . on on I

operand list. ZEMAX Will attempt to place the default merit function after che existivrzgrtgggfis'wfigé $551.:hm used
to determine the starting pointing may be ineffective if the default merit ‘ . are
the default start at value will be. see the DFMS operand definition. fUnctton has been edited. To control M
W
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- exam is. ' 'l ,

In” saberralégntft'nglr/Stemi Ibut Ifzgfigiguwifllfattnyo'gerfmrwm are present, these mirrors do not eliminate the Iaflfflgh‘
h“ m WI 0 ”59 Hort-Symmetric index variation tau assume Symmetry does not exist. Some gradient index

n" rifle a 5 ckbcx to accelerate the 0 ti - arms Which are often zero (they are usad only for toleranclng).
WI 511 6 he one D mization in these cases. See also the “USYM” operand description.

his gydei ”gag traced for all wavelengths for each field
therai’ rays I5 used as‘the reference point. If "I n .. _‘ [393% 0”" might reference Point for each wavelength g are Lamrfil color ts selected. then ZEMAX computes an
' . 5 Well. This is useful forde i nin s stems that intentionallyindffPen beam by wavelength. such as a prism or s e . 39 9. 3’ , .”snag: it"fiflie each color Spot independently. p ctrometer System. This option Will cause the merit function- . lo ,

he.“ The relative X— weight falseoadgmgngl weighting to be P'aced on the X component of the transverse aberrations
when Computing i6;- x r ‘ ht . POT X + YWEM lI-Inclion. This setting has no effect on the other merit
functions- If the flea Ne weig '5 less than “""V: the" the Y components are weighted more heavily; if the

in them” Elan-V9 weight is greater than unity. then the x coI ‘ ‘ ‘5 are E‘Cluall w h,8L: if ,then the Componen y ig
Mill"maul flag; such as spectrometerg

“Limb” _ .
”twill, pitfalls with the default merit iuncmn' F__—n——'——-—__—-—I—-_.—_____—'_—-‘-'—

is “m The [filial-"t merit function '5 easy to 59! UP. numerically efficient. and suitable for a large number of optimization
Women-’5' However, most 9‘3“?“ dESIQK‘SI require extensions or modifications to the default as the design

Vigngmq ngresses’ ZEMAX offers Slgmhcam flex'b'l'ty '" the definition DI the merit function as described in the following
at Vim sections
“25M Note that if the field or wavelength values or weights are changed, you must reconstruct the default merit function.
madam-g lfyou are using the BA_ algorithm, reconstruct the default merit function if the vignetting influence changes

appreciably during optimization.

mPOnents are weighted more heavily. If left at the default value
ed. This control is useful for systems which intentionally form slit  

Hm an If field W WHVE‘I’ENQM values or weights are changed, reconstruct the merit function. i___________________

I Changgsjl l

 

If no pupil apodization has been specified (see the "System" chapter; for details on specifyingthe pupil
, apodizaficn) then ZEMAX assumes uniform illumination when constructing the default merit function. If the

MM” illumination is not unifonn. then the rays in the default merit function are weighted according to the apodization
WW factor. Since the rays selected may be insufficient to adequately represent an apcdized beam. use a larger
ifrilll‘flW number of rays (described previously) when using apodization factors. See the chapter "Conventions and
fruitful“? Definitions" for more information about apodization.i

”I .MWWying the merit function
will” The merit funct' 'f'ed b the user. To change the merit function, select Editors, Merit Function from
WW“ the main menulggrfilneaeorgggands cyan be added to the list. or others deleted. usmg the insert and delete keys_
W The current merit function value and the value of each operand can be updaiE‘d by SGIBCiIng Tools, Update.

Qparands are set by typing the name in the first column and then filling in the remaining data fields. There are
eillilifieids that may be required to define an operand: lntl, Int2, Hx. Hy, Px. Py. target, and weight. The Int ValuesI. w A . .

M . item . n the o erand selected. Usually. intt is the surface indicator.of".'5 and In ger parameters whose meanlng depends upo P he operands use all of the fields provided.is the wavelength indicator, but not always. Not all oft
fl

ould be evaluated Similarly the [”12 value, when used as a wavelength specifier. describes which”EV” . wavelength number. The Intl and lnt2 parametersgit have an” I0 “36. WE must be an integer value equal to the
2 her uses as described later.

I‘ ’I
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W , laid and u it ‘
Many Of The Operands use Hx Hy Px‘ and Py; “1955’: are metgrtoergfilcltzggfifnmons")- £053 tfigyzdéfifi 33“
“Normalized field and pupil coordinates" in the chapter 59W?” ’are within the unit circle. For example ad
not check to see if the specified Hx. Hy, Pat. and W goordtna es ill not got an error message When lracin law"
coordinate of (1. 1] is actually outside the entrance DUP"‘ but yofisvuse the Hit, HV~ Px' and Py data fields flgrog?"B
rat’s unless the rays cannot physically be traced. Some operan "‘9'
values, depending upon the operand type. The difference between the target and the value. 01'th
The tar at is the desired value of the s acitied parameter._ ' tion. The value of the tar
Operang is squared. and summed ovepr all operands to_yleld thebrggcéehqthe tWO- The 'BFQBT the difigféang the
operand itself is unimportant in optimization, only the difference .tha
greater the contribution to the merit function.

The weight is the relative importance of that per
However. the optimizer will act somewhat difleren

er wer' ht a

When the weight is negative. the operand
force the optimization algorithm to find a so
effect on the other operands. This is sometimes use
or magnification. In some respects. this is similar to a
is numerically more stable.

Because there is generally a nonsiinear relationship between the Vflflififiumrgfifigg fiijgfigafighxgga‘f
not conver e t th ' 'n la 0 tiza ion 0 c e; - . . . , t eg o e exact target value m a 5' g p fgw cycles if a solution exrsts. It Is possible to defiaeto the La ran ' nt ' ' h recisionina _ .

Ag gra ergets wrth extremely hlg P , ided. especially rfthere .5 more than one Lagrangian

can be any number, positive or negamwei ht . .
ameter. The 9 vs. zero, or positive
tly if the weight is negati

rangian multiplier. The Lagrangian multiptrels
, . ' ' d constraint. regardlesch exactly meets the Spegllle' set the

lunch will to exactly meet an optimization target, such as focal length
weight of "infinity", however It is Implemented in a Way that

will be treated as a Lag

target defined. . . .

Note that when using Lagrangian multipliers, the merit function may increase after optimization. as ZEMAX
modifies the system to meet the exact constraints. For purposes 01‘ COMPUUHQ the overall merit function value,
ZEMAX will use the absolute value of the weight.

For best results. use Lagrangian multipliers sparingly.
usually iust as easily achieved using heavier weights on

MW

When the weight is zero, the optimization algorithm calculates but ignores the operand. This is very useful for
computing a result that does not have a specific target. but might be used elsewhere in the merit function: Or if
the value is simply used as a check or monitored parameter.

WWW

If the weight is greater than zero, then the operand will be treated as an "aberration" to be minimized along with
the merit tunction. The vast majority of operands should have positive weights.

r H f n

The merit function is defined as:

if at all. Better optimization and adequate accuracy is
those operands which require exact (or nearly so) values.

 2

W; : zwrwr‘Tr) +2WJ-(vj—ij
SW.-

The summation over i includes only positive weighted operands whit . . . 1. . . . e the summ n iudeS 0'”
Lag'ang'a" m”'t'p“er ”Bram-’5‘ The abso'um ”3"“ °f "‘9 Lagrangian multiplier weigEggnog:rth'iscconvention
is chosen so that adding Lagrangian multipliers to control bounds - - nctiofi
it the Lagrangian targets are all met. W Corldltlons has no effect on the merit fU
Optimization operands
W

The followin tables describe the available 0 erands. T ' - .. . . ' S9 p he first table IS a qulck reference" guide WhICh Categflrlzed
the operands by general subject. The second table rovid . . _ isle

alphabetically) and states Which operands use which Eats figlsd: agigiergpigfigflgfinagfsgarfig oggfigaggérgnds
—————'—'———-—___I__—_—__./
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lg i (such 3d doeS not use a data flew. a .._.. i3 Bhown ndioate something other than surface and wattelanoth. If an
It "t. at” OPTIMIZ '

fig?“ ATION OPERANDS BY CATEGORY
jar a: ‘ Category

“that _ I rt' Related Operands[Ca IO 9 IES

fiat First-orde'op' p ’0 FSFFILL‘gLIgH, PMAG.AMAG. ENPP, EXPP, LINV. WFNO, POWH. EPDI.
RM& . N. EFLX. EFLY. SFNO, TFNO
‘09 tions spHA COMA __ .. therra . .ASTI, FOUR, iatjioiivix. AXCL. LACL. THAFt. THAX.

"it mag THAI. oeoo. PETZ, ETC, FISCH, nsce. non, non.
am TRCX' ZEFIN. TFIAC. OPDX, RSHE, FISHH, FtWFIE. TRAD. TRAE-

It. .TFICHZ DISG. Foos, FCGT, DISC. OPDM‘ FtWRH. BSER

wMTFT- MTFS. MTFA. MSWT. mews. MSWA. GMTA. owns. (slow
at - .

ti h? constraints on lens data TOTR. CVVA. CVGT. CVLT. CTVA, CTGT, CTLT. EI'VA, ETGT. ETLT,
Nay COVA. coon: COLT. DMVA. DMGT. DMLT. TTHI. vow. MNCT. MNET.

“’4 MXCT. MXET, MNCG, MNEG, MXCG. MXEG. MNCA, MNEA, MXCA.
A MXEA. ZTHI. SAGX. SAGY. CVOL. MNSD. MXSO. XXET, XXEA. XXEG.
ax“? mg]; XNEA. XNEG, TTGT. TTLT. TTVA, TMAS. MNCV. MXCV. MNDT.
o _

[ram Constraints on parameter data PMVA. PMGT, PMLT
ZE Constraints on extra data XDVA, XDGT, XDLT
hm Constraints on glass data my)? MXIN, MNAB. MXAB, MNPD. MXPD. FtGLA. tacos, GTCE,
"Wit Constraints on paraxial ray data PARK, PAFIY, PAFtZ. FARR, PARA. PAFiB. PARC. PANA. PANB. PANC,
Ivahtt PATX, PATY, YNIP

Constraints on real ray data FIEAX, HEAY. FIEAZ. FtEAFI, REAA. FIEAB. REAO, RENA. FtENB,
59m FIENC. HANG. OPTH. oxox, oxov, DYDX. DYDY, FtETX, FIETY,
m; FIAGX. FIAGY. HAGZ. HAGA. RAGE, FtAGC. RAIN. PLEN. HHCN,

' FiAio. RAEN, RAED, [MAE

och. GLCY, GLCZ. GLCA, GLCB. GLCO

mitt Changing system data CON F. PRIM, 3er

General math operands ABSO, SUMM, OSUM. DIFF. PFIOD. DIVI, SCIFIT. OPGT. OPLT, CONS.
QSUM. EOUA. MINN, MAXX. ACOS. ASIN. ATAN. COSI, SINE. TANG

Multi-configuratiOn (zoom) data CONF. ZTHI, MCOV. MCOL. MCOG

 
GBWA, GBWO, GBWZ. GBWFI. GBWD

HGT, I2GT. |3GT. MGT, ISGT. iaGT. |1LT, I2LT. ISLT, I4LT. ISLT.IBLT.I1VA,
i2VA. ISVA, I4VA, I5VA, ISVA. GFIMN. GHMX. LPTD. DLTN

”be'mup'moperands _
Optimization with M macros ZPLM

U39rdefined operands UDOP
ELNK, ENDX. USYM. DMFS, SKIS. SKIN

Gaussian beam data

Gradient index control operands

 

(E! :I"O mr-I' —o.OOCto Cl0:3pa- .10..

  
 Mam fl-Inction control operandsII  
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NPWNF’ZG-NPZL-NPZMNHG
Constraints on non—se uent' l NTZG- NTZL‘ NTZV. NPGT, i

Absolute value.

ACOS Arocosine of the value of the specified operand number. If flag '5
0. then the units are radians. othervwse. degrees.

AMAG Angular magnification. This is the ratio of the image to obieC’:
space paraxiel chief ray angles. Not valid for non-paraXla
systems.

ANAFI Angular aberration radius measured in the image plane_wit_h
respect to the primary wavelength chief ray. This quantity is
defined as l — case , where El is the angle between the chief ray

'

ASTI Astigmatism in waves contributed by the specified surface. If the
surface value is zero, the Sum for the entire system is used. This

 
is the third order astigmatism calculated from the Seidel
coefficients. and is not valid for non-paraxial systems.

AXCL Axial color in lens units. This is the paraxial focal plane separation
between the two most extreme wavelengths defined. The
distance is measured along the Z axis. Not valid for non-paraxial
systems.

BLNK Does nothing. Used for separating portions of the operand list. A
comment line may optionally be typed in the space to the right of

 

 
the operand name; this comment will be displayed in the editor
as well as in the merit function listing.

BSEFI Boresight error. Boresight error is defined as the radial ‘

-coordinate traced for the on axis field divided by the “90:3?thng

 
length. This definition yields a measure of the an of . .of the image. 9 at dBVIaUOn

 
 
Chapter 13: OPTIMIZATION 280

L.__.__————___

85/118



86/118

 

    

GMFV

  
CONF

CONS

COSl

COVA

CTGT

CTLT

 
CTVA

CVGT

 
CVLT

'-*' Trfigec—ription

eff '
Boundary Operand that constrains the conic of " "
be greater than the specified target value. surface Surf to Surf

Boundary operand that constrains the conic of surface "Surf" to Surf
be less than the specutied target value.

 
  

  

  
 

 

 
 

 
 

 

. This 0 d ‘
functions defined In either of in para.) calls the merit Conit
to define an optically fabricatederfgvlg COHStruct|08 Systems used

' ' ‘ ' _ 0“ SYSten‘l res act I ThOprtt I5 either 0, which Will return t . - , l3 we y. e
from the construction system; erit ingmigaggavutflféfiigtérfnin vame
Pperagd‘ro‘év it2”;ng Whlph to GXtractthe value from For okra? I:
it Con Is an prit is 7. CMFV will return the value f l3 ‘t
function operand 7 in construction file 2 0 men
If there are more than one opticall fabri'

mm 8
.ncremented by .2 “.3 $930“)! the second surface parameteys be
used. or by 4 to indicate the third hologram surface construction

 
 

  
  

  
 

 

 
  
 

   Come in waves contributed by the specified surface. If the
surface value IS zero, the sum for the entire system is used. This
is the third order some calculated from the Seidel coefficients.
and is not valid for non-paraxial systems.

 

  

  
  
  

  
  
  

  
  

 
 
 

  
 

 
 
  

  
 

 

 
 

Configuration. This operand is used to change the configuration
number during merit function evaluation. which permits
optimization across multiple configurations. This operand does
not use the target or weight columns.

 
 

 

  
  
 

 Constant value. This is used to enter in constantlvalues for use
in other operand computations. The value Will be identical to the
target value,

 
 

Cosine of the value of the specified operand number. If flag is 0.
then the units are radians, otherwise, degrees.

 

Conic value. Returns the conic constant of a surface.  

 

  Center thickness greater than. This boundary operand constrains
the center thickness of surface "Surf" to be greater than the
specified target value. See also "MNCT".

Center thickness less than. This boundary operand constrains
the center thickness of surface "Surf" to be less than the specified
target value. See also "MXCT".

Center thickness value. Constrains the center thickness of
surface "Surf" to be equal to the speoified target value.

  

 
  
 
 

 
 
 
 
   

 

 

- trains the
Curvature reater then. This boundary operand cons
Curvature 0% surface "Sun" to be greater than the target value.  
 
 

 

oundary operand constrains the. his to
Curvature less than T e less than the target value.
curvature of surface "Surf" to b  
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  “Mm
utes the volume in OPP-'0

  

  

  
 

 

 

NAME Description

CVOL    

  

  

First surf

Cylinder volume. This 0 erand comp ectfled
lens units of the smalles’:j cylinder thai‘,”III congalsremfdgmeters
range of surfaces. Only the vertex Pos't'ons an n e of surfaces
are used in the calculation. not the 5819- The [a Q
Should not include any coordinate breaks». Surf

- store of
Curvature value. This operand constrains the cow
surface "Surf" to be equal to the specified target value. Wam- ave

Diffraction Encircled Energy (radius). This operand ?°m§:éfi:1;h: pling (399 left)
radius in rgicrons to the speczifiedI gagsioggfig‘lyflracuon 'ensquare ,x only. ory only ensi e e - ,
lnt1 specifies the pupil sampling. where 1 Vie'ds 32 x 32’ 2 y'eids
64 x 64 etc. .

lnt2 is the integer wavelength number; 0 for polychromatlfl
Hx specifies the field number. 0 d

l1-l36ls the fraction of energy desired. and must be between 0. an
Px is the type: 1 for encircled. 2 for x only. 3 for Y only. and 4 for
ensquared.
F'y is the reference point: 0 for centroid, 1 for chief ray. 2 for
vertex.

If the sampling is too low. the radius returned is a 1e+10. See also
DENF. GENC and XENC.

This operand is supported in XE and EE Only.

DENF Diffraction Encircled Energy (fraction). This operand computes Sarn— Wave (see left)
the fraction of diffraction encircled. ensquared, in: only, or y'only pllng
(enslitted) energy at a given distance from the reference pomt.
The options and settings are identical to DENC. except Hy. which
here is used as the distance at which the traction of energy Is
desired. See also DENC. GENO and XENC.

This operand is supported in XE and EE Only.

DIFF Difference of two operands (OPiff - OP#2). The two arguments Op #2
are the row numbers of the operands to subtract.

DIMX Distortion maximum. This is similar to DIST. except it specifies Field Wave
only an upper bound for the absolute value of the distortion. The
Field integer can be zero, which specifies the maximum field
coordinate be used, or any valid field number. Note the maximum
distortion does not always occur at the maximum field coordinate.
The value returned is always in units of percentage. for the

system as a whole. This operand may not be valid for non‘
rotationally symmetric systems.

DISC Distortion, calibrated. This operand com utes the ‘distortion across the field of view. and returrFth the absofitlebvaaiag Wave
of the maximum deviation from linearity of the f-theta condition
This operand is extremely useful for designing f-theta lenses '

DISG Generalized distortion in percent. This 0 eranddistortion for any ray in the pupil. from anSwhere fgrtrl‘fguftfidmg: Flef Fld Wave Yes
any wavelength. using any field point as a reference. The method
used and assumptions made are the same as for the 'd
distortion plot described in the Analysis Menu Chapter. 9"
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Default merit function start. This 0 ‘ -

indicate where the default merit func‘iigiiaghjofildsiangpsiipp:riiiiergd Iii
one IS subsequently created. The row number after this operand
Wi” apPeEf' as the default "Start At" row on the default merit
function dialog box.

Diameter greater then. This boundary operand constrains the Surf
diameter of surface "Surf" to be greater than the Specified target
value. The diameter is twice the semi-diameter value displayed
on the main spreadsheet.

Diameter less than. This boundary operand constrains the Surf
diameter of surface "Surf" to be less than the specified target
value. The diameter is twice the semi-diameter value displayed
on the main spreadsheet.

Diameter value. This operand constrains the diameter of surface Surf
"Surf" to be equal to the specified target value. The diameter is
twice the semi-diameter value displayed on the main
spreadsheet.

Derivative of transverse x-aberration with respect to x-pupil Wave Yes
Coordinate. This is the slope of the ray fan plot at the specrfied
pupil coordinate.

Derivative of transverse x-aberration with respect to y-pupil Wave Yes
coordinate. This is the slope of the ray fan plot at the specrtied
pupil coordinate.

' ' ' ' - '1 Wave Yes
Derivative of transverse y-aberration With respect to x pupi
Coordinate. This is the slope of the ray fan plot at the specrfied
pUpiI coordinate.

. . . . _ 'l
Derivative of transverse y-aberratron With respect to y pup:
coordinate. This is the slope of the ray fan plot at the specmed
Pupil coordinate.

Effective focal length in lens units. This is paraxial. and may not
be accurate for non-paraxial systems.

Effective focal length in the local x plane of the specified range of
Surfaces at the primary wavelength.

Effective focal length in the local y plane of the specified ran
sudaces at the primary wavelength.

a computation of the merit function.

 
 

  
  
 

 
  

 

 
 

 
 

 

 
ge of

  
  Eltd execution. Terminates t'h d

All remaining operands are ignore .  
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Description

 

  
 

 
 

 
  
  

  
 
  
  

  

 

 
Entrance pupil position in lens Unit'r": WI
surface. This is the paraxial pupil pos't'on'

’4‘ll-Kfi

  EQUA Equal operand. This operand ocnstrainfi alu w
SPECi'ied range of o erands to have the same vhls peran l5
tolerance specified by the large
computed b finding the average oft
summing the absolute value of the error
and the average it the error excee s the targ
and OSUM.

a“\

 
 

 
 

 . . d constrains
Edge thickness greater than. This bo'oll‘lctlgflégpgegger than the
the ed e thickness of surface ”3L! . the
specifirgd target value. The edge thi'ckrlB‘SS '5. calcglgtheedlkitaxis
semi-diameter radius along the +y axis if code :5 zer if code is 3_
if code is 1. the -y axis if code is 2. and the "X axrs I
See also "MNET".

Ed e thickness less than. This boundary operand COHStramg'. the
edge thickness of surface "Surf" to be less than thet apeggfig
targetvalue. The edgethickness is alwayscalculateda e _ if
diameter radius along the +y axis if code is zero. the 1'" a)";
code is ‘l. the -y axis if code is 2. and the -x anus if code is 3. as
also "MXET"

Edge thickness value. Constrains the edge thickness of surface
"Surf" to be equal to the specified target value. The edge
thickness is always calculated at the semi—diameter radius along
the +y axis if code is zero, the +x axis if code ls l. the -y axrs if
code is 2. and the -x axis if code is 3. See also "MNET".

ETGT  
 

onItC-1 :i.‘21
Ooa.m

;;\

  

  
  

  
 

 

 
ETLT  

 

 
  

  

 
 

  

  
 
 

 
 
 
 

  
  
  
 

EXPP Exit pupil position in lens units. with respect to the image surface.
This is the paraxial pupil position. valid only for centered systems.

IH-I-WE
FCGS Generalized field curvature. sagittal. The field curvature value for

any field point, at any wavelength. The value is generalized to
return reasonable results even for non-rotationally symmetric
systems; see the Field Curvature feature in the Analysis Menu
Chapte r. 

 

  

FCGT

FCU Ft

Generalized field curvature, tangential; see FCGS. 
 
 
 

 
Field curvature in waves contributed by the specified surface. If
the surface value is zero, the sum for the entire system is used
This is the third order field curvature calculated from the Seidel
coefficients. and is not valid for non-paraxial systems.
 

 
  

 
  

 

 
 
 

 

[:ch Fiber coupling efficiency for sin la mode fibers. '

defines the grid size usad for the igttegration; with 1 :2?th$121529
2 being 64 x 64. etc. The wavelength must be monochromatic
and the wavelength number specified in the lnt2 column The H '
value is the integer field position number. if Hy is zero then thx
object source fiber is considered; if Hy is non zero the ob' er
source fiber is, Ignored. Px and Py are used to define' the 3 rec
and receiver fiber NA’s respectively. The calculated value i’uifie
total coupled energy efficiency. relative to unity_ See “Fl-b e
Coupling Effmrency on page 128 for details. This operand" I er
supported in the XE and EE editions of ZEMAX. IS only   
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GBWA

GBWD  
GBWR

GBWZ  
GCOS

GENO
 

 
 

 
  
  
  

 
 

 

 

 

  
  

 

 Gaussian beam size on surface "Surf". If Hxi -

Computation is for the x~direction beam, othemigre fifig‘fofiflemy?
direction. The Hy value is used to define the input beam waist
and Fit is used to define the distance frOm Surface 1 to the waist
location. See the Gaussian beam feature for details.

 

Gaussian beam divergence in optical space following surface
"surf". If H): is non-zero. then the computation is for the x-
direction beam. otherwrse. it is for the y-direction. The Hy value
is used to define the input beam waist. and Pat is used to define
the distance from Surface 1 to the waist location. See the
Gaussian beam feature for details.

Gaussian beam radius of curvature at the specified surface. If Hx
is non-zero. then the computation is for the x-direotion beam.
othenivise. it is for the yvdirection. The Hy value is used to define
the input beam waist. and Px is used to define the distance from
Surface 1 to the waist location. See the Gaussian beam feature
for details.

The distance from the image space Gaussian beam_ waist to the
surface. if Hx is non-zero. then the computation is for the to
direction beam, otherwise. it is for the y-direction. The Hy value
is used to define the input beam waist, and Px is used to define
the distance from Surface 1 to the waist location. See the
Gaussian beam feature for details.

Glass cost. This operand returns the relative cost factor as listed
in the glass catalog for the glass on the speCierd surface.

' ‘ ' he radius
Geometric Enclrcled Energy. This operand computes t .
in microns to the specified fraction of geometric encircled,
ens uared. x onl . or y only (enslitted) energy. .
inttqspecifies theypupil sampling. where 1 yields 32 X 32. 2 yields
64 x 64 etc.

|nt2 is the integer wavelength number:
Hx Specifies the field number.
“Y is the traction of energy d
and 1. exclusive.
PX is the type: 1 for encircled. 2 for x only, 3 for if 0W: and 4 for
ebSquared.
See also DENC and XENC.

This operand is supported in XE an

Cl for polychromatic.

esired. and must be between zero

of EE Only.

 

 
 

 

 
 

 

 

  
  

  
 

 
 
 
 

   

F ‘ - ' .
b

by , TI ' ‘ . g p
on the Foucault analysis feature as . he settings
the settings box. The data Option "digfeefgggénflfia ~regs Save on
t? rem" VSI'd data‘ The operand Fouc will returneffie eamiifig
difference etween the computed and referenca shadowe
USIng this operand, the Optical system anefmm aberrati grams.
be optimized to produce the reference shadowsram One may

M' ' ' ' ‘ - p . .

surf

  
 

 
 

 

 
 
 

 
 

 
 

 
 
 
 
 

 

II-
(See .9“)

pling

 
 

285

 

90/118

Chapter 13: DPTlMIZATlON



91/118

f

 

NAME

GLCA

GLCB

GLCC

GLCX Global vertex int-coordinate of surface

GLCY Globe" vertex y-coordinate of surface

GLCZ G'Dbal Vertex z-coordinate of surface "Surf",
ential response. The

GMTA Geometric MTF avera e of sagifia' and tan ' Ids 32 X|nt1 parameter must has» an integer (1.! 2’ '3 W¥fiéeir1tg|ian be a
32 sampling. 2 yields 64 it 64 sampling! etc' t' The Hx value
valid wavelength number. or D for POiYChroma lc' tial frequency
must be a valid field number (1 . 2. ...). y - aCt'gn limit will
in cycles per mm. Px is a flag; if zero. then the di ra hi ise no
be used to scale the results (recommended) ot egg." irithis
scaling is done. See the discussion "USII'IQ MTF opera“
chapter for details.

GMTS Geometric MTF sagittal response. See GMTA for details.

Geometric MTF tangential response. See GMTA for details.

GPIM Ghost pupil image. GPIM controls the location of ghOSl PUPHS
(and optionally ghost images) relative to the Image plane.
Doublesbcunce ghosts form images of the pub“. and if ”"359
images are formed near the focal plane wull contaminateuthe
image with unwanted light. This is the cause of the familiar_ sun
flare“ images of the pupil seen through camera lenses pornted
near the sun.

The operand computes any one specific or all possible ghost
pupil image locations and returns one over the absolute value of
the distance from the image plane to the closest pupil ghost. The
operand is defined in this manner so it can simply be targeted to
zero and weighted and optimized to reduce ghost pupil affects. if
the int1 and int2 parameters are set to specific surface numbers.
that specific ghost path is computed, if either or both of the int
values are +1. then all possible surface combinations are
considered. For example. it lntt is 12 and int2 is -1. then all
double bounces that first bounce off surface 12 and then 11 10

9, etc. are considered, if both numbers are negative. all possible
ghosts are considered.
This same operand also can be used for detectin and c t '
image ghosts (which are distinct from pupil ghosgts) by 2:433:28
the f‘mode'tflag in the Hx column from 0 to 1. or to control ghost
pupil magnification. by setting the mode to 2.

The WFB and WSB columns will list the worst combination found
for reference and possible further anal sis. Only surfaces with
index changes are considered as possib a host .
bounces off mirrors are ignored. 9 generators, First

   
 
 
 

 
 
 

 

 

 
 

  
  

  
  
  

  
  

   
  
  
  
  
  
  

  
  

  
 

  
  

  

"Surf".

"Sufi". 

   
   
  
  
  
  

 
  

 

 

  

 
Gradient index minimum index. This boundary operand sets the
minimum allowable index of refraction value 1 .
surface "Surf" at the wavelength “umber uwgwgflagg'emmdsx
checked at six places: the front vertex. front +y top frofit ngfd'sI 5'rear vertex. rear +y to l and the l' '
ulnLTu and IIGRMXIII p ear +X Blde. See also “InG‘Tu‘ 
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I X ' m allowable i d ' .5 boundaWO e d69M maleU .. .. n ex of rafr - P ran sets the Wave .
index surface Surf atthewaveIEngffilgflnygéeevf’or the gradient .
is checks atnSlX places: the front Vertex front Eve .Theindex
Elder lfear ve" ex, gear +y tap, and the rear if 0P. front +x
"InGT, lnLT and GFlMN", +>< Bide See also

”Eggs TCE. This operand Ta
5ch Ex ansion Alphat as listed‘ turns the Thermal Coefficient 0‘p , _ in the glass catal f

the specdted surface. 09 or the glass on

‘ V- Test for the hyperhemis .... phere con
HHCN spedified rat! to the specified suriace.diiii?inéo§%m§iii-aces the 5”” Wave Yes

2 intercept coordinates. Then. the x and y COOFdinates 3. 3|]. and
“Sad '” the sag ei’iprt'fl-‘iSion for that surface to see 33;?
coordinate results. if the z coordinates_ ‘ are not th
HHCN returns 1. otherwise it returns zero. This opzrgfigiatnhgg
used to prevent optimizations from reachin ' .
hyperhemispheric surface Shapes. El 30|utl0ns that require

AE Image analysis efficiency. This operand return 'WefilClenCy as computed by the geometric image asnéfliiéri‘g'fiflgl
usrng whatever the current default settings are (except for "show"
which is always set to spot diagram for this computation). To use
this operand. first define the settings on the geometric image
analysis feature as desired, then press Save on the settings box.
The operand IMAE will return the efficiency (normalized to unity)
as computed by the image analysis feature.

See the discussion “Optimizing with the IMAE operand" on
page 306.

INDX Index of refraction. Returns the current index at any surface and Surf Wave
defined wavelength.

  
 

  
 

  
 

  

      
 

  

  
 

 
  
  
  
  

  
  

  

  
 
 

  
   

  
 

   
 

lnGT Index "n" greater than. This boundary operand constrains the Surf Wave
index of refraction at wavelength number "Wave" of gradient
index surface "Surf“ at one of six points inside the gradient index
lens. For n=1, the point is the front vertex, n=2 is the front +y top.

: n=3 is the from H: side. n=4 is the rear vertex. n=5 is the rear +y

l top, and n=6 is the rear +x side. In all cases the operand bounds
i the index at the specified point to be greater than the specified
, target value. For example, "|4GT" constrains the minimum index
' at the rear vertex of surface (Le. the vertex of the next surface} of

l the gradient index lens. in all cases the +y top and Hi side
} distance is defined by the larger of the front and rear eemi-
l diameters set on the main spreadsheet. See also GFlMN and
' "GFlMX", which are similar operands that are easrer to use.

'"LT Index "n" less then. This operand is similar to "lnGT"_ except it Surf Wave
constrains the maximum value of the index of refraction rather
than the minimum. See "InG " for a complete description of the
parameter "n".

[WA This Operand is similar to "InGT" except it Simply constrains the
current value of the index of refraction. See "lnGT" for 3 complete
description of the parameter "n .

Image Space F/#. This operand is the parent
F/tf. See "WEED",

Lateral color. This is the y—distanc
intercepts of the two extreme wa
r"°""l'-li':lraxial systems.

  

   
is! infinite conjugate

  
 

  
  

a :14"
i- v. - - -‘
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Description

Lagrange invariant of system ”1 lens
and chief ray data are used to comPU 3
 

 This boundary operand constrainfit w
index profile from chant-3"“? 5'5““;
component. See the section Using Qfa 

 

   

 

 
 
 

Returns the largest value within the indie
See MINN.

Mufti-configuration operand greater the I
constrain values in the mum-configuration ed'wr' . MC 0P Config it. - strain 'Multi-configuration operand less then. This is used to con -
values in the multi-configuration editor. MC, 0 f #. - o - on i

Multi-configuration cperand value. This“) '5 useglttordlrE-‘Ctly target
or compute values in the mum-configuration e I o . .
Returns the smallest value within the indicated range of
operands. See MAXX.

 

 

 

 

 
 

 

 

  
 

    
 
 

 

  

  
 
 

  

  
      
  

  

  

I - ' ou da 0 erand constrains the
Mmlmum Abbe number. This b “Wigt spurt" and "Last Surf to
Abb t rt 5 between ,, .e number 0 su ace tvalue. See also "MXAB .This
be greater than the specified targe .operand only considers surfaces using model or substitute status
 
 

   
   
     
  

   

 

catalog glasses.

Minimum center thickness air. This boundary operand constrains First surf Last surf
each of the center thicknesses of surfaces from "First surf to
"Last surf" which have air (Le. no glass) as the glass type to be
greater than the specified target value. See also "MNCT' and
"MNCG". This operand controls multiple surfaces simultaneously.

Minimum center thickness glass. This boundary operand Firstsurf Last surf
constrains each of the thicknesses of surfaces from "First surf" to
"Last surf" which have a non-air glass type to be greater than the
target value. See also "MNCT" and "MNCA". This operand
controls multiple surfaces simultaneously.

Minimum center thickness. This boundary operand constrains First surf Last surf
each of the center thicknesses of surfaces from "First surf" to
"Last surf" to be greater than the specified target value. See also
"MNCG" and "MNCA". This operand controls multiple surfaces
simultaneously.

Minimum curvature. This boundary Operand constrains each of

  

 
 
 
  
 

 
 
 
  
 
 
 
 

 
 
  

 
 
    
  
 

 
 

 

 
 

 

 
Minimum diameter to thickness ratio. Controls the minimum

93/118

  
 

 
l

the curvatures of surfaces from "First surf" to "Last surf" to be First surf Last surf l
greater than the speCIfied target value. See also "MXCV" This
operand controls multiple surfaces simultaneously. '

1| h
l

l
‘ x

l

allowable value on the ratio of surface diam First surf ”1515”“ ‘ ‘
. . et .thickness. Only surfaces With non-unity index of reefrggtigfinter I‘

considered. See also MXDT". This operand controls La"?surfaces simultaneously. mu “PIE ‘ .
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II.
constrains each of the edge thicknesses of surfaces from "First Firstsurf Lamsurf
surf to Last surf which have a non-air glass type to be greater
than the Speglfled target value. See also "MNET" "MNEA"
ETGT . and XNEG - “"3 CIF’erand controls multiple surfaces

simfultaeneglufirly. $16 lg“??? applies to the top "+y" edge of thesurac ‘ ; e or const a' ' - '
symmetric surfaces. r Inlng non rotationally

MNET Minimum edge thickness. This boundary operand constrains Firstsurf Last surf
each of the edge thicknesses of surfaces from "First surf" to "Last
eurt tonble greater" than the specified target value. See also
'MNEG , MNEA .' ETGT", and "XNET". This operand controls
multiple surfaces Simultaneously. The boundary applies to the top
"+y" edge of the surface only; see XNET for constraining non-
rotationally symmetric surfaces.

MNIN Minimum index at delight. This boundary operand constrains the First surf Last surf
Nd value of surfaces between "First Surf" and "Last Surf" to be

greater than the specified target value. See also "MXIN". This
Operand only considers surfaces using model or substitute status
catalog glasses.

 
 

  
  
  
  

 
 

  

 
MNPD Minimum AF",a ,,-. This boundary operand constrains the Firstsurf “5‘5””

deviation of the partial dispersion of surfaces between "First Surf"
and "Last Surf" to be greater than the specified target value. See
also "MXPD". This operand only considers surfaces using model
or substitute status catalog glasses.

 
 

Minimum semi-diameter. Constraihs the semi-diameter to be First surf Last surf

larger than the specified target over the surface range. --
Modulation square-wave transfer function, average of sagittat seelelt)
and tangential. See "MTFT" for details. pling

Modulation square-wave transfer function. sagittal. See "MTFT" see [em
for details. p mg

Modulation squareswave transfer function, tangential. See (see left}
"MTFT" for details.

Modulation transfer function, average of sagittal and tangential. (see left)
See "MTFT" for details.

_ - -' " for details. Sam- Wave

Modulation transferfunction, sagittal. See MTFI' Pling - same“)

   
  
  
  

 

  
 

 

 
   

  
'

 
289 Chapter 13: OPTIMIZATION

94/118



95/118

 
 

_ lnt1 m V5w W:
tiling ave tEmmett l

/- ti' l?

.6 an!
I uMy

lsufi
i gdg

This operand and the related “ /r0'a'lwMSWS are supported in XE and EE nly. _ rf L
MXAB Maximum Abbe number. This boundary operanddcecaséiaéfiflqg “5‘3” ”5”” ll Nd‘

Abbe number of surfaces betwaen "First Surf an "MNAB" This l955
be less than the Specified target value. See also b t'tute status
Operand only considers surfaces using model or su st .

  
 Description

MTFT Modulation tran fer function‘ tangemla trite 9r .diffraction MTF. ‘ghe intt parental"?r mug beatinfixi 53mpling, etc.
where 1 yields 32 x 32 sampling' 2 we'dsh nUmber. 0' 0 for
The this can be a valid wavslsngl ra flak, “Umbra-((112.
Polychromatic. The Hit value must be a “a: mm if the sampling
...). Hy is the spatial frequency in cycles P313 MT'F‘ then the MTF
is set too low for accurate comPUtat'O” ° ential and sagidglallélgrl:

 
 

 

   

  

  
  
    

 

 2:13ii‘t‘is‘"l:
operands all return zero. If both the tail on a lare needed; place the MTFT and MTF. fifigngroflssly. See the
lines and they will be compuffid tts.::;'1,;:hguj;ter for details.. . II ' n

discussion Using MTF ope'amdfFA‘ MTFS« MSWA. MSWT. and
 

   

  
  

  
 
  

 
 

 
  

catalog glasses.

MXCA Maximum centerthickness air. This boundary operand constraints First surf Last surf
each of the thicknesses of surfaces from "First surf to Last suh
which have airge. no glass) as the glass type 10'le "5.55 than t 3target value. so also “MXCT" and "MXCG - Thls operan
controls multiple surfaces simultaneously.

MXCG Maximum center thickness glass. This boundary operand FIrS’l surf Last surf
constrains each of the center thicknesses of surfaces from "First
surf" to "Last surf" which have a non-air glass pa to be less than
the target value. See also "MXCT" and "MX A". This operand
controls multiple surfaces simultaneously.

MXCT Maximum center thickness. This boundary operand constrains First surf Last surf
each of the center thicknesses of surfaces from "First surf" to
"Last surf" to be less than the specified target value. See also
"MXCG" and "MXCA". This operand controls multiple surfaces
simultaneously.

MXCV Maximum curvature. This boundary operand constrains each of First surf Last surf 14' W
the cunratures of surfaces from "First surf" to "Lastsurf" to be less l‘“ ‘ that
than the specified target value. See also "MNCV". This operand l
controls multiple surfaces simultaneously. :7 bite

MXDT Maximum diameter to thickness ratio. 00 ' ' "allowable value on the ratio of surface ndlglnsjtetre?’ gamiltm F‘rSt surf Lastsurt ‘
thickness. Only surfaces with non-unity index of refractio er
considered. See also "MNDT". This operand control nl‘are
surfaces simultaneously. 5 mUt'Ple

MXEA Maximum edge thickness air. This he -each ofthe edgethickhesses of sunagensdgoqufirgpsdufieqstlfims FirStSU'f LESt surf
surf which have air he. no glass) as the glass ty e t t? ast
than the specified target value. See also "MXEF‘JI'" 9'l'i.i|.;a(iesi:-3

l_E.TLT, and XXEA. This operand controls mummé 3 ”EG .
simultaneously. The boundary applies to the tap "+5," ed Li 3095surface only, see XXEA or constrainin 9E? Ofthe
symmetric surfaces. 9 "Owrotationauy
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  sir/fl?

so?

 

 
 
  

"F'Fs"
1’s.
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 Maximum edge thickness 9

constrains each of the edge thick
surf" to "Last surf" which have a ‘
the target value. 8 non al

 
 
 

  
  

. Th' .
each of the ectlziB thicknesse IS boundary clitterand constrains5 0f Surf ” ' II n

surf" to be less than the specified taéifllflg Firm surf to Last
"MXEA", "ETLT". and "XXET". This
surfaces simultaneously. The boundaop'earan
edge ol the surface only; See XXE f
rotationally symmetric surfaces.

  See also "MXEG".
d controls multiple

police to the top “+y"
or constraining non-

  

  
  Maxlmum index at d-Iight. This boundar o erand const ‘

Nd value of surfaces‘between ”First Susiffand “Last Surg'l'nétgg
less than the specified target value. See also "MNIN". This
operand only considers surfaces using model or substitute status
catalog glasses.

    

  
 

 Maximum APR‘F. This boundary operand constrains the
deviation of the partial dispersion of surfaces between "First Surf"
and "Last Surf" to be less than the specified target value. See also
"MNPD". This operand only considers surfaces using model or
substitute status catalog glasses.

 

  

  

 

 

 
MXSD Maximum semi-diameter. Constrains the semi-diameter to be

less than the specified target over the surface range.

Non-sequential object position x greater then.

"m
First surf Last surf

y.

'l'

 

 
 

 First surf Last surf

 

 

Non-sequential object position x less than.   

  NPXV Non-sequential object position x value.

NPYG Non-sequential object position y greater than.

Non-sequential object position y less than.

   
 

  
Non—sequential object position y value.

Non-sequential object position 2 greater than.

Non-sequential object position 2 less than.

Non—sequential object position 2 value.
' r refers to the object

Non-sequential detector data. DEtQCt?xel number is zero. the
number of the dESimd detector. If the g from the specified pixel
detector is cleared. OtherwiSE. tree:- tam/area. and 2 for flux/solid
is returned. Data isOfor fluxF11sources and detectors in non-
an is. “O timizing wit .
segueng’gfiemodep" on page 305 for complete details.

 
 
 

 

lfififififi
 

Noll-sequential trace Soul'c- I I e
desrred source. If source Is zerO. 3" 50”“?- non—
"O . _ _ ' ass and detectors In

ptln'llzing With sour d tallS-

  

E

  

    

    

  
  

0” Page 305 for complete a

Non'5‘-Etctuential object tilt about 2: greater than. 1

Sun Object

Surf Object

Surf Obieot

Surf Object  

  
Surf See left

Surf Source See left
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NTXL

NTXV

NTYG

NTYL

NTYV

NTZG

NTZL

NTZV

NPGT

Intl IE

_ -_ a

 
 

  

Non-

define the parameter number.

Non~sequential parameter less than. The H! val
define the parameter number.

Non-sequential parameter value. The Hit value is used to
the parameter number.

 

  
 
 

 

NPLT us is used to

 
 
 

 
  

  
 
  

  
  
  
    
 

 

 

Surf Obiect Beale“ fi/r

till

INPVA

 
  This is only useful for finite

Ob'ect s ace numerical a entire. . .J p p ated on axis at the primary
conjugate systems, and is caloul
wavelength.  

 
 

  

 
 

This operand indicates an unused entry in the operand list. OFF
operands are automatically converted to BLNK operands upon
evaluation of the merit function. OFF is only used to indicate that
the merit function operand type was not recognized.

OFF

  
 

 OPDC Optical path difference with respect to chief ray in waves.

Optical path difference with respect to the mean OPD; this
operand computes the CPD referenced to the mean CFO of all
rays in the pupil. OPDM has the same restrictions that TRAC
does; see TFIAC for a detailed discussion.
 

   
  

 
 

 
 

 

Optical path difference with respect to the shifted and tilted
reference sphere that minimizes the FIMS wavefront error; which
ZEMAX calls the centroid reference. OPDX has the same
restrictions that TRAC does; see TRAC for a detailed discussion.

OPDX

 
 
 

 
  

   

OF'GT

OPLT Operand less then. This is used to makinequality constraint. 9 any operand anm- . ‘i. In

OPTH Optical ath length. This is the distance ' - ‘3 Iii
specified ray travels to the surface "Sufi“fn-rfigsdiggts‘ the 3U” f p m
measured from the object for finite COHquates- othemirsicethis \
distance is referenced to the first surface. The 0 ti [9 e _- pl
accounts for the index of refraction of the madia Elmiffca path ‘ .\
adding surfaces such as gratings and binary optics. SegrPEhEahfie h "pi

OSUM Sums the valuas of all 0 erand ' l \
operands. See SUMM. p s between the “"0 Specified First Q

ti
- ‘1‘.I

It
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Des—cription

 

 

\‘I'l‘ll
i

  

 
  
 

2t1p- '5. m

Et
C.

 
 

 . if

value or a Parameter to selsegzligfigfifimnd Coftstralns the
Parrfaanggter gauges have different meanings fiat??? value, The
su Yp . es the Chapter "SUFfBCBT 5.3 ng “9°.“ the
of the Parameter Values. ypes for a description

 
.. ”9 Upon the surface type.

Parameter values, Types for a descripticn 0f the

 
 
 
 

 

 
  
  
 
 
 

This operand is obSolete. use PMLT instead.

 
 

This operand is obsolete. use PMVA instead.

Paraxial ray x-direction surface normal at the ray-surface
intercept. This is the x component of the surface normal vector at
the Intersection point of the specified paraxiel ray and the surface
"Surf", in the local coordinate system. 

 
  
  
 

  
 

 

PANB Paraxial ray y-direction surface normal at the ray-surface
intercept. This is the y component of the surface normal vector at
the intersection point of the specified paraxial ray and the surface
"Surf", in the local coordinate system.
 

 

 
 

?ANC Paraxial ray z-direction surface normal at the ray-surface
intercept. This is the 2 component of the surface normal vector at
the intersection point of the specified paraxial ray and the surface
"Surf". in the local coordinate system.

  
 

 

 Paraxial ray x-direction cosine of the ray after refraction from the Surf Wave
Surface "Surf".

Paraxial ray y-direction cosine of the ray after refraction from the Surf Wave '1
surface "Surf".

Paraxlal ray z-direction cosine of the ray after refraction from the Surf Wave

EEg3U:U2a::pa,
specified surface.

   

 
 

Surf Wave inete in lens units at the specified
distance from the local axis to the

and the specified paraxlal ray, In

Paraxiai ray radial ccord
surface. This is the radial ..
intersection of the surface Surf
the local coordinate system.

e in lens units at the surface "Surf".
 
 

 
 

Ea:<m

 Paraxiat ray x—ccordinat

units at the surface Su' ' Surf WaveParaxial ray y-coordinate in lens -II Em< I'D

 

  
  

II r.fll'

Paraxial ray z-coordinate in Ian units at the surface Surf _ 5 if
- ' . his is the tangent of the Surf

Paraxial ray x-directlon ray tangent'szane after refraction from
angle the eraxial ray makes in the X
fSIJrface "gun".
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NAME Description

Paraxial ray y-directicn ray range-Q}-
angiethe araxial ray makes in the -
surface" uri". 

 
 Paraxial image height at the paraxi xia

specified wavelength. Not valid for non-Para
. Io tic

Path length. This operand computes trhesflgce: 1 and 2 for the
(includin index of refraction) betwee . mspecifiedgray. which is always traced at the primary waveleng
See OPTH.

Paraxial magnification. This is t
height on the paraxiai image p
useful for finite coniugate systems.
is used even if the system is not at

The surface power (in inverse lens units) of the surface "Su
This operand only works for standard surfaces.

Primary wavelength. This is used to change the primary
wavelength number during merit function evaluation. This
operand does not use the target or weight columns.

5 are the row

  
 

 
 

     
‘al chief ray

lane to the object height. Only
Note the paraxial image plane
paraxial focus. 

  

  
 

 
 

  

   
  
 

 
 

 

 
 

Product of two operands. The two argument
numbers of the operands to multiply.
  

  
  
  

Quadratic sumi This operand squares and then adds all operands
between the first and last operand (inclusive . then takes the
square root of the sum. See also SUMM. OSU , EQUA.

  
 

Fleal ray angle of exitance. This is the angle in degrees between
the surface normal and the ray after refraction or reflection. See
also RAID.

Flea! ray angle of exitance. This is the cosine of the an i
s

between the surface normal and the ray after refractiongor
reflection at that surface. Does not return correct results if the

less prior to the surface is a gradient index medium. See also
AIN.

Global ray x-direction cosine. This is the directio 'ray in the global coordinate system. The origin! ggsth‘: SiamRAGA

coordinate system is at the global reference surface

Global ray y-direction cosine. See "FlAGA". s rf iu ”a”
Global ray z-direction cosine. See "HAGA" ‘ -Suri Wave ”'

Surf Wave fl

 

 

 
  

  
  

 
 
 

2m<m

as"§_3
l

t: 3. ED!< (13

Ease
 

 

 

 
 
 

  

  
   

Global ray x-cocrdinate. This is the coordinate in lens units in theFlAGX

global coordinate system. The origin of the global coordinata
system is at the global reference surface.

fi‘iffg''
 

‘-
.1?

RAGY Global ray y-coordinate. See "HAGX",

m Global ray z-coordinate. See "HAGX“. YeaSurf Wave A

 U) C 3. Jig-ear 
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W’ME Description

 
 

 
 
 

 

 
 

 

 

Surf

Surf

G pay angle in radians with ' '
HAN measured wrth respect to the goggle?stifle.Z axis. The angle '3 Surf

A Real ray x-direction cosin
BEA surface "Surf". Surf
 

   
HEAB Real raysurface .gfilr'em'o” cosine 0“ the fall after refraction from the Surf

HEAC Efgéggxszfilfim'o” 005m" '3‘ the ray alter refraction from the Surf 
 

 
ETY

HGLA

i Fteal ray y—direction ray tangent (slope). Surf

 Reasonable glass. This operand restricts the deviation the index,
Abbe, and deviation of the partial dispersion values may take
from actual glasses in the currently loaded glass catalogs. See
"Optimizing glass selection" on page 303 for a complete
discussion. The constraint is active over the surface range
specified.

HMS s at size ra aberrations) with respect to the geometric
ima e gentroid, ignegtsured in lens units. This operand is similar to
RS H. except the reference point is the image centrmd Instead
of the chief ray. See RSCH for details.

R ‘ ra aberrations) with respect to chief ray. This
ophg?a:§°$§é§ea( Gaussian quadrature method to estimate the
FfMS spot size at a specified fietd. coordinate and wavelength.
The number returned is in lane units. The method used is only
accurate for systems with circular pupils. The lnt1 column is used' ' traced use no more than
‘0 Specify the number of rings of rays-3 Hx an(d Hy are used to- _ nl

retimred to converge the result) 0 )tused. If the "wave" value‘ ' ‘ t, Px and Py are no . . .
{1322:2233}?Efigflaiengm weighted polychromatic calculation IS

 

 
 

 

 

C 
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HEAR Heal ray radial coordinate in lane units at the Surface "Surf". Surf

HEAX Heal ray x-coordinate in lens units at the surface "Surf". Surf

HEAY Heal ray y-coordinate in lens units at the surface "Surf“. Surf

HEAZ Real ray z-coordinate in lens units at the surface "Surf". Surf

 
  
  

   
  

 

 
  

  

 
  

   
  
  

  

 

Yes

Yes
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Gaussian quadrature met 0 ;
vignetting. A grid value of 1 Will i

rid per quadrant (16 rays). 3 W!
36 rays), and so on. Symmetry | 

 

 
 
 

proportional the Strehl ratio an
The units are waves, See FIWC

 
 
 

  

 

HMS wavefront error with resp
waves. This FlMS really refers
wavefront, since the mean OP
See FiSCH for details.

 
  
 
 
 

 
 

 

 

The sag in lens units of th
semi-diameter distance.

 The sag in lens units of the surf
semi-diameter distance. 
 

 

 
 
 

 

  
 

wavelength. See TFNO.

Sine of the value of the specified
the units are radians, otherwise

Skip if symmetric. If the lens

operand number.

 

 
 

Spherical aberration in wave

is used.

  
" TFNO Tangential working Flatt, com

wavelength. See SFNO.
  

 

RS . . ah d ThIs operagfljzawi” trace a 2 x 2

HMS wavefront error with rte-SPEC" ‘0 th
operand is useful for minimizing the wavd the area n

u

H. See FtSCH for details.

ect to the chie
to the stan

D is subtrac

I Sagittal working Flif, computed a

computation of the merit function continues at the specified
 

Skip it not symmetric. See SKIS. Op # - 
surface. If the surface value is zero, the sum for the entire system

SOFlT Sadare root of operand. The ar ument' 1h-operand value to take the squarge root of.S 6 row number m the“
SUMM Sum of two operands. The two ar-0f the operands to add. See osufi'mems are the ”3‘” numbers OP #1 OP #2
SVIG Sets the vignetting factors. Whe ‘-vignetting factors for the current configugtig‘rfierj' Updates the-
TANG Tangent of the value of the s ecified-then the units are radians, ofhenvise?§2$2g:Umber.

 
 

  

f ray. The units are
dard deviation of the
ted out. See FtWCE.    

 
operand number. If flag is D. then

. degrees.

is rotationally symmetric, then
 

  

 
  

s contributed by the specified

  
 

 

       
 If flag is 0. Flag

    

  
 

puted at any defined field and Field W
5??”
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Total mass. Computes the mass of the l
specified range 01 surfaces. 0,.“ . 853 lenses within the First
standard surfaces with circular egg‘églldsgtfileane and sphafica' surf Last suit
Menu" ele cha tar "Reports
computed. mam "135595 an Volumes are It

3
2timi

U (Um3'9.
53

lir—__#-I‘I-E r 

 
i

TFIAD The x component of the THAR only. TFIAD has the same. _ Wave Yes
restrictions that TFtAC does; see TRAC for a detailed discussion.

 
50O—i_ e:-13339:'<:'-‘D'-'°>:im“‘m_mr.uc)(as:E3Q_Q.n_ IDwW23 ?3_0fir-i-mmNE§=WUiflfii”‘}géngflmesa

_.
sgsaesEormmUcCgraga-5:5=QQS:4352 :U330- I’wfilmOSes?mO5':' 55¢a;{533mflats-om—-_.::asr:grape-sIla-003secs—gags:

d

:ggofl‘aHam3-1-16g .”zoning.=>>QTOCLOOI-‘m

 
TFlAE The y component of the TRAFi only. TRAE has the same, . Wave Yes

restrictions that TFIAC does: see TFlAC for a detailed discussion.

  
  

TFIAI Transverse aberration radius measured at the specified surface
with respect to the chief ray. Similar to TRAFt. except a surface
other than the image surface may be specified.

Surf Wave Yes

TFlAFt Transversa aberration radial direction measured in the image Wave Yes
plane with respect to the chiet ray. See ANAFI.

TFIAX Transverse aberration x direction measured in the image plane

with respect to the chief ray.

HAY Transverse aberration y direction measured in the image plane
with respect to the chiet ray.

. . . . . lane
Transverse aberration x direction measured in the image in
with respect to the centroid. See TFIAC. This operand 3?0Liidhgniii
be entered into the Merit Function Editor by the tile au b the
Function tool, and is not recommended for use directy y
USER

Wave Yes

Wave Yes

Wave Yes

I.-
‘

-- ’
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' ‘ ' ‘ the image planenation direction measured in

Eggfefpggtit‘gfihe centrxcid. See TF-IAC. This operand should only' ' ‘ the Detault Merit
' Merit Function Editor by .

gfinirtittfr'riet‘gidijtgritgeis not recommended for use directly by the
USEE   

  
  
  

  
  

 ' ounda Operand constrains
r tham'b-Irirtilififrtcnt andriiiack surface sags) of

g n the specified target value. The
mi—diameter radius along the «y

e is 1, the -y aids if code is

Total thickness greats _

the total thickness (includin th
surface "Surf" to be greater rate
thickness is calculated at the _s _

“is if code is 2'9? “d: Exsa’i'fiis operand automaticagy chggifis
giggiéiihciéiniéisnéiges in mirror spacggéoTer'ifi'figf]5' $16,?
value for physically possible lenses.

 

    .. t
' tied surface. Note the

' irst to last speci two

Elgmsgitihigki‘necfisfiisigmifl; not the thickness between the
surfaces.
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C

XNEA  
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User defined operand. Use ascomputed in externally compiled programs. S
defined operands". See also ZPLM.

if present in the merit function. in
assume radial symmet .
symmetry does not exist. This 5
function in some special cases.'SeB
the default merit function description e

Volume of element(s)

for regions bounded by planef tint, SP
volume. Corn utes the volume 0 , ‘cal
the specified Eange of surfaces. Only valid for plane and spine"
standard surfaces with circular edgES- 5
Menu" for a discussion of how element mas
computed.

Working F/#. This is computed from the angle the r

thickness. See "MNET".

  

 

 

 . ' CE
is OperangéfittrgEMAX detects_ . e _

WBXISIS inthe lens ‘ n of the merit
peeds executio ymmeW" m

 in cubic cm. The res

see and volumes are
  
 
 

 

   

 
eal marginal

he chief ray in image space.  
  
  
 
 
 
 

 

 ray makes with respect tot

t2 number must ‘be between
tra data values is selected. Extra data value greater than. The In

1 and 200 to indicate which of the ex

Extra data value less. The |nt2 number must be between 1 and
200 to indicate which of the extra data values is selected.
 

  
 
 

  

Surf

 
Extra data value. The Int2 number must be between 1 and 200 to
indicate which of the extra data values is selected.
  

Extended source encircled energy. This operand computes the
radius in microns to the specified fraction of extended source
geometric encircled energy. using whatever the Current default
settings are. To use this operand. first define the settings on the
extended source'encircled energy feature as desired, then press

31am; on thfi's'ettingsf. box. Th? gnly setting that is overwritten ise pe.w to is orencirce ,2forxonl ,3ffor ensquared. y or y only, and 4
Hx is the fraction of energy desired. and rn
and t. exclusive. ”St be between zero
See also DENC and GENC.

  
  
  
  
  

 
  
  
  
 
 

 
 

 
Minimum edge thickness for air surfaces Th'- . is o
the edge thickness at numerous points around t$:;?mcquffi
the surface. and insures all oints . .
specified thickness. See "MNEEA". are at least the minimum  
  
 

 

 

  
 

Minimum edge thickness for less 3 -

checks the edge thickness atgnumerouuréazisiht-Srhés DDGFand
perimeter of the surface, and insures all points a round the
minimum specified thickness. See "MNEG" re at least the

  

  
 
 
 

 
. era

thickness at numerous points arofind qgecsgfiknsetgte Edge|' O thesurface. and insures all points are at l
east the minimum specified     
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 ‘ ' _ _ . ' . Firstsurf Lest surf

"MXEA". h .

xm’E—Kriaximum edge thickness for is .
XXEG check?» the edge thickness atghusrtfiefgijfsacpeoaihtghIs operand Firstsurf Lafitsu”

perimeter of the surface, and insures all points are it around the
the mammoth speCIfied thickness. See "MXEG" 0 more than

XXET warez? 33%:Agigltgeiim'trshizrgfisaatttg checks the edge Firstsurf Last surf
surface. and insures all points are no triorefithit?ltrfijgtranraiaf the
speCifled thickness. See “MXET”. mum

YNIF’ YNl—paraxial. This number is the product of the araiii ‘
ray height times the index times the angle of) incidgmgrgmgl Surf Wave
quantity is proportional to the narcissus contribution of the
speleled surface. See Applied Optics. Vol. 21, 18, p3393_

ZEFi‘N Zernike Fringe coefficient. The in“. Int2. Hit. and Hy data values Term Wave See left
are used to specrfy the Zernilte term number (1-37). the
wavelength number. the sampling density (1 = 32 x 32. 2 = 64 x
64, etc), and the field position, respectively. Note that if you use
multiple ZEFiN operands which only differ in the term number.
they should be placed on adjacent lines in the editor; otherwise,
the computatiOn is slower.

ZPLM Usad for optimizing numerical results corn uted in ZPL macros. Dataii Yes
See the section "User defined operands". ee also UDOP.

ZTHi This cperand controls the variation in the total thickness of a First surf Last surf
range of surfaces over multiple configurations. It is similar to the
TTHI operand, except it is an inequality operator. The target value
specified is the maximum allowed difference between the TTHI at
each defined confi oration. For example. if there are 3

configurations where HI 3 8 would evaluate to 17, 1s. and 18.5.
respectively, ZTHI will return 2 (Le. 19-1 7) if the tar at is less than
2. Otherwise, ZTHI returns the target value. To eep all zoom
configurations the same length, use a target of 0.

Th . ”:F' pnop, DlVl, SOFlT) along with the parametric operands (CVGT.
cVi%,pg$a$né¥J&e:tgd? gigwasoeitfgnrtgfine very general and complex optimization operands, as discussed
ir”hi3- section "Defining complex operandS". WhiCh can be found later in this chapter.

. _ _ meters such as effective focal length (tens of millimetersBecause of the dimensmnal differences Egmfisg figfightirtg of one is sufficient for quantities measured in lens
length with this weighting is not likely to be zero. lncreasmg

. . . . a desired effective focal length. This effect is often
the WEI'iil'iting will bring the resulting 53’5th closer to th ands. Usually ETGT with atarget of zero will' . , aterthan) OPBI' , . . . _

2132:1333??? de‘finitngrggtgl'légggfignlggrsgisagtrfier than increase the weight. it is much Simpler to prowde atus ius si
target v .

store of .1. or some such number. current values of each operand can be updated by selecting Tools.
Up afnaklng changes to the operanq list, the what the current values of each operand are, and which has the

 
 

 
 

  
   

 

d E. T ckin to 599 5 defined as
Era-3331 Colftrfingtlfoai Ltlgetf'iue frgefiflhanctign The Perm“t contribution I

WK Vt ‘ 7“,)
_ 100x '

ty contrib _ . 2

j
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5F Pi?“
erandst 1“" 3where the indexi indicates the sum over all?" file. id at 0P

d with the lens “1F 1
The merit function is automatically 53W d5 116 . $3
Understanding boundary opera" ers behave somewhat diflerently than a tight“

Dlmx, and oth d on a parameter. you Specify i“his if all {a
The boundary operands such as ou Spec V . mum center thic ness on guy-fa 93, ”99 |
target Operands such as TRAF‘ and ”EM WES-:56 to rni'ilnt‘i“n 335m the Inn column and to is in it? 5‘” ii .4“ ' ify
value as the definition of the boundary- For e T 5 10 (where "‘6‘ ii column of that operand the Burgh 5 that d
mm, yo“ might use a command SUE“ as me observe the 'value , knass is less than to 'the iii are M we on”
column) If you update the merit function and then that is the centerthic _ m cente th‘ k nil-.3 am M no". . . d is Violatedi .' tvlolaledi that IS‘ 9 r “3 “ESSIS r i ,
possubilities for the value. 1) if the noun 3W .f the boundary is no 9 ism;r cl“
value of the thickness will be displayed. or 2)‘ _ . ' ' wastage 0
than to, then the value 10 will be displayed. 1 at value is shownl if it is not qulflieth thte value is set 10th Billie far
The ““3 is Simple" if the boundary is violated. the Sgnualgorlthm. ll dEJrinQ OPt'm'zfiitrlifirhill :ttethlimsaw be°°llle WWW
target and is therefore ignored by the Opum'z: fed a“ the optimization algori I:l *0 consume 990.18%
violated. then the value will automatically be UP a . :liligefiirOffending parameter. 5 are slightly more 00mp!'caieFl- These mu“; 1
The boundary operands which constrain a rangEhOfigtuafifififzci of all violated boundaries Within the Specfifi: ”filing;
surface operands [mum values WhiCh reprESE$t1l 1% will constrain the minimum center thickness of gamma“ Ewes
surface range. For example, the operand MNC then the difference between the value of the OPEranu | ”TWP
through 10. It the target is 3.0. which defines the bounggrlgnd the thicknesses of all surfaces betWBEn 1 and Ill WWW“
and the target is the SUV." Of the difference bemeegurtace in the range has a center thickness lessthen 3.0.5fly ll“ psaE
whose center thickness is less than 3.0. If only one if .5 added that has a thickness less than 3.0.531”2 spa W"
2'5‘ then the operand has a value 0221-5; (”2355;11:33: gytrfieceelis 3 0 - 2 2). The total difference between the iaitiei 5891119 llthen the operand will have avalue o . - 1 - . ' ‘ ' - to the violation of 05 b - fulfil-’9

of the operand and the value is 3.0 - 1.7 or 1.3. This difference of 1.3 is due y the first Ewen
surface and another 0.8 by the second surface. f . don't worry' ZEMAX does a" m misfit)“- erends seems con using. . e

. satitssiirsaiiiisi issiiiisseiie meme a... .. iiiicor mm...
range (surface 1 through 10. or whatever) and the desired value (3 mm or whatever). If 3'! the boundall tells.
constraints are met. then the operand value is equal to the target, otherwise. the value will be different andttie lieHchIU
merit function will increase. The increased merit function Will cause the optimization algorithm to seek a reduction nybeenil
of the operand contribution. titaninti

If a boundary operand does not seem to work, there are several things to check: lightning

1) Make sure the variables you have defined can have some effect on the boundary operands. A common “twill
mistake is to specify MNCT and have some "frozen" thickness within the surface range. If the thickness violates honey I!
the boundary and it is not variable, ZEMAX can't fix it. The operands DO NOT ignore violated but frozen Marni
boundaries. --.__

2) If there is a small residual error, try increasing the b0undary value. For example, if MNCT is used with? Twain 0i
tar9'91 0‘ 0.0. and the value '5 a small number (“k9 '-001) the Problem is not that the operand doesn‘t work.“ lliliappaa'.
is simply that the residual ermr is too small to increase the merit function significantly. It is usually beiterlo
increase the target to 0.1. or some other number, rather than to increase the weight. Increasing the weighiiiill

only lead to a smaller Violation (like -.0000001) rather than meeting the boundary. 1%
3) Check to see it there is a reasonable contribution to the merit f ' - is with the i I"
percent contribution column. By looking at the percent contributionlcro‘ison' You can easfly checkctih uGallon N

- . . . n'in, verify that the operan in q . Milli
has enough influence on the total merit function. If it does not increase the w i ht or see the pieced"1g \l
paragraph for advice on changing the target. ’ e g ' lime

' he bounda o erand ' ' - . 'a '.
Understanding t W p s is a crucial part of mastering ZEMAX optimization, and with a little practic l\\
you will find them to offer excellent control and flexibility,

Using MTF operands
——-‘———_—‘—-——~______—_____.——/

123: C
These operands are only supported in the XE miand EE - \

editions of ZEMAX. 51%
The MTF operands such as MTFT. MTFS, and MTF _ . ‘ TF- i}
This *5 a ”we“ “Dammit “Wm“ using the MT? Wow“ 8 C“liability to directly optimize the diitraction M We

operands requires some care on the part of the user.
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‘ . . will also rcduc ' data
:5 Di “lu- dull 9 e of Course the MTF generally cannot'bs lc ‘0 Opt'm'ze a IBI'IS for MTF startingarom plaameegglrgfigsslates.
"-h'iiet ”3 a 5 ably slower than FiMS s at e accurate'y lKintputed for such a s stern Al 0 MTF tim zation
am'lftu Wide; ou use both a MTFT apcl size or HMS Wavefront error Optimization 5; icall Etc 50 IISHPBS s'iower
“We We mail 5 acent lines In the edit n ti MTFS Opera!“ for the same field and wavsglen tyh data the should be
We, gulf-2151380: the MTF. then the Eh“; oiflfifdghgmgg,giaggytfgfwic-. "the amplifier is ioo'low far accurate

e an a meaningless number.

31 route 9 Slowh efflgfgfigaiggybgi "Rift?able when Updating the Mom Function Editor display and entering and
300m“ rattlingt ‘9 9'59 “mes the "‘9'” function I5 Updated If several MTF operands have

s' .

"whim with low HMS wavefront error will have reasonable MTF ing FlMS wavefront error. Generally speaking, systems. . , ‘ . .. performance. After the design is very nearly in the final
Pficifiw form. 'tther;tizyfjmtfohringefig£th: Optlmhlnzation for a tDUCh-UD". It is also a good idea to completely erase the
files; 1. dfllau m 9 any TF Operands, except of course for any boundary constraints needed

lE ‘a'l‘iel‘ see the "Analysis" chapter for details.

“‘9 fliiil The lnt2 column selects the wavelength, like most operands. However, a value of zero may be entered to specify
‘ apolychromatic calculation. In this case. the wavelength-weighted polychromatic MTF is computed. Obviously,

all pm this is slower than a monochromatic MTF calculation.

WWW. The Hx column is used to Speley the field position, and it must be an integer between 1 and the number of defined
DUMMY fields.

idliiiliflli‘ The Hy column is the spatial frequency in cycles per millimeter. independent of the lens system units. Any value
- may be entered; the operand will return 0 if it is past the incoherent cut-off frequency. The value does not need

in be an integral multiple of some fraction; the exact value of the MTF is computed using a cubic spline fit to the
Neighboring data points, just like the MTF data plots.

$le The target and weight columns are used just like any other operand. Of course, if the target is set to 1.0. and the
weight liaquency is non-zero, then the value of the operand can never reach the target.

the" Performing an optimization 

Elm" TD bag?“ clilitimization. choose Tools. Optimization from the main menu bar. The optimization control dialog box
Wfl'fl Wm appear with the following options.
Wm OPTIMIZATION OPTIONS

Description

Executes until ZEMAX determines the system is no longer improving significantly.

Executes a single optimization cycle.
. i ‘

Executes 5 optimization cycles. 
__—#
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/ll open windows at. to and rsdraW a. , . the e

If checked ZEMAX Will automafigalg’ rlijtggiiaioring 0f “‘3 optimization progress “inflict:' a

Eactt optimization cycle. This
analysis leature.

 

 
 
 
 

 

 
  

 
 

 

 
 

 
 

 
 
 

 
 
 
 
 

 

 
  

 

 

 

 
 

Auto Update

 
  

 
. d the optimizationAtask. Mar

”.5 over which to sprffin which case the Singie Cpu‘mhenie e

e CPU comput .5 the number of processors smug: Selects the number of CP I
may be selected. siren on a Sing
share the multiple simultaneo
by the operating system.

# CPU's

 
 

 
  
 
  5 being made. The other options Will run lh. i _ _

Selecting automatic will cause the optimizer to run until "0 fii’fi. The time mounted to run a given Optimization
specified numberof cycles. Automatic mode is highlytawm m laxity of the sySiemt the number of solves it." «p5 {1031
Cycle varies enormously with the number of variabtes. thfitfi‘; oscle is tamng too long. or if it. appears to be time ‘ iii” 89
Eumooe; of operands. and ol‘course the comgmaeéesgjgte‘ly cIiCk on Terminate to end the optimization run. fwflatfithi

p' ' you 99 the des'g" '5 “01 pmgms' g rit function. If any of the operands cannot it’d”? ntei
When the optimization begins. ZEMAX iirst updates the system Ifiner) dis layed. Operands cannot be com be pi'wg- a
computed, the optimization cannot begin. and an error message W' e £3, internal reflection (TlFl) at a We“ Goriii'd
it they require the tracing of rays which miss surfaces or which‘undergo 0 ri tion is in error or the ra itiindex mace“
boundary. if such an error message appears. Lit-malty “19 starting lens presc p ' y arms i5” 1
are incorrectly defined (this will not happen with the default merit functionalfflgggmrsw‘jeegoflgeffr dffii‘eu
rays)_ ZEMAX can automatically recover if the merit function cannot be sue a op lrl'llza.
tion: only the starting system need be adequate to comm"e all operands in the merit function.
Defining complex operands 

Alth n th is It ' r , led w'th afew redefined operands. is perfectly suitable for the maiorioug e de u merit lunc ion coup I :nstraint needs to be added to the merit function. Fiathtteyr
of optical designs. there are times when an unusual c _
than define a very large number of very specific operands. ZEMAX allows you to til-“'d your own Operands outol
simple building blocks.

ZEMAX allows very general operand definitions. There are two tricks to creating these operands. First. use Certain
operands with zero-weighting to define the parameters you need. and second. use the operational operandsto
define relationships between them. For example. suppose you require that the thickness of suriace 3 and the
thickness of surface 4 sum to 10. There is an operand that does this. 'i‘l'Hl. The command structure would look

 

Operand 1 uses the Center Thickness VAlue {CTVA comm . .Similarly. operand 2 is used to extract the thickness) of swig: :to $3322.}:13"}? Of the thickness 0‘:[1213:3335
that the optimization algorithm ignores the constraint; it is only used as an ' tg mg on both operan 5d 3 now
some twd operands: number 1 and number 2. The result is the sum of the this: ermediate step. Operan
value of operand 3. and this has a non-zero weight. The optimization algorithm “Cifisgfiflnsi'edfifiiagum 0
Why go to all the trouble of this three-step process if a sin I . a
reason is that this approach can be extended to develop Egygynlefgmzrgngfuédofgfigfl slaimgutggggi 1’2”. p 9‘
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me radius of curvature of surface 5 to be centered onIE ' .

wt“ ends to 599 '1 V0” ““derS‘and how this is done: the vertex of surface a. Study the ioiiowing

 
Operatic 1 extracts the (center) thickness of surface 5. Operand 2 extracts the value of the curvature of surface
4-0perand 3 3915 a constant of two, and operand 4 divides the value 2 by the curvature (yielding twice the radius
WCUwature). COVA extracts the conic. and SUMM ads operands 2 and 4. Operand 7 takes the difference of the

icknass and twice the radius plus the conic. Since we want the former to exceed the latter. we set an operand
Emitter than constraint; the only one to have a non-zero weighting.

Optimizing glass selection 
Optimization 0! l ' h h td'fferentl than other data. Optimizing the glass choice directl 'ndled somew a I Y , . y '3
“difficult and ungraesdfigtsabfie [3.00953 because there does not eXIet a continuum of glasses on the glass map. There
”a two methods for dealing with this problem: by using model glasses or by using glass substitution, Glass
substitution is USUally far superior. but is only supported in the XE and EE editions of ZEMAX.

56

0T2: "We" glass method is to idealize the pie
”maize these Parameters while constraining
' rt‘r’avai'ilble glasses. This is the "model 9

55 dispersion using a few simple numerical parameters. and then
either the parameter values or the computed index values to be
lass method- Model glasses are described in detail in the chapter

UBln .. . f the mode! glass method is that the optimized parameters and
'65 QGlass Catalogs . One disadvantage O physically existing glass. Another disadvantage is that model'4. n9 Index v nd to any - -
91a aluee may not correspo . . This method is used by the convention I t' ‘s are - - in the Vlslble spectrum. El OP "WT—er
“Escrib only sufficiently accurate

9d in this chapter.
Tc . . - t chan e the glass of the appropriate surface to a "Model"
”gamma glasfies then requires several steps. Fire , g. ditor. For information on model glasses. see the Cha tam the glass solve dialog box in the Lens Data E p er

m
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to "Model". ZEMAX will make a SUitabie
‘ "Fixed" I -"Using Glass Catalogs". When you change the glass from my need to change the values 'f you W'Sh- Th

tor the index. Abbe number. and partial disperfilom VP; 3 next to each entrY- I
values can be made variable by clicking on the Vary ID the index. Abbe' and partial diSpemiO” Var“
The Ctrl-Z shortcut on the glass column will also WCtl' : iii-nixed US'“9 the optimization feature in the “Mala?
automatically. The model glass data values can now be op . x materials being selected. This ‘3 began: Wt

than low
. . ' h inde

Unconstrained glass optimization usually will leadto'vsiy hlgross the boundary) need less curvature
e in indati 3 rfaces introduce less aberration

9‘13!3

e “trek  
surfaces with hi h refractivit Iar a different:

refractivity surtages to have titéasamge optical power. Lower Curvatutre 5:Itctriczialte. and may be brittle, delicat /
Unfortunately. high index materials are expensive. heavy. horde-2r. Odo not always exist; there are few gt: '3' fl
Susceptible to stains and scratches. Also. very high index materiags The Vd value also is limited to the ransom; 55”. ‘
(tor the visible spectrum) available with an Nd higher than about 1i I to reaSonabla ranges during optimiz QM Wolf's
roughly 2010 80. Therefore. it is essential to limit the No and W Va ”95 ailOtt WM as
The partial dispersion deviation also must be limited in range- . yfl fl

values. The simplest way is to add the RGLA ”Defend We“fig!“
. . the "distance" on the glass map betweenthoind it flat

somewhere in the cps-rand list. The FlGLA operand measure:9 closest glass in the currently loaded catalog E3} E9”Abbe number. and artial dis ersion of the model 9'335 ‘0‘ - - 3|
example. if you areFilthimizinEi3 the index and Abbe and you have SpECIfleg the;‘21:?qugggafigéfigaeigligs are @9er
used (these are specified on the general data window)! the RGLA operan 09f filter the FiGLA o erand :1 glass “a
in these catalogs. If the smallest "distance" is less than the target value spam is th I t lap _ l . some grate
boundary condition is met. and the value oi the operand is equal t9 the taig‘fi‘: 'l ‘7" Cgies ,9 $5 '5 “her "it" -
the target value, then the RGLA value is the actual "distance". .The 'distance is deflfte _yt a square [Wichita upmil“
weighted sum of the squares of the difference between the index. Abbe. and partial dispersmn terms form

There are two ways to limit the Nd. Vd. and AR..."

glasses. The "distance" between any two glasses is given by rum.flngi
l M95

'9 3 2 w «P —AP i3]2 elicit"
gigginp

where the factors Wn. We. and Wp weight the various terms. The weighting factors may be user defined on the new"
FlGLA operand parameter list. or it left at zero. will default to 1.0. 1E—04. and 1E+02. respectively. tortilla”59559!

The best way to use RGLA is to specify the surface range that covers all of the surfaces you are optimizing. For
a target value. start off with 0.05. This will allow the glasses to easily move all over the glass map. since the midi
spacing between various glasses is usually less than 0.05. After optimization. decrease the target to roughly 0.02 «inept
and reoptimize. This will encaurage the optimized system to choose index and Abbe numbers reasonably near tarot-in
actual glasses. games

The other method for constraining index and Abbe values is to use the WWW. MXIN. MNAB. and MXAB controls. tom

These operands are mnemonics for Minimum and Maximum Index and Abbe values. and they are documented Milli .
in the preceding tables. These operands can be used to restrict the optimization to. specific rectangles on the
glass map. It may be useful to use RGLA along with MXIN. for example. to restrict the glass selection to existing _
glasses with an index lower than some value. Wit
At some point you will want to convert your variable index data back to a re . not baa “but
perfect match between the optimized Nd and Abbe values and those of anaelio‘ciifasisoilggrifi‘iiii$3331catalog, lm
However, ZEMAX will search through the catalog and find the "best fit" glass using a least-squares criterion simiiaf m
to the FtGLA definition above (the partial dispersion term is omitted), The glass in the catalo which differs the fifty
least from the variable index parameters is the glass selected. This glass is also reported engine "Surface Data ii
Summary" feature (59'9“ Reports. Surface Data). The index of retraction data shown is that calculated from the Milli
Nd and Abbe values._nct the best fit glass. After converting from a model glass to a real Ia anothero timizatioflrun is generally required. for systems Withdelicate chromatic aberration balancin tlge :5.“ la chFoice miglil item
never be found usmg variable glasses, Simply because the model glass dis 9: _ e g 5!: tical to the lit]
dispersion of a real glass. persion is never l on tam

The glass substitution method is to directly alter the glass typesI and then reoptimize to see if the new glasses a;
yield a better solution. This method can be used manuall I . I an .
reoptimizing. or the process can be automated using the globalby t'mplyI Changing the glass. type aridB we,“ gt,“.. . . . .. . . . Optimization t h d in th , .
chapter. Global Optimization .The global optimization met 30 "IqUBS describe . d.“ I!

this sense is the superior method. hOd uses only actual glass catalog matengis. an a“
W
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issusston‘ "thimlzing Glass Selec ' o-
. .ee ilfih‘gd for optlleII'lg glass selection. no" in the "9’“ chapter.

- "Global Optlmlzation‘ for a discussion 0"
slim “zinQ zoom and multi

 

 
 
 

 

 
 
 

 

 
 

 
 

 

 
 

 

'11 zoom lenses is virtually identica . . _
mim'z'tingle-Configurations" for details. I to Optimumg conventional single-co

- timizing extra data
W

g:
This discussion is on!

y relevant for users of ZEMAX-EE

. h as the Zernike Zernilte ha a po mia'. . . at I .ry Opt“: surface use the “Na data values. 1 hese more data values can b: edsitede. lifari‘feclec'from);1191,30".flies:i
see the chapter “Editors menu“.

_.gEtimizing objects in a non-sequential group with sequential rays

optimizing variables within a nonasequential group is fundamentally no different from optimizing other numerical
parameters. Variables are set in the same way as for parameters in the Lens Data Edit0r.

The difficulty is optimizing non-sequential object properties is the unpredictable way in which rays may (or may
not) propagate through a non-sequential group. For non-sequential objects such as prisms. usually a small
plunge in position or size of the prism does not dramatically affect the ray path. However. for objects such as light
pipes. a small change in the obiect definition can dramatically affect the ray path. Ftays that once propagated
through an objeot may miss the object completely if the object position or angle changes slightly. This usually
muses severe errors in the computation of derivatives. and the optimization performs either poorly or not at all.

”Mather problem with some non-sequential systems is the exit pupil may not be a reasonable image of the ‘
whence pupil. For this reason, rectangular array rather than GausSIan Quadrature should be used if the system
Milton-imaging system that does not form an image of the entrance pupil at the amt pupil.

Font-.959 systems, optimization may proceed more effectively using the global optimization algorithms. which do ‘

[till-rely exclusively on derivative computation. 1
it timizing with sources and detectors in non-sequential mode . 5
‘thimizing illumination systems or other optical systems that use non-sequential sources and detectors is
Waited Using the NSDD and were operands
Mgphal merit function would consist of three groups of operandsi

. ,- the data in the current detectors. NSDD D 0 clears all energy in:{I’itc‘téggtgg oggzrfigsavgicrggebfiéisgdécaCal??he toP of the merit function to all that is needed. NSDD returns a
Villas of zero and has no effect on the merit function value when used to clear detectors.

. . hd NSTFl ds are used to trace rays from NSC sources. NSTFl i traces analysis rays from source359°- . operan
-. . es. Note the number of analysis rays on the NSC editor

geltiasrr'lnfitgsthaces all analtésgrfiygcggm $1me long the evaluation of the NSTFI operand Will take. NSTH‘ ‘ ow many ray‘ rlt function value.
fill'Veys returns a value of zero and has no effect on the me
" d to read out the detector data. NSDD has four arguments;
233:. a new group of NSDD 0139;253:021: tfifsurface number of the NSC groupltuse 1 if the program mode
is . ce. detector, pixel, and data. thumber of the detector. Both detector DL'JJECIS and faceted detectors

-‘n°|'|-sequgmiat)_ Detector '5 the objec of all the flux in the detector IS returned. If pixel is an integer
31':be Used as detectors. 'f pixel is zerfirtfiixirgnd angle is returned for that pixel. Which of the three is i'

. litter than as the flux fluxiarea. 1 r2forflux irradlance. or intensity. respectively_ The
“‘11rmtneci b m' ' i which should be 0. .o . ty the data argumen .

’ — 5 Chapter 13: OPTIMIZATION '30
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tem units see "lrradiancei'lllumiriance Units" on page 59 ll ,S ' r
units of the returned data is determined by lh‘r’ sy are Suppormd'

the oblect is a tapered detector. only data Upllons 0 and 1n" W of computing derivatives °l detected ans /. . . ‘ I cu V . I r

The practical difficulty in Optimizing these BVSlefnzfi mailings; large uncertainty In computing detected allergy if”e .
Willi respect to variable parameters because 0 1 l . l-M . roxrma e Yany rays ”lust be traced to determine illumination patterns app 0‘

Optimizing with the IMAE Operand "#9”
ing many rays into the entranc I lifth e .

The IMAE operand estimates the efficiency of an Optical system bvnlfiyéific to any surface. Optimization Wltllutfi'l‘ /
COWPUlll‘IQ lhe fraction of rays that pass through all sudaoe apart res such as the circular aperture, are us l3 I *operand may not proceed smoothly if only hard-edged surface ape ii) “Raking very small differential Changeeq' W
This is because ZEMAX estimates the derivative of OPP-land values yrand value. For the IMAE operand a s s I“ fthe value °l 33°“ variable, We“ computefi a finite dl”9'e”°e.°l the Ope' ate' it no rays are close enouéh ima" “ng
change in the value of a variable may not change the effICIency BSl'm i 0 an $11M.
a erture to ch ' ' ‘ netted orvice—a-versa. .

P ange from being vugnetted to unvtg rtures placed on a “$1,419“an Sullace, A
The solution is to replace hard ed ed a ertures with soft-edged ape 1 n _
soft-edged aperture has a transnglssiorli) that is unity over most of thg all??? aperture b” ear the Edge the fit:
transmission drops to zero gradually over a small region. rather than a WP - Wes; see the Chapter "Surface Ty e r 15“”

“he U$__FILT4.DLL sample p a at wFilter functions for doing this are included with ZEMAX as sample DLL m
t for "show" which is always satin fflnfiunder "User Defined Surface" for details. See in particular the discussion 0

IMAE uses the current saved settings for the image analysis female: excep
spot diagram for this computation. See “Geometric lmage Analyse on page 104' 5;”:
Using gradient index operands #3:“

. . . . 9'3 '

There are several optimization operands which are used to control the PTOPemeS 0f gradient index maler'als filing
during optimization. Some of them are described below. an? L

T giMZF
DLTN is used to control the maximum total change in index within a gradient index lens. lnt'l is used to define the
surface number, and in12 is used to define the wavelength number. DLTN is defined as: still“

_ Slllllilll
DLFN : ”mm ‘ ”min ‘ ‘Zlfill'flll

Elllflb'llll

The min and max index values are computed at the extreme z coordinates, 2 min and 2 max. 2 min and 2 max -- _|y.
are the Z coordinates of the minimum and maximum axial positions of the blank used to make the lens. before .

the shaping begins. Fora convex surface. they Correspond to the vertex. For a concave surface. they correspond thin
to the maximum sag at that surface. : .- m:

LPTD is used to control the profile of the gradient within the material. Only the Int1 value is used to define the llitul
surface number of the gradient index surface. LPTD is an acronym for LightPath Technology Delta. and till? all”
constraint is used to keep a nonlinear profile monotonically increasing or decreasing. It only needs to be used We
when the quadratic or cubic term of the anal gradient is variable. This operand only affects GRIN 5 surface types. " illty
The LPTD operand should be used with a target of 0. The boundary constraint enforces the following conditions: I. M

a" an an a “trig
> 0 and :- 0, or < 1162min azmax 0 and < O ' lllllcliazmin aim“ . .

    

2 min and Z max are the Z coordinates of the minimum and maximum axial ' ' lire '.. . O to ma , t
the lens. before the shaping begins. Fora convex surface. they correspond top 1:333:33: tpgrbaaggngzig surface ,
they correspond to the maximum sag at that surface. If the residual value of the operand is less than zero. then ' =the target may be decreased slightly (try 0.1), Changing the tar at is . . . the .l
weight. The value of the LPTD operand must be zero for the blank touggfigtérfigtedsfgective than 'E‘iiiaglgfiient ll1r
profile to make sure the slope does not change sign. 9 - lways chec

l.

t

—————‘—————___________.—-—"
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Externally definEd programs are more complex to Program. require an external C or other language compiler. and
alleét5t some programming BXpertence. HOWEVBB externally defined programs can be vastly more complex than
what is supported by the ZPL macro language, and since external programs are compiled. they mn significantly
taster The speed difference can be dramatic. and generally more complex calculations will benefit more from
being externally compiled. Indeed, externally defined operand programs may be very complex, tracing millions
days or doing other lengthy calculations before returning control to ZEMAX. Note this interface can be used to
optimize lenses based upon data computed by other analysis programs, such as a stray light analysis program.
Both the ZPL and the externally compiled methods of implementing UDO's are described in detail below.

Qpflmfy’gg with .‘d’Pt= macros

lithe ZPL macro language is sufficient to perform the required computations. then the operand ZPLM may be
read to call a ZPL macro from within the merit function. The macro performs the required computations. then

returns the result using the ZPL DPTFtETUFlN keyword.

ZPLM is simple to use. The Intt and Int2 values are used to specify the macro number and data field number.
Espectively. The macro number is used to indicate which ZPL macro should be executed. while the data field
number indicates which value computed by the macro should be optimized.
The macro number must be an inte er between D and 99. If the lntt value for a ZPLM operand is set to 17. for
“ample. then the macro number i591”. and the macro to be executed must be named ZPLH’ZPL. The macro
“Ema must always use a two digit representation of the macro number. if the macro "‘r‘mberwas 5' the” the macro
bbe executed would be ZPLOSZF’L- The ZPL macro file must reside In the default directory for ZPL macros; see

mchapler'File Menu" for details. d 50 ‘ l ' e This number refers to a Dogma“ in a
data 1' ber between 0 an _ . the NEW -

likibai arralfladsgumber may be any i‘numemory' During executIOn of the macro. the macro keyword OPTFIETURN
' ‘ Dolated With the ens Its of the macro calculation. There are 51 different data fields.

to 51 different values Simultaneously. For example. suppose

1it

lie)“: 3: = K + thiC‘fii

Wtreturn 0 t 2:
il II

as the resulting value fer x in the global array
_ This keyword 5‘0“, a use of t FlN keyword timile the resulting value for x, the ZPLM merit

Eamon o_ Sumo: figflflg was named ZPL15_«ZPELaiE‘mth |nt1 = 15 and lnt2 = 0. After updating the merit
We: °Perand Would be added to the d by TOTR, and it can be optimized in the same way.
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. data “EMS can be head by the ZPL 1
teelsdseilti]v€:esi: "PV" is a mnemonic for P333 VaiutSP‘lliZPLM also permits the use of the Hx. Hy. Pit, and Py datat
field number. If it is zero. then the macro isusing the PVHX. PVHY. PVPX. and PVPX ZPL functions.  

 
 

 

 
 
 

 
 
 

 
 

 
 

 

 
 
 

 
 

 

exam“There is one ve ' ‘ out the data . ' umber is ”0‘ zero. then the an

and the value froymmggaTr‘gtlgmg‘la gigcgtririgd. However. it it'll: faitfig'fligm is Head instead. The adVarnaicmiS L‘
not executed. but any previous value stored from an earlier as 2 all of WW3“ ”Bad to be optimized. the "19% II
this convention is substantial. It the macro computes many value tees the data. ThiS '5 much more Efiidemitfm F
onllly neids to be called once. yet multip'e ZPLM Operands can BBC 3" 5’“
ca ingt e macro multiple times I I 7 I ll_ all of which requrre optimiz -

For example. suppose a macro named ZPLtt .ZF’L computes three valueS. at'On. Ir. 9'51
the macro. the values are stored using OPTRETUF'NZ I!
OPTRETURN D = x i

OPTRETURN 1 = y it:
OPTRETURN 2 = ~ A;

‘ the o timization ' -
Then three ZPLM operands in the merit function can extract the data and pedorm l3 With a 5me
call to the macro:

ti‘

ZPLM 11 o W”
ZPLM 11 1 fl
ZPLM 11 2 4

The macro ZPLtt .ZPL is only called during the evaluation of the ZPLM 11 o operand- N019 ““9 Ht» Hit PX: and
Py values can only be used it the Intz value is zero, since only in this case is the macro evaluated. :9“
L35”! it is very important that no changes be made to the lens data during the macro 91‘9“?“- m‘efie Changes 5?
may interfere with the subsequent evaluation of other operands. ZEMAX does no res CSEM eh ens [’9'le iy
evaluated to the state it was in prior to the evaluation of the ZPLM SpecttlF—‘d .macro.lA150. Z L 3 mild I'lotba ‘9
used in the middle of a default merit function. but should instead be PIECEd Elm?" prior to 0" after the portion of iii‘1
the merit function that ZEMAX defined by default. if lens data is changed during the Operation of the macro. at
ZEMAX has no way of knowing what data was altered. and cannot restore the lens to its original unaltered state.

This could be avoided by allowing the ZPL macro to execute only on a copy of the lens being optimized. rather
than the actual lens. however this is not currently supported. The reason is there may be llmes where a macro
needs to alter the lens data prior to evaluation of subsequent operands. In this case, two macros should he
executed. The first should modify the data as required, and the second should restore the data to the original
condition. Both macros can be listed in the merit function editor. with the intervening operands executing onths
altered lens data.

tfmfi‘ t r l c i r ams

The second method of creating a user defined operand (UDO) is to write an external Windows program which
computes the data. then use Dynamic Data Exchange (DDE) to pass the data to and from ZEMAX. The DDE

interface in ZEMAX is documented and described in the chapter "ZEMAX Extensions“. The material presented
there is not duplicated here: this discussion assumes the material in that chapter is understood.

The operand UDOP is used to call an external client program from within the merit function. The client program
performs the required computations, possibly by making multiple DDE calls back to the ZEMAX server. then
returns the result to ZEMAX using the DDE interface. The computed data is then placed in the "value" column 0'
the Merit Function Editor and thus may be optimized in the usual way.

UDOP is simple to use. The lnt1 and we values are used to specify the client program number and data field
number. respectively. The client program number is usad to indicate which client program should be executed.
while the data field number indicates which value computed by the client program should be optimized.
The client program number must be an integer between 0 and 99. If the lntt value for a UDOP operand is setio
17. for example. then the client program number is 17. and the client program to be executed must be named
UDOt TEXE. The client program name must always use a two digit representation of the client program number.
If the client program number was 6. then the client program to be executed The client
program file must reside in the \UDO directory off the main ZEMAX directOW Would be UDOOSEXE.
When reaching a UDOP operand with a data field number of zero (more on the dat ' iniiiAX
will call the client program. The client program is called with the following SYnta:Iétflgurfimgetaghgglggipmgram
number was 17: ,

UD017.EXE buffercode hx hy px py

The buffercode is an integer value provided by ZEMAX to the client that u
Because ZEMAX is capable of evaluating multiple lenses simultaneous!
so that when the client requests or returns data. it is associated with th

niCtueiy identifies the 00"ch lfifri‘;
y. the buffercode is used as an id.” -

e correct lens. Note that while 09“”

Chapter 13: OPTIMIZATION 308
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L... ",- all be evaluating dozens of Ian. . 393 Sim

9 Optimization progresses. The client mugt Compute cl3
axch‘iO” m the Client has ”99“”. the client program m

_ ‘ staDHSh a DDE llnk With the ZEMAX Sal-var

.ad the correct lens in the ZEMAX Servers'MB
if Compute the required data.
2: page the data back to ZEMAX.

$5.19” the ZEMAX Server's mam)”
:1- Terminate the DDE link and exit.

 

 

 
 

 
 

 

 

 
 

 
 

 

 
 

 

 

Uitaneously,
each Slightly different 9 - .ta as e 9fortha indicated lens. d l’lv W s are evaluated
uet do the following critical steps:

mory.

, . , _ _ , even if it only includes the buttercode
a remaining fields blank. ZEMAX Will wait for the client program to pass this string back. ZEMAX has no
knowing how long the computation may take; and so ZEMAX will "hang" until it receives the data. It the

"‘rogram crashes. or never returns the data. ZEMAX will never complete execution of the Operand, and will
.. rever. Pressing the escape key from within ZEMAX will "break" the evaluation and cause ZEMAX to skip

' ;. rend evaluation.

‘Wating the link is achieved by the client program UserFunction returning control to ZCLIENT.
i't'ffil'iiple code that computes 3 data items, called a. b, and c. might look like this:
my: UserFunction (char *szCommandLine-i

.._.1.€' a, h, C;
SzBuffer[SODO], szSubEESSI;

‘ ffer_code;

if'-'et: the buffer code that: identifies she lens */ b l'
fBLcode = atoi(GetStringtszCommandLu-te. 0. 3231.1 ) .
"like-1; the Cerrect lens in the EngEr'S memory :7
[fightfnguffer' "GetUDOSYStem-%1" , buffer__code .
asmqwstttessage(szBuffer. SZBUfferi‘

. itted */
. e is where we compute the data. .. these lines are om

ftazsuffer, "SetUDOData' *‘i ' % 'Z-fé) -
EStMessage (szBflffer . 5231.115 3 r

. . . lient program. This is where the data fieldI I ith a single cell to the c . . ‘

1:331:23 :fitdeta val”:5 31at: figlgwflnii‘rflmay be any numgrer;trifletvsgfigg?at:5%.Angkfigiiigm2:70:13?.— a . m I I ltoapositlofilglaayglgbgl array associated With tl-ierlensrlin‘lg of 51 numbers (or less; blank or ommea values
DDE a: Ea Eil'tumeric, are stored in the lens butter tor later use by

. ed to be zero) These values, which flTISUBE item names limits SetUDOData to paSSIng bathar fewerI o
ks around this limitation by passing back data one at a time.It wor

Chapter 13: OPTIMIZATION
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and so SBIUDODEM I5 “rm. name;

m any 005 from [5 limitation, use Sflfuoo'te
"1.

CE" _

There is a "mum" at 255 character-9m”. To work around to
to passing back a small number of W: _ ..
described in the chapter "ZEMAX Extensions .

e used to optimize up to 51 -

There are 51 different data fields. so that a single client “09’”??? cfertubrned values should be profile”!
“3'“95 Simultaneously. The data field number indicates whlch o e n the
"value" column for that UDOP operand .- . s can be too _

UDOP also permits the use of the Hx, Hy, F'x. and Py data IIBIdS. Tatelscejggta field d by the chant
Dmgram. because they are passed on the command line after the bu e 't . zero then the client r
There is one very important thing to know about the data "BIdlnmc-lglirrnlrtt.lttlt§wevet, if the data fieldpnagnrggn t5
exeouted and the value "or“ data POSITIOI" 0 ‘5 placed m the va ue ored from an earlier call to the cllrehat"‘31 zero. then the client program is not executed. but any l'JrEI’i‘JUS value at. . . . . rantial. if the client program computas ma
program is used instead. The advantage to this convention is subfineads to be called once. W3t mUlilDle U085!
values. all of which need to be c timized. the client program only . - - -
operands can access the data. TtFtJIs is much more efficient than calling the CHEM ”091mm ml:|tt|p:£‘ ill-Te:_ s. a o w It: to -
For example. Business a client ro ram named UDOZSEXE lift-“JITIPUW5 t ’99 ”a ”B .. quire
optimization, In the client programmable:J values are passes back ust SB‘UDOQa‘?’bfigfirfvfigeéxghz I‘eThe” "lies
UDOP operands in the merit function can extract the data and perform the opttmlza 9 call to the
client program:
UDOP 25 O
'UDOP 25 l
UDOP 25 2

The client program UDOESEXE is only called during the evaluation of the
PX. and Py values can only be used if the data field value is zero. since on
evaluated.

Unlike using ZPL macros, UDO‘s may freely change the lens data during evaluation since all DDE commands
l are executed on a cepy of the lens. not the actual lens being optimized.

There is a sample UDO source code file called UDO_DEMO.C; it may be compiled and linked in with ZCLIENT.
The executable needs to be renamed UDOxxEXE where xx is a two digit integer. The sample UDO returnsti

' - ' x P . and two dummy constants. in data positions 0 through 5. respectively.._ - - -: a P

Suggestions for use \

In preliminary design stages. it is rarely required to trace all of the rays for all of the wavelengths at each field
position during optimization. For this reason. execution times may be substantially decreased by limiting the
number of fields and wavelengths used during optimization. If the weight of selected fields and wavelengths is
set to zero, then the default merit function algorithm will skip the zero weighted fields or wavelengths when
constructing the merit function. This results in fewer rays being traced. speeding execution.

For example. if the lens is being evaluated at five field points. it is possible that only the first. third. and fifth field
need be included in the merit function. Of course. later in the design process all fields may need to be included
and the default merit function reconstructed.

There are a few other tricks to improve performance. Avoid setting boundary operands on variables unless the
optimized solution persists on implausible designs. Boundary Operands add computational overhead. Use solves
instead of explicit operands whenever possible. For example. use a curvature solve to control the focal ten
rather than an operand if possible.

0 timization is inseparable from the art of modern lens design. and col racti ' - ancient
user of optimization algorithms. Users who are expert at other softWarg gptimiizt‘ivdh Elggeritattgtisfiilfiegrggmy find
ZEMAX easier to use, and With a little practice. the mechanics of using the interface will slip into the subconscious
and the designer can concentrate upon the design itself. If you are new to computerized 0 timization of mags.
there is no better way to learn than to practice. l3

The design that yields the lowest possible value of the merit function is call " -- - and is W
definition the best FOSSIblB desngn. However. there is no knOWn optimizationeacigtggmglotgg; :éfilwxiznersally find
the global optimum for an arbitrary design problem. unless yoU consider "d"act search" a t'mization algorithm
(in other words. try all of the infinite number of possible solutions to see Which is best) #thart of optical design
_.___——-—-——-—_______....—"
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