
UNITED STATES DISTRICT COURT 
WESTERN DISTRICT OF TEXAS 

AUSTIN DIVISION 

AQUILA INNOVATIONS, INC., a 
Delaware Corporation, 
 

Plaintiff,  

v. 

ADVANCED MICRO DEVICES, INC., 
a Delaware corporation 

Defendant. 
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No. 1:18-cv-554-LY 

 

 

AQUILA INNOVATIONS, INC.’S  
PRELIMINARY INFRINGEMENT CONTENTIONS 

 Pursuant to the Court’s Scheduling Order, D.I.23, Plaintiff Aquila 

Innovations, Inc. (“Aquila”) submits the following preliminary infringement 

contentions for U.S. Patents 6,239,614 (“’614 Patent”) and 6,895,519 (“’519 Patent”). 

These preliminary infringement contentions were prepared without the benefit of 

the Court’s claim construction or the parties’ exchange of constructions. Discovery 

has been stayed, and AMD has not produced any information concerning the 

Accused Products. Thus, this chart is based on publicly available evidence, and 

based upon information and reasonable belief in light of such evidence. As such, 

Aquila reserves the right to amend or supplement its contentions to address any 

issues arising from the Court’s constructions or to account for new information that 

becomes available. 

 

AMD EX1012 
U.S. Patent No. 6,895,519
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(a) Identification of asserted claims 
 

’614 Patent: Claims 1, 2 

’519 Patent: Claims 1, 2, 3, 5, 6, 7, 10 

(b) Identification of accused products 

 ’614 Patent Accused Products: 

Aquila contends that all AMD processor products containing power gate rings 

infringe each of the asserted claims of the ’614 Patent. This specifically includes but 

is not limited to processors with cores having microarchitectures belonging to the 

following families: 

o AMD 12h Llano Fusion APUs 

o AMD 15h Bulldozer APUs 

o AMD 15h Piledriver APUs 

o AMD 15h Excavator APUs 

AMD products belonging to each product family are identified in Exhibits C.1 

through C.4. The identification of specific products was prepared without the 

benefit of discovery from AMD and may not include OEM or custom processor 

products. Aquila reserves the right to amend or supplement its identification of 

accused products as AMD provides more information.  

’519 Patent Accused Products: 

Aquila contends that all AMD processor products capable of entering/exiting 

the CC1, PC1, and PC6 states infringe each of the asserted claims of the ’519 Patent. 

This specifically includes but is not limited to processors with cores having 

microarchitectures belonging to the following families: 
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o AMD Family 12h 

o AMD Family 14h 

o AMD Family 15h 

o AMD Family 16h 

o AMD Family 17h 

AMD products belonging to each product family are identified in Exhibits C.1 

through C.5. The identification of specific products was prepared without the 

benefit of discovery from AMD and may not include OEM or custom processor 

products. Aquila reserves the right to amend or supplement its identification of 

accused products as AMD provides more information.  

(c) Claim Charts 

Claim charts for each asserted claim corresponding to each representative 

accused product are contained in the exhibits below. 

 ’614 Patent: Exhibit A 

 ’519 Patent: Exhibit B 

(d) Doctrine of Equivalents 

 Aquila contends that each limitation in each asserted claim is met literally. 

The Court has not construed the asserted claims, and AMD has not yet provided 

discovery on the accused products or provided non-infringement contentions. Aquila 

reserves the right to respond if AMD provides non-infringement contentions, which 

response may include doctrine of equivalents contentions. 

 

0003



-4- 

(e) Identification of Priority Date 

 ’614 Patent: Each asserted claim of the ’144 Patent is entitled to a priority 

date as late as January 14, 1999. 

 ’519 Patent: Each asserted claim of the ’519 Patent is entitled to a priority 

date as late as February 25, 2002. 

 

Respectfully submitted, 

Dated:  February 13, 2019  
 
/s/Jing H. Cherng     
Robert E. Freitas (admitted pro hac vice) 
Jing H. Cherng (admitted pro hac vice) 
FREITAS & WEINBERG LLP 
350 Marine Parkway, Suite 200 
Redwood Shores, CA 94065 
Telephone: (650) 593-6300 
rfreitas@fawlaw.com 
gcherng@fawlaw.com 
 
 
Henry B. Gonzalez III 
State Bar No. 00794952 
Jeffrie B. Lewis 
State Bar No. 24071785 
GONZALEZ, CHISCANO, ANGULO, 
& KASSON, PC 
9601 McAllister Freeway, Suite 401 
San Antonio, Texas 78216 
Tel: (210) 569-8500 
hbg@gcaklaw.com 
jlewis@gcaklaw.com 
 
Attorneys for Plaintiff 
Aquila Innovations, Inc. 
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CERTIFICATE OF SERVICE 

I hereby certify that on this 13th day of February, 2019, a true and correct 
copy of the foregoing was forwarded to the following: 

Jennifer Librach Nall 
Kevin J. Meek 

Aashish Kapadia 
Puneet Kohli 

jennifer.nall@bakerbotts.com 
kevin.meek@bakerbotts.com 

aashish.kapadia@bakerbotts.com 
puneet.kohli@bakerbotts.com 

DLWiLAN_AMD_BakerBotts@BakerBotts.com 
BAKER BOTTS LLP 

 
 
 

Jing H. Cherng    
Jing H. Cherng 

 
 

0005



0006

Exhibit A.1: Preliminary Infringement Contention Claim Chart for U.S. Patent 6.239.614 

Accused Product: AMD Family 12h Fusion Processors 

These preliminary infringement contentions were prepared without the benefit of the Court’s claim construction or the parties’ exchangeof constructions.
As of the date of these contentions, AMD has not produced any information concerning the Accused Products. Thus, this chart is based on publicly available
evidence, and based upon information and reasonablebelief in light of such evidence. As such, Aquila reserves the right to amend or supplementits
contentions to address any issues arising from the Court’s constructions or to account for new information that becomesavailable.

A semiconductor To the extent theortis a2ere fs Accused Products are semiconductor integrated circuit devices.
integrated circuit device, = —
comprising:
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Eee hY

Thy 0) Fa]

0 Controllers

Suisse‘AMD’S “LLANO” FUSIONAPU, Hot Chips 23, 19th August 2011, page 6.
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Limitation

a plurality of first unit
cells each including a
plurality of first MOS
transistors, each of the
first MOStransistors

havinga first threshold
voltage; 

Contention

The Accused Products contain a plurality of first unit cells:

Graphics SIMD
Nery]

Display

VO Controllers

Source:AMD’S “LLANO” FUSIONAPU, Hot Chips 23, 19th August 2011, page6.

As is typical of multi-VT standard cell design methodologies and structures, the Llano Accused Products use a mix
of low Vt (LVt), regular Vt (RVt), long channel regular Vt (LC-RVt) and long channel high Vt (LC-Hvt) standard
cells.
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The Accused Productscontain a plurality of first MOS transistors, each of the first MOStransistors havingafirst
threshold voltage:
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Contention

JOTWANIef al: AN 186-64 CORE IN 32 am SOLCMOS

a CustomMacros SND 26%
StdCelis SD 25%

Flops SB 17%
Clock 38%

s:.
Gater @ 4%
yi& Static SD 2°.

(a) 0% 20% 40% 60% 60%
Post Swapping (a)HVvt } Vt Types =#45nm @&32nm

100% 100%

Post Swapping [i
Static Dynamic

(b)

Fig. 10, (a) Core device width histogram by Vt type. (b) Using Vi swaps to Fig. IL. (a) TDP power distribution at | V. (b) Relative power improvement
reshape critical path timing opportunistically, With respect to 45 nm generation core (normalized for performance}.

Source: An x86-64 Core in 32nm SOI CMOS, IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 46, NO. 1,
JANUARY2011, page 6.

a plurality of second unit |The Accused Products contain a plurality of second unit cells:
cells each including a
plurality of second MOS
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ContentionLimitation

. 7
eS

transistors, each of the
second MOStransistors

having a second threshold
voltage;

Graphics SIMD
Array
 

Displaytteesttedees breeedOF68pte+ Graton
| fe. Controllers

HELL

6 | LLANO HOT CHIPS! August 19th, 2011

Source: AMD’S “LLANO” FUSIONAPU, Hot Chips 23, 19th August 2011, page 6.
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Limitation Contention

Modern multi-VT standard cell design methodologies and structures such as those used in the Llano Accused
Products use a mix of low Vt (LVt), regular Vt (RVt), long channel regular Vt (LC-RVt) and long channel high Vt
(LC-Hvt) standardcells.

Lyt rcesLvt B

Lvt uei
DVFS Characteristics Modern computer chips are designed using multiple
types of transistors, i.e. a mixture of low-, medium-, and high-threshold transis-
tors, to target different design tradeoffs, e.g. high-performance vs. low power.

Low-threshold voltage (Low-Vt) devices are used in timing-critical paths,
but have high leakage power. High-threshold voltage (High-Vt) devices have

low leakage power but are slower, and are typically used in circuits that are
off the timing-critical paths. Medium-threshold voltage (Mid-Vt) devices offer
a tradeoff between High-Vt and Low-Vt devices by having medium power re-
quirements and mediumdelay. In general, low power chips are designed using a
larger percentage of High-Vt devices and high-performance chips with a larger
percentage of Mid-Vt and Low-Vt devices. ‘The host processor is assumed to ex-
ecute compute-intensive code and will therefore be a high-performance device.
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Source: Scrbak et al., DVFS Space Exploration in Power Constrained Processing-in-Memory Systems, pp. 4-5.

The Accused Products contain a plurality of second MOStransistors, each of the second MOStransistors having a
second threshold voltage:

5 CustomMacros
StdCells
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Gater
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vn} Peet SwecringVt Types
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68%
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Timing Slack (ps) Static

(b)

Fig, LO, (a) Core device width histogram by Vt type. (b) Using Vt swaps to
reshape critical path timing opportunistically.

Dynamic
(b)

Fig. 11. (a) TDP power distribution at | V. (b) Relative power improvement
with respect to 45 nm generation core (normalized for performance).

Source: An x86-64 Core in 32nm SOI CMOS, page 6 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 46,
NO. 1, JANUARY2011.
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le

Limitation

a unit cell array
comprisedofsaid first and
second unit cells laid in

array form;

 
Contention

Graphics SIMD
PNgeht

Display

VO Controllers 
8 | LLANO HOT CHIPS| August 19th, 2014

Source: AMD’S “LLANO” FUSIONAPU, Hot Chips 28, 19th August 2011, page 6.
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Contention

Modern multi-VT standard cell design methodologies and structures such as those used in the Llano Accused
Products use a mix of low Vt (LVt), regular Vt (RVt), long channel regular Vt (LC-RVt) and long channel high Vt
(LC-Hvt) standardcells.

Lvt [svt

DVFS Characteristics Modern computer chips are designed using multiple
types of transistors, i.e. a mixture of low-, medium-, and high-threshold transis-
tors, to target different design tradeoffs, e.g. high-performance vs. low power.

Low-threshold voltage (Low-Vt) devices are used in timing-critical paths,
but have high leakage power. High-threshold voltage (High-Vt) devices have

Exhibit A.1
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Limitation

a power switch disposed
aroundsaid unitcell

array and comprisedof a
plurality of third MOS
transistors, each of the
third MOStransistors

having the second
threshold voltage; and

Contention

low leakage power but are slower, and are typically used in circuits that are
off the timing-critical paths. Medium-threshold voltage (Mid-Vt) devices offer
a tradeoff between High-Vt and Low-Vt devices by having medium power re-
quirements and medium delay. In general, low power chips are designed using a
larger percentage of High-Vt devices and high-performance chips with a larger
percentage of Mid-Vt and Low-Vt devices. ‘The host processor is assumed to ex-
ecute compute-intensive code and will therefore be a high-performance device.

Source: Scrbak et al., DVFS Space Exploration in Power Constrained Processing-in-Memory Systems,pp. 4-5.

The Accused Products contain a power switch disposed aroundsaid unit cell array:
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Source: PRACTICAL POWER GATING AND DYNAMIC VOLTAGE/FREQUENCYSCALING by Stephen
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Kosonocky, page 50.

The Accused Products contain a plurality of third MOStransistors:
LLANO CPU CORE RING GATING

WITH PACKAGE LAYER ASSIST

Virtual eaecies uniformly
Bumps near hot spots can exceed max limits

Raw Jotwani, Sram Sundar:

CMOS,Sool iespeaclnget Core fn 32 oem SO High Ryo can create noise issues sl
edt PRACT.TCALPOWER GATING AND DYNAMIC VOLTAGE/FREQUENCYSCALINGby Stephen
Kosonocky, page 50

Each of the third MOStransistors of the power gate ring has the second threshold voltage.

Exhibit A.1
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VII. POWER GATING

Wedefined a low-power mode called core-level C6 (CC6) to
allow core-level power gating [5] during periods of inactivity,
The core is isolated fromthe supply during CC6 by a power-gate
ring surrounding the CPU and L2 cachepair, allowing core level
power down in a chip with multiple cores attached to a common
power supply. The SOI process enables the gating of VSS (not

VDD). constructing thdpower-gatewithregularVtaMOS}logic
devices without the need for extra processing steps to reduce
on-state resistance [6]. Fig. 12(a) describes the core operations
controlled by the power management system for CC6 entry and
exit sequences.

Fig. 12(b) details the connections of the power-gate ring with
respect to the core and the C4 bumps. In addition to two 16X
M10 and MI! on-die metal layers, a low-impedance package
layer connected to the die by C4 bumpsis dedicated for use as a
virtual-groundlayer, eliminating the need for any ultra-thick sil-
icon metallization layer [6]. The low-impedance package layer

Source: An x86-64 Core in 32nm SOI CMOS, IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 46, NO. 1,
JANUARY2011, page 6.

a plurality of input/output|The Accused Products contain a plurality of input/output circuits disposed around said unitcell array.
circuits disposed around
said unit cell array.
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LLANO CPU CORE RING GATING

WITH PACKAGE LAYER ASSIST
ss
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Source: PRACTICAL POWER GATING AND DYNAMIC VOLTAGE/FREQUENCYSCALING by Stephen
Kosonocky, page 50.

A semiconductor The powergate ring of the Accused Productsis turned off during standby and turned on whentakenactive.
integrated circuit device
accordingto claim 1,
wherein said power
switch is turned off during
standby and turned on
when taken active.
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Limitation Contention

Two major knobs have emerged for controlling power

1. Dynamic Voltage and Frequency Scaling

— Optimize performance for the application while it’s
running

2. Power Gating

— Gate powerduring idle periods

Each present unique challengesfor

implementation and optimization

ao Pee caters ond Dera wae Freceeecy Dcaheg tewews Pac ant met)|Sechen tee he wos
Source: PRACTICAL POWER GATING AND DYNAMIC VOLTAGE/FREQUENCYSCALINGby Stephen
Kosonocky, page 8.
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Exhibit A.2: Preliminary Infringement Contention Claim Chart for U.S. Patent 6,239,614

Accused Products: AMD Family 15h Bulldozer/Piledriver APU Processors

These preliminary infringement contentions were prepared without the benefit of the Court’s claim construction or the parties’ exchange of constructions.
As of the date of these contentions, AMD hasnot produced any information concerning the Accused Products. Thus, this chart is based on publicly available
evidence, and based upon information and reasonablebelief in light of such evidence. As such, Aquila reserves the right to amend or supplementits
contentions to address any issues arising from the Court’s constructionsor to account for new information that becomesavailable.

Limitation Contention
—— =

lp | A-semiconductor integrated circuit | To the extent the preamble is a limitation, the Accused Products are a semiconductor integrated device.
device, comprising:

      

Vy

sma) a) 
| r
Source: Sean White, HIGH-PERFORMANCE POWER-EFFICIENTX86-64 SERVER AND DESKTOP PROCESSORS:Using the
_core code named “Bulldozer”, August 18, 2011, page 3.

Aquila contends that products containing Piledriver cores operate similarly to the Bulldozer cores with respect to the limitations of
_ the asserted claims.
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la

Limitation

a plurality offirst unit cells each
including a plurality of first MOS
transistors, each of the first MOS

transistors having a first threshold
voltage;

Contention

The Accused Productdiscloses a plurality of first unit cells.

THE DIE | Photograph
rr Corr

es

 
Source: Sean White, HIGH-PERFORMANCE POWER-EFFICIENTX86-64 SERVER AND DESKTOP PROCESSORS:Using the

core code named “Bulldozer”, August 18, 2011, page 3.
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Limitation

 
THE DIE | Floorplan (315 mm7)

2M

Etrae

Source: Sean White, HIGH-PERFORMANCE POWER-EFFICIENTX86-64 SERVER AND DESKTOP PROCESSORS:Using the

Contention

fest =(01cm
aoe

core code named “Bulldozer”, August 18, 2011, page 5S.
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Limitation Contention

The Bulldozer module contains 84 unique custom macros and
317,000 scannable flops. Module-level VSS power gating (C6)
is used to reduce leakage power by approximately 95% when
both cores are idle [4]. The 32 nm SOI process provides three
transistor V7 types (low, regular, and high), with longer channel
lengths used to achieve even finer-grained trade-offs between
leakage and delay. V7’s used across the design consist mostly
of regular (47%) and long-channelregular (46%), with less than
1% low-V 7 used for the mostcritical paths.

Source: McIntyre et al., Design OfThe Two-Core x86-64 AMD “Bulldozer” Module In 32 nm SOI CMOS, IEEE Journal of Solid-
State Circuits, Vol. 47, No. 1, January 2012, page 165.

Modern multi-VT standard cell design methodologies and structures such as those used in the Llano Accused
Products use a mix of low Vt (LVt), regular Vt (RVt), long channel regular Vt (LC-RVt) and long channel high Vt
(LC-Hvt) standard cells.

uve[onfic]ve]ute[oniage
Lvt | Sv ivt [svtuteflwdfagfoudubefea
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Limitation Contention

DVFS Characteristics Modern computer chips are designed using multiple
types of transistors, i.e. a mixture of low-, medium-, and high-threshold transis-
tors, to target different design tradeoffs, e.g. high-performance vs. low power.

Low-threshold voltage (Low-Vt) devices are used in timing-critical paths,
but have high leakage power. High-threshold voltage (High-Vt) devices have

low leakage power but are slower, and are typically used in circuits that are
off the timing-critical paths. Medium-threshold voltage (Mid-Vt) devices offer
a tradeoff between High-Vt and Low-Vt devices by having medium power re-
quirements and medium delay. In general, low power chips are designed using a
larger percentage of High-Vt devices and high-performance chips with a larger
percentage of Mid-Vt and Low-Vt devices. ‘The host processor is assumed to ex-
ecute compute-intensive code and will therefore be a high-performance device.

Source: Scrbak et al., DVFS Space Exploration in Power Constrained Processing-in-Memory Systems,pp. 4-5.

The Accused Products contain a plurality of first MOStransistors, each of the first MOStransistors havinga first threshold
voltage.
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Limitation Contention

THEDIE| Process Technology

* 32-nm Silicon-On-insulator (SOl) Hi-K Metal Gate
(HKMG)process from GlobalFoundries

RattNecatLe

* Low-k dielectric

* Dual strain liners and eSiGe to improve
performance.

* Multiple VT (HVT, VT, LVT) and long-channel
transistors. 

| Source: Sean White, HIGH-PERFORMANCE POWER-EFFICIENTX86-64 SERVER AND DESKTOP PROCESSORS:Using the
_core code named “Bulldozer”, August 18, 2011, page 6.
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JOTWANIet al: AN 586-64 CORE IN 32 am SOIL CMOS

§
(a)

Post SwappingHVt } @32nmRVt} LCRVt Vt Types
100%

Post Swapping

Pre Swapping tli
Static DynamicTiming Slack (ps)

(b)

Fig. 10. (a) Core device width histogram by Vt type. (b) Using Vi swaps to Fig, 11. (a) TDP power distribution at | V. (b) Relative power improvement
with respect to 45 amgeneration core (normalized for performance).reshape critical path timing opportunistically

Source: An «86-64 Core in 32nm SOI CMOS, IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 46, NO. 1,
JANUARY2011, page6.

a plurality of second unit cells each|The Accused Products contain a plurality of second unitcells.
including a plurality of second
MOStransistors, each of the
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Limitation

second MOStransistors having a
second threshold voltage;

Contention

THE DIE | Photograph

 
Source: Sean White, HIGH-PERFORMANCE POWER-EFFICIENTX86-64 SERVER AND DESKTOP PROCESSORS:Using the
core code named “Bulldozer”, August 18, 2011, page 3.

Exhibit A.2

0027



0028

Limitation Contention

THE DIE | Floorplan (315 mm?)

Ped eneat 
Source: Sean White, HIGH-PERFORMANCE POWER-EFFICIENTX86-64 SERVER AND DESKTOP PROCESSORS:Using the |
core code named “Bulldozer”, August 18, 2011, page 5.

The Accused Products contain a plurality of second MOStransistors, each of the second MOStransistors having a second
threshold voltage.
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Limitation Contention

THE DIE | Process Technology

* 32-nm Silicon-On-insulator (SOl) Hi-K Metal Gate
(HKMG)process from GlobalFoundries

* 11-metal-layer-stack

* Low-k dielectric

* Dual strain liners and eSiGe to improve
eatgitoe

* Multiple VT (HVT, RVT, LVT) and long-channel
transistors. 

Source: Sean White, HIGH-PERFORMANCE POWER-EFFICIENTX86-64 SERVER AND DESKTOP PROCESSORS:Using the
core code named “Bulldozer”, August 18, 2011, page 6.
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Limitation Contention

The Bulldozer module contains 84 unique custom macros and
317,000 scannable flops. Module-level VSS powergating (C6)
is used to reduce leakage power by approximately 95% when
both cores are idle [4]. The 32 nm SOI process provides three
transistor V7 types (low, regular, and high), with longer channel
lengths used to achieve even finer-grained trade-offs between
leakage and delay. V 7’s used across the design consist mostly
of regular (47%) and long-channelregular (46%), with less than
1% low-V 7 used for the mostcritical paths.

Source: McIntyre et al., Design OfThe Two-Core x86-64 AMD “Bulldozer” Module In 32 nm SOI CMOS, TEEE Journal of Solid-
State Circuits, Vol. 47, No. 1, January 2012, page 165.

Modern multi-VT standard cell design methodologies and structures such as those used in the Llano Accused
Products use a mix of low Vt (LVt), regular Vt (RVt), long channel regular Vt (LC-RVt) and long channel high Vt
(LC-Hvt) standardcells.
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Limitation Contention

DVFS Characteristics Modern computer chips are designed using multiple
types of transistors, i.e. a mixture of low-, medium-, and high-threshold transis-
tors, to target different design tradeoffs, e.g. high-performance vs. low power.

Low-threshold voltage (Low-Vt) devices are used in timing-critical paths,
but have high leakage power. High-threshold voltage (High-Vt) devices have

low leakage power but are slower, and are typically used in circuits that are
off the timing-critical paths. Medium-threshold voltage (Mid-Vt) devices offer
a tradeoff between High-Vt and Low-Vt devices by having medium power re-
quirements and medium delay. In general, low power chips are designed using a
larger percentage of High-Vt devices and high-performance chips with a larger
percentage of Mid-Vt and Low-Vt devices. ‘The host processor is assumed to ex-
ecute compute-intensive code and will therefore be a high-performance device.

Source: Scrbak et al., DVFS Space Exploration in Power Constrained Processing-in-Memory Systems,pp. 4-5.

The Accused Products contain a plurality of second MOStransistors, each of the second MOStransistors having
a second threshold voltage:
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a unit cell array comprised of said
first and second unitcells laid in

array form;

Post S nve 7}PostSwapping
'

RVt | LCRVt Vt Types

Post Swapping

75

Timing Slack (ps)
(b)

Fig. 10. (a) Core device width histogram by Vt type. (b) Using Vt swaps to
reshape critical path timing opportunistically,

Source: An «86-64 Core in 32 nm SOI CMOS, page 6 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 46,
NO.1, JANUARY2011

#245nm &32nm

{00% 100%

;i
Static Dynamic

(b)

Fig. 11. (a) TDP power distribution at 1 V. (b) Relative power improvement
with respect to 45 nm generation core (normalized for performance).

The Accused Products contain a unit cell array comprised ofsaid first and second unit cells laid in array form
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Limitation Contention

THE DIE | Photograph
CVSSSeeteed

 
Source: Sean White, HIGH-PERFORMANCE POWER-EFFICIENTX86-64 SERVER AND DESKTOP PROCESSORS:Using the
core code named “Bulldozer”, August 18, 2011, page 3.

Modern multi-VT standard cell design methodologies and structures such as those used in the Llano Accused
Products use a mix of low Vt (LVt), regular Vt (RVt), long channel regular Vt (LC-RVt) and long channel high Vt
(LC-Hvt) standardcells.
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DVFS Characteristics Modern computer chips are designed using multiple
types of transistors, i.e. a mixture of low-, medium-, and high-threshold transis-
tors, to target different design tradeoffs, e.g. high-performance vs. low power.

Low-threshold voltage (Low-Vt) devices are used in timing-critical paths,
but have high leakage power. High-threshold voltage (High-Vt) devices have

low leakage power but are slower, and are typically used in circuits that are
off the timing-critical paths. Medium-threshold voltage (Mid-Vt) devices offer
a tradeoff between High-Vt and Low-Vt devices by having medium power re-
quirements and medium delay. In general, low power chips are designed using a
larger percentage of High-Vt devices and high-performance chips with a larger
percentage of Mid-Vt and Low-Vt devices. ‘The host processor is assumed to ex-
ecute compute-intensive code and will therefore be a high-performance device.

Source: Scrbaket al., DVFS Space Exploration in Power Constrained Processing-in-Memory Systems,pp. 4-5.
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Limitation

a powerswitch disposed around
said unit cell array and comprised
of a plurality of third MOS
transistors, each of the third MOS

transistors having the second
threshold voltage; and

 
Contention

The Accused Products contain a powerswitch disposed aroundsaid unit cell array and comprised ofa pluraility of third MOS
transistors.

POWER MANAGEMENT| CoreC6State (CC6)

*Core C6: if a core isn't active,

remove power

*Implementedin this physical
design by a powergating ring j

that isolates the Core VSS for Bulldozer
each Bulldozer module from the Module
“Real” VSS

»"CC6 entry: when both Bulldozer hz Power Gating FETS
cores in the moduleareidle,

flush caches and dumpregister
state to CC6 save space, then
gate Core VSS

"CC6 exit: ungate Core VSS,
reload CC6 saved state, resume

execution (ex: service
interrupts, etc.)
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Limitation Contention

Source: Sean White, HIGH-PERFORMANCE POWER-EFFICIENTX86-64 SERVER AND DESKTOP PROCESSORS:Using the
core code named “Bulldozer”, August 18, 2011, page 21.

Each of the third MOStransistors of the Accused Products has the second threshold voltage:

THE DIE | Process Technology

» 32-nm Silicon-On-insulator (SOl) Hi-K Metal Gate
(HKMG)process from GlobalFoundries

MeCercatolee

* Low-k dielectric

* Dual strain liners and eSiGe to improve
performance.

* Multiple VT (HVT, RVT, LVT) and long-channel
transistors. 

Source: Sean White, HIGH-PERFORMANCE POWER-EFFICIENTX86-64 SERVER AND DESKTOP PROCESSORS:Using the
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Limitation Contention

core code named “Bulldozer”, August 18, 2011, page 6.

Each of the third MOStransistors of the power gate ring has the second threshold voltage.

VII. POWER GATING

We defined a low-power mode called core-level C6 (CC6) to
allow core-level power gating [5] during periods of inactivity.
The coreis isolated from the supply during CC6 by a power-gate
ring surrounding the CPU and L2 cachepair, allowing core level
power down in a chip with multiple cores attached to a common
power supply. The SOI process enables the gating of VSS (not

VDD), constructing thdpower-gatewithregularVinMOSllogic
devices without the need for extra processing steps to reduce
on-state resistance [6]. Fig. 12(a) describes the core operations
controlled by the power managementsystem for CC6 entry and
exit sequences.

Fig. 12(b) details the connections of the power-gate ring with
respect to the core and the C4 bumps. In addition to two 16X
M10 and M11! on-die metal layers, a low-impedance package
layer connected to the die by C4 bumpsis dedicated for use as a
virtual-ground layer, eliminating the need for anyultra-thicksil-
icon metallization layer [6]. The low-impedance package layer

Source: An x86-64 Core in 832nm SOI CMOS, IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 46, NO. 1,
JANUARY2011, page 6.

a plurality of input/output circuits|The Accused Producthas a plurality of input/output circuits disposed around the Bulldozer module.
disposed aroundsaid unit cell
alray.
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Contention

THE DIE| Floorplan (315 mm?)

STLS ACoeee

peek ES

Bulldozer Fr

Source: Sean White, HIGH-PERFORMANCE POWER-EFFICIENTX86-64 SERVER AND DESKTOP PROCESSORS:Using the
core code named “Bulldozer”, August 18, 2011, page 5.           

 
he

 
 A semiconductor integrated circuit   

+

 
The powergate ring is turned off during standby and turned on whenthe core exits C6state.    
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Limitation

device accordingto claim 1,
wherein said powerswitch is turned
off during standby and turned on
whentakenactive.

 
Contention

The Bulldozer module contains 84 unique custom macros and
317,000 scannable flops. Module-level VSS power gating (C6)
is used to reduce leakage power by approximately 95% when
both cores are idle [4]. The 32 nm SOIprocess provides three
transistor V7 types (low, regular, and high), with longer channel
lengths used to achieve even finer-grained trade-offs between
leakage and delay. V p's used across the design consist mostly
of regular (47%) and long-channel regular (46%), with less than
1%low-V 7 used for the mostcritical paths.

 
Source: McIntyre et al., Design OfThe Two-Core x86-64 AMD “Bulldozer” Module In 32 nm SOI CMOS, TEEE Journal of Solid-
State Circuits, Vol. 47, No. 1, January 2012, page 165.
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*Core C6: if acore isn’t active,

remove power

*Implementedin this physical |
design by a powergating ring

that isolates the Core VSSfor - Bulldozer
each Bulldozer module from the Module
“Real” VSS

*"CC6 entry: when both Bulldozer "3°" ~~ Power Gating FETs
coresin the module areidle,
flush caches and dumpregister
state to CC6 save space, then
gate Core VSS

*"CC6 exit: ungate Core VSS,
reload CC6 savedstate, resume

execution (ex: service
interrupts, etc.)

 
Source: Sean White, HIGH-PERFORMANCE POWER-EFFICIENTX86-64 SERVER AND DESKTOP PROCESSORS:Using the
core code named “Bulldozer”, August 18, 2011, page 21.
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Exhibit A.3: Preliminary Infringement Contention Charts for U.S. Patent 6,239,614

Accused Product: AMD APUscontaining Excavator cores (Representative Product: AMD Carrizo APU Processors)

These preliminary infringement contentions were prepared without the benefit of the Court’s claim construction or the parties’ exchange of constructions.
As of the date of these contentions, AMD has not produced any information concerning the Accused Products. Thus, this chart is based on publicly available
evidence, and based upon information and reasonablebelief in light of such evidence. As such, Aquila reserves the right to amend or supplement its
contentions to address any issuesarising from the Court’s constructions or to account for new information that becomesavailable.
  

A semiconductor integrated To the extent the preambleis a limitation, the Accused Products are semiconductorintegratedcircuits. circuit device, comprising:
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Contention

AMD6' GENERATION
A-SERIES PROCESSOR

DDR/PHY.

X86 NET
Wels fetta Wen

Northbridge

Southbridge
welETEN

Source: Krishnan, Energy Efficient Graphics and Multimedia in 28nm Carrizo APU | Hot Chips27,p.2.

To the extent that the powergate ring implemented in this product operates similarly to the Bulldozer or Llano
powergate rings, for example in terms of the threshold voltages of the MOStransistors in the various unit cells
and the powerswitch, Aquila contends that the charts applicable to those products apply equally to this product,
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Limitation Contention

Ieiesandincorporates those charts by reference.
a plurality of first unit cells The Accused Productsdisclose a plurality of first unit cells:
each including a plurality of
first MOStransistors, each of
the first MOStransistors

havinga first threshold
voltage; 
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Limitation

Modern multi-VT standard cell design methodologies and structures such as those used in the Llano Accused
Products use a mix of low Vt (LVt), regular Vt (RVt), long channel regular Vt (LC-RVt) and long channel high Vt
(LC-Hyvt) standardcells.

vt {uve} t/t Lvt [Lut] bt]
GeVYfiter}fillerfOVY U-VETLVfiller filler

DVFS Characteristics Modern computer chips are designed using multiple
types of transistors, i.e. a mixture of low-, medium-, and high-threshold transis-
tors, to target different design tradeoffs, e.g. high-performance vs. low power.

Low-threshold voltage (Low-Vt) devices are used in timing-critical paths,
but have high leakage power. High-threshold voltage (High-Vt) devices have

low leakage power but are slower, and are typically used in circuits that are
off the timing-critical paths. Medium-threshold voltage (Mid-Vt) devices offer
a tradeoff between High-Vt and Low-Vt devices by having medium power re-
quirements and medium delay. In general, low power chips are designed using a
larger percentage of High-Vt devices and high-performance chips with a larger
percentage of Mid-Vt and Low-Vt devices. ‘The host processor is assumed to ex-
ecute compute-intensive code and will therefore be a high-performance device.

Source: Scrbaket al., DVFS Space Exploration in Power Constrained Processing-in-Memory Systems,pp. 4-5.
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The Accused Products disclose a plurality of first MOStransistors, each of the first MOS transistors having a
first threshold voltage, e.g., RVt:

DYNAMIC UVD POWER GATING PN|oP

: “Kaveri” UVD busy and burning power the whole time
4 Dynamic inter frame power gating controlled by Beinn 4 rtsEEEEEEEEUEUEEEEEEEEEE———————————__—___——___

microcontroller firmware VJ )
i I

- Pipeline idle detection enables header/footer lad rom
power gating of the entire IP

ad

v

Dynamic power gating along with low power

hardening of the video decoder enables CZ to
negate the bigger video decoder needed for
H.265offload

ee Sela metaa ee Le)ceeoe

“Carrizo” UVD and power gates teeoff ond PUTS DRAMinto low power made 
Source: ENERGY EFFICIENT GRAPHICS AND MULTIMEDIA IN 28NM CARRIZO APU, page 21 HOT CHIPS
27 —- AUGUST2015
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Limitation

a plurality of second unit cells
each including a plurality of
second MOStransistors, each
of the second MOStransistors

having a second threshold
voltage;

Contention

The Accused Products disclose a plurality of second unit cells:

Modern multi-VT standardcell design methodologies and structures such as those used in the Llano Accused
Products use a mix of low Vt (LVt), regular Vt (RVt), long channel regular Vt (LC-RVt) and long channelhigh Vt

Exhibit A.3
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Limitation Contention

(LC-Hyvt) standardcells.

HeeEee
DVFS Characteristics Modern computer chips are designed using multiple
types of transistors, i.e. a mixture of low-, medium-, and high-threshold transis-
tors, to target different design tradeoffs, e.g. high-performance vs. low power.

Low-threshold voltage (Low-Vt) devices are used in timing-critical paths,
but have high leakage power. High-threshold voltage (High-Vt) devices have

low leakage power but are slower, and are typically used in circuits that are
off the timing-critical paths. Medium-threshold voltage (Mid-Vt) devices offer
a tradeoff between High-Vt and Low-Vt devices by having medium power re-
quirements and medium delay. In general, low power chips are designed using a
larger percentage of High-Vt devices and high-performance chips with a larger
percentage of Mid-Vt and Low-Vt devices. ‘The host processor is assumed to ex-
ecute compute-intensive code and will therefore be a high-performance device.

Source: Scrbak et al., DVFS Space Exploration in Power Constrained Processing-in-Memory Systems, pp. 4-5.
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Limitation Contention

The Accused Products disclose a plurality of second unit cells each including a plurality of second MOS
transistors having a second threshold voltage:

 
DYNAMIC UVD POWER GATING

Source: ENERGY EFFICIENT GRAPHICS AND MULTIMEDIA IN 28NM CARRIZO APU, HOT CHIPS 27 -
AUGUST2015, page 21.

le a unit cell array comprised of|The Accused Products disclose a unit cell array comprised of said first and second unit cells laid in array form:
said first and second unitcells

laid in array form;
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Limitation

a power switch disposed
aroundsaid unit cell array and
comprisedof a plurality of
third MOStransistors, each of
the third MOStransistors

having the second threshold

Contention

The Accused Products disclose a power gate ring disposed aroundsaid unit cell array:
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Limitation

voltage; and

 
Contention

Instead ofthe distnbuted power gate headers used in Steam-

roller{apowergateringjs used to reduce the size ofthe power
switch required to support Excavator’s higher power density.
Distributed headers must be sized to accommodate the worst

case current drawwithin small regions ofthe design, whereas a
power gate ring need onlybe sized to accommodate the worst
case across the entire power gated region. This enables a 3.5-4 x
reduction in FETwidth in the Excavator power switchand acor-
responding leakage power reduction when it is in CC6(sleep
State)

Source: Carrizo: A High Performance, Energy Efficient 28 nm APU, page 5 IEEE JOURNAL OF SOLID-STATE
CIRCUITS
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Contention

 
The Accused Products disclose a power switch comprisedof a pluraility of third MOStransistors:
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Limitation

 
Contention

Instead ofthe distributed power gate headers used in Steam-
roller, ing 1s used to reduce the size of the power
switch required to support Excavator's higher power density.
Distributed headers must be sized to accommodate the worst

case current drawwithin small regions ofthe design, whereas a
power gate ring need onlybe sized to accommodate the worst
case across the entire power gated region. This enables a 3.5-4x
reduction in FET width in the Excavator powerswitch andacor-
responding leakage power reduction when it 1s in CC6 (sleep
state).

 
Source: Carrizo: A High Performance, Energy Efficient 28 nm APU, IEEE JOURNAL OF SOLID-STATE
CIRCUITS,page 5.

The Accused Products disclose each of the third MOStransistors having the second threshold voltage:
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DYNAMIC UVD POWER GATING AMDa@

“Kaveri” UVD busy and burning power the whole time
4 Dynamic inter frame power gating controlled by F ate

microcontroller firmware
Tee, h tremel

- Pipeline idle detection enables header/footer

power gatingof the entire IP

Dynamic power gating along with low power
hardening of the video decoder enables CZ to
negate the bigger video decoder needed for
H.265 offload

eeeaCmare)le

ee 
Source: ENERGY EFFICIENT GRAPHICS AND MULTIMEDIA IN 28NM CARRIZO APU, HOT CHIPS 27 —-
AUGUST2015, page 21.

le a plurality of input/output The Accused Products disclose the limitation of a plurality of input/outputcircuits disposed aroundsaid unitcell
circuits disposed around said_#array.
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unit cell array.
6™ GENERATION AMD A-SERIES PROCESSOR: “CARRIZO”

AMD6'* GENERATION, cictasbadbtiimincs A-SERIES PROCESSOR
4 Deliver superior performance,

battery life and user

experience for notebook and
convertible form factors

cm dale alse'smetal
Pee EMA LCL em el)

effective 28nm process node 
Source: ENERGY EFFICIENT GRAPHICS AND MULTIMEDIA IN 28NM CARRIZO APU, page 2 HOT CHIPS
27 —- AUGUST2015.

2 A semiconductorintegrated The Accused Products disclose that said powerswitch is turned off during standby and turned on when taken
circuit device according to active.
claim 1, wherein said power
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0054



0055

Limitation

switch is turned off during
standby and turned on when
taken active.

Contention

RACE TO DRAM SELF REFRESH
TRANSITION FROM ACTIVE TO LOWEST POWERSTATE

——
deee i ed LO ee? Rohe

 
Active Mele ee)eeeeeReeie ote

Source: ENERGY EFFICIENT GRAPHICS AND MULTIMEDIA IN 28NM CARRIZO APU, page 26 HOT CHIPS
27 —- AUGUST2015.
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The semiconductor integrated
circuit device according to
claim 1, wherein parts of said
power switch are disposed
within said unit cell array.

Exhibit A.3
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Exhibit B.1: Preliminary Infringement Claim Chart for U.S. Patent 6.895.519

Accused Products: AMD Family 14h Products

These preliminary infringement contentions were prepared without the benefit of the Court’s claim construction or the parties’ exchange of constructions.
As of the date of these contentions, AMD hasnot produced any information concerning the Accused Products. Thus, this chart is based on publicly available
evidence, and based upon information and reasonable belief in light of such evidence. As such, Aquila reserves the right to amend or supplementits
contentions to address any issues arising from the Court’s constructionsor to account for new information that becomesavailable.

Contention

A system LSI having a plurality of To the extent that the preambleis limiting, Aquila contends that it is met.
ordinary operation modes and a

plurality of special modesin For example, each product in the 14h Accused Product Family (“Accused Product”) is a system LSI.
response to clock frequencies
snaliad tea conteal aromesdian wat The Accused Product has a plurality of ordinary operation modes, for example the Core P-states. See BIOS and
sanatiates P 8 >|Kernel Developer’s Guide for AMD Family 14h Models 00h-0Fh Processors (““BKDG”), §2.5.3.1:
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Core P-states are operational performancestates characterized by a unique combination of core frequency and
voltage. The processor supports up to 8 core P-states, specified in MSRC00!_00[6B:64]. Outofreset, the volt-
age and frequencyofthe cores is specified by MSRC001_0071[StartupPstate].

Support for dynamic core P-state changes is indicated by more than one enabled selection in
MSRCO001_00[6B:64][PstateEn]. The DID and VID for each core P-state is specified in MSRCO00!_00[6B:64}.
The COFfor core P-states is a function of the main PLL frequency and the DID. See D18F3xD4[MainPllOp-
FreqId] for more details on the main PLL frequency and MSRCO001_00[6B:64][CpuDidLSD] for more details
on the DID.

Software requests core P-state changes for each core independently using the hardware P-state control mecha-
nism (also knownas “fire and forget”). Support for hardware P-state control is indicated by CPUID
Fn8000_0007_EDX[HwPstate]=1b. P-state transitions using the hardware P-state control mechanism are not
allowed until the P-state initialization requirements defined in 2.5.3,1.7 [BIOS Requirements for Core P-State
Initialization and Transitions] are complete.

BKDGatp.55:
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Table 9: Software P-state numbering example

Fad|MSRCOOT_0067]PbO|MSRCOOT_O67
Po|MSRCo01_o06s|PoiMSRCOOI_065

rifmtat|—ao—paa
|_e_

MSRC001_006A MSRCO01_006A

MSRCO0O01_ 006B MSRCOO!L 006B

All sections and register definitions use software P-state numbering unless otherwise specified.

The Accused Product Family has a plurality of special modes, for example, the Core C-states or deep sleep modes
such as ACPI $3 or connected standby S0i3. See BKDG, §§ 2.5.3.2, 2.5.3.2.1, 2.5:
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2.5.3.2 C-states

C-states are processor powerstates. CO is the operational state in which instructions are executed. All other C-
states are low-powerstates in which instructions are not executed.

2.5.3.2.1 C-state Names and Numbers

C-states are often referred to by an alphanumeric naming convention, C1, C2, C3, etc. The mapping between
ACPI defined C-states and AMDspecified C-state actions is not direct. The actions taken by the processor
when entering a low-power C-state are specified by DISF4x118 and DISF4x11C and are configured by soft-
ware. See 2.5.3.2.3 [C-state Actions] for information about AMDspecific actions.
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2.5 Power Management

The processor supports many power managementfeatures in a variety of systems. Table 8 provides a summary
of ACPIstates and power managementfeatures and indicates whether they are supported.

Table 8: Power management support

[GOSOCO:Working——SSCSC~—~—S~sSCSSC‘

'S0/C0: NB P-state transitions

G0/S0/CO:; Hardware thermal control (HTC) Yes 2.10.3.) [PROCHOT_L and Hardware Thermal Con-
trol (HTC)]

G0/S0/CO: Local Hardware thermal control (LHTC) 2.10.3.2 [Local Hardware Thermal Control (LHTC)]

Specific’
GO0/S0/CO: Software thermal control (STC)|No|
GO0/S0/CO: Thermal clock throttling (SMC controlled)i:is8|
GO0/S0: Lowpower C-states 2.5.3.2 [C-states] and 2.5.1.4.2 |Altemmate Low Power

Voltages]

(GUST:StandBy(PoweredOnSwpend)————SSS*d;CSCN

IG1/S4,$5:Hibernate(SuspendioDisk),ShownSoROM|Yes|i
GaMehaniclO®|es|OSOSC~—SSCSCSC‘*

ParallelVIDInterface=titi‘;SSSC*rUN2.5.1 [Processor Power Planes And Voltage Control]

1. Support for this ACPI state or power managementfeature varies by processor revision. See 1.5.2 [Sup-
ported Feature Variations].
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Furthermore, the Core P-states and Core C-states are in response to clock frequencies supplied to a central
processing unit. For example, the core P-states are “characterized” by “core frequency;” core P-state changes are
further requested by software. See e.g., BKDG,§ 2.5.3.1, 2.5.3.1.3:

2.5.3.1 Core P-states

Core P-states are operational performancestates characterized by a unique combination of core frequency and
voltage. The processor supports up to 8 core P-states, specified in MSRCOO!_00[6B:64]. Out of reset, the volt-
age and frequencyofthe cores is specified by MSRCOO1_0071[StartupPstate].

Support for dynamic core P-state changesis indicated by more than one enabled selection in
MSRC001_00[6B:64][PstateEn]. The DID and VID for each core P-state is specified in MSRCOO! 00[6B:64].
The COFfor core P-states is a function of the main PLL frequency and the DID. See D1 8F3xD4[MainPIOp-
Freqld] for more details on the main PLL frequency and MSRC001_00[6B:64][CpuDidLSD] for more details
on the DID.

Software requests core P-state changes for each core independently using the hardware P-state control mecha-
nism (also knownas“fire and forget”). Support for hardware P-state controlis indicated by CPUID
Fn8000_0007_EDX[HwPstate]=1b, P-state transitions using the hardware P-state contro! mechanism are not
allowed until the P-state initialization requirements defined in 2.5.3.1.7 [BIOS Requirements for Core P-State
Initialization and Transitions} are complete.

 
‘Page#57|
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2.5.3.1.3 Core P-state Control

Core P-states are dynamically controlled by software and are exposed through ACPIobjects (see 2.5.3.1.9
[ACPI Processor P-State Objects]). Software requests a core P-state change by writing a 3 bit index corre-
spondingto the desired non-boosted P-state number to MSRC001_0062 [P-State Control] of the appropriate
core. For example, to request P3 for core 0 software would write 011b to core 0's
MSRCO001_0062[PstateCmd]. Boosted P-states may not be directly requested by software. Wheneversoftware
requests the PO state (i.e. when software writes 000b to MSRCOO! 0062[PstateCmd]) on a processorthat sup-
ports CPB, hardware dynamically places that core into the highest-performance P-state possible as determined
by CPB.See 2.5.3.1.1 [Core Performance Boost (CPB)].

Hardware sequencesthe frequency and voltage changes necessary to complete a P-state transition as specified
by 2.5.3.1.6 [Core P-state Transition Behavior] with no additional software interaction required. Hardware also
coordinates frequency and voltage changes whendiffering P-state requests are made on coresthat share a fre-
quency or voltage plane. See 2.5.2 [Frequency and Voltage Domain Dependencies] for details about hardware
coordination.

Core P-states are changed withoutinteracting with an external chipset. However, the chipset is notified of core
P-state changes by the P-state special cycle if MSRCOO!_001F[EnaPStateSpCyc]=1. This messageis sent
regardless of whether the changeis to or from a boosted P-state or a non-boosted P-state.

Similarly, C-states are “dynamically requested by software” and also dependent upon clock frequency. See BKDG §§
2.5.3.2.2, 2.5.3.2.3.1, 2.5.3.2.3.2: p.320-321:
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2.5.3.2.3.1 Core C1 (CC1) State

When a core enters the CC] state, its clock ramps down to the frequency specified by DI8F4x1A8[Single-
HaltCpuDid].

2.5.3.2.3.2 Core C6 (CC6) State

When a core enters the CC6 state, it executes the following sequence:

l

2.

Si

4

L! and L2 cachesare flushed to DRAM by hardware.
Internal core state is saved to DRAM byhardware.
The core clock ramps downto the frequency specified by DI8F4x1 AC[C6Did].
Poweris removed from the core if possible as specified by DISF4x1AC[CoreC6Cap] and
D1I8F4x1lAC[CoreC6Dis].

The events which cause a core to exit the CC6 state are specified in 2.5.3.2.6 [Exiting C-states].

Ifa warm reset occurs while a core is in CC6, all MCAregisters in the core shown in Table 41 are cleared to 0.
See 2.16 [Machine Check Architecture].

D1I8F4x1AC CPU State Power Management Dynamic Control 1
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9:5 |C6Did: CC6 divisor. Read-write. Reset: 0. BIOS: | Fh. Specifies the divisor applied to the core when

ramping clocks down for CC6, See 2.5.3.2.3 [C-state Actions] for details,
Bits Divisor
1Ch-00h Reserved.

1Dh 128

1Eh 512

1Fh Clocks off.

See D18F4x1A8[SingleHaltCpuDid].

a first memory thatstores a clock The Accused Products includea first memorythat stores a clock control library. For example, the SMU contains

controllibrary for controlling a clock|memory that stores the firmware and configuration space registers, including a clock controllibrary. The clock
frequency transition between said control library controls clock frequency transition between the P-states. See e.g., BKDG,30:

ordinary operation modes;

Northbridge (NB)

- Transaction routing
- Configuration and lO-space
registers

- Root complex
- Graphics core (optional)

 
BKDG,section 2.12:
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2.12 System Management Unit (SMU)

The system management unit (SMU)is a subcomponentof the northbridge that is responsible for a variety of
system and power management tasks during boot and runtime. Several internal registers are used to control
various tasks. See 3.17 [GPU Memory Mapped Registers] for registers descriptions and details.

2.12.1 Microcontroller

The SMU contains a microcontroller with a 16k ROM and a 16k RAM.

See also BKDG, Table 10:

Table 10; P-state control example

D18F4x15C[NumBoostStates]=1 D1I8F4x15C[NumBoostStates]=3

Corresponding
MSR Address

MSRCO01_0064

MSRCO001 0065

MSRCO001_0066

MSRCO00!_0067

MSRCO001_0068

MSRCO001 0069

MSRCO001_006A

MSRCO001_006B

MSRC001_0064

MSRCO0O01_0065 |
a

/a

MSRCOO1 0066 n/a

o

MSRCO001_ 0067wl)he ww

:a)

b2

MSRC001_0068

MSRCO001_0069 2

MSRCO01_006A

MSRCO00!1 006B

1b a system control circuit which hasa|The Accused Product has a system control circuit, for example, the System Management Unit and/or the System
register, wherein said system control Management Controller, that has a register. See e.g., BKDG:

P-state Name |Index Used for |Corresponding|P-state Name|Index Used for
Requests/Status |MSR Address Requests/Status

n

P

P: 
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circuit carries out the clock

frequency transition between said
ordinary operation modes and said
special modesin response to a
changeof a value in said register,
and also carries out the clock

frequency transition amongsaid
ordinary operation modesin
responseto said clock control library;

Northbridge (NB)

- Transaction routing
- Configuration and lO-space
registers

- Root complex
- Graphics core (optional)

BKDG,section 2.12:

2.12 System Management Unit (SMU)

The system management unit (SMU) is a subcomponentof the northbridge that is responsible for a variety of
system and power managementtasks during boot and runtime. Several internal registers are used to control
various tasks. See 3.17 [GPU Memory Mapped Registers] for registers descriptions and details.

2.12.1 Microcontroller

The SMUcontains a microcontroller with a 16k ROM and a 16k RAM,

The NB/SMU controls the clock frequency transitions between the core P-states. See e.g., SATHE
et al.: RESONANT-CLOCK DESIGN FOR A POWER-EFFICIENT, HIGH-VOLUME X86-64 MICROPROCESSOR,
p.144

tion of the configuration programming interface. On receiving
notification from the NB of a PState transition, the core im-
plements a PState entry sequence whichtransitions the core
into a clock-gated state. A program sequencer then accesses a
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a clock generation circuit that
receives a plurality of standard
clocks, wherein said clock generation
circuit generates a clock supplied to
said central processing unit
according to control by said system
control circuit; and

The Accused Products include a digital frequency synthesizer clock generation circuit, including the core PLL, clock
multipliers and dividers, and/or the digital frequency synthesizer. The DFS receives a plurality of standard clocks,
for example, different phases of the PLL clock or reference clock, and outputs the core clock such as CCLK to the
CPU.

The clock generator circuit includes at least the PLL and the digital frequency synthesizer. The DFS receives a
plurality of standard clocks (the 4 phases-offset references provided by the PLL), and generates CCLK according to
control by the SMU:
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LEGEND

(oo

TSCLK|Gobel Tree& Local Tree

Bie TL DRS olack aeneration

Source: Foley et al., A Low-Power Integrated x86-64 And Graphics Processor For Mobile Computing Devices,Fig. 1.,
11; p.224-225.

a second memory that stores an The Accused Products include a second memory,such asthe hierarchy of L1, L2 caches that stores an application
application program, wherein calling|Program, including but not limited to ACPI drivers, power managementutilities, APIs provided by AMD,or any
of said clock control library and software that causes the SMU/SMCfirmwareto perform P-state transitions. See BKDG section 2.5.3.1.3; p. 429:
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changing of said register value are
programmably controlled by said
application program to enable user
selectable clock frequency
transitions,

2.5.3.1.3 Core P-state Control

Core P-states are dynamically controlled by software and are exposed through ACPI objects (see 2.5.3.1.9
[ACPI Processor P-State Objects]). Software requests a core P-state change by writing a 3 bit index corre-
sponding to the desired non-boosted P-state number to MSRC001_0062 [P-State Control] of the appropriate
core. For example, to request P3 for core 0 software would write 011b to core 0’s
MSRCOOIL_0062[PstateCmd]. Boosted P-states may not be directly requested by software. Wheneversoftware
requests the PO state (i.e. when software writes 000b to MSRCO001_0062[PstateCmd]) on a processorthat sup-
ports CPB, hardware dynamically places that core into the highest-performance P-state possible as determined
by CPB.See 2.5.3.1.1 [Core Performance Boost (CPB)].

Hardware sequences the frequency and voltage changes necessary to complete a P-state transition as specified
by 2.5.3.1.6 [Core P-state Transition Behavior] with no additional software interaction required, Hardware also
coordinates frequency and voltage changes when differing P-state requests are made on coresthat share a fre-
quency or voltage plane. See 2.5.2 [Frequency and Voltage Domain Dependencies] for details about hardware
coordination.

MSRCO001_0062 P-State Control

[Bis[Deerpion—SSSC~=“*“~*“‘—S*S*S*S*S*S*SC“~*~“~*~‘“‘“S*S*S*S*S™S™SCS~*™

2:0 |PstateCmd: P-state change command. Read-write. Reset: Product-specific. Writes to this field
cause the core to change to the indicated non-boosted P-state number, specified by
MSRCO0O!_00[6B:64]. 0=SWPO, |=SWP1, etc. P-state limits are applied to any P-state requests made
throughthis register. See sections 2.5.3.1 [Core P-states] and 2.5.3.1.2.1 [Software P-state Number-
ing]. Reads from this field return the last written value, regardless of whether any limits are applied.
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I imitation

wherein said special modes comprise
a first special mode in which clock
supply to principal constituents of
said central processing unit is
halted, a second special mode in
which clock supply to an entirety of
said central processing unit is
halted, and a third special mode in
which supply of powerto the entirety
of said central processing unitis
halted.

The Accused Products includea first special mode in which clock supply to principal constituents of said central
processing unit is halted, for example the core C1 (CC1) state:

2.5.3.2.3.1 Core Cl (CC1) State

When a core enters the CC1 state, its clock ramps down to the frequency specified by DI8F4x1 A8{Single-
HaltCpuDid].

‘D18F4x1A8 CPUState Power Management Dynamic Control 0

Reset: 0000_0000h.

4:0 |SingleHaltCpuDid. Read-write. BIOS: 1Eh. On a processor with multiple cores, this specifies the
divisor used when ramping core clocks downafter a single core has entered the clocks rampedstate.

Bits Divisor
1Ch-00h Reserved.

1Dh 128

LEh 512

LFh Clocksoff,

* If MSRCOO1] 00[6B:64][CpuDidMSD]ofthe current P-state is greater than or equal to Single-
HaltCpuDid, then no frequency change is made when entering the low-powerstate associated with
this register.

* The COF = (the frequency specified by DI8F3xD4[MainPllOpFreqld]) / (the divisor specified by
this field).

 
The Accused Products include a second special mode in which clock supply to an entirety of said central
processing unit is halted, for example the package C1 (PC1) state:
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2.5.3.2.3.3 Package Cl (PC1) State

The processor enters the PC1 state with auto-Pmin whenall of the following are true:

* All cores are in the CC1 state or deeper.

If DI8SF4x1AC[CstPminEn] indicates that auto-Pmin is enabled when the processor enters PC1, the P-state for
all cores is transitioned as specified by 2.5.3.2.7.1 [Auto-Pmin]. Regardless of the state of DI8F4x1AC[CstP-
minEn]}, all core clocks are ramped to the frequency specified by DI8F4x1A8{AllHaltCpuDid].

DI8F4x1A8 CPU State Power Management Dynamic Control 0

Reset: 0000_0000h.

9:5|AllHaltCpuDid. Read-write. BIOS: 1Fh. Specifies the divisor used when entering PC] with or with-
out auto-Pmin. See 2.5.3,2.3.3 [Package C1 (PC1) State].

Bits Divisor
1Ch-00h Reserved,

1Dh 128

IEh 512

LFh Clocks off.

See DI8F4x1A8[SingleHaltCpuDid].

The Accused Products include a third special mode in which supply of power to the entirety of said central
processing unit is halted, for example the package C6 (PC6) state:
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2.5.3.2.3.4 Package C6 (PC6) State

The processor enters the PC6 state whenall of the following are true:

* All cores enter the CC6state,

* The C-state action field targeted by each core’s C-state request has the C6Enable bit programmedto indi-
cated entry into PC6 is allowed. See DI 8F4x118 and DI8F4x1lIC,

* PC6 is supported and enabled as specified by DI8F4x1 AC[PkgC6Cap] and DI8F4x1AC[PkgC6Dis].

Whenthe package enters PC6, VDDCR_CPUistransitioned to the VID specified by D1 8F3x I 28[C6Vid].

2,5,1.4.2 Alternate Low Power Voltages

In order to save power, voltages lower than those normally used may be applied to the VDDCR_CPU power
plane while the processoris in a C-state.

D18F3x128[C6Vid] specifies a VDDCR_CPUvoltage that does not retain the CPU caches or the cores’ micro-
architectural state, nor allows for execution. As a result, hardware flushes caches and saves the cores’ microar-

chitectural state to DRAM before transitioning to C6Vid. See 2.5,3.2.3.4 [Package C6 (PC6)State].

2.5.1.4.3 Power Gating

The processor can remove powerfrom an individualcore. This is referred to as power gating. Gating powerto
a subcomponent causes its internal microarchitectural state and, if applicable, any data in its cachesto be lost.
Whenentering a power gated state, hardware saves any needed data, either internally or to DRAM,andflushes
caches. When exiting a powergated state, hardware performs any required resets and restores any needed data.
See 2.5.3.2.3.2 [Core C6 (CC6) State].
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A system LSI as claimed in claim 1,
wherein said clock control library
comprises:

a plurality of libraries that control said|The clock control libraries of the Accused Products contain a plurality of libraries that control the SMU andclock
system control circuit and said clock generator to transition clock frequencies. For example, source code provided by AMD to coreboot indicates that P-
generationcircuit to transition the clock|state and C-state transitions are controlled by separatelibraries:
frequencies supplied to said central
processing unit; and https://github.com/coreboot/coreboot/tree/master/src/vendorcode/amd/agesa/f14/Proc/CPU/Feature

a main library whichis called by said As discussed above, P-states and C-states may be controlled by software, which includes a mainlibrary that calls
application program andselects any one|upon theplurality of libraries.
of said libraries in correspondence with
the clock frequency supplied to said
central processing unit.

wherein said main library is described|The main library in the SMU firmware and the application program instructions stored in the caches are both use
using a same program language as said|the same language such as machinecode.
application program.

wherein eachof said libraries is The SMU firmware directly controls the SMU hardware.
described using a program language
capable of directly controlling said clock
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generation circuit and said system

acircuit.——‘AsystemLSIasclaimedinclaim5,LSIas claimed in claim 5,whereineachof said libraries is EEeeeSMU firmware directly controls the SMU hardware andis described using an assembler language such as
fae=|an assembler language.eeeycode.%eneolsystem LSIas claimedin claim 1,

wherein said system control circuit
comprises:

a frequency division ratio setting The NBof the Accused Products contains a frequency division ratio setting register that sets a frequency division
register that sets a frequencydivision ratio of the clock generated by said clock generation circuit. The NB contains the configuration register space for the
ratio of the clock generated by said clock|Accused Products.
generation circuit;

See e.g., BKDG:

Northbridge (NB)

- Transaction routing
- Configuration and lO-space
registers

- Root complex
- Graphics core (optional)

 
BKDG,section 2.12:
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Contention

2.12 System Management Unit (SMU)

The system managementunit (SMU) is a subcomponentof the northbridge that is responsible for a variety of
system and power management tasks during boot and runtime. Several internal registers are used to control
various tasks. See 3.17 [GPU Memory Mapped Registers] for registers descriptions and details.

2.12.1 Microcontroller

The SMU contains a microcontroller with a 16k ROM and a 16k RAM.

Configuration space register mnemonics are defined in section 3.1 of the BKDG:
* DXFYxZZZ: PCl-defined configuration space; X specifies the hexadecimal device number(this may be | or

2 digits), Y specifies the function number, and ZZZ specifies the hexidecimal byte address (this may be 2 or
3 digits; e.g,, DI8F3x40 specifies the register at device 18h, function 3, and address 40h). See 2.7 [Configu-
ration Space], for details about configuration space.

the core Cl (CC1) state:

2.5.3.2,3.1 Core Cl (CC1) State

When a core enters the CC] state, its clock ramps down to the frequency specified by DI8SF4x1A8[Single-
HaltCpuDid].

 

‘D18F4x1A8 CPU State Power Management Dynamic Control 0
Reset: 0000_0000h.
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SingleHaltCpuDid. Read-write. BIOS: 1 Eh. On a processor with multiple cores, this specifies the
divisor used when ramping core clocks downafter a single core has entered the clocks rampedstate.
Bits Drvisor
1Ch-00h Reserved.

1Dh 128

1Eh 512

ocks off.

* If MSRCOO1_00[6B:64][CpuDidMSD]ofthe current P-state is greater than or equal to Single-
HaltCpuDid, then no frequency change is made when entering the low-powerstate associated with
this register.

* The COF = (the frequency specified by DI8F3xD4[MainPllOpFreqld]) / (the divisor specified by
this field).

2.5.3.2.3.3 Package Cl (PC1) State

The processor enters the PC] state with auto-Pmin whenall of the following aretrue:

* All cores are in the CC1 state or deeper.

If D18F4x1AC[CstPminEn] indicates that auto-Pmin is enabled when the processor enters PC, the P-state for
all cores is transitioned as specified by 2.5.3.2.7.1 [Auto-Pmin]. Regardless of the state of DI8F4x1AC[CstP-
minEn], all core clocks are ramped to the frequency specified by DI8SF4x1A8{AllHaltCpuDid].

D1I8F4x1A8 CPU State Power Management Dynamic Control 0

Reset: 0000_0000h.
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Divisor

Reserved.

128

512

ocks off.

See DI8F4x1A8[SingleHaltCpuDid].

a clock halting register that receives the|the core Cl (CC1) state:
clock from said clock generation circuit
andindividually sets the clock to be 2.5,3.2.3:1 Core C1 (CCI) State
halted or supplied; When a core enters the CC1 state, its clock ramps downto the frequency specified by DI8F4x1 A&8{Single-

HaltCpuDid].

‘D1I8F4x1A8 CPU State Power Management Dynamic Control 0
Reset: 0000_0000h.
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SingleHaltCpuDid. Read-write. BIOS: 1 Eh. On a processor with multiple cores, this specifies the
divisor used when ramping core clocks downafter a single core has entered the clocks rampedstate.
Bits Divisor
1Ch-00h Reserved.

1Dh 128

1Eh 512

1Fh Clocks off.

* If MSRCOO1 00[6B:64][CpuDidMSD]ofthe current P-state is greater than or equal to Single-
HaltCpuDid, then no frequency change is made when entering the low-powerstate associated with
this register.

* The COF = (the frequency specified by DI 8F3xD4[MainPllOpFreqld])/ (the divisor specified by
this field).

The Accused Products include a second special mode in whichclock supply to an entirety of said central
processing unit is halted, for example the package C1 (PC1) state:

2.5.3.2.3.3 Package Cl (PC1) State

The processor enters the PC] state with auto-Pmin whenall of the followingaretrue:

* All cores are in the CC1 state or deeper.

If D18F4x1AC[CstPminEn] indicates that auto-Pmin is enabled when the processor enters PC 1, the P-state for
all cores is transitioned as specified by 2.5.3.2.7.1 [Auto-Pmin]. Regardless ofthe state of DI8F4x1AC[CstP-
minEn], all core clocks are ramped to the frequency specified by DI8F4x 1 A8{AllHaltCpuDid].
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D18F4x1A8 CPU State Power Management Dynamic Control 0

Reset: 0000_0000h.

9:5|AllHaltCpuDid. Read-write. BIOS: 1Fh. Specifies the divisor used when entering PC] with or with-
out auto-Pmin. See 2.5.3.2.3.3 [Package C1 (PC1) State].

Bits Divisor
1Ch-00h Reserved.

1Dh 128

IEh 512

|Fh Clocks off.

See DI8F4x1A8[SingleHaltCpuDid].
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And a status register that judges a state
of said central processing unit
immediately after being released from
said third special mode.

2.5.3.2.7.2 Exiting PC6

If the PService timer is enabled when the processor exits PC6,all cores transition to the P-state specified by
DISF4x1ACIPstateldCoreOffExit]. The cores remain in this state until one of the following occurs:

* The PService timer expires while the packageis in CO: In this case, the cores transition back to thelast P-
state requested by software.

* The package enters PC] without auto-Pmin:In this case, the PService timer continues counting. If it
expires while in PC1, the cores remain in the P-state specified by DI 8F4x1 AC[PstateldCoreOffExit]
until they return to CO, at which time they transition to the last P-state requested by software.

¢ The package enters PC! with auto-Pmin:In this case, the PService timer stops counting and the cores
enter the PServicestate.

* The package enters PC6:In this case the PService timer stops counting and the actions associated the
requested package C-state occur. See 2.5.3.2,3.4 [Package C6 (PC6) State].

If the PService timer is disabled when the processor exits PC6, the cores transition back to thelast P-state
requested by software.

See also BKDG pp.320-321:

D18F4x1AC CPU State Power Management Dynamic Control 1

18:16|PstateldCoreOffExit. Read-write. Reset: 0. BIOS: See 2.5.3.2.9. When exiting the package C6state,
the core transitions to the P-state specified by this register. See 2.5.3.2.7.2 [Exiting PC6]. If PC6is
enabled (see 2.5.3.2.9 [BIOS Requirements for C-state Initialization]), PstateldCoreOffExit must be
programmed to the lowest-performanceP-state displayed to the operating system or to any lower-per-
formanceP-state. This P-state must have a core clock frequency ofat least 400 MHz. Programming
this field to 0 causes the core to transition to the last P-state requested by software when exiting pack-
age C6. This field uses hardware P-state numbering. See 2.5.3.1.2.2 [Hardware P-state Numbering].
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SS
wherein said first memory and said As detailed above, the first memory in the SMU and the second memory in the caches are independent memories
second memory are two independent that are neqiaratea from each other.
memories which are separated from
each other.
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Exhibit B.2: Preliminary Infringement Claim Charts for U.S. Patent 6,895,519

Accused Products: AMD 15h Products

These preliminary infringement contentions were prepared without the benefit of the Court’s claim construction or the parties’ exchange of constructions.
As of the date of these contentions, AMD hasnot produced any information concerning the Accused Products. Thus, this chart is based on publicly available
evidence, and based upon information and reasonable belief in light of such evidence. As such, Aquila reserves the right to amend or supplementits
contentions to address any issues arising from the Court’s constructionsor to account for new information that becomesavailable.

Contention

A system LSI having a plurality of|To the extent that the preamble is limiting, Aquila contends that it is met.
ordinary operation modes and a
plurality of special modes in For example, the 15h Accused Product is a system LSI.
response to clock frequencies : ; ;
aimmlied toa central wraseaan The Accused Product has a plurality of ordinary operation modes, for example the Core P-states. See BIOS and Kernel
ate salah P S Developer’s Guide for AMD Family 15h Models 60h-6Fh Processors (“BKDG”), §2.5.2.1:

2.5.2.1 Core P-states

Core P-states are operational performancestates characterized by a unique combination ofcore frequency and
voltage. The processor supports up to 8 core P-states (PO through P7), specified in MSRC001_00[6B:64]. Out
ofcold reset, the voltage and frequency ofthe compute units is specified by MSRC001_0071[StartupPstate].

Support for dynamic core P-state changes 1s indicated by more than one enabled selection in
MSRC001_00[6B:64][PstateEn]. Software requests core P-state changes for each core independently. Support
for hardware P-state controlis indicated by CPUID Fn8000_0007_EDX[HwPstate]=1b. Software may not
request any P-state transitions until the P-state initialization requirements defined in 2.5.2.1.5 [BIOS Require-
ments for Core P-state Initialization and Transitions] are complete.

The processor supports independently-controllable frequency planes for each compute unit and independently-
controllable voltage plane for all compute units.

See also BKDG at p.691:
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MSRC001_00[6B:64] P-state [7:0]

Per-node. Cold reset: Varies by product. Each ofthese registers specify the frequency and voltage associated
with each ofthe core P-states.

Table 270: Register Mapping for MSRC001_00[6B:64]

ata

MSRCOOI_0068

MSRCOOI_0065

MSRCOOI_0066

MSRCO001_0067

The CpuVid field in these registers is required to be programmed to the same value in all cores ofa processor,
but are allowed to be different between processors in a multi-processor system. All other fields in these
registers are required to be programmed to the same value in each core ofthe coherent fabric. See 2.5.2 [CPU
Core Power Management].

BKDGat p.61:
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Table 10: Software P-state Naming

D18F4x15C[NumBoostStates]=1|D18F4x15C[NumBoostStates]=3

Register Address Register Address

[PbO|MSRCO0I_0064|PbO__[MSRCOOI_006s_
[PO(base)[MSRCO01_0065|_PbI__[MSRC0O1_0065_

[PI[MSRC001_0066|P62__[MSRC0O1_0066
/_P2___[MSRC001_0067|PO(base)_[MSRC0O1_0067_
[3[MSRCoo1_0068|PI[MSRC0O1_o068_
[Pa[MSRCoo1_0069|__P2__[MSRC0O1_0069_
[PS[MSRCoo1_006a|__P3___[MSRC0O1_006a_
|P6—_|MSRC001_006B|—P4_—s[MSRC001_006B

All sections and register definitions use software P-state numbering unless otherwise specified.

The Carrizo has a plurality of special modes, for example, the Core C-states or deep sleep modes such as ACPI $3 or
connected standby S0i3. See BKDG,§§ 2.5.2.2, 2.5.2.2.1, 2.5:

2.5.2.2 Core C-states

C-states are processor power states. CO is the operational state in which instructions are executed. All other C-
states are low-power states in which instructions are not executed. When coming out ofwarm and cold reset,

the cores are transitioned to the CO state.
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2.5.2.2.1 C-state Names and Numbers

C-states are often referred to by an alphanumeric naming convention, C1, C2, C3. etc. The mapping between
ACPI defined C-states and AMD specified C-states is not direct. AMD specified C-states are referred to as IO-
based C-states. Up to three 1O-based C-states are supported, IO-based C-state 0, 1, and 2. The IO-based C-state
index corresponds to the offset added to MSRC001_0073[CstateAddr]to initiate a C-state request. See
2.5.2.2.2 [C-state Request Interface]. The actions taken by the processor when entering a low-power C-state
are configured by software. See 2.5.2.2.3 [C-state Actions] for information about AMD specific actions.

2.5 Power Management

The processor supports a wide variety ofpower management features, including:
* OS-directed power management such as ACPI.
* Clock frequency and voltage states (refered to as P-states and DPM states), including:

* CPU core P-states.

* Northbridge P-states.
* Memory P-states.
* Graphics DPM states.
* Multi-media block DPM states.

Power and thermal management for performance.
* Power optimization between blocks for optimal performance.
* Voltage transienttolerance.

Power efficiency for battery life, including:
* Power gating.
* Voltage optimization.
* Deep sleep modes (e.g., ACPI $3, or connected standby $013).
* Limiting frequency when it provides little value.

BIOS-configurable specifications.

Furthermore, the Core P-states and Core C-states are in responseto clock frequencies supplied to a central processing
unit. For example, the core P-states are “characterized” by “core frequency;” core P-state changes are further
requested by software. See e.g., BKDG,§ 2.5.2.1, 2.5.2.1.2:

 
Exhibit B.2 -4-

0086



0087

 

2.5.2.1 Core P-states

Core P-states are operational performancestates characterized by a unique combination ofcore frequency and
voltage. The processor supports up to 8 core P-states (PO through P7), specified in MSRC001_00[6B:64]. Out
ofcold reset, the voltage and frequency ofthe compute units is specified by MSRC001_0071[StartupPstate].

Support for dynamic core P-state changes is indicated by more than one enabled selection in
MSRC001_00[6B-64][PstateEn]. Software requests core P-state changes for each core independently. Support
for hardware P-state control is indicated by CPUID Fn8000_0007_EDX[HwpPstate]=1b. Software may not
request any P-state transitions until the P-state initialization requirements defined in 2.5.2.1.5 [BIOS Require-
ments for Core P-state Initialization and Transitions] are complete.

The processor supports independently-controllable frequency planes for each compute unit and independently-
controllable voltage plane for all compute units.

2.5.2.1.2 Core P-state Control

Core P-states are dynamically controlled by software and are exposed through ACPI objects (refer to
2.5.2.1.7.3 [ACPI Processor P-state Objects]). Software requests a core P-state change by writing a 3 bit index
corresponding to the desired P-state number to MSRC001_0062[PstateCmd] ofthe appropriate core. For
example, to request P3 for core 0 software would write 011b to core 0’s MSRC001_0062[PstateCmd].

Similarly, C-states are “dynamically requested by software” and also dependent upon clock frequency. See BKDG §§
2.5.2.2.2, 2.5.2.2.3, 3.14
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LS222 C-state Request Interface

C-states are dynamically requested by software and are exposed through ACPI objects (see 2.5.2.2.6 [ACPI
Processor C-state Objects]). C-states can be requested on a per-core basis. Software requests a C-state change
in one oftwo ways:

¢ Reading from an IO address: The IO address must be the address specified by MSRC001_0073[CstateAddr]
plus an offset of0 through 7. The processor always returns 0 for this IO read. Offsets 2 through 7 result in an
offset of2.

* Executing the HLT instruction. This is equivalent to reading from the IO address specified by
D18F4x128[HaltCstateIndex].

When software requests a C-state transition, hardware evaluates any frequency and voltage domain
dependencies and determines which C-state actions to execute. See 2.5.2.2.3 [C-state Actions].

2.5.2.2.3 C-state Actions

A core takes one ofseveral different possible actions based upon a C-state change request from software. The
C-state action fields are defined in D18F4x11[C-8].

D18F4x11[C:8] C-state Control

D18F4x11[C:8] consist ofthree identical 16-bit registers, one for each C-state Action Field (CAF) associated
with an IO address that is read to enter C-states. Refer to 2.5.2.2 [Core C-states].

* D18F4x118[15:0] specifies the actions attempted by the core when software reads from the IO address
specified by MSRC001_0073[CstateAddr].

* D18F4x118[31-:16] specifies the actions attempted by the core when software reads from the IO address
specified by MSRC001_0073[CstateAddr]+1.

* D18F4x11C[15:0] specifies the actions attempted by the core when software reads from the IO address
specified by MSRC001_0073[CstateAddr]+2.

D18F4x118 C-state Control 1
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a first memory that stores a clock
control library for controlling a
clock frequency transition between
said ordinary operation modes;

7:5 |\ClkDivisorCstAct0: clock divisor. Read-write. Reset: 0. BIOS: 000b. Specifies the core clock fre-
quency while in the low-power state before the caches are flushed. This divisor is relative to the cur-
rent FID frequency, or:
* 100 MHz * (10h + MSRCO001_00[6B:64][CpuFid[5-0]]) ofthe current P-state specified by

MSRCO001_0063{CurPstate].
IfMSRCO001_00[6B:64][CpuDid] ofthe current P-state indicates a divisor that is deeper than speci-
fied by this field, then no frequency change is made when entering the low-power state associated

Bits
100b

101b

010b 110b

O11b ‘8 111b

See CacheFlushTmrSelCstAct0.

Description
/16

Reserved

Reserved

Turn offclocks.

The Accused Products include a first memory that stores a clock control library. For example, the SMU contains
memory that stores the firmware, includinga clock control library. The clock control library controls clock frequency
transition between the P-states. See e.g., BKDG, Table 270:
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MSRC001_00[6B:64] P-state [7:0]

Per-node. Cold reset: Varies by product. Each ofthese registers specify the frequency and voltage associated
with each ofthe core P-states.

Table 270: Register Mapping for MSRC001_00[6B:64]

ata

MSRCOOI_0068

MSRCOOI_0065

MSRCOOI_0066

MSRCO001_0067

The CpuVid field in these registers is required to be programmed to the same value in all cores ofa processor,
but are allowed to be different between processors in a multi-processor system. All other fields in these
registers are required to be programmed to the same value in each core ofthe coherent fabric. See 2.5.2 [CPU
Core Power Management].

See also BKDG, Table 10:
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Table 10: Software P-state Naming

DiSFax15C[NumBoostStates3

guteAare
Register Address Register Address

[PbO|MSRCO01_0064|PbO__|MSRCOOI_o06s
[PO(base)[MSRCO0T_0065|Phi|MSRCOOI_o065

[Pi|MsRco01_0066|_Pb2|MSRCo01_066
[2|asmco01_0067|PO(base)_|MSRCOOI_0067
[Ps[MSRCO01_0068|_P1___[MSRC0O1_0068
[Pa|sRCo01_0069|_P2__[MSRCOO1_0089
[Ps|msRCo01_o06a|_P3__|MSRC0OI_oO6A
/P6_|MsRCoo1_0068|_P4_[MSRC0O1_00gB

All sections and register definitions use software P-state numbering unless otherwise specified.

 
 
a system control circuit which has a|The Accused Product has a system controlcircuit, for example, the System Management Unit and/or the System
register, wherein said system Management Controller, that has a register. See e.g., BKDG:
control circuit carries out the clock

frequency transition between said
ordinary operation modes and said
special modes in responseto a
change of a value in said register,

* Northbridge:
* One communication packet routing block referred to as the northbridge (NB). The NB routes transac-

tions betweenthe cores, the link, and the DRAM interfaces. It includes the configuration register space
for the device.

andalso carries out the clock

frequency transition among said
ordinary operation modes in
responseto said clock control
library;
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a clock generation circuit that
receives a plurality of standard
clocks, wherein said clock
generation circuit generates a clock
supplied to said central processing
unit according to control by said
system control circuit; and

2.13. System Management Unit (SMU)

The system management unit (SMU) is a subcomponent ofthe northbridge that is responsible for a variety of
system and power managementtasks during boot and runtime. The SMUusestwo blocks, System Manage-
ment Controller (SMC) and Platform Security Processor (PSP), in order to assist with many of these tasks. At
the architectural level, PSP is known as MPO and SMCis known as MP1.

2.13.1 System Management Controller (SMC)

The SMCis a standalone complex within AMD Family 15h Models 60h-6Fhprocessors that is responsible for
maintaining the power managementenvironment.Its functions include dynamic power management,state
switching and fan control. The SMCcontains a microcontroller to assist with many of these tasks.

The SMU controls the clock frequency transitions between the core P-states. See e.g., SATHE
et al.: RESONANT-CLOCK DESIGN FOR A POWER-EFFICIENT, HIGH-VOLUME X86-64 MICROPROCESSOR,
p.144

tion of the configuration programminginterface. On receiving
notification from the NB of a PState transition, the core im-
plements a PState entry sequence whichtransitions the core
into a clock-gated state. A program sequencer then accesses a

The Accused Products includea digital frequency synthesizer clock generation circuit, including the core PLL, clock
multipliers and dividers, and/or the digital frequency synthesizer. The DFS receivesa plurality of standardclocks, for
example, different phases of the PLL clock or reference clock, and outputs the core clock such as CCLK to the CPU.

The clock generator circuit includes at least the PLL and the digital frequency synthesizer. The DFS receives a
plurality of standard clocks (the 40 phases of the reference clocks), and generates CCLK accordingto control by the
SMU:

 
Exhibit B.2 -10-

0092



0093

Limitation Contention

PLL Clock —+ o DLL (Regulated Supply)

D. Glitch Less Clock Phase Picker

The glitch-less clock picker (I ig 6) takes the 40 phases

(40 total phases generated from the 20 DLL delay elements) en(39:0)}

Droopdetected Enable
and generates a stretched clock (configurable stretch amount) euESEtreees Stream

by selecting different phases of the clock. The clock picker Pepeq . : STRETCH_AMOUNT(2:0]
always performs a complete loop through all the phases before

selecting the ('" phase (pll clk) to avoid any contraction
of the clock period. When the clock stretcher block ts dis-

abled (STRETCH_ENABLE 0), the clock picker simply
picks the pll clk without any insertion delay of the clock

 
stretcher logic

Source: WILCOXet al.: STEAMROLLER MODULE AND ADAPTIVE CLOCKING SYSTEM IN 28 nm CMOS,Fig. 6

The digital frequency synthesizer receives multiple phases of the PLL clock (see above), and generates multiple
discrete frequencies according to control by the SMU.

 
4 Digital frequency synthesizer (DFS) that

generates multiple discrete frequencies

from a single VCO

— Root clock gating

— Disabling VCO and bypassing with low speed
lib (10 mel (lel<
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Limitation Contention

aa .

system Control it
management

Tate erel as

sollBebo) y20}D4apooag PeleeR)eelte] PeleReah] yoo}>Aejdsiq
Droop | fale
B=) caa Seiteites

; Clock Meshwithtile

H-tree . level clock gaters

 
Source: Krishnanet al., “Energy Efficient Graphics and Multimedia in 28nm Carrizo APU,” p.14
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1d

Limitation

a second memory that stores an
application program, wherein
calling of said clock control library
and changingof said register value
are programmably controlled by
said application program to enable
user selectable clock frequency
transitions,

Contention

Droop
Detector 

Source: Integrated Power Conversion Strategies Across Laptop, Server, and Graphics Products, 2016 Power SOC
Conference, p.4.

The Accused Products include a second memory, such asthe hierarchy of L1, L2 and/or L3 caches that stores an
application program, including but not limited to ACPI drivers, power managementutilities, APIs provided by AMD,
or any software that causes the SMU/SMCfirmware to perform P-state transitions.
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wherein said special modes
comprisea first special mode in
which clock supply to principal
constituents of said central

processing unit is halted, a second
special mode in which clock supply
to an entirety of said central
processing unit is halted, anda
third special mode in which supply
of powerto the entirety of said
central processing unit is halted.

example.torequest P3for core 0 software would writeOLIb ©‘core0”SMSRCwLneaPstareewd)

MSRC001_0062 P-state Control

RESed
2:0 |PstateCmd: P-state change command. Read-write, Nol-same-for-all. Cold reset value vanes by

product: after a warm resct, valuc initializes to the P-state the core was in prior to the reset. Writes to |

MSRC00100L6B:64], O=PU, L=PL, ete,P-state limitsareappliedto any P-state requests made,
through ththis register, Reads fromthis field return the last written value, regardless of whether any lim-
its are applied. Thisfield uses software P-state numbering. See 2.5.2 [CPU Core Power Management]
and 2.5.2.1.1.1 [Software P-state Numbering]

The Accused Products includea first special mode in which clock supply to principal constituents of said central
processing unit is halted, for example the core Cl (CC1) state: 
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252232—CoreCLC)State,

When a core enters the CC} state.its clock ramps down to the frequency specified by
DISFSxLIK/DISE4xLCCIkDivisorCstAct),

DISTAL [CA] constss ofduce identical 16-bit reyisuers, owe foe eachC-sture Action Feld (CAT) assoceted
with an 1O address that & read no ermer C-states. Refer to 2.5.2.2 (Core C-sutes}

+ DURP4x 1 TAY LS.0) specifics the actions ancmpred by the core when software reads fiom the 10 address
specified by MSRCTH NOTACsimseAddie)

* DURFAN TIRES 16] specities the aenions anempted fy the core when software reads trem the 1) address
by MSR) O87S|OstaAdd+

+ DUP451 10) 15:0) specifies the actions alempied by the core when sofware reads from the 10 address
sperified by MSRCHH) 07}/CstareAdde}+2.

DSF49118 C-state Control t

|Bits[Descripoe
131:30[Resceved

|erent Read-wiie Reset 0 See SeliReftEarty) BIOS 0, IF (DIME4:24ConcCstate-=)THEN,

SelfRefrEarty.allowcarly weif-refresh. Read-wrte Reset0 BIOS" 1=Allow self-retresh while
cores tm PCL ofCC 1 prewang for the cache Mush timer to expere. (Wart for cache fluch mer te
expire befoxe alToucing selt-retiesh See 246.2 (DRAM Solf-Retrest| and 242 29.1 (€-staw Probes
and Cache Mlushing)
LF (DEAT4x1.28[Core stateMode) =) THIEN 0 ENDIF,

OKD) divivor Rea-wrte Reset (1 BIOS OOO) Specifies the cove dock Nre-
ruc te before the caches are flusbod This dirvisos ts retative to the cur-
rent FID frequency. or

100 MHz * (10) = MSECO01_Oni ttHCpaFid) § O])) oF the Convert P-state spectien! bby
MSROUOL HeedOurPstate|

IP MSROOO |OER.649CpuDal) of ibe current P-stne madicates 9 divinor thal is deeper than specy-
fled by this field. ten no frequency change 1s made when cotarng the low-power sure asencited

1 eeHl

The Accused Products include a second special mode in which clock supply to an entirety of said central
processing unit is halted, for example the package C1 (PC1) state:

2.5.2.2.3 C-state Actions

A core takes one ofseveral different possible actions based upon a C-state change req
C-state action ficlds are defined inDISFAxt1{C-8),

DIBF4x1 1[C-8} consist of three ideusical 16-bit reyssters, one for cach C-stane Action Field (CAP) associated
with an TO address that @ read to cer C-states. Refer to 25.2.2 (Core Csume),

* DINFExT 1515-0) specifics the aenons attempted by the core whon seftwarte reads frown the [0address
specified by MSRCOOT1073)CstanAdee)

* DSR1 1831-16) spectiies the actions attempted by the cone when software reads from the IC) address
specified by MSRCUO) UOTSCstareAddr}>1

© DiSF3x3 10) 15:0) speeaties the actions atlempied by the core when suflware reads from ihe [0 adutress
specified by MSRCINOUTSICstateAddr}+2.

DISF4,118 C-stute Control t

[Bite[Deseripmom
CE

arly), Read-write Reset: 0, See SelifRefiEariyt) BIOS: 0. IF (DIF4x) 2h[CoreCtate-
Saale asYOu a

Exhibit B.2
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SelfRefrEaciv®:allow early self-refresh, Read-write Resor ( BIOS 0 |= Allow self-reftesh white
cores, 1 @r CC| are wemting foe the cache flush timer to expire (Wart for cacke flush tomer to
expire atlownng selfeftest, See 24.6.2 (DRAM Self-Retres| and 2 5223.1 (C-anne Probes
aad Carcte: Plusiving),
FF (DLRF26 128)CoreCstateMode} met) THEN O ENDIF,

slack divisor Reat-wiie Reset 0 BIOS, 000 Specifies the cove clock fre-aEteeoseriek before he costes are ashes This divisor ts celateve to the cur-Ona
Jot MH * (10h © MSRCO0|_O00 641CpaFid]90/1) of the coment P-srate specetiod by
MSEKOOM OOn3]OurPetare)

TEMSRONO|_COLOR:545CpuDicl)of thee comment P-stane indicates a divisor thal is deeper than speci-
‘hed by tis field. then no freqecney chanpo Is made when eotering the kew-powerate assocesiod

ih thas reyrster
te00th
Wb

cine=eo,Lite Sees
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The Accused Products include a third special mode in which supply of powerto the entirety of said central
processing unit is halted, for example the package C6 (PC6)state:

2.5.2.2.3.4 | Package C6(PC6) State |

Whenall cores enter a non-CU) state,VDDcan bereducedtoanon-operationalvoltage that does notretain core
state. This state is known as PC6 and reduces the amountof static and dynamic power consumed by all cores.
The following actions are taken by hardware prior to PC6 entry:
1, If MSRCOO1 0071|CurPstate| < DISF3xA38| PopDownPstate}, transition the core P-state to

DI8F3xA8[PopDownPstatc].
. For all cores not in CC6, L! and L2 cachesare flushed to DRAM.See 2,5.2.2.3,1 [C-state Probes and Cache

Flushing].
3. For all cores not in CC6, internal core state is saved fo DRAM.

4. VDDistransitioned to the VID specified by DISF5x128[PC6Vid],

All of the following must be true on all cores in order for a packageto be placed into PC6:
* DISF4x118/DI8F4x11C[CacheFlushEn| = | for the corresponding C-state actionfield,
* DISF4x!18/D18F4x11C[CacheFlushTmrSel] != 11b for the corresponding C-state actionfield.
* DISF4x118/DI8F4x11C[PwrOffEnCstAct] — | for the corresponding C-state actionfield.
* DI8F2x118[CC6SaveEn] = |.
* DI8F2x118{[LockDramCfg] — 1.
* MSRCOOL OO1STHItXSpCycEn] = 1.

A system LSI as claimed inclaim 1,
wherein said clock control library
comprises:
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a plurality of libraries that control said|The clock control libraries of the Accused Products contain a plurality of libraries that control the SMU andclock
system control circuit and said clock generator to transition clock frequencies. For example, source code provided by AMD to corebootindicates that P-state
generationcircuit to transition the and C-state transitions are controlled by separate libraries:
clock frequencies supplied to said
central processing unit; and https://chromium.googlesource.com/chromiumos/third party/coreboot/+/firmware-wi

5216.1.B/srce/vendorcode/amd/agesa/f15/Proc/CPU/Family/0x15/OR/

a main library whichis called by said|As discussed above, P-states and C-states may be controlled by software, which includes a main library that calls upon
application program andselects any the plurality of libraries.
one of said libraries in correspondence
with the clock frequency supplied to
said central processing unit.

fe |awnenisiarcidwaimas [CCCC*dY
wherein said main library is described|The main library in the SMU firmwareandthe application program instructions stored in the caches are both use the
using a same program language as same language such as machinecode.
said application program.

ENa
wherein each of said libraries is The SMU firmwaredirectly controls the SMU hardware.
described using a program language
capable of directly controlling said
clock generation circuit and said
system controlcircuit.
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Limitation Contention

te [ManoaardenPe
wherein each of said libraries is The SMU firmwaredirectly controls the SMU hardware andis described using an assembler language such as
described using an assembler machinecode.

 7. A system LSI as claimedin claim 1,
wherein said system control circuit
comprises:

a frequency division ratio setting The NBof the Accused Products contains a frequency division ratio setting register that sets a frequency division ratio
register that sets a frequency division|of the clock generated by said clock generation circuit. The NB contains the configuration register space for the
ratio of the clock generated by said Accused Products.
clock generation circuit;

See BKDGsection 2.1:

* Northbridge:
* One communication packet routing block referred to as the northbridge (NB). The NB routes transac-

tions between the cores, the link, and the DRAM interfaces.It includes the configuration register space
for the device.

Configuration space register mnemonics are defined in section 3.1 of the BKDG:

* DXFYxZZZ: PCI-defined configuration space; X specifies the hexadecimal device number(this may be lor
2 digits), Y specifies the function number, and ZZZ specifies the hexidecimal byte address (this may be 2 or
3 digits; e.g., DI8F3x40 specifies the register at device 18h, function 3, and address 40h). See 2.7 [Configu-
ration Space], for details about configuration space.
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a clock halting register that receives
the clock from said clock generation
circuit and individually sets the clock
to be halted or supplied;

2S2232 CoreCLICCH)State

When a core enters the CC} state.its clock ramps down to the frequency specified by
DISFIx1) WOISE4x|ICLCIDiviserCstAct),

DISTAs1 1[C 8] consistofduce identical 16-bit registers, owe for eachC-stare Action Field (CAT) sssocated
with an 10 adivess Wart ee read to ermer C-sumtes. Refer to 2.5 2.2 (Cone C-stunes}

+ DLSP4x 118} LS.0) specifics the actinas ancmpred by the core when software reads fwthe 10 address
specified by MSRCONL_ M073]CetteAddie}

* DUNPAX TRIS 16] specities the aenons anempted fy the core when eoftware reads trem the 1) address
specified by MSRCUO) Or75|/CstateAddet+!

+ DisP4x1 10) 15:0) specifies the actions atlempied bythe core when soflware reads from the 10 address
spevified by MSRCUH) M07}/CstateAddr}+2.

DISF4s118 C-state Control t

|Bats[Descriptio
[3430Resarved

|erent Read-wiile Reset ( See SeliReftEarty() BIOS 0, IF (DIMF4s(24CorcCstate-=)THEND,

282232—CoreCL(CCH)State

When a core caters the CCI state, its clock ramps down to the frequency specified by
DISFANLINDIRE4X1LCLCIRDivisorCstAct],

DIATASLIC4] consistofDuce identical 14-bit regissers, one for cach C-stane Action Field (CAF) associated
with i 10 uddiess dar & read to entet Coens. Refer @ 2 5.2.2 [Cove C-otates|.

* DIAPAA TIS) 150) specifies the acteoms ancrnpied by the core when software reals from the 10) adetrens
spocitiod try MSO)i73(CsrteAdeh|

* DINPSFIS(3010) specifics the accons ancmptod hy the core when software reads thom the MH) address
specified by MSRICOO) 1073] OenmdeAdde}~L

* DIATAx1 1CTES:0) spevifiies the actuns itiempled by the eure when soflwgue reads from the IO adklress
spesified by MSRCOO) OT3CsiaeAdr|+2

DIAF4\118C-sinte Control |

EE
‘SelfRefrEarly 1. Read-wnie Reset 0. Sec SelfReftEarty), BIOS: 0. IF (DAF4,128)ConeCsanc-
Medelnay ) THEN 0,

Exhibit B.2

0101

SelfRefrEarty;allowcarly wif-refresh. Read-write Reset|) BIOS: 1=Allow selfrefresh whale
cores tm PCL ofCC | pre waning for the cache Mush timer to expere. (Wart for cache fluch timer te
expire betoee alTontng selfretiesh See 746.2 (DRAM Solf-Refrest| and 24 229.1 (€-staw Probesand Cache
LF (DEBT4x 1.28/Core stateMode} me (Ob THEN 0 ENDIF,

Rea-write Reset 1 BIOS GOO Specifies the core Glock tre~a hefoue the caches arc flushed This divisor ts relative to the cur~
ren FID or

100 MHz * (1G = MSRCOO1_Oni tt/CpuFidl9 O11) ofthe Conant P-state specsfied by
MSROWO) H063|CurPsiate |

IE MSRO001_Ool6R.649CpuDal) of ibe current P-stane aadicates 9 divinor thal is deeper than spec
fled by this field. then no frequency change (5 made when cyorng the low-power sure asencated

wacly self-refresh. Read-wrie Reser I) BIOS 6 |=Allow eelGretiowh white

nteie CC | pre wanting for the cache flash trimer to expere. =War forcache flush timer te‘leone Sov 2.46 2/DRAM Self-Retrest| and 24.22.91 (C-stae ProbesbePrana
lf (trialamCeCnatedet w= () THEN @ ENDIF.

Read-write. Reser 1) BIOS: WOU.Specifies the core clogk fre~
FSlaie before the cachos are flushed This divisor is relative to the cure

frequency, ut
+ 100 Mie * (10h = MSRCOO1_00/68 bayCpuFid[s |) of the current P-ate apecstied by

MSR 00) 051CurPstate)
TE MSRCWO|_O06APCpuDall of the current Prete indicanes a dissor that 1s deeper than spec~
fled by itis field men no frequency change is mtade when catering the low-power stare seamed
with dais reyesver.
Bus Dosenprionthet '
Old a
Ola ia
ollb A

Seo CacheFhuchTratSelaAch
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Anda status register that judges a DI8F3xC8 COFVID Status Low

state of said central processing unit See 2.5.2 [CPU Core Power Management].
immediately after being released from
SEEPSeae

CurNbVid|7:0]: current NB VID. Read-only; Updated-by-hardware. Cold reset: Product-specific.
This field specifies the current VDDNBvoltage.

NbPstateDis: NB P-states disabled. Value: D18F5x174[NbPstateDis]. MSRCO01_0071[NbPstate-
Dis] is an alias of DISF5x174[NbPstateDis]. 0=NB P-state frequency and voltage changes are
supported. See DIS8SFS5x170[SwNbPstateLoDis, NbPstateDisOnP0]. 1=NB P-state frequency and
voltage changesare disabled.

CurCpuVid[7]. Read-only; Updated-by-hardware; Not-same-for-all. Cold reset: Product-specific.
See CurCpuVid[6:0],

CurPstate: current P-state. Read-only; Updated-by-hardware; Not-same-for-all, Cold reset: Prod-
uct-specific. Specifies the current P-state requested by the core. This field uses hardware P-state num-
bering. See MSRCO01 0063[CurPstate] and 2.5.2.1,1.2 [Hardware P-state Numbering]. When a P-
state change is requested, the value in this field is updated onceall required frequency and voltage
transitions are completed.

CurCpuVid|6:0]: current core VID. Read-only; Updated-by-hardware; Not-same-for-all. Cold
reset: Product-specific. CurCpuVid = {CurCpuVid[7], CurCpuVid[6:0]}. This field specifies the
current VDDvoltage.

CurCpuDid: current core divisor ID. Read-only; Updated-by-hardware. Cold reset: Product-spe-
cific. Specifies the current CpuDid of the core. See MSRCO0O!_00[6B:64}. When a P-state changeis
requested, the value in this field is updated onceall required frequency and voltage transitions are
completed. 

CurCpuFid: current core frequency ID. Read-only; Updated-by-hardware. Cold reset: Product-
specific. Specifies the current CpuFid of the core. See MSRCO01_00[6B:64]. Whena P-state change
is requested, the value in this field is updated onceall required frequency and voltage transitions are
completed,
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Aapaniaercaimtinaimy|
wherein said first memory and said As detailed above, the first memory in the SMU and the second memory in the caches are independent memories that
second memory are two independent are separated from eachother.
memories which are separated from
each other.
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Exhibit B.3: Preliminary Infringement Claim Charts for U.S. Patent 6,895,519

Accused Products: AMD Family 16h Products

These preliminary infringement contentions were prepared without the benefit of the Court’s claim construction or the parties’ exchangeof constructions.
As of the date of these contentions, AMD hasnot produced any information concerning the Accused Products. Thus, this chart is based on publicly available
evidence, and based upon information and reasonablebelief in light of such evidence. As such, Aquila reserves the right to amend or supplementits
contentions to address any issues arising from the Court’s constructionsor to account for new information that becomesavailable.

A system LSI having a plurality of
ordinary operation modes anda
plurality of special modesin
response to clock frequencies
supplied to a central processing
unit, comprising:  

Contention

To the extent that the preambleis limiting, Aquila contends thatit is met.

For example, each product in the 16h Accused Product Family (“Accused Product”) is a system LSI.

The Accused Producthas a plurality of ordinary operation modes, for example the Core P-states. See BIOS and Kernel
Developer’s Guide for AMD Family 16h Models 00h-0Fh Processors (“BKDG”), §2.5.3.1:

2.5.3.1 Core P-states

Core P-states are operational performancestates characterized by a unique combination ofcore frequency and
voltage. The processor supports up to 8 core P-states (PO through P7), specified in MSRCOO1 00[6B:64], Out
of cold reset, the voltage and frequency of the compute units is specified by MSRCOOL_ 0071[StartupPstate}.
 

BKDG,Table 9:
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Table 9: Software P-state Naming

D18F4x15C[NumBoost- D18F4x15C[NumBoost-
States|=1 States]=3

MSR Address MSR Address

MSRCOOI_0064|PbO|MSRCOOl_0064
MSRCOOI_0065|Pb!__[MSRCOO1_0065|

MSRCOOI_0067|PO[MSRCOO!_0067|
-PI[MSRCOO1_0068,

“0069|_P2_|MSRCOO!_0069,

b2

MSRCO0OI_0069 P2

MSRCOOL 006A|=P3-—Ss |MSRCO01_006A
MSRCO001_006B MSRCO001_006B

All sections and register definitions use software P-state numbering unless otherwise specified,

0]
Pe]
CP

/pa [SRC

ee

The Accused Product Family has a plurality of special modes, for example, the Core C-states or deep sleep modes such
as ACPI 83 or connected standby S0i3. See BKDG,§§ 2.5.3.2, 2.5.3.2.1, 2.5:
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2.5.3.2 Core C-states

C-states are processor powerstates, C0 is the operational state in which instructions are executed. All other C-
states are low-powerstates in which instructions are not executed. When coming out of warm and cold reset,
the processoris transitioned to the COstate.

2.5.3.2.1 C-state Names and Numbers

C-states are often referred to by an alphanumeric naming convention, C1, C2, C3, etc. The mapping between
ACPI defined C-states and AMDspecified C-states is not direct. AMD specified C-states are referred to as 1O-
based C-states. Up to three 1O-based C-states are supported, 1O-based C-state 0, 1, and 2. The [O-based C-state
index correspondsto the offset added to MSRCOO!_0073[CstateAddr] to initiate a C-state request. See
2.5.3.2.2 [C-state Request Interface]. The actions taken by the processor when entering a low-powerC-state
are configured by software. See 2.5.3.2.3 [C-state Actions] for information about AMDspecific actions.
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2.5 Power Management

The processor supports many power managementfeatures in a variety of systems. Table 8 provides a summary
of ACPI states and power managementfeatures and indicates whether they are supported.

Table 8: Power Management Support

ACPI/Power ManagementState Supported

GOSOCO: Working — ————
GO0/S0/CO: Core P-state transitions 2.5.3.1 [Core P-states}

GO0/S0/CO: NB P-state transitions 2.5.4.1 [NB P-states]

GO0/S0/CO; Hardware thermal control (HTC) Yes 2.10.3.1 [PROCHOT_L and Hardware
Thermal Control (HTC)]

2.5.3.2 [Core C-states] and 2,5.1,3.2
[Low Power Voltages]

2,5,3.2 [Core C-states]}

2.5.3.2 [Core C-states]

2.5.3.2 [Core C-states] and 2.5.1.3.2
[Low Power Voltages}

2.5.3.2.3.1 [C-state Probes and Cache
Flushing]

2.5.4.2 [NB C-states}

2.5.8.1 [S-states]}

G0/S0/Per-core [O-based C-states

GO/SO/C 1; Halt

G0/S0/CC6: Per-core Power gating

GO/SO: CPC-L2 powergating

G0/S0/PC6; OV support (VDD powerplane).

<

<

s

GO0/S0/Cx: Cache flushing support Yes

GO0/S0: Northbridge C-states (DRAM self-refresh, NB clock-gating)

I/SI: Stand By (Powered On Suspend)

GI/S3: Stand By (Suspend to RAM)

G1/S4: Hibernate (Suspend to Disk)
GI1/S5: Shut Down (Soft Off)

G3 Mechanical Off

Parallel VID Interface

Serial VID Interface |

Serial VIDInterface 2

ingle-plane systems

Yes

Yes

Yes

Yes

Yes

tso
2.5.1 [Processor Power Planes And

Voltage Control]z\<o|8
Numberofvoltage planes 2.5.1 [Processor Power Planes And

Voltage Control]

Yes 2.5.9 [Application Power Manage-
ment (APM)]

APM:Application Power Management
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Furthermore, the Core P-states and Core C-states are in responseto clock frequencies supplied to a central processing
unit. For example, the core P-states are “characterized” by “core frequency;” core P-state changes are further requested
by software. See e.g., BKDG,§ 2.5.3.1, 2.5.3.1.2:

2.5.3.1 Core P-states

Core P-states are operational performancestates characterized by a unique combination of core frequency and
voltage. The processor supports up to 8 core P-states (PO through P7), specified in MSRCOO1L 00[6B:64]. Out
of cold reset, the voltage and frequency of the compute units is specified by MSRCOO1_0071[StartupPstate].
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Support for dynamic core P-state changes is indicated by more than one enabled selection in
MSRCOOlL_00[6B:64][PstateEn]. At least one enabled P-state (PO) is specified for all processors.

Software requests core P-state changes for each core independently using the hardware P-state control
mechanism (a.k.a. fire and forget). Support for hardware P-state controlis indicated by CPUID
Fn8000_0007_EDX[{[HwPstate]=1b. Software may not request any P-state transitions using the hardware P-
state control mechanism until the P-state initialization requirements defined in 2.5,3.1.6 [BIOS Requirements
for Core P-state Initialization and Transitions] are complete.

The processor supports independently-controllable frequency planes for each compute unit and the NB; and
independently-controllable voltage planes. See 2.5.1 [Processor Power Planes And Voltage Control] for
voltage plane definitions.

The following terms may be applied to each ofthese planes:

» FID: frequency ID. Specifies the PLL frequency multiplier, relative to the reference clock, for a given
domain.

¢ DID:divisor ID. Specifies the post-PLL power-of-two divisor that can be used to reduce the operating
frequency.

* COF: current operating frequency. Specifies the operating frequencyas a function ofthe FID and DID. Refer
to CoreCOFfor the CPU COF formula and NBCOFfor the NB COFformula.

* VID: voltage ID. Specifies the voltage level for a given domain. Refer to 2.5.1.2.1 [MinVid and MaxVid
Check] for encodings.

All FID and DID parameters for software P-states must be programmed to equivalent values for all cores and
NBsin the coherent fabric. See 2.5.3.1.1.1 [Software P-state Numbering]. Refer to MSRCO0O1 00[6B:64] and
D18F5x16[C;0] for further details on programming requirements.
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2.5.3.1.2 Core P-state Control

Core P-states are dynamically controlled by software and are exposed through ACPI objects (refer to
2.5.3.1.8.3 [ACPI Processor P-state Objects]). Software requests a core P-state change by writing a 3 bit index
corresponding to the desired P-state number to MSRCO01_0062[PstateCmd] of the appropriate core. For
example, to request P3 for core 0 software would write 011b to core 0’s MSRCO01_0062[PstateCmd].

Boosted P-states may not be directly requested by software. Whenever software requests the PO state on a
processor that supports APM (i.e. writes 000b to MSRCO00!_ 0062[PstateCmd]), hardware dynamically places
the core into the highest-performance P-state possible as determined by APM.See 2.5.9 [Application Power
Management (APM)].

Hardware sequences the frequency and voltage changes necessary to complete a P-state transition as specified
by 2.5.3.1.5 [Core P-state Transition Behavior] with no additional software interaction required. Hardware also
coordinates frequency and voltage changes when differing P-state requests are made on cores that share a
frequency or voltage plane. See 2.5.2 [Frequency and Voltage Domain Dependencies] for details about
hardware coordination.

Similarly, C-states are “dynamically requested by software” and also dependent upon clock frequency. See BKDG §§

 
2.5.3.2.3.2, 2.5.3.2.3.3, 2.5.3.2.3.2; p.320-321:
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2,5.3.2.3.2 Core Cl (CC1) State

When a core enters the CCI state, its clock ramps down to the frequency specified by
DI8F4x118/DIL8F4x11C[ClkDivisorCstAct].

2.5.3.2.3.3 Core C6 (CC6) State

A core can gate off powerto its internal logic whenit enters any non-C0 state. This powergatedstate is known
as CC6,In order to enter CC6, hardwarefirst enters CC1 then checks

D18F4x118/D18F4x11C[PwrGateEnCstAct]. Power gating reduces the amount of power consumed by the
core. VDD voltage is not reduced when a core is in CC6. The following sequence occurs when a core enters the
CC6state:

lL. IfMSRCOOL0071[CurPstate] < DI 8F3xA8[PopDownPstate], transition the core P-state to
D18F3xA8[PopDownPstate].
Internal core state is saved to L! cache .

L1 cacheis flushed to L2 cache. See 2,.5.3.2.3.1 [C-state Probes and Cache Flushing].
Poweris removed from the core and the core PLL/voltage regulator is powered downas specified by
D18F5x128[(CC6PwrDwnRegEn].
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DI8F4x11/C:8| C-state Control

D18F4x11[{C:8] consist of three identical 16-bit registers, one for each C-state Action Field (CAF) associated
with an IO addressthat is read to enter C-states. Refer to 2.5.3.2 [Core C-states].

¢ D1I8F4x118[15:0] specifies the actions attempted by the core when software reads from the IO address
specified by MSRCOO! 0073[CstateAddr].

* D1I8F4x118[31:16] specifies the actions attempted by the core when software reads from the [O address
specified by MSRCOO1 0073[CstateAddr]+1.

* DIS8F4x11C[15:0] specifies the actions attempted by the core when software reads from the [O address
specified by MSRCOOIL 0073[CstateAddr]}+2.

DI8F4x118 C-state Control 1

7:5 |ClkDivisorCstAct0: clock divisor. Read-write. Reset: 0.

BIOS: 000b,

Specifies the core clock frequency while in the low-powerstate before the caches are flushed. This
divisoris relative to the current FID frequency, or:
+ 100 MHz * (10h + MSRCO0O1_00[6B:64][CpuFid]) of the current P-state specified by

MSRC001_0063[CurPstate].
If MSRCOO0! 00[6B:64][CpuDid] of the current P-state indicates a divisor that is deeper than speci-
fied by this field, then no frequency change is made whenentering the low-powerstate associated
with this register.
Bits DescriptionBits Description
000b /I 100b /16

OO1b /2 101b /128

010b /4 110b /512

OIlb /8 I11b Turn off clocks.

See CacheFlushTmrSelCstAct0.
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a first memory that stores a clock
control library for controlling a
clock frequency transition between
said ordinary operation modes;

The Accused Products include a first memory that stores a clock control library. For example, the SMU contains memory
that stores the firmware and configuration spaceregisters, including a clock control library. The clock control library
controls clock frequency transition between the P-states. See e.g., BKDG,29:

* Northbridge:
* One communication packet routing block referred to as the northbridge (NB). The NB routes transac-

tions between the cores, the link, and the DRAMinterfaces. It includes the configuration register space
for the device.

BKDG,section 2.12:

2.12 System Management Unit (SMU)

The system management unit (SMU)is a subcomponentofthe northbridge that is responsible for a variety of
system and power managementtasks during boot and runtime. The SMU contains a microcontrollerto assist
with many ofthese tasks.

 
See also BKDG,Table 10:
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a system control circuit which has
a register, wherein said system
control circuit carries out the clock

frequencytransition between said
ordinary operation modesand said
special modesin responseto a
changeofa valuein said register,
and also carries out the clock

frequency transition amongsaid
ordinary operation modes in
response to said clock control
library;

Table 10: Software P-state Control

DISF4x15C[NumBoostStates |=1

Requests/Status| MSR Address Requests/Status|MSR Address

PbOjaa——=«MSRCOOI0068] PbO [na__—_—«(MSRCOOI0068
[Po[0__|MSRCO0I_0065|PbI__|wa|MSRCO01_0065
-Pr|1__|MSRC001_0066|Pb?[na_____[ MSRC001_0066
a

MSRCO01 0068 MSRCO001 0068

“JMSRCOOT_0069 MSRCO01 0069
‘MSRCO01 006A 2 MSRCO001_ 006A
MSRCO001 006B MSRCO01 006B

 

 
 

The Accused Product has a system controlcircuit, for example, the System Management Unit and/or the System
Management Controller, that has a register. See e.g., BKDG:

* Northbridge:
* One communication packet routing block referred to as the northbridge (NB). The NB routes transac-

tions between the cores, the link, and the DRAMinterfaces.It includes the configuration register space
for the device,

BKDG,section 2.12:

2.12 System Management Unit (SMU)

The system managementunit (SMU)is a subcomponentofthe northbridge that is responsible for a variety of
system and power managementtasks during boot and runtime. The SMU contains a microcontroller to assist
with manyofthese tasks.
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le a clock generation circuit that
receives a plurality of standard
clocks, wherein said clock
generation circuit generates a clock
supplied to said central processing
unit according to control by said
system control circuit; and

 
See also BKDG for 14h Family 00h-OFh Processors, section 2.12:

2.12 System Management Unit (SMU)

The system management unit (SMU) is a subcomponentof the northbridge that is responsible for a variety of
system and power managementtasks during boot and runtime. Several internal registers are used to control
various tasks. See 3.17 [GPU Memory Mapped Registers] for registers descriptions and details.

2.12.1 Microcontroller

The SMU contains a microcontroller with a 16k ROM and a 16k RAM.

The NB/SMU controls the clock frequency transitions between the core P-states. See e.g., SATHE
et al: RESONANT-CLOCK DESIGN FOR A POWER-EFFICIENT, HIGH-VOLUMEX86-64 MICROPROCESSOR,
p.144

tion of the configuration programming interface. On receiving
notification from the NB of a PState transition, the core im-
plements a PState entry sequence which transitions the core
into a clock-gated state. A program sequencer then accesses a

 
The Accused Products include a digital frequency synthesizer clock generation circuit, including the core PLL, clock
multipliers and dividers, and/or the digital frequency synthesizer. The DFS receives a plurality of standard clocks, for
example, different phases of the PLL clock or reference clock, and outputs the core clock such as CCLK to the CPU.

The clock generator circuit includes at least the PLL andthedigital frequency synthesizer. The DFS receives a plurality
of standardclocks (the 4 phases-offset references provided by the PLL), and generates CCLK accordingto control by the
SMU:

Singhet al., Jaguar: A Next-Generation Low-Power x86-64 Core, pp. 25-26: 
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Contention 
3.4; Jaguar: A Next-Generation Low-Power x86-64 Core 25 of 33

CU Level Clock Distribution
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Contention

DFS Design
cceckFUTLELI

ENA 1

ENB O

ee LP Lal

CK_CCLK | | | | | |
ENA | | | | |
ENB | | |

L2CLK | | | L

Clock dividing for various operating modes
¢ Duty cycle adjuster for independentcontrol of duty cycle

within each block

| See also:  
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Source: Foley et al., A Low-Power Integrated x86-64 And Graphics Processor For Mobile Computing Devices,Fig. 1., 11;
p.224-225.

a second memory that stores an The Accused Products include a second memory,suchas the hierarchy of L1, L2 caches that stores an application
application program, wherein program,including but not limited to ACPI drivers, power managementutilities, APIs provided by AMD,or any
calling of said clock control library software that causes the SMU/SMCfirmwareto perform P-state transitions. See BKDGsection 2.5.3.1.2; p. 548:
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and changingof said register value
are programmably controlled by
said application program to enable
user selectable clock frequency
transitions,

2.5.3.1.2 Core P-state Control

Core P-states are dynamically controlled by software and are exposed through ACPI objects (refer to
2.5.3.1.8.3 [ACPI Processor P-state Objects ]). Software requests a core P-state change by writing a 3 bit index
corresponding to the desired P-state number to MSRCOO] 0062[PstateCmd] of the appropriate core. For
example, to requestP3for core0so ¢ would write to core 0's a stateCmd].

Boosted P-states may not be directly requested by software. Whenever software requests the PO state on a
processor that supports APM (i.e. writes 000b to MSRCOO1 0062[PstateCmd]), hardware dynamically places
the core into the highest-performance P-state possible as determined by APM. See 2.5,9 [Application Power
Management (APM)].

Hardware sequences the frequency and voltage changes necessary to complete a P-state transition as specified
by 2.5.3.1.5 [Core P-state Transition Behavior] with no additional software interaction required. Hardwarealso
coordinates frequency and voltage changes when differing P-state requests are made on cores that share a
frequency or voltage plane. See 2.5.2 [Frequency and Voltage Domain Dependencies] for details about
hardware coordination.
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MSRCOO1_0062 P-state Control

BisDewrnon——SSCSC~“*~*~“‘~S*S*S*S*SC<“<~*~*~“~*~*~S~S~S

PstateCmd: P-state change command, Read-write; Not-same-for-all. Cold reset value varies by
product; after a warm reset, value initializes to the P-state the core was in prior to the reset. Writes to
this field cause the core to change to the indicated non-boosted P-state number, specified by
MSRCO0L 00[6B:64], O=P0, I=P1, etc. P-state limits are applied to any P-state requests made
through this register. Reads from this field return the last written value, regardless of whether any lim-
its are applied. This field uses software P-state numbering, See 2.5.3 [CPU Power Management] and
2.5.3.1.1.1 [Software P-state Numbering].

wherein said special modes The Accused Products includea first special mode in which clock supply to principal constituents of said central
comprisea first special mode in processing unit is halted, for example the core C1 (CC1) state:

which clock supply to principal 2.5.3.2.3.2 Core C1 (CC1)State
constituents of said central

processing unit is halted, a second
special modein which clock supply
to an entirety of said central
processing unit is halted, anda
third special mode in which supply
of power to the entirety of said
central processing unit is halted.

Whena core enters the CC] state, its clock ramps downto the frequency specified by
D18F4x118/D18F4x11C[ClkDivisorCstAct].
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2,5.3.2.3.2 Core Cl (CC1) State

When a core enters the CCI state, its clock ramps down to the frequency specified by
DI8F4x118/DIL8F4x11C[ClkDivisorCstAct].

2.5.3.2.3.3 Core C6 (CC6) State

A core can gate off powerto its internal logic whenit enters any non-C0 state. This powergatedstate is known
as CC6,In order to enter CC6, hardwarefirst enters CC1 then checks

D18F4x118/D18F4x11C[PwrGateEnCstAct]. Power gating reduces the amount of power consumed by the
core. VDD voltage is not reduced when a core is in CC6. The following sequence occurs when a core enters the
CC6state:

lL. IfMSRCOOL0071[CurPstate] < DI 8F3xA8[PopDownPstate], transition the core P-state to
D18F3xA8[PopDownPstate].
Internal core state is saved to L! cache .

L1 cacheis flushed to L2 cache. See 2,.5.3.2.3.1 [C-state Probes and Cache Flushing].
Poweris removed from the core and the core PLL/voltage regulator is powered downas specified by
D18F5x128[(CC6PwrDwnRegEn].
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DI8F4x11/C:8| C-state Control

D18F4x11[{C:8] consist of three identical 16-bit registers, one for each C-state Action Field (CAF) associated
with an IO addressthat is read to enter C-states. Refer to 2.5.3.2 [Core C-states].

¢ D1I8F4x118[15:0] specifies the actions attempted by the core when software reads from the IO address
specified by MSRCOO! 0073[CstateAddr].

* D1I8F4x118[31:16] specifies the actions attempted by the core when software reads from the [O address
specified by MSRCOO1 0073[CstateAddr]+1.

* DIS8F4x11C[15:0] specifies the actions attempted by the core when software reads from the [O address
specified by MSRCOOIL 0073[CstateAddr]}+2.

DI8F4x118 C-state Control 1

7:5 |ClkDivisorCstAct0: clock divisor. Read-write. Reset: 0.

BIOS: 000b,

Specifies the core clock frequency while in the low-powerstate before the caches are flushed. This
divisoris relative to the current FID frequency, or:
+ 100 MHz * (10h + MSRCO0O1_00[6B:64][CpuFid]) of the current P-state specified by

MSRC001_0063[CurPstate].
If MSRCOO0! 00[6B:64][CpuDid] of the current P-state indicates a divisor that is deeper than speci-
fied by this field, then no frequency change is made whenentering the low-powerstate associated
with this register.
Bits DescriptionBits Description
000b /I 100b /16

OO1b /2 101b /128

010b /4 110b /512

OIlb /8 I11b Turn off clocks.

See CacheFlushTmrSelCstAct0.
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The Accused Products include a second special modein which clock supply to an entirety of said central
processing unit is halted, for example the package Cl (PC1)state. See e.g., 14h BKDG:

2.5.3.2.3.3 Package Cl (PC1) State

The processor enters the PC1 state with auto-Pmin whenall of the following are true:

* All cores are in the CC1 state or deeper.

If DISF4x1AC[CstPminEn] indicates that auto-Pmin is enabled when the processor enters PC 1, the P-state for
all coresis transitioned as specified by 2.5.3.2.7.1 [Auto-Pmin]. Regardless of the state of DI8F4x 1 AC[CstP-
minEn], all core clocks are ramped to the frequency specified by DI8SF4x1 A8[AllHaltCpuDid].

D18F4x1A8 CPU State Power Management Dynamic Control 0

Reset: 00000000h.

9:5|AllHaltCpuDid. Read-write. BIOS: | Fh. Specifies the divisor used when entering PC1 with or with-
out auto-Pmin. See 2.5,3.2.3.3 [Package Cl (PC1) State].

Bits Divisor
1Ch-00h Reserved.

[Dh 128

1Eh 512

1Fh Clocks off.

See D18F4x1A8[SingleHaltCpuDid].

 
The Accused Products include a third special mode in which supply of powerto the entirety of said central
processing unit is halted, for example the package C6 (PC6)state:
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2.5.3.2.3.4 Package C6 (PC6) State

Whenall cores enter a non-CO state, VDD can be reduced to a non-operational voltage that does not retain core
state. This state is known as PC6 and reduces the amountofstatic and dynamic power consumedbyall cores.
The following actions are taken by hardware prior to PC6 entry:
1. If MSRCOO1_0071[CurPstate] < D1 8F3xA8[PopDownPstate], transition the core P-state to

D18F3xA8[PopDownPstate].
2. For all cores not in CC6, internal core state is saved to L1 cache .

3. Forall cores not in CC6, LI cacheis flushed to L2 cache. See 2.5.3.2.3.1 [C-state Probes and Cache Flush-
ing].

4. VDDistransitioned to the VID specified by DI8F5x128[PC6Vid].
5. If the core PLLsare not powered down during CC6 entry (see 2.5.3.2.3.3 [Core C6 (CC6) State]), then they

are powered downas specified by DI8F5x128[PC6PwrDwnRegEn].

D18F5x128 Clock Power/Timing Control 3

PC6Vid[6:0|: package C6 vid. Read-write. Cold reset: Product-specific. PC6Vid[7:0] = {PC6Vid|7],
PC6Vid[6:0]}. PC6Vid[7:0] specifies the VID driven in the PC6 state, See 2.5.3.2.3.4 [Package C6
(PC6) State] and 2.5.1.3.2 [Low PowerVoltages].
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2.5.1.3.2 Low Power Voltages

In order to save power, voltages lower than those normally needed for operation may be applied to the VDD
powerplane while the processoris in a C-state or S-state, The lower voltage is defined as follows;

* PC6Vid: DI8F5x128[PC6Vid] specifies a voltage that does not retain the CPU cachesorthe core
microarchitectural state. PC6Vid does not allow execution andis only applied to the cores, See 2.5.3,2.3.4
[Package C6 (PC6)State].

2.5.1.4.1 Hardware-Initiated Voltage Transitions

Whensoftware requests any of the following state changes, or hardware determinesthat any of the following
state changes are necessary, hardware coordinates the necessary voltage changes:

* VDD:

* Core P-state transition. See 2.5.3.1 [Core P-states].
* Package C-state transition. DI8F5x128[PC6Vid] specifies a voltage that does not retain the CPU caches

or the core microarchitectural state. PC6Vid does not allow execution and is only applied to the cores.
See 2.5.3.2.3.4 [Package C6 (PC6)State].

* §-state transition. See 2.5.8,] [S-states].

A system LSI as claimed in claim 1,
wherein said clock control library
comprises:

a plurality of libraries that control Theclock control libraries of the Accused Products contain a plurality of libraries that control the SMU andclock
said system control circuit and said generator to transition clock frequencies. For example, source code provided by AMD to coreboot indicates that P-state
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clock generation circuit to transition and C-state transitions are controlled by separate libraries:
the clock frequencies supplied to said
central processing unit; and https://github.com/coreboot/coreboot/tree/master/src/vendorcode/amd/agesa/f14/Proc/CPU/Feature

a main library which is called by said|As discussed above, P-states and C-states may be controlled by software, which includes a main library that calls upon
application program andselects any the plurality of libraries.
one of said libraries in correspondence
with the clock frequency supplied to
said central processing unit.

ee
wherein said main library is described|The main library in the SMU firmwareandthe application program instructions stored in the caches are both use the
using a same program language as same language such as machine code.
said application program.

i[Awmaisiecamncins|SSCS
wherein each of said libraries is The SMU firmware directly controls the SMU hardware.
described using a program language
capable of directly controlling said
clock generation circuit and said
system control circuit.

6p iA‘AsystemLSIasclaimedinclaim5,LSI as claimed in claim 5,wherein each ofsaid libraries is ooSMU firmware directly controls the SMU hardware andis described using an assembler language such as machine
described using an assembler code.
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7. Asystem LSI as claimed in claim 1,
wherein said system control circuit
comprises:

a frequency division ratio setting
register that sets a frequency division
ratio of the clock generated by said
clock generation circuit;

The NB of the Accused Products contains a frequency division ratio setting register that sets a frequency division ratio
of the clock generated by said clock generation circuit. The NB contains the configuration register space for the Accused
Products.

See BKDG:

See e.g., BKDG:

Northbridge (NB)

- Transaction routing
- Configuration and 1O-space
registers

- Root complex
- Graphics core (optional)

BKDG,section 2.12:

Exhibit B.3

0128

 



0129

 

2.12 System Management Unit (SMU)

The system management unit (SMU)is a subcomponentofthe northbridgethat is responsible for a variety of
system and power managementtasks during boot and runtime. Several internal registers are used to control
various tasks. See 3.17 [GPU Memory Mapped Registers] for registers descriptions and details.

2.12.1 Microcontroller

The SMU contains a microcontroller with a 16k ROM and a 16k RAM.

Configuration space register mnemonicsare defined in section 3.1 of the BKDG:
* DXFYxZZZ: PCI-defined configuration space; X specifies the hexadecimal device number(this may be lor

2 digits), Y specifies the function number, and ZZZ specifies the hexidecimal byte address (this may be 2 or
3 digits; e.g., DI8F3x40 specifies the register at device 18h, function 3, and address 40h). See 2.7 [Configu-
ration Space], for details about configuration space.

the core C1 (CC1) state:

2.5.3.2.3.2 Core C1 (CC1)State

Whena core enters the CC1 state, its clock ramps down to the frequency specified by
DI8F4x118/D18F4x11C[ClkDivisorCstAct].
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DI8F4x11/C:8|] C-state Control

D18F4x11{C:8] consist of three identical 16-bit registers, one for each C-state Action Field (CAF) associated
with an IO addressthat is read to enter C-states. Refer to 2.5.3.2 [Core C-states].

¢ D1I8F4x118[15:0] specifies the actions attempted by the core when software reads from the IO address
specified by MSRCOO! 0073[CstateAddr].

¢ DI8F4x118[31:16] specifies the actions attempted by the core when software reads from the [O address
specified by MSRCOO! 0073[CstateAddr]+1.

* DI8F4x11C[15:0] specifies the actions attempted by the core when software reads from the [O address
specified by MSRCOOL 0073[CstateAddr]+2.

DI8F4x118 C-state Control 1

7:5 |ClikDivisorCstAct0: clock divisor. Read-write. Reset: 0.

BIOS: 000b,

Specifies the core clock frequency while in the low-powerstate before the caches are flushed. This
divisoris relative to the current FID frequency, or:
+ 100 MHz * (10h + MSRCO0O01_00[6B:64][CpuFid]) of the current P-state specified by

MSRCO001_0063[CurPstate].
If MSRCOO! 00[6B:64][CpuDid] of the current P-state indicates a divisor that is deeper than speci-
fied by this field, then no frequency change is made when entering the low-powerstate associated

ith this registe

DescriptionBits Description
/l 100b /16

/2 101b /128

/4 110b

See CacheFlushTmrSelCstAct0.
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a clock halting register that receives
the clock from said clock generation
circuit and individually sets the clock
to be halted or supplied;

the core C1 (CC1) state:

2:5.3.2.3.2 Core Cl (CC1) State

Whena core enters the CC] state, its clock ramps downto the frequency specified by
DI8F4x118/D18F4x11C[ClkDivisorCstAct].

DI8F4x11/C;8] C-state Control

D18F4x11[C:8] consist of three identical 16-bit registers, one for each C-state Action Field (CAF) associated
with an IO addressthat is read to enter C-states. Refer to 2.5.3.2 [Core C-states].

¢ DI8F4x118[15:0] specifies the actions attempted by the core when software reads from the IO address
specified by MSRCOOL_ 0073[CstateAddr].

* DI8F4x118[31:16] specifies the actions attempted by the core when software reads from the IO address
specified by MSRCOO! 0073[CstateAddr]+1.

* DI8F4x11C[15:0] specifies the actions attempted by the core when software reads from the IO address
specified by MSRCOO!_ 0073[CstateAddr]+2.

D18F4x118 C-state Control 1

Exhibit B.3
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7:5 |ClkDivisorCstAct0: clock divisor. Read-write. Reset: 0.

BIOS: 000b.

Specifies the core clock frequency while in the low-powerstate before the caches are flushed. This
divisor is relative to the current FID frequency, or:
* 100 MHz * (10h + MSRCOO1 _00[6B:64][CpuFid]) of the current P-state specified by

MSRCO001_0063[CurPstate].
If MSRCOO! 00[6B:64][CpuDid] of the current P-state indicates a divisor that is deeper than speci-
fied by this field, then no frequency change is made when entering the low-powerstate associated
with this register.
Bits DescriptionBits Description
000b ‘I 100b

001b /2

010b

O1lb '8 Turn off clocks.

See CacheFlushTmrSelCstAct0.

Anda status register that judges a The Accused Products contain a status register that judges a state of the CPU after waking from PC6. See 14h BKDG:
state of said central processing unit
immediately after being released from
said third special mode.
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2.5.3.2.7.2 Exiting PC6

If the PService timer is enabled when the processor exits PC6,all cores transition to the P-state specified by
DISF4x1AClPstateldCoreOffExit]. The cores remain in this state until one of the following occurs:

* The PService timer expires while the packageis in CO:In this case, the cores transition backto thelast P-
state requested by software.

* The package enters PC1 without auto-Pmin: In this case, the PService timer continues counting.Ifit
expires while in PC1, the cores remain in the P-state specified by DI 8F4x1AC[PstateldCoreOffExit]
until they return to CO, at which time they transition to the last P-state requested by software.

* The package enters PC1 with auto-Pmin:In this case, the PService timer stops counting and the cores
enter the PServicestate.

* The package enters PC6: In this case the PService timer stops counting and the actions associated the
requested package C-state occur. See 2.5.3.2.3.4 [Package C6 (PC6)State].

If the PService timer is disabled when the processor exits PC6, the cores transition back to thelast P-state
requested by software.

See also 14h BKDG pp.320-321:

DISF4x1AC CPU State Power Management Dynamic Control 1

18:16|PstateldCoreOffExit. Read-write. Reset: 0. BIOS: See 2.5.3.2.9. When exiting the package C6state,
the core transitions to the P-state specified by this register. See 2.5,3.2.7.2 [Exiting PC6]. If PC6 is
enabled (see 2.5.3.2.9 [BIOS Requirements for C-state Initialization]), PstateldCoreOffExit must be
programmed to the lowest-performance P-state displayed to the operating system or to any lower-per-
formance P-state. This P-state must have a core clock frequency ofat least 400 MHz. Programming
this field to 0 causes the core to transition to the last P-state requested by software when exiting pack-
age C6. This field uses hardware P-state numbering. See 2.5.3.1.2.2 [Hardware P-state Numbering].
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are separated from each other.
memories which are separated from
each other.

 wherein said first memory and said As detailed above, the first memory in the SMU and the second memory in the caches are independent memories that
second memory are two independent
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Exhibit B.4: Preliminary Infringement Contention Claim Chart for U.S. Patent 6,895,519

Accused Products: AMD Family 17h Products

These preliminary infringement contentions were prepared without the benefit of the Court’s claim construction or the parties’ exchangeofconstructions.
As of the date of these contentions, AMD has not produced any information concerning the Accused Products. Thus, this chart is based on publicly available
evidence, and based upon information and reasonablebelief in light of such evidence. As such, Aquila reserves the right to amend or supplementits
contentions to address any issues arising from the Court’s constructionsor to account for new information that becomesavailable.
 

lp

Limitation

A system LSI having a
plurality of ordinary

operation modes and a
plurality of special modesin
response to clock frequencies

supplied to a central
processing unit, comprising:

Contention

To the extent that the preambleis limiting, Aquila contends thatit is met.

For example, each productin the 17h Accused Product Family (“Accused Product”) is a system LSI.

The Accused Product has a plurality of ordinary operation modes, for example the Core P-states. See e.g., AMD
Ryzen Master Overclocking Guide (“OC Guide’), p.11:

1. The frequency of processor core clock is determined by a combination of the software-
requested p-state and then adjusted by a combination of numerous powerand performance
optimizing features to attain any of numberoffine grain p-states around that software-requested p-
state.

See also OC Guide,p.13:

3) CPU low powerc-states (CC1, CC6, and PC6) and software visible p-states (P1 and P2)
remain operational and may be requested by software so that power savings can be
achieved.

Documentation from other AMD products provide exemplary guidance on the AMD’s implementation of P-states and
C-states. See, e.g., BIOS and Kernel Developer’s Guide for AMD Family 16h Models 00h-OFh Processors(“16h
BKDG’”), §2.5.3.1:
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2.53.1 Core P-states

Core P-states are operational performance states characterized by a unique combination of core frequency and
voltage. The processor supports up to 8 core P-states (PO through P7), specified in MSRCO01_ 00[6B:64]. Out
of cold reset, the voltage and frequency of the compute units is specified by MSRCO01 0071[StartupPstate].

16h BKDG,Table 9:

Table 9; Software P-state Naming

D18F4x15C[NumBoost-
States|=1 States|=3

MSR Address MSR Address

MSRCOOL 006A MSRCOO! 006A

MSRCOO01_006B MSRCOO!_006B

All sections and register definitions use software P-state numbering unless otherwise specified,

|PbO|PbO
|PO Pot

ee=]
=e

|_P3___|MSRC001_0068|__PI__[MSRC001_0068_

=

The Accused Product Family has a plurality of special modes, for example, the Core C-states or deep sleep modes
such as ACPI 83 or connected standby S0i3. See OC Guide, p.13:

 
Exhibit B.4 -2-

0136



0137

 
Limitation Contention

3) CPU low powerc-states (CC1, CC6, and PC6)and software visible p-states (P1 and P2)
remain operational and may be requested by software so that power savings can be
achieved.

See also OC guide, p.11:

4. Software requested p-state or halt states adjust the level ofpower to which those internal
control mechanisms manage. For example, when software executes a HALTinstruction on a
processorcore, that core will enter the Cl reduced-powerstate. If that core does not receive an
interrupt to resume execution,it will progress to increasingly-lower powerstates until finally
saving the state of the core and being poweredoff.

See also 16h BKDG,§§ 2.5.3.2, 2.5.3.2.1, 2.5:
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2.5.3.2 Core C-states

C-states are processor powerstates. C0 is the operational state in which instructions are executed. All other C-
states are low-powerstates in which instructions are not executed. When coming out of warm andcold reset,
the processoris transitioned to the CO state.

2.5.3.2.1 C-state Names and Numbers

C-states are often referred to by an alphanumeric naming convention, C1, C2, C3, etc. The mapping between
ACPI defined C-states and AMDspecified C-states is not direct. AMDspecified C-states are referred to as IO-
based C-states. Up to three 1O-based C-states are supported, 1O-based C-state 0, 1, and 2. The [O-based C-state
index correspondsto the offset added to MSRCOO1_0073[CstateAddr] to initiate a C-state request. See
2.5.3.2.2 [C-state Request Interface]. The actions taken by the processor when entering a low-power C-state
are configured by software. See 2.5.3.2.3 [C-state Actions] for information about AMD specific actions.
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2.5 Power Management

The processor supports many power managementfeatures in a variety of systems. Table 8 provides a summary
of ACPI states and power managementfeatures and indicates whether they are supported.

Table 8: Power Management Support

ene

G0/S0/C0: Hardware thermal control (HTC) Yes 2.10.3.1 [PROCHOT_L and Hardware
Thermal Control (HTC)]

GO/S0/Per-core 10-based C-states 2.5.3.2 [Core C-states] and 2.5,1,3.2

GO/SO/C 1: Halt [Low Power Voltages]

GO/SO/CC6: Per-core Power gating 2.5.3.2 [Core C-states]

GO/S0: CPC-L2 power gating 2.5.3.2 [Core C-states]

GO0/SO0/PC6; 0V support (VDD power plane), Yes 2.5.3.2 [Core C-states] and 2.5.1,3.2
[Low Power Voltages]

GO/S0/Cx: Cache flushing support Yes 2.5.3.2.3.1 [C-state Probes and Cache
Flushing]

GSI:StandBy(PoweredOnSuspend)|NP

GI/S4:Hibernate(SuspendtoDisk)Tes
GUSS:ShutDown(soROMes

G3MechanicalOMes
Parallel VID Interface|=No|

SerialViDImerface||NO__|2.58.1 (Processor Power Planes And
Vokage Control]

[Single-planesystemsLN
Number of voltage planes 2.5.1 [Processor Power Planes And

Voltage Control}

APM:Application Power Management Yes 2.5.9 [Application Power Manage-
ment (APM}]
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Furthermore, the Core P-states and Core C-states are in response to clock frequencies supplied to a central
processing unit. For example, the core P-states are “characterized” by “core frequency;” core P-state changes are
further requested by software. See OC Guide p.13:

a. The P1 and P2 p-state tables may also be modified to adjust the voltage and frequency of
the CPU when running in software-requested, reduced-performance states. These may also be
left at stock values.

See also OSRR for AMD Family 17h processors, Models 00h-2Fh, p.130:
MSRCO001006[4...B] [P-state [7:0]] (Core::X86::Msr::PStateDef)

Each ofthese registers specify the frequency and voltage associated with each of the core P-states.
The CpuVidfield in these registers is required to be programmed to the same value in all cores ofa processor, but are
allowed to be different between processors in a multi-processor system. All other fields in these registers are required to
be programmed to the same value in each core of the coherent fabric.

See e.g., 16h BKDG,§ 2.5.3.1, 2.5.3.1.2:

2.5.3.1 Core P-states

Core P-states are operational performance states characterized by a unique combination of core frequency and
voltage. The processor supports up to 8 core P-states (PO through P7), specified in MSRCO01 00[6B:64]. Out
of cold reset, the voltage and frequency ofthe compute units is specified by MSRCO0O!_0071[StartupPstate].
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Limitation Contention

Support for dynamic core P-state changes is indicated by more than one enabled selection in
MSRCO001_00[6B:64][PstateEn]. At least one enabled P-state (PO) is specified for all processors.

Software requests core P-state changes for each core independently using the hardware P-state control
mechanism (a.k.a. fire and forget). Support for hardware P-state control is indicated by CPUID
Fn8000_0007_EDX[HwPstate]=1b. Software may not request anyP-state transitions using the hardware P-
state control mechanism until the P-state initialization requirements defined in 2.5.3.1.6 [BIOS Requirements
for Core P-state Initialization and Transitions] are complete.

The processor supports independently-controllable frequency planes for each compute unit and the NB; and
independently-controllable voltage planes. See 2.5.1 [Processor Power Planes And Voltage Control] for
voltage plane definitions.

The following terms may be applied to each of these planes:

* FID: frequency ID, Specifies the PLL frequency multiplier, relative to the reference clock, for a given
domain.

* DID: divisor ID. Specifies the post-PLL power-of-two divisor that can be used to reduce the operating
frequency.

* COF;current operating frequency. Specifies the operating frequency as a function of the FID and DID. Refer
to CoreCOFfor the CPU COF formula and NBCOFfor the NB COFformula.

* VID: voltage ID. Specifies the voltage level for a given domain. Refer to 2.5.1.2.1 [MinVid and MaxVid
Check] for encodings.

All FID and DID parameters for software P-states must be programmed to equivalent values for all cores and
NBsin the coherent fabric, See 2.5,3.1.1.1 [Software P-state Numbering]. Refer to MSRC001_00[6B:64] and
D18F5x16[C:0] for further details on programming requirements.
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2.5.3.1.2 Core P-state Control

Core P-states are dynamically controlled by software and are exposed through ACPIobjects (refer to
2.5.3.1.8.3 [ACPI Processor P-state Objects]). Software requests a core P-state change by writing a 3 bit index
corresponding to the desired P-state number to MSRCO01_0062[PstateCmd] of the appropriate core. For
example, to request P3 for core 0 software would write 011b to core 0’s MSRCOO1_0062[PstateCmd].

Boosted P-states may not be directly requested by software. Whenever software requests the PO state on a
processorthat supports APM(i.e. writes 000b to MSRCO01_0062[PstateCmd]), hardware dynamically places
the core into the highest-performance P-state possible as determined by APM.See 2.5.9 [Application Power
Management (APM)}.

Hardware sequences the frequency and voltage changes necessary to complete a P-state transition as specified
by 2.5.3.1.5 [Core P-state Transition Behavior] with no additional software interaction required, Hardware also
coordinates frequency and voltage changes when differing P-state requests are made on cores that share a
frequency or voltage plane. See 2.5.2 [Frequency and Voltage Domain Dependencies] for details about
hardware coordination.

Similarly, C-states are requested by software, for example when executing a HALTinstruction, and also dependent
upon clock frequency (“reduced power” or “lower power” state). See OC Guide, p.11:

4. Software requested p-state or halt states adjust the level ofpower to which those internal
control mechanisms manage. For example, when software executes a HALTinstruction on a
processorcore, that core will enter the Cl reduced-powerstate. If that core does not receive an
interrupt to resume execution,it will progress to increasingly-lower powerstates until finally
saving the state of the core and being poweredoff.
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See also 16h BKDG §§ 2.5.3.2.3.2, 2.5.3.2.3.3, 2.5.3.2.3.2; p.320-321:

2.5.3.2.3.2 Core Cl (CC1) State

When a core enters the CC1 state, its clock ramps down to the frequency specified by
D18F4x118/D18F4x11C[ClkDivisorCstAct].

2.5.3.2.3.3 Core C6 (CC6)State

A core can gate offpowerto its internal logic whenit enters any non-CO state. This powergated state is known
as CC6.In order to enter CC6, hardwarefirst enters CC] then checks

D18F4x118/D18F4x11C[PwrGateEnCstAct]. Power gating reduces the amount of power consumedby the
core. VDD voltage is not reduced whena core is in CC6, The following sequence occurs when a core enters the
CC6state:

1. IfMSRCOO! 0071[CurPstate] < DISF3xA8[PopDownPstate], transition the core P-state to
D18F3xA8|[PopDownPstate].

2. Internal core state is saved to L! cache .

3. LI cacheis flushed to L2 cache. See 2.5.3.2.3.1 [C-state Probes and Cache Flushing].
Poweris removed from the core and the core PLL/voltage regulator is powered downas specified by
D18F5x128[(CC6PwrDwnRegEn].
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DISF4x11[C:8] C-state Control

DI8F4x11[C:8] consist of three identical 16-bit registers, one for each C-state Action Field (CAF) associated
with an IO addressthat is read to enter C-states. Refer to 2.5.3.2 [Core C-states].

* D1I8F4x118[15:0] specifies the actions attempted by the core when software reads from the LO address
specified by MSRCO01_0073[CstateAddr].

* D1I8F4x118[31:16] specifies the actions attempted by the core when software reads from the IO address
specified by MSRCOOL0073[CstateAddr]+1.

* DI8F4x11C[15;0] specifies the actions attempted by the core when software reads from the IO address
specified by MSRCOO1 0073[CstateAddr]+2.

D18F4x118 C-state Control 1

7:5 |\CikDivisorCstAct0: clock divisor. Read-write. Reset: 0.

BIOS: 000b.

Specifies the core clock frequency while in the low-powerstate before the caches are flushed. This
divisoris relative to the current FID frequency,or:
* 100 MHz * (10h + MSRCOO01 _00[6B:64][CpuFid]) of the current P-state specified by

MSRCO001_0063[CurPstate].
If MSRCOO! 00[6B:64)[CpuDid] of the current P-state indicates a divisor that is deeper than speci-
fied by this field, then no frequency change is made when entering the low-powerstate associated
with this register.

Bits DescriptionBits Description
000b ‘1 100b /16

001b /2 101b /128

010b /4 110b {512

Ollb ‘8 I11b Turn off clocks.

See CacheFlushTmrSelCstActo.
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a first memory that stores a
clock control library for
controlling a clock frequency
transition between said

ordinary operation modes;

Contention

The Accused Products includea first memory that stores a clock control library. For example, the SMU and/or
Scalable Control Fabric and Scalable Data Fabric contains memorythat stores the firmware and configuration space
registers, including a clock control library. The clock control library controls clock frequency transition between the
P-states.

PPR for AMD Family 17h Models 00h-OFh, pp. 26-27:
* 16MB L3total

* Scalable Data Fabric. This provides the data path that connects the compute complexes, the L/O interfaces,
and the memory interfaces to each other.

* Handles request, response, and datatraffic
* Handles probetraffic to facilitate coherency, including a probe filter supporting up to 512GBper

DRAMchannel

* Handles interrupt request routing (APIC)
* PSP and SMU

* MPO0O(PSP) and MPI (SMU) microcontrollers
* This document refers to the AMD Secure Processor technology as Platform Security

Processor (PSP).
* Thermal monitoring
* Fuses

* Clock control
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C 2018 IEEE international Solid-State Circuits Conference 24 “Zeppelin”: an SoC for Multi-chip Architectures

Source: Beck et al., “Zeppelin”: an SoC for Multi-chip Architectures, p. 5.
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Hierarchical Power Management

«= System ManagementUnit (SMU) uses
IF Scalable Control Fabric (SCF) plane

« SCF:single-lane IFIS SerDeslink for
chip-to-chip or socket-to-socket

« SMU calculation hierarchy for voltage
level control, C-State Boost, thermal

management, electrical design current
management

— Local chip SMUfast loop

— Master chip SMU slowerloop
 

C 2018 (EEE international Solid-State Circuits Conference 24 “Zeppelin” an SoC tor Multt-chip Architectures

Source: Beck, p.12.
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Source: Bouvieret al., Delivering A New Level Of Visual Performance In An SOC,p.3

See e.g., 16h BKDG,29:
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* Northbridge:
* One communication packet routing block referred to as the northbridge (NB). The NB routes transac-

tions between the cores, the link, and the DRAMinterfaces.It includes the configuration register space
for the device.

16h BKDG,section 2.12:

2.12 System Management Unit (SMU)

The system managementunit (SMU)is a subcomponentof the northbridge that is responsible for a variety of
system and power managementtasks during boot and runtime. The SMU contains a microcontrollerto assist
with many ofthesetasks.

See also 16h BKDG, Table 10:
Table 10: Software P-state Control

Requests/Status MSR Address Requests/Status|MSR Address

PhO|wia——=«MSRCOOL_0064]Poo[wa__—_‘([MSRCOOI_0068
P00|MSRC0O1_0065|Phi__|wva_____[MSRCOOI_0065,

Pah ‘MSRCOO1_0066|_Pb2__|wa|MSRCOO1_0066'MSRCOOL 0067 MSRCO01_0067
3 ‘MSRCOOL 0068|=PL MSRCOO1_ 0068

MSRCO01_0069 ——| MSRCO001_0069MSRCO01_0064 MSRO001 006A

MSRCO001_ 006B

 

“MSRCOOL_W06B._006B

 
lb |asystem control circuit The Accused Product has a system control circuit, for example, the System Management Unit and/or the System

which has a register, wherein|Management Controller, that has a register. See PPR, p.27:
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said system control circuit * PSP and SMU
carries out the clock * MPO (PSP) and MPI (SMU) microcontrollers
frequency transition between * This documentrefers to the AMD Secure Processor technology as Platform Security
said ordinary operation Processor (PSP).
modesand said special * Thermal monitoring
modesin responseto a 5 Fies
changeof a valuein said &* \(Cloek coatral
register, and also carries out :

oe yaoeee : See e.g., 16h BKDG:ransition among said
ordinary operation modes in -
responseto said clock control|* Northbridge: owast
ieaw: * One communication packet routing block referred to as the northbridge (NB). The NB routes transac-

tions between the cores, the link, and the DRAM interfaces.It includes the configuration register space
for the device.

16h BKDG,section 2.12:

2.12 System Management Unit (SMU)

The system managementunit (SMU)is a subcomponentofthe northbridge that is responsible for a variety of
system and power managementtasks during boot and runtime. The SMU contains a microcontroller to assist
with many ofthese tasks.

See also BKDG for 14h Family 00h-0Fh Processors, section 2.12:
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2.12 System Management Unit (SMU)

The system management unit (SMU) is a subcomponentof the northbridge that is responsible for a variety of
system and power managementtasks during boot and runtime. Several internal registers are used to control
various tasks. See 3.17 [GPU Memory Mapped Registers] for registers descriptions and details,

2.12.1 Microcontroller

The SMU contains a microcontroller with a 16k ROM and a 16k RAM,

The NB/SMU controls the clock frequency transitions between the core P-states. See e.g., SATHE
et al.: RESONANT-CLOCK DESIGN FOR A POWER-EFFICIENT, HIGH-VOLUME X86-64 MICROPROCESSOR,
p.144

tion of the configuration programming interface. On receiving
notification from the NB of a PState transition, the core im-
plements a PState entry sequence which transitions the core
into a clock-gated state. A program sequencer then accesses a

le |aclock generation circuit The Accused Products include a digital frequency synthesizer clock generation circuit, including the core PLL, clock
that receives a plurality of multipliers and dividers, and/or the digital frequency synthesizer. The DFS receivesa plurality of standard clocks,
standard clocks, wherein said| for example, different phases of the PLL clock or reference clock, and outputs the core clock such as CCLKto the
clock generation circuit CPU.
generates a clock supplied to
said central processing unit
according to control by said
system control circuit; and
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PLL |
DroopDetected >

Fig. 15. Coarse grain (CG) and fine grain (FG) clock stretch.

Source: Singh et al.: Energy-Efficient High-Performance x86 Core, Fig. 15:

See also PPR at p.138-139:

MSRCO001_0064 [P-state [7:0]] (PStateDef)

Read-write. Reset: X000 0000 XXXX_XXXXh.

Each of these registers specify the frequency and voltage associated with each of the core P-states.
The CpuVidfield in these registers is required to be programmedto the same valuein all cores of a processor, but
are allowed to be different between processors in a multi-processor system. All other fields in these registers are
required to be programmed to the same value in each core of the coherentfabric.
See 2.1.3 [CPU Power Management].
Core::X86::Msr:;PStateDef Ithree{ 1:0] core[3:0] thread[1:0] n[7:0]; MSRCOOL 006[B:4]
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13:8 |CpuDfsId: core divisor ID. Read-write. Reset: XXXXXXb. Specifies the core frequencydivisor; see
CpuFid. Forvalues [1Ah:08h], 1/8th integer divide steps supported down to VCO/3.25 (Note, L3/L2
fifo logic related to 4-cycle data heads-up requires core to be 1/3 of L3 frequencyorhigher). For values
[30h:1Ch], 1/4th integer divide steps supported down to VCO/6 (DID[0] should zero if DID[5:0]>1 Ah).
(Note, core and L3 frequencies below 400MHz are not supported bythe architecture). Core supports
DIDup to 30h, but L3 must be 2Ch (VCO/5.5) orless.  

The digital frequency synthesizer receives multiple phases of the PLL clock (see above), and generates multiple discrete
frequencies according to control by the SMU.

 
4 Digital frequency synthesizer (DFS) that

generates multiple discrete frequencies

from a single VCO

— Rootclock gating

— Disabling VCO and bypassing with low speed
fixed clocks
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iB)

System Control
management

Interface

ele)ebel) Plleeentla Dele)bORTsien]te pelemesh sels)MU[eht6]
Clock

Siaest tester

Clock Mesh withtile

\ level clock gaters

 
Source: Krishnanetal., “Energy Efficient Graphics and Multimedia in 28nm Carrizo APU,” p.14
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Droop
Detector 

Source: Integrated Power Conversion Strategies Across Laptop, Server, and Graphics Products, 2016 Power SOC Conference, p.4

See also, e.g., Singh et al., Jaguar: A Next-Generation Low-Powerx86-64 Core, pp. 25-26:
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3.4; Jaguar: A Next-Generation Low-Power x86-64 Core

CU Level Clock Distribution

PLL [Tex ccrk’

Exhibit B.4
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DFS Design
ckcokSLYLILJLW

ENA 1

ENB O

ce LUG Ay]
LK/L2CLK

“eek Fie lf Lt 7
ENA _| | | | |
ENB [| — |

L2ciK __| | | |

* Clock dividing for various operating modes
* Duty cycle adjuster for independent control of duty cycle

within each block

    
See also:
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Source: Foley et al., A Low-Power Integrated x86-64 And Graphics Processor For Mobile Computing Devices, Fig. 1.,
11; p.224-225.

See also e.g.,
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a second memory that stores
an application program,
wherein calling of said clock
control library and changing
of said register value are
programmably controlled by
said application program to
enable userselectable clock

frequencytransitions,

Contention
 

D. Glitch Less Clock Phase Picker

The glitch-less clock picker (Fig. 6) takes the 40 phases
(40 total phases generated from the 20 DLL delay elements)

and generates a stretched clock (configurable stretch amount) Droopdetected
by selecting different phases of the clock. The clock picker
always performs a complete loop through all the phases before
selecting the ()'" phase (pll_clk) to avoid any contraction
of the clock period. When the clock stretcher block is dis-
abled (STRETCH_ENABLE = 0), the clock picker simply
picks the pll_clk without any insertion delay of the clock

stretcher logic. |
Source: WILCOXet al.: STEAMROLLER MODULE AND ADAPTIVE CLOCKING SYSTEM IN 28 nm CMOS,Fig. 6

STRETCH_AMOUNT([2:0)

Clock to Core
el

The Accused Products include a second memory, such as the hierarchy of L1, L2 caches that stores an application
program, including but not limited to ACPI drivers, power managementutilities, APIs provided by AMD,or any
software that causes the SMU/SMCfirmware to perform P-state transitions.

Exhibit B.4

0160

 



0161

 

Limitation Contention

“Zen” Cachehierarchy

« Fast private L2 cache, yas ete)
12 cycles eu Me

l-Cache 512K L2

Fast shared L3 cache, CEN re}
2°16B cycie l+D39 cycles load 32K Cache

L3 filled from L2 victims ad oaa
of all four cores ve a
L2 tags duplicated in L3 for
probefiltering and fast cache transfer

« Multiple smart prefetchers
= 90 outstanding misses from L2 to L3 per core
= 96 outstanding misses from L3 to memory

Source: Beck, p.7
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“SUMMIT RIDGE” rNeee
DATA FLOW

erate)

BBeta
Controller

eT

Channel
32B/cycle

a4

328 fetch en 32B/cycle
CY 512K 12

Epa(eel | 32B/cycle
aeral

2*16B load 32K 32B/cycle CaN PenToal
D-Cache rly

1*16B store CEN

Brie:

izle )als

32B/cycle 10 Hub
Controller

Sictk = :@©memclk

Source: Mitchell et al., GDC18 AMD Ryzen™ CPU Optimization, p.10.

The frequency changes are programmable to enable user-selectable frequency transitions. See e.g., AMD Ryzen
Master Overclocking Guide (“OC Guide’), p.11:

1. The frequency of processor core clock is determined by a combination of the software-
requested _p-state and then adjusted by a combination of numerous powerand performance
optimizing features to attain any of numberoffine grain p-states around that software-requested p-
State.

See also OC Guide, p.13:
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3) CPU low power c-states (CC1, CC6, and PC6)and software visible p-states (P1 and P2)
remain operational and may be requested by software so that power savings can be
achieved.

See also OC guide,p.11:

4. Software requested p-state or halt states adjust the level ofpower to which those internal
control mechanisms manage. For example, when software executes a HALTinstruction on a
processorcore, that core will enter the Cl reduced-powerstate. If that core does not receive an
interrupt to resume execution,it will progress to increasingly-lower powerstates until finally
saving the state of the core and being poweredoff.

See also, e.g., 16h BKDGsection 2.5.3.1.2; p. 548:
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2.5.3.1.2 Core P-state Control

Core P-states are dynamically controlled by software and are exposed through ACPI objects (refer to
2.5,3.1.8.3 [ACPI Processor P-state Objects]). Software requests a core P-state change by writing a 3 bit index
corresponding to the desired P-state number to MSRCOO]_ 0062[PstateCmd] of the appropriate core, For
example, to request or coreUso would write to core U's stateL md],

Boosted P-states may not be directly requested by software. Whenever software requests the PO state on a
processor that supports APM (i.e. writes 000b to MSRCOO01_ 0062[PstateCmd]), hardware dynamically places
the core into the highest-performance P-state possible as determined by APM. See 2.5.9 [Application Power
Management (APM)].

Hardware sequences the frequency and voltage changes necessary to complete a P-state transition as specified
by 2.5.3.1.5 [Core P-state Transition Behavior] with no additional software interaction required. Hardware also
coordinates frequency and voltage changes when differing P-state requests are made on cores that share a
frequency or voltage plane. See 2.5.2 [Frequency and Voltage Domain Dependencies] for details about
hardware coordination.
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MSRCO001_0062 P-state Control

Bis[DewronSSSCSC~—~—SCSCS*S
 

PstateCmd: P-state change command, Read-write; Not-same-for-all. Cold reset value varies by
product; after a warm reset, value initializes to the P-state the core was in prior to the reset. Writes to
this field cause the core to changeto the indicated non-boosted P-state number, specified by
MSRCO0OL 00[6B:64]. O=P0, 1=P1, etc. P-state limits are applied to any P-state requests made
through this register. Reads from this field return the last written value, regardless of whether any lim-
its are applied. This field uses software P-state numbering. See 2.5.3 [CPU Power Management] and
2.5.3.1.1.1 [Software P-state Numbering].

wherein said special modes |The Accused Productsincludea first special mode in which clock supply to principal constituents of said central
comprisea first special mode|processing unit is halted, for example the core C1 (CC1) state:
in which clock supply to
principal constituents of said|See OC guide, p.11:

couisral propesciiy tates 4. Software requested p-state or halt states adjust the level of power to which those internal
halted, a second special mode
Faaialclidesingly ta an control mechanisms manage. For example, when software executes a HALTinstruction on a
entirety of said central processorcore, that core will enter the Cl reduced-powerstate. If that core does not receive an
processing unit is halted, and| interrupt to resume execution,it will progress to increasingly-lower powerstates until finally
a third special mode in which|saving the state of the core and being poweredoff.
supply of power to the
entirety of said central
processing unitis halted. See https://www.reddit.com/r/Amd/comments/6w793f/how to reduce idle clock speed on a manually/dm6gfkv/
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The Ryzen Balanced plan tells Windows to keep a core in pO for the fastest possible ramp time to max clock. "Keep this

core in pO" is only true when the coreis actively being used. When the core is not being used, our microcodewill put the
core into core-c1 (cc1) through core-c6 (cc6) sleep states. The cores are so dormantin the CC sleep states that their true
clockspeed cannotbe probed, though the core’s current VID can be.

Zen cores can enter into and out of the CC sleep states up to 1000 times a second, and will spend the majority of

their time in a CC sleep state when not underactive load. The effective frequency for a core in this condition is

sub-1GHz and sub-1V. Unfortunately there isn’t really a tool that can capture this, because the act of probing the core’s

sleep condition is sufficient load to wake the core and ruin the power savings of the CC state.
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Source: Anderson, AMD Ryzen™Processor With Radeon Vega Graphics,p. 41

See also, e.g., 16h BKDG:
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2.5.3.2.3.2 Core C1 (CC1) State

Whena core enters the CC] state, its clock ramps down to the frequency specified by
D18F4x118/D18F4x11C[ClkDivisorCstAct].

2.5.3.2.3.2 Core Cl (CC1) State

When a core enters the CC1 state, its clock ramps downto the frequency specified by
D1IS8F4x118/D18F4x11C[ClkDivisorCstAct].

2.5.3.2.3.3 Core C6 (CC6)State

A core can gate off powerto its internal logic whenit enters any non-C0 state. This powergated state is known
as CC6. In order to enter CC6, hardwarefirst enters CC] then checks

D18F4x118/D18F4x11C[PwrGateEnCstAct]. Power gating reduces the amount of power consumedby the
core. VDD voltage is not reduced when a core is in CC6. The following sequence occurs when a core enters the
CC6state:

If MSRCOO! 0071[CurPstate] < DI8F3xA8[PopDownPstate], transition the core P-state to
D18F3xA8[PopDownPstate].
Internal core state is saved to LI cache .

L1 cacheis flushed to L2 cache. See 2.5.3.2.3.1 [C-state Probes and Cache Flushing].
Poweris removed from the core and the core PLL/voltage regulator is powered downas specified by
D18F5x128[(CC6PwrDwnRegEn].
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DISF4x11[C:8] C-state Control

DI8F4x11[C:8] consist of three identical 16-bit registers, one for each C-state Action Field (CAF) associated
with an IO addressthat is read to enter C-states. Refer to 2.5.3.2 [Core C-states].

* DI8F4x118[15:0] specifies the actions attempted by the core when software reads from the LO address
specified by MSRCO01_0073[CstateAddr].

* D1I8F4x118[31:16] specifies the actions attempted by the core when software reads from the IO address
specified by MSRCOOL0073[CstateAddr]+1.

* DI8F4x11C[15;0] specifies the actions attempted by the core when software reads from the IO address
specified by MSRCOO1 0073[CstateAddr]+2.

D1i8F4x118 C-state Control 1

7:5 |CikDivisorCstAct0; clock divisor. Read-write. Reset: 0.

BIOS: 000b.

Specifies the core clock frequency while in the low-powerstate before the caches are flushed. This
divisor is relative to the current FID frequency,or:
* 100 MHz * (10h + MSRCOO1 _00[6B:64][CpuFid]) of the current P-state specified by

MSRCO001_0063[CurPstate].
If MSRCOO! 00[6B:64)[CpuDid] of the current P-state indicates a divisor that is deeper than speci-
fied by this field, then no frequency change is made when entering the low-powerstate associated
with this register.

Bits DescriptionBits Description
000b ‘1 100b /16

001b /2 101b /128

010b /4 110b {512

Ollb ‘8 I11b Turn off clocks.

See CacheFlushTmrSelCstActo.
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The Accused Products include a second special mode in which clock supply to an entirety of said central processing
unit is halted, for example the package C1 (PC1)state.

See e.g., 14h BKDG:

2.5.3.2.3.3 Package Cl (PC1) State

The processor enters the PC state with auto-Pmin whenall of the following are true:

* All cores are in the CC1 state or deeper.

If DI8F4x1 AC[CstPminEn] indicates that auto-Pmin is enabled when the processor enters PC1, the P-state for
all cores is transitioned as specified by 2.5.3.2.7.1 [Auto-Pmin]. Regardless of the state of D1 8F4x1AC[CstP-
minEn], all core clocks are ramped to the frequency specified by DISF4x1A8[AllHaltCpuDid].

D18F4x1A8 CPU State Power Management Dynamic Control 0

Reset: 0000_0000h.

9:5|AllHaltCpuDid. Read-write. BIOS: | Fh. Specifies the divisor used when entering PC] with or with-
out auto-Pmin. See 2.5.3,2.3.3 [Package C1 (PC1) State].

Bits Divisor
1Ch-00h Reserved.

[Dh 128

1Eh Siz

IFh Clocks off.

 
See DI8F4x1 A8[SingleHaltCpuDid].

Exhibit B.4 -36-

0170



0171

Limitation Contention

The Accused Products include a third special mode in which supply of powerto the entirety of said central processing
unit is halted, for example the package C6 (PC6)state:

See also OC Guide, p.13:

3) CPU lowpowerc-states (CC1, CC6, and PC6) and software visible p-states (P1 and P2)
remain operational and may be requested bysoftware so that power savings can be
achieved.
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Source: Anderson, AMD Ryzen™ Processor With Radeon Vega Graphics,p. 41
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See also, e.g., 16h BKDG:
2.5.3.2.3.4 Package C6 (PC6) State

Whenall cores enter a non-C0 state, VDD can be reduced to a non-operational voltage that does not retain core

state. This state is known as PC6 and reduces the amountofstatic and dynamic power consumedbyall cores.
The following actions are taken by hardware prior to PC6 entry:
|. If MSRCOO1 0071[CurPstate] < DI 8F3xA8[PopDownPstate], transition the core P-state to

D1I8F3xA8[PopDownPstate].
2. For all cores not in CC6, internal core state is saved to LI cache .

3. Forall cores not in CC6, L1 cacheis flushed to L2 cache. See 2.5.3.2.3.1 [C-state Probes and Cache Flush-
ing].

4. VDDistransitioned to the VID specified by DI8F5x128[PC6Vid].
5. If the core PLLs are not powered down during CC6 entry (see 2.5.3.2.3.3 [Core C6 (CC6) State]), then they

are powered down as specified by DISF5x128[PC6PwrDwnRegEn].

DI8F5x128 Clock Power/Timing Control 3

PC6Vid|[6:0|: package C6 vid. Read-write. Cold reset: Product-specific. PC6Vid[7:0] = {PC6Vid[7],
PC6Vid[6:0]}. PC6Vid[7:0] specifies the VID driven in the PC6 state. See 2.5.3.2.3.4 [Package C6
(PC6) State] and 2.5.1.3.2 [Low Power Voltages].
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2.5.1.3.2 Low Power Voltages

In order to save power, voltages lower than those normally needed for operation may be applied to the VDD
powerplane while the processoris in a C-state or S-state. The lower voltage is defined as follows:

* PC6Vid: DISF5x128[PC6Vid] specifies a voltage that does not retain the CPU caches or the core
microarchitectural state. PC6Vid does not allow execution and is only applied to the cores. See 2.5.3.2.3.4
[Package C6 (PC6)State].

2.5.1.4.1 Hardware-Initiated Voltage Transitions

When software requests any of the following state changes, or hardware determinesthat any of the following
state changes are necessary, hardware coordinates the necessary voltage changes:

* VDD:

* Core P-state transition. See 2.5.3.1 [Core P-states].
* Package C-state transition. D|8F5x128[PC6Vid] specifies a voltage that does not retain the CPU caches

or the core microarchitectural state. PC6Vid does not allow execution and is only applied to the cores.
See 2.5.3.2.3.4 [Package C6 (PC6)State].

* S-state transition. See 2.5.8.1 [S-states].

A system LSI as claimed in
claim 1, wherein said clock
control library comprises:

2a|a plurality of libraries that The clock control libraries of the Accused Products contain a plurality of libraries that control the SMU andclock
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control said system control
circuit and said clock

generation circuit to
transition the clock

frequencies supplied to said
central processing unit; and

a main library which is
called by said application
program andselects any one
of said libraries in

correspondence with the
clock frequency supplied to
said central processing unit.

wherein said mainlibrary is
described using a same
program languageas said
application program.

Contention

generator to transition clock frequencies. For example, source code provided by AMD to coreboot indicates that P-
state and C-state transitions are controlled by separate libraries:

https://github.com/coreboot/coreboot/tree/master/src/vendorcode/amd/agesa/f14/Proc/CPU/Feature

As discussed above, P-states and C-states may be controlled by software, which includes a main library thatcalls
upontheplurality of libraries.

The mainlibrary in the SMU firmwareandthe application program instructions stored in the caches are both use
the same language such as machinecode. 
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wherein each of said libraries|The SMU firmwaredirectly controls the SMU hardware.
is described using a program
language capable of directly
controlling said clock
generation circuit and said
system control circuit.

7. Asystem LSI as claimed in
claim 1, wherein said system
control circuit comprises:

a frequencydivision ratio The system control circuit of the Accused Products as described above contains a frequency division ratio setting
setting register that sets a register that sets a frequency division ratio of the clock generated by said clock generationcircuit.
frequency division ratio of
the clock generated by said|Seee.g., 16h BKDG:
clock generation circuit;
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Northbridge (NB)

- Transaction routing
- Configuration and [O-space

registers
- Root complex
- Graphics core (optional)

BKDG,section 2.12:

2.12 System Management Unit (SMU)

The system management unit (SMU) is a subcomponentof the northbridge that is responsible for a variety of
system and power managementtasks during boot and runtime. Severalinternal registers are used to control
various tasks. See 3.17 [GPU Memory MappedRegisters] for registers descriptions and details.

2.12.1 Microcontroller

The SMUcontains a microcontroller with a 16k ROM and a 16k RAM,

Configuration space register mnemonicsare definedin section 3.1 of the BKDG:
* DXFYxZZZ: PCI-defined configuration space; X specifies the hexadecimal device number(this may be lor

2 digits), Y specifies the function number, and ZZZ specifies the hexidecimal byte address (this may be 2 or
3 digits; e.g., DI8F3x40 specifies the register at device 18h, function 3, and address 40h). See 2.7 [Configu-
ration Space}, for details about configuration space.

 
the core Cl (CC1)state:
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2$3232 Core C1 (CC1) State

Whena core enters the CC] state, its clock ramps down to the frequency specified by
D18F4x118/D18F4x11C[ClkDivisorCstAct].

DI8F4x11|C:8] C-state Control

D18F4x11[C:8] consist of three identical 16-bit registers, one for each C-state Action Field (CAF) associated
with an IO addressthat is read to enter C-states. Refer to 2.5.3.2 [Core C-states].

* DIS8F4x118[15:0] specifies the actions attempted by the core when software reads from the IO address
specified by MSRCOO1_0073[CstateAddr].

* DI8F4x118[31:16] specifies the actions attempted by the core when software reads from the IO address
specified by MSRCOO1 0073[CstateAddr]+1.

* D1I8F4x11C[15:0] specifies the actions attempted by the core when software reads fromthe IO address
specified by MSRCOO! 0073[CstateAddr]+2.

D18F4x118 C-state Control 1
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a clock halting register that
receives the clock from said

clock generation circuit and
individually sets the clock to
be halted or supplied;

7:5 |CikDivisorCstAct0; clock divisor. Read-write. Reset: 0.

BIOS: 000b.

Specifies the core clock frequency while in the low-powerstate before the caches are flushed. This
divisoris relative to the current FID frequency, or:
* 100 MHz * (10h + MSRCO0O1_ 00[6B:64][CpuFid]) of the current P-state specified by

MSRCO001_0063[CurPstate].
If MSRCOO1_00[6B:64][CpuDid] of the current P-state indicates a divisor that is deeper than speci-

fied by _ fian then no frequency change is made whenentering the low-powerstate associated
Dentin Description
/I 100b /16

101b ‘128

110b

the core Cl (CC1) state:
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Limitation Contention

2.5.3.2.3.2 Core C1 (CC1)State

Whena core enters the CC1 state, its clock ramps downto the frequency specified by
D1I8F4x118/D18F4x11C[CikDivisorCstAct].

DI8F4x11/C:8] C-state Control

D18F4x11[C:8] consist of three identical 16-bit registers, one for each C-state Action Field (CAF) associated
with an IO addressthat is read to enter C-states. Refer to 2.5.3.2 [Core C-states].

* DI8F4x118[15:0] specifies the actions attempted by the core when software reads from the lO address
specified by MSRCOO! 0073[CstateAddr].

* DI8F4x118[31:16] specifies the actions attempted by the core when software reads from the IO address
specified by MSRCOOL 0073[CstateAddr]+1.

* DI8F4x11C][15:0] specifies the actions attempted by the core when software reads from the IO address
specified by MSRCOO!_ 0073[CstateAddr}+2.

DI8F4x118 C-state Control 1
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Limitation

Anda status register that
judges a state of said central|BKDG:
processing unit immediately
after being released from
said third special mode.

Contention

7:5. |\ClkDivisorCstAct0: clock divisor. Read-write. Reset: 0.

BIOS: 000b.

Specifies the core clock frequency while in the low-powerstate before the caches are flushed. This
divisoris relative to the current FID frequency, or:
* 100 MHz * (10h + MSRCOO1_ 00[6B:64][CpuFid]) of the current P-state specified by

MSRCOOL_0063[CurPstate].
If MSRCOOL_00[6B:64][CpuDid] of the current P-state indicates a divisor that is deeper than speci-
fied by this field, then no frequency change is made when entering the low-powerstate associated
with this register.
Bits DescriptionBits Description
000b ‘I 100b /16

001b /2 101b ‘128

010b 4 110b {512

Ollb ‘8 Illb Turn off clocks.

See CacheFlushTmrSelCstAct0.

The Accused Products contain a status register that judges a state of the CPU after waking from PC6. See 14h
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Limitation Contention

2.5.3:2.7.2 Exiting PC6

If the PService timer is enabled whenthe processor exits PC6,all cores transition to the P-state specified by
DISF4x1ACIPstateldCoreOffExit]. The cores remain in this state until one ofthe following occurs:

* The PService timer expires while the packageis in CO: In this case, the cores transition back to the last P-
state requested by software.

* The package enters PC] without auto-Pmin: In this case, the PService timer continues counting.Ifit
expires while in PC1, the cores remain in the P-state specified by DI8F4x1AC[PstateIdCoreOffExit]
until they return to CO, at which time theytransition to the last P-state requested by software.

* The package enters PC] with auto-Pmin: In this case, the PService timer stops counting and the cores
enter the PServicestate.

* The package enters PC6: In this case the PService timer stops counting and the actions associated the
requested package C-state occur. See 2.5.3.2.3.4 [Package C6 (PC6) State].

If the PService timeris disabled when the processor exits PC6, the cores transition backto the last P-state
requested by software.

See also 14h BKDG pp.320-321:

D1I8F4x1AC CPU State Power Management Dynamic Control 1

PstateldCoreOffExit. Read-write. Reset: 0. BIOS: See 2.5.3.2.9. When exiting the package C6state,
the core transitions to the P-state specified by this register. See 2.5,3.2.7.2 [Exiting PC6]. If PC6 is
enabled (see 2.5.3.2.9 [BIOS Requirements for C-state Initialization]), PstateldCoreOffExit must be
programmed to the lowest-performanceP-state displayed to the operating system or to any lower-per-
formance P-state. This P-state must have a core clock frequency of at least 400 MHz. Programming
this field to 0 causes the core to transition to the last P-state requested by software when exiting pack-
age C6. This field uses hardware P-state numbering. See 2.5.3. 1.2.2 [Hardware P-state Numbering].
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Py Limitation Contention
PeeWee
10p|A system LSI as claimed in

claim 1,

10a|wherein said first memory As detailed above, the first memory in the SMU andthe second memory in the caches are independent memories that
and said second memory are|are separated from each other.  two independent memories
which are separated from
each other.
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Exhibit B.5: Preliminary Infringement Claim Chart for U.S. Patent 6.895.519

Accused Products: AMD Family 12h Products

These preliminary infringement contentions were prepared without the benefit of the Court’s claim construction or the parties’ exchange of constructions.
As of the date of these contentions, AMD hasnot produced any information concerning the Accused Products. Thus, this chart is based on publicly available
evidence, and based upon information and reasonable belief in light of such evidence. As such, Aquila reserves the right to amend or supplementits
contentions to address any issues arising from the Court’s constructionsor to account for new information that becomesavailable.

Limitation Contention

_A system LSI having a To the extent that the preamble is limiting, Aquila contendsthat it is met.
plurality of ordinary

“operation modes and a For example, each product in the 12h Accused Product Family (“Accused Product”) is a system LSI.
plurality of special modes , : . ;
in responseto clock The Accused Product has a plurality of ordinary operation modes, for example the Core P-states. See BIOS and Kernel Developer’s

re : 5 Guide for AMD Family 12h Models 00h-0Fh Processors (“BKDG”), §2.5.3.1:equencies supplied to a
central processing unit,

_ comprising:
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2.5.3.1 Core P-states

Core P-states are operational performancestates characterized by a unique combination ofcore frequency and
voltage. The processor supports up to 8 core P-states, specified in MSRC001_00[6B:64]. Outofreset, the volt-
age and frequencyofthe cores is specified by MSRC001_0071[StartupPstate].

Support for dynamic core P-state changes is indicated by more than one enabled selection in
MSRCO001_00[6B:64][PstateEn]. All FID and DID parameters for equivalent P-states must be programmed to
equivalent values for all cores. For examples, PO on core0 must have the same FID and DID values as PO on
corel, Pl on core0 must have the same FID and DID values as P1 on corel, and so on. Refer to
MSRCO001_00[6B:64] for further details on programming requirements. The COFfor core P-states is a func-
tion of the FID and the DID. See MSRC001_00[6B:64][CpuFid, CpuDid] for more details.

Software requests core P-state changes for each core independently using the hardware P-state control mecha-
nism (a.k.a. fire and forget). Support for hardware P-state controlis indicated by CPUID
Fn8000_0007_EDX[HwPstate]=1b. P-state transitions using the hardware P-state control mechanism are not
allowed until the P-state initialization requirements defined in 2.5,3.1.7 [BIOS Requirements for Core P-State
Initialization and Transitions] are complete.

BKDGat p.47:
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Table 5: Software P-state numbering example

Foo|MSRCOOT_006r|PbO|MSRCOOI_o067
PO[MSRC00:_0065|Poi__[MSRCOOI_0065
Fi|MSRKCO0:_0066|Pb2_[MSRCOOI_o066
~F2|Msiecooi_0o67|Po_[MSRCOO1_o067
~F3_|MSRCOo1_o06s|Pi__|MSRCO01_0065
P+|MSRCOo1_006>|_P2|MSRCOOi_0069
FS__|MSRCOo1_o0A|Ps|MSRCOO1_o06a
P56|MSRCOo1_o06s|_P4|MSRCO01_o06B

All sections and register definitions use software P-state numbering unless otherwise specified.

The Accused Product Family has a plurality of special modes, for example, the Core C-states or deep sleep modes such as ACPI $3
or connected standby S0i3. See BKDG,§§ 2.5.3.2, 2.5.3.2.1, 2.5:
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2.5.3.2 C-states

C-states are processor power states. CO is the operational state in which instructions are executed. All other C-
states are low-power states in which instructions are not executed.

2.5.3.2.1 C-state Names and Numbers

C-states are often referred to by an alphanumeric naming convention, C1, C2, C3, etc. The mapping between
ACPI defined C-states and AMD specified C-state actions is not direct. The actions taken by the processor
whenentering a low-power C-state are specified by D18F4x118 and D18F4x11C and are configured bysoft-
ware. See 2.5.3.2.3 [C-state Actions] for information about AMD specific actions.
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2.5 Power Management

The processor supports many power managementfeatures in a variety ofsystems. Table 4 provides a summary
ofACPIstates and power managementfeatures and indicates whether they are supported.

Table 4: Power management support

ACPI/Power ManagementState Supported

60750100; Working a
G0/S0/CO: Core P-state transitions 2.5.3.1 [Core P-states]

G0/S0/CO: NB P-state transitions Lea 2.5.4.2 [NB Clock Ramping]
GO0/S0/CO: Hardware thermal control (HTC) 2.10.3.1 [PROCHOT_Land Hard-

ware Thermal Control (HTC)]

G0/S0/CO: Software thermal control (STC) LMaWl

G0/S0/CO: Thermal clock throttling (SMC controlled) paen
GO0/SO: Low power C-states 2.5.3.2 [C-states] and 2.5.1.4.2 [Alter-

nate Low Power Voltages]

G1/S1- Stand By (Powered On Suspend)fieOOee
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Table 4: Power management support

2.5.7.1.1 [ACPI Suspendto RAM
State (S3)]

2.5.1 [Processor Power Planes And
Voltage Control]

Furthermore, the Core P-states and Core C-states are in response to clock frequencies supplied to a central processing unit. For
example, the core P-states are “characterized” by “core frequency;” core P-state changes are further requested by software. See e.g.,
BKDG,§ 2.5.3.1, 2.5.3.1.3.

Similarly, C-states are “dynamically requested by software” and also dependent upon clock frequency. See BKDG §§ 2.5.3.2.2,
2.5.3.2.3.1, 2.5.3.2.3.2, p.343.

a first memory that stores|The Accused Products include a first memory that stores a clock control library. For example, the SMU contains memory that
a clock control library for stores the firmware and configuration space registers, including a clock control library. The clock control library controls clock
controlling a clock frequency transition between the P-states. See e.g., BKDG,Fig. 1:
frequency transition
between said ordinary
operation modes;
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Northbridge (NB)

- Transaction routing
- Configuration and 1O-space

registers
- Root complex
- Graphics core (optional)

BKDG,section 2.12:

2.12 System Management Unit (SMU)

The system management unit (SMU) is a subcomponentof the northbridge that is responsible for a variety of
system and power managementtasks during boot and runtime. Several internal registers are used to control
various tasks. See 3.17 [GPU Memory MappedRegisters] for registers descriptions and details.

2.12.1 Microcontroller

The SMU contains a microcontroller with a 16k ROM and a 16k RAM.

See also BKDG, Table 10:

Exhibit B.5

0189

 
J.



0190

 

Table 6: P-state control example

Requests/Status MSR Address Requests/Status MSR Address

FeO[ata——S=«iMSRCOOI_OOGS|POO|wa_——_~([MSRCOOI_006s
Po[0____[MSRCO01_0065|PbI__|a__—_—_—(MSRCOOI_0065,

TT|MsRco0! sla|MSRC001_006
>|MSRE001_o067 0|MSRE001_0067

2|MSRCOo1_o069
3|MSRCoo1_on6a
4[MSRoo1_006

MSRCO01

MSRC001 _006B

a 0066

5/3___[MSReo0i_o06s|Pi‘MSRCOo1_o068
prfa____fsec001_0069|P2

“oosa|3
a [ee_|

a system control circuit The Accused Product has a system controlcircuit, for example, the System Management Unit and/or the System Management
which hasa register, Controller, that has a register. See e.g., BKDG:
wherein said system
control circuit carries out

the clock frequency
transition between said 5

; ; - Configuration and 1O-space
ordinary operation modes registers
and said special modes in - Root complex
response to a changeof a - Graphics core (optional)
value in said register, and
also carries out the clock

Northbridge (NB)

- Transaction routing
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frequency transition among
said ordinary operation
modesin response to said
clock control library;

a clock generation circuit
that receives a plurality of
standard clocks, wherein
said clock generation
circuit generates a clock
supplied to said central
processing unit according
to control by said system
control circuit; and

 
 

BKDG,section 2.12:

2.12 System Management Unit (SMU)

The system management unit (SMU) is a subcomponentof the northbridge that is responsible for a variety of
system and power managementtasks during boot and runtime. Several internal registers are used to control
various tasks. See 3.17 [GPU Memory Mapped Registers] for registers descriptions and details.

2.12.1 Microcontroller

The SMU contains a microcontroller with a 16k ROM and a 16k RAM.

The NB/SMU controls the clock frequency transitions between the core P-states. See e.g., SATHE
et al.: RESONANT-CLOCK DESIGN FOR A POWER-EFFICIENT, HIGH-VOLUME X86-64 MICROPROCESSOR,p.144

tion of the configuration programminginterface. On receiving
notification from the NB of a PState transition, the core im-
plements a PState entry sequence whichtransitions the core
into a clock-gated state. A program sequencer then accesses a

The Accused Products includea digital frequency synthesizer clock generation circuit, including the core PLL, clock multipliers and
dividers, and/or the digital frequency synthesizer. The DFS receivesa plurality of standard clocks, for example, different phases of
the PLL clock or reference clock, and outputs the core clock such as CCLK to the CPU.

The Accused Products operate similarly to other product families with regards to this limitation. The clock generatorcircuit
includes at least the PLL and the digital frequency synthesizer. The DFS receives a plurality of standard clocks (the 4 phases-offset
references provided by the PLL), and generates CCLK accordingto control by the SMU:
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LEGEND

[ECU] eanNetwork

Gobal Tree
LSCL|gt ocr Tree

buteTree

Bie Tt DRS slack aenaratian

Source: Foley et al., A Low-Power Integrated x86-64 And Graphics Processor For Mobile Computing Devices, Fig. 1., 11; p.224-225.

a second memory that The Accused Products include a second memory,suchas the hierarchy of L1, L2 caches that stores an application program,
stores an application including but not limited to ACPI drivers, power managementutilities, APIs provided by AMD,or any software that causes the
program, whereincalling of SMU/SMCfirmwareto perform P-state transitions. See BKDGsection 2.5.3.1.3; p. 429:
said clock control library
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and changingof said
register value are
programmably controlled
by said application
program to enable user
selectable clock frequency
transitions,

2.5.3.1.3 Core P-state Control

Core P-states are dynamically controlled by software and are exposed through ACPI objects (see 2.5.3.1.9
[ACPI Processor P-State Objects]). Software requests a core P-state change by writing a 3 bit index corre-
sponding to the desired non-boosted P-state number to MSRC001_0062 [P-State Control] of the appropriate
core. For example, to request P3 for core 0 software would write 011b to core 0’s
MSRCOO1 _0062[PstateCmd]. Boosted P-states may not be directly requested by software. Whenever software
requests the PO state (i.e. when software writes 000b to MSRCOO! 0062[PstateCmd]) on a processorthat sup-
ports CPB, hardware dynamically places that core into the highest-performance P-state possible as determined
by CPB. See 2.5.3.1.1 [Core Performance Boost (CPB)].

Hardware sequences the frequency and voltage changes necessary to complete a P-state transition as specified
by 2.5.3.1.6 [Core P-state Transition Behavior] with no additional software interaction required. Hardware also
coordinates frequency and voltage changes when differing P-state requests are made on cores that share a fre-
quency or voltage plane. See 2.5.2 [Frequency and Voltage Domain Dependencies] for details about hardware
coordination.

MSRC001_0062 P-State Control Register

MSRC001_OO[6B:64].0=SWP0, 1=SWPI, etc. P-state Timits are applied to any P-state requests made
through this register. See 2.5.3.1 [Core P-states] and 2.5.3.1.2.1 [Software P-state Numbering]. Reads
from this field return the last written value, regardless ofwhether any limits are applied.
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wherein said special modes
comprise a first special
mode in whichclock supply
to principal constituents of
said central processing unit
is halted, a second special
mode in whichclock supply
to an entirety of said
central processing unit is
halted, and a third special
modein which supply of
powerto the entirety of
said central processing unit
is halted.

The Accused Products include a first special mode in which clock supply to principal constituents of said central processing
unit is halted, for example the core C6 (CC6) state:

2.5.3.2.3.2 Core C6 (CC6) State

Whena core enters the CC6state, it executes the following sequence:

L1 and L2 caches are flushed to DRAM byhardware.
Internal core state is saved to DRAM by hardware.
The core clock ramps down to the frequency specified by DI8F4x1AC[C6Did].
Poweris removed from the core if possible as specified by DI8F4x1AC[CoreC6Cap] and
D18F4x1AC[CoreC6Dis].

The events which cause a core to exit the CC6 state are specified in 2.5.3.2.6 [Exiting C-states].

If a warm reset occurs while a core is in CC6, all MCA registers in the core shown in Table 41 are cleared to 0.
See 2.16 [Machine Check Architecture].

D18F4x1AC CPU State Power Management Dynamic Control 1
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9:5 |C6Did: CC6 divisor. Read-write. Reset: 0. BIOS: OFh. Specifies the divisor applied to the core when
ramping clocks down for CC6. See 2.5.3.2.3.2 [Core C6 (CC6)State].

Bits Divisor Bits Divisor
00h Reserved 09h Reserved

Olh Reserved OAh Reserved

Reserved OBh Reserved

Reserved 0Ch /128

Reserved ODh /§12

Reserved OEh Reserved

Reserved .

Reserved 1Fh-10h Reserved

Reserved

See DI8F4x1A8[SingleHaltCpuDid].

The Accused Products include a second special modein which clock supply to an entirety of said central processing unit is
halted, for example the package Cl (PC1)state:

2.5.322.3,3 Package C1 (PC1) State

The processor enters the PC1 state with auto-Pmin whenall of the following are true:

* All cores are in the CC] state or deeper.

If DI8F4x1AC[CstPminEn] indicates that auto-Pmin is enabled when the processor enters PC1, the P-state for
all coresis transitioned as specified by 2.5.3.2.7.1 [Auto-Pmin], Regardless of the state of DI 8F4x1AC[CstP-
minEn], all core clocks are ramped to the frequency specified by DI8F4x1 A8{AllHaltCpuDid].
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D18F4x1A8 CPU State Power Management Dynamic Control 0

Reset: 0000_0000h.

9:5|AllHaltCpuDid. Read-write. BIOS: OFh. Specifies the divisor used when entering PC1 with or with-
out auto-Pmin. See 2.5,3.2.3.3 [Package C1 (PC1) State]. This field must beset to a divisor deeper
than D1 8F4x1A8[SingleHaltCpuDid] or undefined behavior mayresult.

Bits Divisor Bits Divisor
00h Reserved 09h Reserved

Olh Reserved OAh Reserved

02h Reserved OBh Reserved

03h Reserved 0Ch /128

04h Reserved O0Dh /512

05h Reserved OEh Reserved

06h Reserved OFh Clocks off

07h Reserved 1Fh-10h Reserved

O8h Reserved
2/13/2019

The Accused Products include a third special mode in which supply of powerto the entirety of said central processing unit
is halted, for example the package C6 (PC6) state:
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2.5.3.2.3.4 Package C6 (PC6)State

The processor enters the PC6 state whenall of the following are true:

* All cores enter the CC6state.

* The C-state action field targeted by each core’s C-state request has the C6Enable bit programmedto indi-
cated entry into PC6 is allowed. See DISF4x118 and DISF4xI1C,

* PC6 is supported and enabled as specified by DISF4x!1 AC|PkgC6Cap] and DI8F4x1 AC[PkgC6Dis].

Whenthe package enters PC6, VDDCR_CPUistransitioned to the VID specified by DI8F3x128[C6Vid].

2,5,1.4.2 Alternate Low Power Voltages

In order to save power, voltages lower than those normally used may be applied to the VDDCR_CPU power
plane while the processoris in a C-state.

D18F3x128[C6Vid] specifies a VDDCR_CPUvoltage that does not retain the CPU cachesor the cores’ micro-
architectural state, nor allows for execution. As a result, hardware flushes caches and saves the cores” microar-

chitectural state to DRAM beforetransitioning to C6Vid. See 2.5.3.2.3.4 [Package C6 (PC6)State],

2.5.1.4.3 Power Gating

The processor can remove powerfrom an individual core. This is referred to as power gating. Gating powerto
a subcomponentcausesits internal microarchitectural state and, if applicable, any data in its caches to be lost.
Whenentering a powergated state, hardware saves any needed data, either internally or to DRAM,and flushes
caches. Whenexiting a powergated state, hardware performs any required resets and restores any needed data.
See 2.5.3.2.3.2 [Core C6 (CC6) State].
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A system LSIas claimed in
claim 1, wherein said clock
control library comprises:

a plurality of libraries that The clock control libraries of the Accused Products contain a plurality of libraries that control the SMU andclock generator to
control said system control transition clock frequencies. For example, source code provided by AMD to coreboot indicates that P-state and C-state transitions
circuit and said clock are controlled by separate libraries:
generation circuit to
transition the clock https://github.com/coreboot/coreboot/tree/master/srce/vendorcode/amd/agesa/f14/Proc/CPU/Feature
frequencies supplied to said
central processing unit; and

a main library whichis called|As discussed above, P-states and C-states may be controlled by software, which includes a main library that calls upon the
by said application program|plurality of libraries.
and selects any oneof said
libraries in correspondence
with the clock frequency
supplied to said central
processing unit.

wherein said main libraryis|The main library in the SMU firmware and the application program instructions stored in the caches are both use the same
described using a same language such as machinecode.
program languageas said
application program.
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A system LSI as claimed in
claim 2,

wherein eachof said libraries|The SMU firmwaredirectly controls the SMU hardware.
is described using a program
language capable of directly
controlling said clock
generation circuit and said
system control circuit.

A system LSI as claimed in
claim 5,

wherein eachof said libraries|The SMU firmware directly controls the SMU hardware andis described using an assembler language such as machine code.
is described using an
assembler language.

7. Asystem LSI as claimed in
claim 1, wherein said system
control circuit comprises:

a frequency division ratio The NBof the Accused Products contains a frequency division ratio setting register that sets a frequency division ratio of the clock
setting register that sets a generated by said clock generation circuit. The NB contains the configuration register space for the Accused Products.
frequency division ratio of the
clock generated by said clock|See e.g., BKDG:
generation circuit;
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Northbridge (NB)

- Transaction routing
- Configuration and 1O-space

registers
- Root complex
- Graphics core (optional)

BKDG,section 2.12:

2.12 System Management Unit (SMU)

The system management unit (SMU) is a subcomponentofthe northbridge that is responsible for a variety of
system and power managementtasks during boot and runtime. Several internal registers are used to control
various tasks, See 3.17 [GPU Memory Mapped Registers] for registers descriptions and details.

2.12.1 Microcontroller

The SMU contains a microcontroller with a 16k ROM and a 16k RAM.

Configuration space register mnemonicsare defined in section 3.1 of the BKDG:

¢ DZFYxXXX:PCI-defined configuration space; XXX specifies the hexadecimal byte address of the configu-
ration register (this may be 2 or 3 digits); Y specifies the function number; Z defined the device number;e.g.,
DOF3x40 specifies the register of device 0 at function 3, address 40. See 2.7 [Configuration Space], for
details about configuration space.

the core C1 (CC1) state:
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2.5.3.2.3.1 Core Cl (CC1) State

When a core enters the CC] state, its clock ramps down to the frequency specified by DI8F4x 1 A8[Single-
HaltCpuDid].

 D1I8F4x1A8 CPU State Power Management Dynamic Control 0

Reset: 0000_0000h.

4:0 |SingleHaltCpuDid. Read-write. BIOS: 1 Eh. On a processor with multiple cores, this specifies the
divisor used when ramping core clocks down after a single core has entered the clocks rampedstate.

Bits Divisor
1Ch-00h Reserved.

1Dh 128

1Eh 512

ocks off.

* If MSRCOO1_00[6B:64][CpuDidMSD]ofthe current P-state is greater than or equal to Single-
HaltCpuDid, then no frequency change is made when entering the low-powerstate associated with
this register.

* The COF= (the frequency specified by DI8F3xD4[MainPllOpFreqld))/ (the divisor specified by
this field).
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2.5.3.2.3.3 Package Cl (PC1) State

The processor enters the PCI state with auto-Pmin whenall of the following are true:

* All cores are in the CC1 state or deeper.

If DI8F4x1AC[CstPminEn] indicates that auto-Pmin is enabled when the processor enters PC1, the P-state for
all cores is transitioned as specified by 2.5.3.2.7.1 [Auto-Pmin]. Regardless of the state of DI] 8F4x 1 AC[CstP-
minEn], all core clocks are ramped to the frequency specified by DISF4x1A8{AllHaltCpuDid].

D1I8F4x1A8 CPU State Power Management Dynamic Control 0

Reset: 0000_0000h.

9:5|AllHaltCpuDid. Read-write. BIOS: 1 Fh. Specifies the divisor used when entering PC] with or with-
out auto-Pmin. See 2.5.3.2.3.3 [Package C1] (PC1) State].

Divisor

Reserved,

128

512

See DI8F4x1 A8[SingleHaltCpuDid].
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a clock halting register that|7537.33 Package Cl (PC1) State
receives the clock from said

clockSyrieration simuand The processor enters the PC] state with auto-Pmin whenall of the followingaretrue:
individually sets the clock to
be halted lied; jf RAE OE SPP aes * All cores are in the CC] state or deeper.

If DI8F4x1AC[CstPminEn] indicates that auto-Pmin is enabled when the processor enters PC1, the P-state for
all cores is transitioned as specified by 2.5.3.2.7.1 [Auto-Pmin]. Regardless ofthe state of DI8F4x1AC[CstP-
minEn], all core clocks are rampedto the frequency specified by DI8F4x1 A8[AllHaltCpuDid].

D18F4x1A8 CPU State Power Management Dynamic Control 0

Reset: 0000_0000h.

9:5|AllHaltCpuDid. Read-write. BIOS: OFh. Specifies the divisor used when entering PC! with or with-
out auto-Pmin. See 2.5.3.2.3.3 [Package C1 (PC1) State]. This field mustbe set to a divisor deeper
than D18F4x1A8[SingleHaltCpuDid] or undefined behavior mayresult.

Divisor Bits Divisor
Reserved 09h Reserved

Reserved OAh Reserved

Reserved OBh Reserved

Reserved 0Ch /128

Reserved ODh /512

Reserved OEh Reserved

Reserved OFh Clocks off

Reserved 1Fh-10h Reserved

Reserved
2/13/2019
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Anda status register that
judgesa state of said central
processing unit immediately
after being released from said
third special mode.  

2.5.3.2.7.2 Exiting PC6

If the PService timer is enabled when the processor exits PC6, all cores transition to the P-state specified by
DISF4x1ACiPstateldCoreOffeExit). The cores remain in this state until one of the following occurs:

* The PService timer expires while the packageis in CO: In this case, the cores transition backto the last P-
state requested by software.

* The package enters PC] without auto-Pmin: In this case, the PService timer continues counting.Ifit
expires while in PCI, the cores remain in the P-state specified by DI8F4x1AC[PstateIdCoreOffExit]
until they return to CO, at which time they transition to the last P-state requested by software.

* The package enters PC] with auto-Pmin: In this case, the PService timer stops counting and the cores
enter the PServicestate.

* The package enters PC6:In this case the PService timer stops counting and the actions associated the
requested package C-state occur. See 2.5.3.2.3.4 [Package C6 (PC6) State].

If the PService timeris disabled when the processor exits PC6, the cores transition backto the last P-state
requested by software.

See also BKDG pp.320-321:

DISF4x1AC CPU State Power Management Dynamic Control 1

Exhibit B.5
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PstateIdCoreOffExit. Read-write. Reset: 0. BIOS: 2.5.3.2.9. When exiting the package C6state, the
core transitions to the P-state specified by this register. See 2.5.3.2.7.2 [Exiting PC6]. IfPC6 is
enabled (see 2.5.3.2.9 [BIOS Requirements for C-state Initialization]), PstateIdCoreOffExit must be
programmed to lowest-performance P-state displayed to the operating system or to any lower-perfor-
mance P-state. Programmingthisfield to 0 causesthe core to transition to the last P-state requested by
software when exiting package C6. This field uses hardware P-state numbering. See 2.5.3.1.2.2
{Hardware P-state Numbering].

—————system LSI as claimed in
claim 1,

wherein said first memory As detailed above, the first memory in the SMU and the second memory in the caches are independent memories that are
and said second memory are|separated from each other.
two independent memories
which are separated from
each other.
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Exhibit C.1 — Preliminary Accused Product Identification for ’614 Patent —

AMD Family 12h Processors
 

This identification of products is based on information reasonably available to
Polaris, and was prepared without the benefit of discovery from AMD.Accordingly,
this chart may not include non-public AMD products such as OEM or custom
products. Aquila reserves the right to modify or supplementits identification of
Accused Products when AMDprovides more information.

aaaeee
iin|ithtsSeit=oI641 AMD Athlon Processors X4 Llano

es——iniOElie=638 AMD Athlon Processors X4 Llano

oilLie631 AMD Athlon Processors x4 Llano

lanaoeli631 AMD Athlon Processors X4 Llano

eenee620e AMD Athlon Processors X4 Llano

[E2-3000M_|AMDE-SeriesProcessors||Llano
A4-3300M__|AMDA-SeriesProcessors||Llano
[A4-3305M__—|AMDA-SeriesProcessors||Llano
|A4-3310MX___|AMDA-SeriesProcessors||Llano
|A4-3320M_—|AMDA-SeriesProcessors||Llano
|A4-3330MX___|AMDA-SeriesProcessors||Llano
|A6-3400M__—|AMDA-SeriesProcessors||Llano
|A6-3410MX___|AMDA-SeriesProcessors||Llano
|A6-3420M_—|AMDA-SeriesProcessors||Llano
|A6-3430MX___|AMDA-SeriesProcessors_||Llano
|A8-3500M__—|AMDA-SeriesProcessors||Llano
|A8-3510MX___|AMDA-SeriesProcessors||Llano
|A8-3520M__—|AMDA-SeriesProcessors||Llano
|A8-3530MX___|AMDA-SeriesProcessors||Llano
|A8-3550MX___|AMDA-SeriesProcessors||Llano
|SempronX2198|AMDSempronProcessors||Llano
|Athlon1X2221|AMDAthlonProcessors||Llano
[Athlon1X4651|AMDAthlonProcessors||Llano
|Athlon1X4651K|AMDAthlonProcessors||Llano

[E2-3200|AMDE-SeriesProcessors||Llano
[A4-3300|AMDA-SeriesProcessors||Llano
[A4-3400|AMDA-SeriesProcessors||Llano
[A4-3420JAMDA-SeriesProcessors||Llano
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a
/A6-3500|AMDA-SeriesProcessors||Llano
A6-3600|AMDA-SeriesProcessors||Llano
/A6-3620_|AMDA-SeriesProcessors||Llano
|A6-3650|AMDA-SeriesProcessors||Llano
|A6-3670K|AMDA-SeriesProcessors||Llano
|A8-3800|AMDA-SeriesProcessors||Llano
|A8-3820|AMDA-SeriesProcessors||Llano
/A8-3850|AMDA-SeriesProcessors||Llano
A8-3870K|AMDA-SeriesProcessors||Llano
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Exhibit C.2 — Preliminary Accused Product Identification for ’614 Patent —

AMD Bulldozer/Piledriver Processors

 

This identification of products is based on information reasonably available to
Polaris, and was prepared without the benefit of discovery from AMD.Accordingly,
this chart may not include non-public AMD products such as OEM or custom
products. Aquila reserves the right to modify or supplementits identification of
Accused Products when AMDprovides more information.

ee
Radeon HD 8670D Processors for Desktops Piledriver

Radeon HD 8670D Processors for Desktops Piledriver

(ol=alRadeon HD 8670D Processors for Desktops Piledriver

seemeeeleelanA10-6790B Processors for Desktops Piledriver

eeeee—eeeIeeeHD 8670D Processors for Desktops Piledriver

A10-6700T with AMDA-SerieseeEseacaRadeon HD 8650D Processors for Desktops Piledriver

aiaoeeeeTaA10-5800K Processors for Desktops Piledriver

A10-5700 Processors for Desktops Piledriver

aoeloco|peecelHD 8570D Processors Desktops Piledriver

awedVocaleae|aA8-6500B Processors Desktops Piledriver

ceeeeaelieHD 8570D Processors Desktops Piledriver

eeeeeeaieHD 8550D Processors Desktops Piledriver

ceeeeieHD 8470D Processors Desktops Piledriver
DBO|Promwors[Desktops|PitediverHD 8470D Saasiates Desktops Piledriver——PaesLae|A6-5400K Prntamate pee DS Piledriver
reeeeeeaeHD 8470D Bioctiistas aeDS Piledriver
cae[=iA4-6320B Processors Desktops Piledriver
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eaeae
all2aHD 8370D Processors Desktops Piledriver

sineee—ierA4-6300 Processors Desktops Piledriver

A4-6300B _ Processors Desi s Piledriver
HD 8370D Processors Be DS Piledriver
aaee|FX-9590 Processors Edition Processors Piledriver

FX-9370 Processors Edition Processors Piledriver

cooler Processors Edition Processors Piledriver

FX-8370E ers Edition Processors Piledriver
FX-8370 cae Edition Processors Piledriver

cooler Processors Edition Processors Piledriver

sueleon—eeelianFX-8350 Processors Edition Processors Piledriver

FX-8320E Processors Edition Processors Piledriver

oelee’taFX-8320 Processors Edition Processors Piledriver

FX-8310 Processors Edition Processors Piledriver

FX-8300 es Edition Processors Piledriver
FX-8170 peraies Bulldozer
aarFX-8150 Processors Edition Processors Bulldozer

PaERFX-8140 Processors Bulldozer

I=allFX-8120 Processors Edition Processors Bulldozer

lexirecesses||doerFX-8100 Processors Bulldozer

FX-6350 with Wraith|AMD FX-Series em,|cacooler Processors Edition Processors Piledriver
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aee
ieee:eeeacA4-4020 Processors Desktops Piledriver

fiela—rrA4-4000 Processors Desktops Piledriver

ecoORProcessors Laptops Piledriver

A8-7200P with Radeon

R5 Graphics

FX-6350

AMD FX-Series AMDFX 6-Core Black

Processors Edition Processors Piledriver 

FX-6300

AMD FX-Series AMD FX 6-Core Black

Processors Edition Processors Piledriver

AMD FX-Series AMDFX 6-Core Black

reyProcessors es.Processors Bulldozereed—=4130 AMD FX-Series

Processors pea
famatagVireo=liFX-6120 Processors Bulldozer

Processors Edition Processors Bulldozer

aeeeeleperlooaee:Processors Edition Processors Piledriver

FX 6100

FX-4350

AMD FX-Series AMDFX 4-Core Black

Processors Edition ProcessorsFX-4320

Processors Edition Processors Piledriver

eaeeefeeaeProcessors Edition Processors Bulldozer

sen———eeacaFX-4150 Processors Bulldozer

petcuiee Edition Processors

FX-4300

FX-4170

FX-4130 Bulldozer

came[mesa|treFX-4120 Processors Bulldozer

teate Edo Processors Bulldozer
aeerrrHD 8450G Processors eeeptops Piledriver
FX-4100

A10-6800B with

Radeon HD 8670D

A10-6790B with

Radeon HD 8670D

AMD Business Class -

Quad-Core A10-Series
Processors APUfor Desktops

AMD Business Class -

Quad-Core A10-Series
Processors APUfor Desktops
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ee
AMD BusinessClass -

HD 8570D Processors APU for Desktops Piledriver

[rook|rocesors”|AMDAtonx4__|Pitesiver_760K Processors AMD Athlon X4 Piledriver

frorecesors|AMDAtonx4—__|Pitesiver_750 Processors AMD Athlon X4 Piledriver

AMD BusinessClass -

A6-6420B with Radeon|AMD A-Series Dual-Core A6-Series APU

HD 8470D Processors for Desktops Piledriver

frsox|rvcewom|AMDAthonxt___|Piteiver_750K Processors AMD Athlon X4 Piledriver

AMD BusinessClass -

HD 8470D Processors for Desktops Piledriver

forocesors|AMDAtionx4__|Pitesiver_740 Processors AMD Athlon X4 Piledriver

aPOal6386 SE AMD Opteron Series Processor Piledriver

eiNea6380 AMD Opteron Series Processor Piledriver

a—pane.—lee—tae6378 AMD Opteron Series Processor Piledriver

[sss______|avoptern_|SeesProsesor|Pilediver_6376 AMD Opteron Series Processor Piledriver

eePaee6370P AMD Opteron Series Processor Piledriver

ateVaile—hae6366 HE AMD Opteron Series Processor Piledriver

abseban6348 AMD Opteron Series Processor Piledriver

AMD PRO A-Series|AMD PRO A-Series A4 cena|Radeon HD 8470D Processors APUfor Desktops Piledriver

ctlatteleeae.6344 AMD Opteron Series Processor Piledriver

sae———la—eee—inden6338P AMD Opteron Series Processor Piledriver

seloeiom—lpeeie—lla6328 AMD Opteron Series Processor Piledriver

Peeeeee6320 AMD Opteron Series Processor Piledriver

jacaanata,——_[Setrocmne|iets6308 AMD Opteron Series Processor Piledriver
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tT
PaPe6287 SE AMD Opteron Series Processor Bulldozer

sae——lai—lee—a6284 SE AMD Opteron Series Processor Bulldozer

sia———las—“lee—lame:6282 SE AMD Opteron Series Processor Bulldozer

foalibeen_—_lee—ce6278 AMD Opteron Series Processor Bulldozer

fame:—eas~=2|Berane|6276 AMD Opteron Series Processor Bulldozer

‘aadavasepunin,—-|Stare|art6274 AMD Opteron Series Processor Bulldozer

cibait—epee—aaa6272 AMD Opteron Series Processor Bulldozer

AMD Opteron 6200

[cxsone__|ammopteron__|SeesProctor|Bulldozer_6230 HE AMD Opteron Series Processor Bulldozer

eo:———_—|ea=tonei|6238 AMD Opteron Series Processor Bulldozer

asia’|isin:eames_|6234 AMD Opteron Series Processor Bulldozer

aPOa6220 AMD Opteron Series Processor Bulldozer

oh—laden.—Veeae6212 AMD Opteron Series Processor Bulldozer

a—lene—Lae.6204 AMD Opteron Series Processor Bulldozer

ass|avmoperon_|SeesProsesor|Pilediver_4386 AMD Opteron Series Processor Piledriver

sckue__|ampopteson__|SedesProceor|Pilediver_43GK HE AMDOpteron Series Processor Piledriver

esVise—leonalah”4376 HE AMD Opteron Series Processor Piledriver

sahiitec—loss”4365 AMD Opteron Series Processor Piledriver

PaoN4340 AMD Opteron Series Processor Piledriver

asstaspopteron__|SederProcesor|Pilediver_4334 AMD Opteron Series Processor Piledriver

Lassone__|ammpopreron_|SeesProcesor|Pilediver_4332 HE AMD Opteron Series Processor Piledriver

ainsi.—eelna43CX EE AMD Opteron Series Processor Piledriver
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tT
fitsieTn|4310 EE AMD Opteron Series Processor Piledriver

fot———i—eae—I|4284 AMD Opteron Series Processor Bulldozer

salate—leet—la:4280 AMD Opteron Series Processor Bulldozer

xnbiven_—_lee—es4276 HE AMD Opteron Series Processor Bulldozer

amane|aopteron__|SeesProsesor|Bulldozer4274 HE AMD Opteron Series Processor Bulldozer

aavocee|AMDopteron_|SeienProcewor|Bulldozer_42MX EE AMD Opteron Series Processor Bulldozer

is——li—eee—Ina4256 EE AMD Opteron Series Processor Bulldozer

AMD Opteron 4200

wai|asus——_*oemima|4238 AMD Opteron Series Processor Bulldozer

aia=——=|ie,—=tomi|4234 AMD Opteron Series Processor Bulldozer

Laasone|avopteron__|SevenProsesor|Bulldozer4230 HE AMD Opteron Series Processor Bulldozer

ainleeeeeeea™—Tai4228 HE AMD Opteron Series Processor Bulldozer

alaa—eeLaie4226 AMD Opteron Series Processor Bulldozer

sa——laine—late.42DX EE AMDOpteron Series Processor Bulldozer

[ssoasamopteron_|SeesPosensor|Pilediver_3380 AMD Opteron Series Processor Piledriver

[sss|asmpoptern_|SeerProceor|Pilediver_3365 AMD Opteron Series Processor Piledriver

sipiace—Veto—las3350 HE AMD Opteron Series Processor Piledriver

son—aise—eee”—lain3320 EE AMDOpteron Series Processor Piledriver

ot.en,Sete—late3280 AMD Opteron Series Processor Bulldozer

[sasone|anpopteron_|SeesProcesor|Bulldozer3260 HE AMD Opteron Series Processor Bulldozer

[sasone|anopreron__|SeesProcesor|Bulldozer_3250 HE AMD Opteron Series Processor Bulldozer
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Saneae
ceeeetaeR-252F Series Processors Piledriver

aie—eee1s————R-260H Series Processors Piledriver

eins.——eetTaeR-268D Series Processors Piledriver

AMD Embedded R-nome__———[SensPuersin||iter
es—_—eeeeoeet|R-452L Series Processors Piledriver

AMD Embedded R-eeaeee
AMD Embedded R-eeaeee

aIeee|LaeR-464L Series Processors Piledriver

CaaProcessors

CSaProcessors

Processors

Processors

Processors

a in _anProcessors

A4-5150M ee Piledriver
Processors

Processors

A10-5757M eet Piledriver
Processors

A10-5745M SeeES Piledriver
Processors

Processors

Processors

Processors

A8-4555MJAMDA-Series||Piledriver|
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aee}_}Proeessors ———
Process
ede
Processors

A4-5145M SeEeaeteS Piledriver
Processors

A4-4355M OREN Piledriver
Processors
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Exhibit C.3 — Preliminary Accused Product Identification for ’614 Patent —

AMD Excavator(+) Processors

This identification of products is based on information reasonably available to
Polaris, and was prepared without the benefit of discovery from AMD.Accordingly,
this chart may not include non-public AMD products such as OEM or custom
products. Aquila reserves the right to modify or supplementits identification of
Accused Products when AMDprovides more information.

an
7th Gen AMD PRO A4- AMD PRO A-Series|AMD PRO A-Series

4350B APU P rs A4 APU for Laptops Excavator+

} E

 

roces

7350B APU Proces 6 APU for Laptops|Excavator+

acacsonaneee(eeelate7th Gen Al2 9800 APU Processors APUfor xcavator+

aanooicassloeeLela7th Gen A1l2 9800E APU Processors APU for Desktops Excavatort

00

[rthGenA109700APU[Proceso|APUforDeskiogs|Excavatoct7th Gen A10 9700 APU Proces APU for Desktops Excavatort+

eSAaPON7th Gen A10 9700E APU ocessors APU for Desktops Excavatort+

eskto

eskto

chanson.leeeee™—eeeIhe7th Gen A10-9620P APU ocessors APUfor Laptops Excavator+

eimaieee—eeareas7th Gen A8 9600 APU Processors for Desktops Excavator+

riktonasossainei[onan[feeibadope|sieeve7th Gen A6 9550 APU Processors for Desktops Excavator+

[nthGenA69500APU__[Prooeson|ferDetops|Excavtort7th Gen A6 9500 APU Processors for Desktops Excavator+

erie

7th Gen A12-9730P APU Processors APU for Lap Excavator+

7th Gen A12-9700P APU Processors APUfor Laptops Excavator+

7th Gen A10-9630P APU Processors APUfor Laptops Excavator+

7th Gen A10-9600P APU Processors APU for Laptops Excavator+

AMD A9-Series APU

7th Gen A9-9425 APU Processors for Laptops Excavatort+

7th Gen A9 9420 APU AMDA9-Series APU

cesso

cessors

Deskt

A-Series A10-Series

7th Gen Al2 9720P APU Processors APUfor Deskt Excavator+

cessors

0

1

Lapto

e

DS

: it

A-Series AMD A6-S s APU

7th Gen A6 9500E APU Processors for Desktops Excavator+

aptops

es
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eea
—— for Laptops

[niuGena99s104PU|Process7th Gen A9 9410 APU Processors for Laptops

[riuGen.assn2sapu|Proceso7th Gen A6-9225 APU Processors for Laptops

ooeaanideleeeee7th Gen A6 9220 APU Processors for Laptops

AMD A-Series AMD A6-Series APU

7th Gen A6-9220C APU Processors for Laptops

uArch

iead

Siowonamee
anions
sions
Excavator+ 

AMD A-Series AMD A6-Series APU

7th Gen A6 9210 APU Processors for Laptops

\indinsatsiaatin<|ooadeedn|Wietagtog7th Gen A6-9200 APU Processors for Laptops

ictiaadeoiiesmvtySood—_|(eckagiepe7th Gen A6 9200e APU Processors for Laptops

seinen—lace—Ieee7th Gen A4-9120 APU Processors for Laptops

esnimatocslaaIeee7th Gen A49120C APU Processors for Laptops

7th Gen AMD PRO A12- AMD PRO A-Series|Al2 APU for

9800 APU Processors Desktops

AMD PROA-Series

9800E APU Processors Desktops

AMD PROA-Series

AMD PRO A-Series|Al0 APU for

9700 APU Processors Desktops

AMD PROA-Series

7th Gen AMD PRO A10- AMD PRO A-Series|Al10 APU for
rs9700E APU Processo: Desktops

7th Gen AMD PRO A8-9600 AMD PROA-Series

APU Processors A8 APU for Desktops

APU Processors A6 APUfor Desktops

AMD PRO A-Series|AMD PRO A-Series

9500E APU Processors A6 APU for Desktops

AMD PRO A-Series|AMD PROA-Series

9830B APU Processors 12 APU for Laptops

AMD PRO A-Series|AMD PROA-Series

9800B APU Processors 12 APU for Laptops

AMD PROA-Series|AMD PROA-Series

9730B APU Processors A10 APU for Laptops
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ae
9700B APU

9630B

9600B APU

9500B APU

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

FX-Series

Processors

FX-Series

Processors

AMD PROA-Series

A10 APU for Laptops

AMD PROA-Series

A8 APUfor Laptops

AMD PROA-Series

A8 APUfor Laptops

AMD PROA-Series

A6 APU for Laptops

AMD FX-Series

Processors for

Laptops
AMDFX-Series

Processors for

Laptops

aAeceadOY7th Gen E2 9010 APU Processors for Laptops Excavator+

cnistenatepeer—leer—Ica6th Gen A10-8700P APU rocessors APU for Laptops Excavator

Elegie!for Laptops Excavator6th Gen A8-8600P APU

6th Gen AMD PRO A12-

8870 APU

6th Gen AMD PRO A12-

8870E APU

6th Gen AMD PRO A10-

8770 APU

6th Gen AMD PRO A10-

8770E APU

6th Gen AMD PRO A8-

8650B APU

6th Gen AMD PRO A6-8570

APU

6th Gen AMD PRO A4-

8350B APU

6th Gen AMD PRO A12-

A-Series

Processors

PRO A-Series

Processors

PRO A-Series

Processors

PRO A-Series

Processors

PRO A-Series

Processors

PRO A-Series

Pr

AMD PROA-Series

Processors

AMD PROA-Series
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ocessors

Processors

8570E APU Processors

8550B APU Processors

PRO A-Series

Al12 APUfor

Desktops

PRO A-Series

Al2 APUfor

Desktops

PRO A-Series

A10 APUfor

Desktops

PRO A-Series

A10 APUfor

Desktops

AMD PROA-Series

A8 APU for Desktops

AMD PROA-Series

A6 APU for Desktops

AMD PROA-Series

A6 APU for Desktops

AMD PROA-Series

A6 APU for Desktops

AMD PROA-Series

A4 APU for Desktops

AMD PROA-Series

 Excavator

Excavator

Excavator

Excavator

Excavator

Excavator
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a
8830B APU Al2 APU forLaptops{

8800B APU Processors

8780P APU Processors

6th Gen AMD PRO AI10- AMD PROA-Series

8730B APU Processors

6th Gen AMD PRO A10-

8700B APU ocessors

6th Gen AMD PRO A8-

8600B APU ocessors

6th Gen AMD PRO A6-

8530B APU Processors

6th Gen AMD PRO A6- PRO A-Series

8500B APU Processors

Be
5

5 FX-Series

6th Gen FX-8800P APU Processors

A6-8500P with Radeon R5 A-Series

Graphics Processors

A10-8700P with Radeon R6 A-Series

Graphics Processors

Athlon

7th Gen AMD Athlon X4 970|Processors

A8-8600P with Radeon R6

Graphics Processors

7th Gen AMD Athlon X4 950|Processors

7th Gen AMD Athlon X4 940|Processors

A6-8500P with Radeon R5

Graphics Processors

sors

5

aE
5

5

5

5

5

835 Processors

845 with Near Silent Thermal

Solution Proces

FX-8800P with Radeon R7 AMD FX-Series

Graphics Processors

AMD PROA-Series

A12 APUfor Laptops

AMD PROA-Series

A10 APU for Laptops

AMD PROA-Series

10 APU for Laptops

AMD PROA-Series

10 APU for Laptops

AMD PROA-Series

8 APU for Laptops

AMD PROA-Series

A6 APU for Laptops

AMD PROA-Series

A6 APU for Laptops

FX-Series

Processors for

Laptops

AMD A6-Series APU

for Laptops

AMD A10-Series

APU for AIOs

AMD Athlon X4

AMD A8-Series APU

for AIOs

AMD Athlon X4

AMD Athlon X4

AMD A6-Series APU

for AIOs

AMDAthlon X4

AMDAthlon X4

AMD FX-Series

Processors for AIOs

Excavator

Excavator

Excavator

Excavator

Excavator

Excavator

Excavator

Excavator

Excavator

Excavator

Excavator

Excavator

Excavator

Excavator

Excavator

Excavator

Excavator

Excavator

toaRRSaise—TranRX-421ND Series Processors R-Series SOC Excavator

iscIse”lanaiRX-421BD Series Processors R-Series SOC Excavator
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Snss
Pv(=2gowoyRX-418GD Series Processors R-Series SOC Excavator

tii———eoIna:RX-416GD Series Processors R-Series SOC Excavator

cia—etersmnie—aa.RX-216TD Series Processors R-Series SOC Excavator

AMD Embedded R-

AMD Embedded G- 3rd Generation G-

GX-224IJ Series Processors Series SOC J Famil Excavator

AMD Embedded G- 3rd Generation G-

GX-215JJ Series Processors Series SOC J Famil Excavator

um[ie(ee(aeGX-217GI Series Processors Series SOC I Famil Excavator

laaeee———|ae Processors
at$s]GX-212J] Series Processors

oeieee|leGX-220IJ Series Processors

AMD Operton

AMDOperton

AMD Operton

aiid=—"|e||taAthlon X4 835 Processors Excavator

antonMeeeaeAthlon X4 845 Processors Excavator
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Exhibit D.1 — Preliminary Accused Product Identification for 519 Patent —

AMD Family 12h Processors
 

This identification of products is based on information reasonably available to
Polaris, and was prepared without the benefit of discovery from AMD. Accordingly,
this chart may not include non-public AMD products such as OEM orcustom
products. Aquila reserves the right to modify or supplementits identification of
Accused Products when AMDprovides more information.

aeeeeaS
iin.|ithatiSeViteI641 AMD Athlon Processors X4 Llano

es—inti1lie638 AMD Athlon Processors X4 Llano

oilLie631 AMD Athlon Processors x4 Llano

lanaoeli631 AMD Athlon Processors X4 Llano

eenee620e AMD Athlon Processors X4 Llano

[E2-3000M_|AMDE-SeriesProcessors||Llano
A4-3300M__|AMDA-SeriesProcessors||Llano
|A4-3305M__|AMDA-SeriesProcessors||Llano
|A4-3310MX___|AMDA-SeriesProcessors||Llano
|A4-3320M__—|AMDA-SeriesProcessors||Llano
 A4-3330MX AMD A-Series Processors Llano

A6-3400M AMD A-Series Processors Llano

|A6-3420M_—|AMDA-SeriesProcessors||Llano
|A6-3430MX__|AMDA-SeriesProcessors||Llano
|A8-3500M__—|AMDA-SeriesProcessors||Llano
|A8-3510MX___|AMDA-SeriesProcessors||Llano
|A8-3520M__—|AMDA-SeriesProcessors||Llano
|A8-3530MX___|AMDA-SeriesProcessors||Llano
|A8-3550MX___|AMDA-SeriesProcessors||Llano
|SempronX2198|AMDSempronProcessors||Llano
|Athlon1X2221|AMDAthlonProcessors||Llano
[Athlon1X4651|AMDAthlonProcessors||Llano
|Athlon1X4651K|AMDAthlonProcessors||Llano

[E2-3200|AMDE-SeriesProcessors||Llano
|A4-3300|AMDA-SeriesProcessors||Llano
|A4-3400|AMDA-SeriesProcessors||Llano
[A4-3420JAMDA-SeriesProcessors||Llano
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a
/A6-3500|AMDA-SeriesProcessors||Llano
A6-3600|AMDA-SeriesProcessors||Llano
/A6-3620_|AMDA-SeriesProcessors||Llano
|A6-3650|AMDA-SeriesProcessors||Llano
|A6-3670K|AMDA-SeriesProcessors||Llano
|A8-3800|AMDA-SeriesProcessors||Llano
|A8-3820|AMDA-SeriesProcessors||Llano
/A8-3850|AMDA-SeriesProcessors||Llano
A8-3870K|AMDA-SeriesProcessors||Llano
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Exhibit D.2 — Preliminary Accused Product Identification for 519 Patent —

AMD Family 14h Processors
 

This identification of products is based on information reasonably available to
Polaris, and was prepared without the benefit of discovery from AMD. Accordingly,
this chart may not include non-public AMD products such as OEM orcustom
products. Aquila reserves the right to modify or supplementits identification of
Accused Products when AMD provides more information.

eeee
esaeeeieG-Series T24L Processors Bobcat

AMD Embedded G-Series

AMD Embedded G-Series

pieceineG-Series T16R Processors Bobcat

AMD Embedded G-Series

G-Series T40R Processors Bobcat

AMD Embedded G-Series

G-Series T40E Processors Bobcat

G-Series T40N Processors Bobcat

G-Series T40R Processors Bobcat

G-Series T44R Processors Bobcat

G-Series T48E Processors Bobcat

G-Series T48N Processors Bobcat

G-Series T52R Processors Bobcat

G-Series T56E Processors Bobcat

AMD Embedded G-Series

G-Series TS6N Processors Bobcat

-50 C-Series BobcatQ
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ae
E-350 AMD E-Series Processors

E-450 AMD E-Series Processors

E1-1200 AMD E-Series Processors 

Exhibit D.2
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Exhibit D.3 — Preliminary Accused Product Identification for 519 Patent —

AMD Family 15h Processors
 

This identification of products is based on information reasonably available to
Polaris, and was prepared without the benefit of discovery from AMD.Accordingly,
this chart may not include non-public AMD products such as OEM or custom
products. Aquila reserves the right to modify or supplementits identification of
Accused Products when AMDprovides more information.

Ne
7th Gen AMD

PRO A4-4350B AMD PROA-Series AMD PROA-Series A4 APU

APU Processors for Laptops Excavator+

7th Gen AMD faPRO A6-7350B AMD PROA-Series AMD PROA-Series A6 APU

APU Processors for Laptops Excavator+

9800 APU Processors Desktops Excavator+

9800E APU Processors Desktops Excavator+

9720P APU Processors Desktops Excavator+

9700 APU Processors Desktops Excavator+

9700E APU Processors Desktops Excavator+

9620P APU Processors Laptops Excavatort+

APU Processors Desktops Excavator+

APU Processors Desktops Excavator+

APU Processors Desktops Excavator+

9500E APU Processors Desktops Excavator+

9730P APU Processors Laptops Excavator+

9700P APU Processors Laptops Excavator+

9630P APU Processors Laptops Excavator+

7th Gen A10- AMD A10-Series APU for

9600P APU Processors Laptops Excavator+

7th Gen A9-9425|AMD A-Series AMD A9-Series APUfor
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[APUProcessors,|Laptops,|

apt|ia|Laptops Excavator+

lagi|tedLaptops Excavator+

+paralalrlAPU Processors Laptops Excavator+

APU

APU

7th Gen A6 9220

APU

AMD A-Series

Processors

AMD A-Series

Processors

AMD A-Series

Processors

AMD A6-Series APU for

Laptops Excavatort+ 

7th Gen A6-

9220C APU

AMD A-Series

Processors

AMD A6-Series APU for

Excavatort+Laptops

ermemeeat|aaaAPU Processors Laptops Excavator+

aeicemanopeAPU Processors Laptops Excavator+

9200e APU

APU

A49120C APU

7th Gen AMD

PRO A12-9800

APU

7th Gen AMD

PRO A12-9800E

APU

7th Gen AMD

PRO A10-9700

APU

7th Gen AMD

PRO A10-9700E

APU

7th Gen AMD

PRO A8-9600

APU

7th Gen AMD

PRO A6-9500

APU

7th Gen AMD

PRO A6-9500E

APU

7th Gen AMD

PRO A12-9830B

AMD A-Series

Processors

AMD A-Series

Processors

AMD A-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

sllLaptops Excavatort+

aeaeLaptops Excavator+

laneLaptops Excavator+

AMD PROA-Series Al2 APU

for Desktops

AMD PROA-Series Al2 APU

for Desktops

AMD PROA-Series A10 APU

for Desktops

AMD PROA-Series Al10 APU

for Desktops

AMD PROA-Series A8 APU

for Desktops

AMD PROA-Series A6 APU

for Desktops

AMD PROA-Series A6 APU

for Desktops

AMD PROA-Series Al2 APU

for Laptops
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=e
WANAeeileif

7th Gen AMD

PRO A12-9800B

7th Gen AMD

PRO A10-9730B

APU

7th Gen AMD

piss A10-9700B
akeGen AMD
PRO A8-9630B

7th Gen AMD

PRO A8-9600B

APU

7th Gen AMD

aaA6-9500B

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series Al2 APU

for Laptops

AMD PROA-Series A10 APU

for Laptops

AMD PROA-Series A10 APU

for Laptops

AMD PRO A-Series A8 APU

for Laptops

AMD PROA-Series A8 APU

for Laptops

AMD PROA-Series A6 APU

for Laptops

lea
Excavatort+

2

be
cogs

aeGen FX AMD FX-Series AMD FX-Series Processors for
9830P APU Processors Laptops Excavator+

a9800P APU Parag Laptops Excavator+

ieerleAPU Processors Laptops Excavator+

6th Gen A10-

8700P APU

6th Gen A8-

8600P APU

6th Gen AMD

PRO A12-8870

6th Gen AMD

PRO A12-8870E

APU

6th Gen AMD

PRO A10-8850B

APU

6th Gen AMD

aA10-8770
=Gen AMD
eaA10-8770E

AMD A-Series

Processors

AMD A-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

reliaLaptops Excavator

eeeee—leatLaptops Excavator

AMD PROA-Series Al2 APU

for Desktops

AMD PROA-Series Al2 APU

for Desktops

Excavator

Excavator

AMD PROA-Series A10 APU

for Desktops Steamroller

AMD PROA-Series A10 APU

for Desktops

AMD PRO A-Series A10 APU

for Desktops
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====
6th Gen AMD

PRO A10-8750B

APU

6th Gen AMD

PRO A8-8650B

APU

6th Gen AMD

PRO A6-8570

APU

6th Gen AMD

PRO A6-8570E

APU

6th Gen AMD

PRO A6-8550B

APU

6th Gen AMD

PRO A4-8350B

APU

6th Gen AMD

PRO A12-8830B

APU

6th Gen AMD

PRO A12-8800B

APU

6th Gen AMD

PRO A10-8780P

APU

6th Gen AMD

PRO A10-8730B

APU

6th Gen AMD

PRO A10-8700B

APU

6th Gen AMD

PRO A8-8600B

APU

6th Gen AMD

poe A6-8530B
akcGen AMD
pease A6-8500B

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PRO A-Series

Processors

AMD PROA-Series

Processors

AMD PRO A-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PROA-Series

Processors

AMD PRO A-Series Al10 APU

for Desktops Steamroller

AMD PROA-Series A8 APU

for Desktops

AMD PRO A-Series A6 APU

for Desktops

AMD PROA-Series A6 APU

for Desktops

AMD PRO A-Series A6 APU

for Desktops

AMD PRO A-Series A4 APU

for Desktops

AMD PROA-Series Al2 APU

for Laptops

AMD PRO A-Series A12 APU

for Laptops

AMD PROA-Series A10 APU

for Laptops

AMD PROA-Series A10 APU

for Laptops

AMD PROA-Series A10 APU

for Laptops

AMD PROA-Series A8 APU

for Laptops

AMD PROA-Series A6 APU

for Laptops

AMD PRO A-Series A6 APU

for Laptops

Excavator

Excavator 
akcGen FX- AMD FX-Series AMDFX-Series Processors for
8800P APU Processors Laptops Excavator
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A10-7890K with

Radeon R7

Graphics and
Wraith cooler

A10-7870K with

Radeon R7Series

A10-7870K with

Radeon R7

Graphics and
Near Silent

Thermal Solution

A10-7860K with

Radeon R7Series

A10-7860K with

Radeon R7

Graphics and
Near Silent

Thermal Solution

A10-7850K with

Radeon R7 Series

A10-7800 with

Radeon R7 Series

A10-7700K with

Radeon R7 Series

A10-6800B with

Radeon HD

8670D

A10-6800K with

Radeon HD

8670D

A10-6790K with

Radeon HD

8670D

A10-6790B

A10-6700 with

Radeon HD

8670D

A10-6700T with

Radeon HD

8650D

A8-7670K with

Radeon R7

Graphics and

AMD A-Series

Processors

AMD A-Series

Processors

AMD A-Series

Processors

AMD A-Series

Processors

Processors

AMD A-Series

Processors

AMD A-Series

Processors

AMD A-Series

Processors

AMD A-Series

Processors

AMD A-Series

Processors

AMD A-Series

Processors

AMD A-Series

Processors

AMD A-Series

Processors

AMD A-Series

Processors

AMD A-Series

Processors

AMD A10-Series APU for

Desktops Steamroller

AMD A10-Series APU for

Desktops Steamroller

AMD A10-Series APU for

Desktops Steamroller

AMD A10-Series APU for

Desktops Steamroller

AMD A10-Series APU for

Desktops

AMD A10-Series APU for

Desktops

AMD A10-Series APU for

Desktops

Steamroller

AMD A10-Series APU for

Desktops Steamroller

AMD A10-Series APU for

Desktops

AMD A10-Series APU for

Desktops Piledriver

AMD A10-Series APU for

Desktops Piledriver

AMD A10-Series APU for

Desktops Piledriver

AMD A10-Series APU for

Desktops

AMD A10-Series APU for

Desktops Piledriver

AMD A8-Series APU for

Desktops
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NearSilent

Thermal Solution

A8-7650K with AMD A-Series AMDA8&-Series APU for

Radeon R7Series|Processors Desktops Steamroller
A8-7650K with

Radeon R7

Graphics and
Near Silent AMD A-Series AMDA8-Series APU for

Thermal Solution Tee Desktops Steamroller
Radeon R7 Series Poses Desktops Steamroller
A10-5800K Process Desktops Piledriver
A10-5700 Se Desktops Piledriver
A8-6600K with

8570D Processors Desktops Piledriver

[asso|Procewors[Desktops|Piteiver_A8-6500B Processors Desktops Piledriver

A8-6500 with

Radeon HD AMD A-Series AMDA8-Series APU for

8570D Processors Desktops Piledriver

A8-6500T with

Radeon HD AMD A-Series AMD A8-Series APU for

8550D Processors Desktops Piledriver

Radeon RS Series|Processors Desktops Steamroller

eeeeeRadeon RS Series|Processors Desktops Steamroller

A6-6420K with

8470D a Desktops Piledriver
A6-6400K with

Radeon HD AMD A-Series AMD Aé6-Series APU for

8470D Processors Desktops Piledriver

AMD A-Series AMDAé6-Series APU for

A6-5400K Processors Desktops Piledriver

A4-7300 with

Radeon HD AMD A-Series AMD A4-Series APU for

8470D Processors Desktops Piledriver

A4-6320B Processors Desktops Piledriver
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A4-6320 with

Radeon HD

8370D

A4-6300

A4-6300B

A4-6300 with

Radeon HD

8370D

FX-9590

AMD A-Series

Processors

AMD A-Series

Processors

AMD A-Series

Processors

AMD A-Series

Processors

AMD FX-Series

Processors

AMD <A4-Series APU for

Desktops

Desktops

Desktops

AMD <A4-Series APU for

Desktops

AMDFX 8-Core Black

Edition Processors Piledriver 

FX-9370

FX-8370 with

Wraith cooler

FX-8370E

A10-7400P with

Radeon R6

Graphics

FX-8370

A10-7300 with

Radeon R6

Graphics
FX-8350 with

Wraith cooler

AMD FX-Series AMDFX8-Core Black

FX-8350 Processors Edition Processors Piledriver

AMD

FX-8320E

FX-8320

FX-8300

AMD FX-Series

Processors

AMD FX-Series

Processors

AMD FX-Series

Processors

AMD A-Series

Processors

AMD FX-Series

Processors

AMD FX 8-Core Black

Edition Processors

AMDFX 8-Core Black

Edition Processors

AMDFX 8-Core Black

Edition Processors

AMD A10-Series APU for

Laptops

AMDFX 8-Core Black

Edition Processors

Piledriver

AMD A-Series AMD A10-Series APU for

Processors Laptops Steamroller
AMD FX-Series

Processors

FX-Series

Processors

AMDFX-Series

Processors

—_Processors

aoeEOFX-8150 Processors Edition Processors Bulldozer

EX-8140 AMDFX-Series PsBulldozer

FX-8170

AMD FX 8-Core Black

Edition Processors

glEdition Processors

EEalelProcessors Edition Processors Piledriver

coseteeeeeNaasFX-8310 Processors Edition Processors Piledriver

AMD FX 8-Core Black

Edition Processors
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Model Family Line uArch

||Processorsaeoeee2=

ao—ietaFX-8120 Processors Edition Processors Bulldozer

aceieeeaFX-8100 Processors Bulldozer

Wraith cooler Processors Edition Processors Piledriver

A4-4020 Processors Desktops Piledriver

AMD A-Series AMD <A4-Series APU for

A4-4000 Processors Desktops Piledriver

A8-7200P with

Radeon R5 AMD A-Series AMDA8-Series APU for

Graphics Laptops Piledriver

i AMDFX 6-Core Black

Edition Processors Piledriver

y5oa°a

FX-6350 a52oOSm"
an

A8-7100 with

Graphics Processors Laptops Steamroller

FX-6300 Processors Edition Processors Piledriver

FX-6200 Processors Edition Processors Bulldozer

FX-6130 Processors Bulldozer

1aaFX-6120 Processors Bulldozer

teeaeFX 6100 Processors Edition Processors Bulldozer

AMDFX-Series AMD FX 4-Core Black predFX-4350 Processors Edition Processors Piledriver

‘maa.|AMD FX-Series AMDFX 4-Core Black sane|FX-4320 Processors Edition Processors Piledriver

NEiegOFX-4300 Processors Edition Processors Piledriver

ee—|AMD FX-Series AMD FX 4-Core Black ee,FX-4170 Processors Edition Processors Bulldozer

ae—eelaFX-4150 Processors Bulldozer

FX-4130 Processors Edition Processors Bulldozer

iceteeInteFX-4120 Processors Bulldozer
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=|
FX-4100

A6-8500P with

Radeon R5

Graphics

A6-7000 with

Radeon R4

Graphics

A6-5350M with

Radeon HD

8450G

A10-8700P with

Radeon R6

Graphics

A8-8600P with

Radeon R6

Graphics

AMD FX-Series

Processors

AMD A-Series

Processors

AMDA-Series

Processors

AMD A-Series

Processors

AMD A-Series

Processors

AMD A-Series

Processors

AMDFX 4-Core Black

Edition Processors

AMD A6-Series APU for

Laptops

AMD A6-Series APU for

Laptops

Bulldozer

AMD A6-Series APU for

Laptops Piledriver

AMD A10-Series APU for

AIOs Excavator

7th Gen AMD

Athlon X4 970 AMD Athlon Processors|AMD Athlon X4 Excavator

AMDA8-Series APU for

AIOs Excavator

7th Gen AMD

Athlon X4 950 AMD Athlon Processors|AMD Athlon X4 Excavator

7th Gen AMD

Athlon X4 940 AMDAthlon Processors|AMD Athlon X4 Excavator

A6-8500P with

Radeon R5

Graphics

880K with Near

Silent Thermal

Solution

870K with Near

Silent Thermal

Solution

A10-6800B with

Radeon HD

8670D

860K with Near

Silent Thermal

Solution

A10-6790B with

Radeon HD

AMD A-Series

Processors

AMD A-Series

Processors

AMDA6-Series APU for

AIOs Excavator

AMD Athlon Processors|AMD Athlon X4

AMD Athlon Processors{|AMD Athlon X4

AMD Athlon Processors{|AMD Athlon X4

AMD Athlon Processors{|AMD Athlon X4

860K AMD Athlon Processors_| AMD Athlon X4

AMDBusinessClass - Quad-
Core Al0-Series APU for

Desktops

AMD Athlon Processors|AMD Athlon X4

AMD A-Series

Processors

AMD BusinessClass - Quad-
Core A10-Series APU for
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835 AMD Athlon Processors|AMD Athlon X4

845 with Near

Silent Thermal

Solution AMD Athlon Processors|AMD Athlon X4 Excavator

A8-6500B with AMD BusinessClass - Quad-
Radeon HD AMD A-Series Core A8-Series APU for

8570D Processors Desktops Piledriver

760K AMD Athlon Processors|AMD Athlon X4

750 AMD Athlon Processors|AMD Athlon X4

A6-6420B with AMDBusinessClass - Dual-

Radeon HD AMD A-Series Core A6-Series APU for

8470D Processors Desktops Piledriver

750K AMDAthlon Processors|AMD Athlon X4

A6-6400B with AMDBusiness Class - Dual-

Radeon HD AMD A-Series Core A6-Series APU for

8470D Processors Desktops Piledriver

AMD Athlon Processors|AMD Athlon X4

re|ee6386 SE AMD Opteron Processor Piledriver

cmarmoire|tai6380 AMD Opteron Processor Piledriver

A10 PRO-7850Bwith Radeon R7 AMD PROA-Series AMD PROA-Series A10 APU ealGraphics Processors for Desktops Steamroller

‘ers|aan[ome|ia6378 AMD Opteron Processor Piledriver

aner|6376 AMD Opteron Processor Piledriver

A10 PRO-7800Bwith Radeon R7 AMD PROA-Series AMD PROA-Series A10 APU PaeeGraphics Processors for Desktops Steamroller

A8 PRO-7600B

with Radeon R7 AMD PROA-Series AMD PROA-Series A8 APU

Graphics Processors for Desktops Steamroller

AMDOpteron 6300 Series
6370P AMD Opteron Processor Piledriver

A6 PRO-7400B

with Radeon R5 AMD PRO A-Series AMD PRO A-Series A6 APU

Graphics Processors for Desktops Steamroller

AMD Opteron 6300 Series
6366 HE AMD Opteron Processor Piledriver
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A4 PRO-7350B

with Radeon R5

Graphics

AMD PROA-Series

Processors

6348

A4 PRO-7300B

with Radeon HD

8470D

Opteron

PRO A-Series

Processors

 

AMD PROA-Series A4 APU

for Desktops

AMD Opteron 6300 Series
Processor

AMD PROA-Series A4 APU

for Desktops

uArch

AMDOpteron 6300 Series
6344 Opteron Processor Piledriver

A10 PRO-7350B

with Radeon R6

Graphics

AMD PROA-Series

Processors

AMD PROA-Series A10 APU

for Laptops

AMD Opteron 6300 Series
6338P Opteron Processor Piledriver

6328 Opteron

A8 PRO-7150B

with Radeon R5

Graphics

6320

A6 PRO-7050B

with Radeon R4

Graphics

6308

6287 SE

6284 SE

FX-7600P with

Radeon R7

Graphics

6282 SE

FX-7500 with

Radeon R7

Graphics

PRO A-Series

Processors

Opteron

PRO A-Series

Processors

Opteron

Opteron

Opteron

AMDFX-Series

Processors

Opteron

AMD FX-Series

6278

6276

O pteron

Opteron

AMD Opteron 6300 Series
Processor

AMD PROA-Series A8 APU

for Laptops

AMDOpteron 6300 Series
Processor

AMD PROA-Series A6 APU

for Laptops

Processor

Processor

Processor

AMD FX-Series Processors for

Laptops

AMD Opteron 6200 Series
Processor

AMD FX-Series Processors for

Laptops

Processor

Processor
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(a
FX-8800P with

Radeon R7 AMD FX-Series AMDFX-Series Processors for

Graphics Processors AIOs Excavator

‘iinintenae|6274 AMD Opteron Processor Bulldozer

‘iia—|sicvguas.[own6272 AMD Opteron Processor Bulldozer

a6262 HE AMD Opteron Processor Bulldozer

oeee6230 HE AMD Opteron Processor Bulldozer

6238 AMD Opteron Processor Bulldozer

eaeeeeee6234 AMD Opteron Processor Bulldozer

‘dnadieu.neeawe6220 AMD Opteron Processor Bulldozer

=peeaati6212 AMD Opteron Processor Bulldozer

itNp—eeLa6204 AMD Opteron Processor Bulldozer

ineeeaela4386 AMD Opteron Processor Piledriver

[asckHE|ampoptecon[Processor|Pitesiver_43GK HE AMD Opteron Processor Piledriver

lasronm—_—|awoOpeon[Promaster4376 HE AMD Opteron Processor Piledriver

oe—ence4365 AMD Opteron Processor Piledriver

eeelan4340 AMD Opteron Processor Piledriver

_—. lene4334 AMD Opteron Processor Piledriver

assone_|awpopteon[Press|Piteiver_4332 HE AMD Opteron Processor Piledriver

Lascxee_|ampopteon[Prosar|Pitesiver_43CX EE AMD Opteron Processor Piledriver

teelatinleeinten4310 EE AMD Opteron Processor Piledriver

| eeeae,4284 AMD Opteron Processor Bulldozer

AMDOpteron 4200 Series
4280 AMD Opteron Processor Bulldozer

4276 HE AMD Opteron AMD Opteron 4200 Series Bulldozer
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Model Family Line uArch

poProcessorreSeeI

aoane—_|awpopteon[Presson|Bulldozer4274 HE AMD Opteron Processor Bulldozer

Lavocee—_|ampopteon___—[Prveasar|Bator_AMDOpteron Processor Bulldozer

sateee—heeaa4256 EE AMDOpteron Processor Bulldozer

42MX EE

AMD Opteron 4200 Series
Processor Bulldozer 

AMD

AMD Opteron 4200 Series
Processor BulldozerOpteron

facesaincnerionvoce|le4234 AMD Opteron Processor Bulldozer

jaasone|anmopteon[Presser|ldo4230 HE AMD Opteron Processor Bulldozer

sk—an——leeat4228 HE AMD Opteron Processor Bulldozer

anlao——eeetn4226 AMD Opteron Processor Bulldozer

sie—eee—_gageleone42DX EE AMD Opteron Processor Bulldozer

3380

3365

3350 HE

3320 EE

3280

3260 HE

3250 HE

RX-421ND

eeeee=leveeSeries Processors R-Series SOC

gdSeries Processors R-Series SOC

RX-421BD

RX-418GD

RX-416GD

shim—eases|det|AMD Opteron Processor Piledriver

whats—|e|ie|AMD Opteron Processor Piledriver

pittaeenaeOpteron Processor Piledriver

neselinenOpteron Processor Piledriver

PPR——-saicomllAMD Opteron Processor Bulldozer

saitsinenisBoetests|AMD Opteron Processor Bulldozer

astra"amestac|AMD Opteron Processor Bulldozer

Series Processors R-Series SOC

AMD Embedded R-

Series Processors

 
Excavator

Excavator

Excavator

RSs SOC
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ee
AMD Embedded R-

RX-216TD Series Processors R-Series SOC Excavator

AMD Embedded R-

RX-216GD Series Processors R-Series SOC Excavator

iia—leer”—lnenainasanatseaeRX-427NB Series Processors 2nd Generation R-Series APU_|Steamroller

sateleper”—ldiidiaheaielamaRX-427BB Series Processors 2nd Generation R-Series APU_|Steamroller

ian.eeelodinaaatonntaneRX-425BB Series Processors 2nd Generation R-Series APU_|Steamroller

aeeealtaceiaRX-225FB Series Processors 2nd Generation R-Series APU_|}Steamroller

fates[SERS—leantnnttonsereeeRX-219NB Series Processors 2nd Generation R-Series APU_|Steamroller

AMD Embedded G- 3rd Generation G-Series SOC

GX-224IJ Series Processors Excavator

AMD Embedded G- 3rd Generation G-Series SOC

GX-215JJ Series Processors i Excavator

AMD Embedded G-

GX-217GI Series Processors Excavator

AMD Embedded G-

GxX-420GI Series Processors

AMD Embedded G-

GX-212JJ Series Processors

Excavator

Excavator

GX-2201J Series Processors Excavator
AMD Embedded R-

PiledriverR-252F Series Processors-25

AMD Embedded R-

R-260H Series Processors Piledriver

insVereen,R-268D Series Processors Piledriver

eae:eeeaR-272F Series Processors Piledriver

pteeeeR-452L Series Processors Piledriver

ieeeR-460H Series Processors Piledriver

peeR-460L Series Processors Piledriver
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A10-5750M

AMD Embedded R-

Series Processors Pilsdiveue

SM Ooineon AMD Operton X3000-series Excavator
AMD A-Series

5 Piledriver
Processors 

A10-4600M

A8-5550M

A8-4500M

A6-4400M

A4-5150M

A4-4300M

A10-5757M

A10-5745M

A10-4655M

A8-5557M

A8-5545M

A8-4555M

A6-5357M

A6-5345M

A6-4455M

AMD A-Series
Piledriver

Processors

Processors

Processors

Processors

Processors

Processors

Processors

ve Piledriver
Proc

0

Piledriverfom||Processors

Processors

eon=—|Processors

eee|Processors

Processors

Processors

Processors

A4-5145MJAMDA-Series|Piledriver_|
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||Processors

Processors

Athlon X2450__|AMD Athlon Processors|Steamroller|
 

3Athlon X4 840 AMD Athlon Processors Steamroller

|AthlonX4.860K_|AMDAthlonProcessors|—C—C~CSCSCd;CGStearmroler
|AthlonX4870K_|AMDAthlonProcessors|——C—C—~—Cd;UGStearmrler
|AthlonX4880K_|AMDAthlonProcessors|—C—C~—~CSCd;sGSteamrler
|AthlonX4835_|AMDAthlonProcessors|——C—C“‘“*C*CSCSCSCdEEXcarvattr_|
|AthlonX4845__|AMDAthlonProcessors|———C—‘“CSCSCSCSCSCSCdCEEXcavaat_|
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Exhibit D.4 — Preliminary Accused Product Identification for 7519 Patent —

AMD 16h Product Family
 

This identification of products is based on information reasonably available to
Polaris, and was prepared without the benefit of discovery from AMD.Accordingly,
this chart may not include non-public AMD products such as OEM or custom
products. Aquila reserves the right to modify or supplementits identification of
Accused Products when AMDprovides more information.

a

R4 Graphics eee Desktops Jaguart+
A6-5200 with Radeon AMD A6-Series APU for Mesa“HD 8400 Proceso eee DS Jaguar
HD 8330 a. ake DS Jaguar
Ewes[ithee|HD 8330 Processors Desktops Jaguar

cengeRadeon R6 Graphics Processors for Laptops Jague

eastoneeeNieA6 Micro 6500T Processors Jag

enieeeeer.R5 Graphics Processors Laptops Jague

A8-6410 with Radeon AMD A-Series AMD A8-Series APU for

R4 Graphics Processors Laptops Jaguart+

R4 Graphics Processors Laptops Jaguart+

HD 8400 Processors es JaguareeeeeeeaeR3 Gra phics Processor Lapis Jaguart+
Radeon R3 Graphics Process Laniptops
ogeetereligeyefaR3 Graphics cen Laps Jaguart+
HD 8330 Processors Laiptops Jag
A4-5000 with Radeon AMD A-SeriesHD 8330 Processors an Jaguar
aA4-6250J Processors Jaguar+
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Line

aieeeeNaeA6-6310 Processors Jaguar+

eeleernR5 Graphics Processors AIOs Jaguart+

R4 Graphics Processors AIOs Jaguar+

A4-7210 with Radeon AMD A-Series AMD <A4-Series APU for

ceVitteraX1150 AMD Opteron Series Processors Jaguar

A4 PRO-3350B with|AMD PRO A-Series

Radeon R4 Graphics Processors APUfor Laptops Jagua

A4 PRO-3340B with

Radeon HD 8240 AMD PROA-SeriesJawprnoaseiesat|Graphics Processors APU for Laptops Jaguar

Athlon 5370 APU with AMD Athlon Quad-Core
Radeon R3 Series AMD Athlon Processors|APU Jaguar
Athlon 5350 APU with AMD Athlon Quad-Core
Radeon R3 Series AMD Athlon Processors|APU Jaguar

Radeon R3 Series AMD Athlon Processors|APU Jaguar

Seine[aesIeeeLiewith Radeon R3 Series|AMD Sempron Core APU Jaguar

[Alcadwith Radeon R3 Series|AMD Sempron APU Jaguar

eeeeieR2 Graphics Processors Laptops Jaguart+

eeeeeeaeR2 Graphics Processors Laptops Jaguart+

eneeeeera|R2 Graphics Processors Laptops Jaguart+

eeeeeerHD 8280 Processors Laptops Jaguar

eeseeae|e|HD 8280 Processors Laptops Jaguar

owelenelakeaiaR2 Graphics Processors AIOs Jag

R2 Graphics Processors Laptops Jag

Radeon R2 Graphics Processors Laptops Jaguart+

R2 Graphics Processors Laptops Jaguar+
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eeaE1-6015 Processors Laptops Jaguar+

eeerrHD 8240 eceions airptops Jaguar
oereHD 8210 Processors Laptops Jaguar

E1-2100 with Radeon AMD E-Series AMD E1-Series APU for

eeieeeeeR2 Graphics Processors Jag

reperlato[etoAMD Opteron X2170 AMD Opteron Series APU Jag

oyILawopen[senso[iaAMD Opteron Series APU

GX-424CC ee Processors SOC Jaguart+

GX-420MC Series Processors SOC Jaguart+

GX-412TC Series Processors SOC

GX-412HC Series Processors SOC Jaguart+

GX-410VC Series Processors SOC Jaguart+

GX-224PC Series Processors SOC Jaguart+

GX-222GC Series Processors SOC Jagua

GX-216HC Series Processors SOC Jaguart+

GX-212JC Series Processors SOC Jaguar+

GX-210JC Sens Processors SOC Jague
GX-420CA ai Processors SOC

GX-416RA — Processors SOC
GX-415GA et Processors SOC

GX-411GA Series Processors SOC
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Line

AMD Embedded G- lst Generation G-Series

GX-218TF Series Processors SOC Jaguar

AMD Embedded G- lst Generation G-Series

GX-217GA Series Processors SOC Jaguar

AMD Embedded G- lst Generation G-Series

GX-210UA Series Processors SOC

GX-210JA Series Processors SOC

GX-210HA Series Processors SOC

oeeeleGX-209HA Series Processors SOC Jaguar

GX-208VF Series Processors SOC Jaguar

i——Teeter=lapis=GX-218GL Series Processors G-Series LX SOC Jag

oaelaGX-215GL Series Processors G-Series LX SOC Jaguart+

his——eelite—CaGX-210KL Series Processors G-Series LX SOC Jaguar+

AMD Embedded G-

ie——eee|S—anGX-216HC Series Processors Jaguart+

as<2GX-222GC Series Processors Jaguart+

aoseeeaeGX-424CC Series Processors Jaguart+

cs——lees|NaaGX-208JL Series Processors Jaguart+

 
AMD Embedded G-

GX-210HL Series Processors Jaguart
AMD Embedded G-

GX-210JL Series Processors Jaguart+

ieeeeLaeA6-1450 Processors Jaguar

teameee|taeA4-1350 Processors aguarJ

AMD A-Series

A4-1250 Processors J

AMD A-Series

A4-1200 Processors
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eeee
Playstation 4 APU po
Playstation4 SimAPU |]sdagar

|Playstation4ProAPU_|agar|
|XboxOneAPU|agar|
|XboxOneSAPU_|agar|
|XboxoneXAPUL|agar|
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Exhibit D.5 — Preliminary Accused Product Identification for 7519 Patent —

Products Containing Zen or Zen+ Cores
 

This identification of products is based on information reasonably available to
Polaris, and was prepared without the benefit of discovery from AMD. Accordingly,
this chart may not include non-public AMD products such as OEM orcustom
products. Aquila reserves the right to modify or supplementits identification of
Accused Products when AMDprovides more information.

RTsRaea
AMD Athlon Desktop

AMDAthlon AMDAthlon Processors with Radeon Vega
240GE Processors Graphics

AMD Athlon AMDAthlon Processors with Radeon Vega
220GE Processors Graphics Zen

AMD Athlon Desktop

200GE Processors Graphics Zen

AMD Ryzen 7 Mobile
AMD Ryzen 7 AMD Ryzen Processors with Radeon RX
3750H Processors Vega Graphics

AMDRyzen 7 Mobile
AMD Ryzen 7 AMD Ryzen Processors with Radeon RX
3700U Processors Vega Graphics

AMD Ryzen 5 Mobile
AMD Ryzen 5 AMD Ryzen Processors with Radeon Vega
3550H Processors Graphics Zent

AMD Ryzen 5 Mobile

3500U Processors Graphics Zent

AMD Ryzen 3 Mobile

3300U Processors Graphics Zent

AMD Ryzen 3 AMD Ryzen Processors with Radeon Vega
3200U Processors Graphics Zent+

AMD Athlon AMD Athlon Processors with Radeon Vega
300U Processors Graphics

AMD Ryzen

a Powe Processors |teed? pper encten Processors ex.—|
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[tsoteat
12970WXsd

ogee[apeThreadripper AMD Ryzen AMD Ryzen Threadripper
2950X Processors Processors Zent

Bete |wotee[sorter|Threadripper AMD Ryzen AMD Ryzen Threadripper
2920X Processors Processors Zent

neeeele2700X Processors Processors Zent

aeeeeerle2700 Processors Processors Zent

eeeelee2700E Processor Processors Processors Zent

foglactogen=ieeeate|2600X Processors Processors Zent

aaaeeemie|ProweenSe|2600 Processors Processors Zen+

adeemBeaneNe|2600E Processors Processors Zent

EnFee2500X Processors Processors Zent

AMD Ryzen 5
2400G with AMD Ryzen 5 Desktop
Radeon RX Vega|AMD Ryzen Processors with Radeon Vega
11 Graphics Processors Graphics
AMDRyzen 5
2400GE with AMD Ryzen 5 Desktop
Radeon RX Vega|AMD Ryzen Processors with Radeon Vega
11 Graphics Processors Graphics

AMD Ryzen 3 AMD Ryzen AMD Ryzen 3 Desktop
2300X Processors Processors Zent

AMD Ryzen 3
2200G with AMD Ryzen 3 Desktop
Radeon Vega 8 AMD Ryzen Processors with Radeon Vega
Graphics Processors Graphics

AMD Ryzen 3
2200GE with AMD Ryzen 3 Desktop
Radeon Vega 8 AMD Ryzen Processors with Radeon Vega
Graphics Processors Graphics

AMD Ryzen 7 Mobile
AMD Ryzen 7 AMD Ryzen Processors with Radeon RX

— ees Vega Graphics
eteeleeecanaean lo—ogOuE Sessocessors Processors with Radeon Vega
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seePoyae
aae.a

AMD Ryzen 7 Mobile
AMD Ryzen 7 Processors with Radeon RX
2700U Processors Vega Graphics

AMDRyzen 5 Mobile
Ryzen 5 AMD Ryzen Processors with Radeon Vega

2500U Processors Graphics

Janonyan AMD Ryzen 3 MobileRyzen 3 Ryzen Processors with Radeon Vega
2300U ocessors Graphics

AMD Ryzen 3 Mobile
Ryzen 3 Ryzen Processors with Radeon Vega

2200U Processors Graphics Zen

Ryzen

1950X Processors Processors Zen

Threadripper Ryzen AMD Ryzen Threadripper
1920X Processors Processors Zen

Threadripper Ryzen AMD Ryzen Threadripper
1900X Processors Processors Zen

8 Processors Processors Zen

7 Processors Processors Zen

700 Processor Processors Processors Zen

6 Processors Processors Zen

6 Processors Processors Zen

5 ocessors Processors Zen

Zen

Zen

Zen

4 ocessors Processors

3 Processors Processors

Ryzen 3 Ryzen AMD Ryzen 3 Desktop
2 rocessors Processors

Ryzen 7 Ryzen PRO AMD Ryzen 7 PRO Desktop
PRO 2700X Processors Processors
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Processors[Processors|

PRO 1700X AMD Ryzen PRO AMD Ryzen 7 PRO Desktop
Processor Processors Processors

AMD Ryzen 7 AMD Ryzen PRO AMD Ryzen 7 PRO Desktop
PRO 1700 Processors Processors

AMD Ryzen 5 AMD Ryzen PRO AMD Ryzen 5 PRO Desktop
PRO 2600 Processors Processors

PRO 1600 Processors Processors

PRO 1500 Processors Processors

AMD Ryzen 7 PRO Mobile
AMD Ryzen 7 AMD Ryzen PRO Processors with Radeon Vega
PRO 2700U Processors Graphics

 

Zent

AMDRyzen 5
PRO 2400G with AMD Ryzen 5 PRO Desktop
Radeon Vega 11 AMD Ryzen PRO Processors with Radeon Vega
Graphics Processors Graphics

AMD Ryzen 5
PRO 2400GEwith AMD Ryzen 5 PRO Desktop
Radeon Vega 11 AMD Ryzen PRO Processors with Radeon Vega

ZenGraphics Processors Graphics

AMD Ryzen PRO AMD Ryzen 3 PRO Desktop lie|PRO 1300 Processors Processors

AMD Ryzen 5 AMD Ryzen PRO Processors with Radeon Vega
PRO 2500U Processors Graphics

AMD Ryzen 3
PRO 2200G with AMD Ryzen 3 PRO Desktop
Radeon Vega 8 AMD Ryzen PRO Processors with Radeon Vega
Graphics Processors Graphics

AMD Ryzen 3
PRO 2200GEwith AMD Ryzen 3 PRO Desktop
Radeon Vega 8 AMD Ryzen PRO Processors with Radeon Vega
Graphics Processors Graphics

AMD Ryzen 3 AMD Ryzen PRO AMD Ryzen 3 PRO Desktop
PRO 1200 Processors Processors

AMD Ryzen 3 PRO Mobile
AMD Ryzen 3 AMD Ryzen PRO Processors with Radeon Vega
PRO 2300U Processors Graphics Zen

AMD EPYC 7601|AMD EPYC AMD EPYC7000 Series

AMD EPYC

7551P AMD EPYC AMD EPYC 7000 Series Zi

Z

Zo

Z

%

Z

Z;

Z

Z

Z

Zen
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EPYC 7551|AMD EPYC AMD EPYC7000 Series

EPYC 7501

EPYC 7451

 

AMD EPYC AMD EPYC 7000 Series

EPY<:

401 AMD EPYC AMD EPYC7000 Series Zen

EPYC 7401|AMD EPYC AMD EPYC7000Series Z

EPYC AMD EPYC7000 Series Z

EPYC

EPYC 7301

Athlon

240GE

Athlon

220GE

Athlon

Athlon PRO

E

EPYC

mbedded 3251

EPYC

Embedded 3201

EPYC

Embedded 3151

EPYC

Embedded 3101

V1605B

AMD EPYC AMD EPYC 7000Series

Javan AMD Athlon DesktopAMDAthlon Processors with Radeon Vega
Processors Graphics

AMDAthlon Desktop
Processors with Radeon Vega

Processors Graphics

AMDAthlon Desktop
Athlon Processors with Radeon Vega

Processors Graphics

sDatonPRo AMD Athlon PRO DesktopAMD Athlon PRO Processors with Radeon Vega
ocessors Graphics

EPYC

Embedded Processors

Embedded Processors|EPYC Embedded SOC

dedProcesors[EPYCEmbeddedSOCEmbedded Processors|EPYC Embedded SOC

Embedded Processors|EPYC Embedded SOC

Ryzen
Embedded V-series

Processors V-Series V1000

Embedded V-series

Processors V-Series V1000

Ryzen
Embedded V-series

Processors V-Series V1000
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AMD Ryzen AMD Ryzen
Embedded Embedded V-series

V1202B Processors V-Series V1000 Zen
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