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Preface

Over the last ten years the electronics industry has exploded. A recent report by the

Semiconductor Industry Association (51A) [1] proclaimed that in 1995 alone, world

chip revenues increased by 41.7 percent and for the past five years the growth had been
exponéntial. By the year 1999, the report estimates that world chip sales will Surpass
$234.5 billion, up from $154' billion in 1996. The largest portion of total worldwide
sales is dominated by the MOS market. Composed primarily of memory, micro and

logic sales, the total combined MOS revenue contributed approximately 75 percent of
total world-wide sales {$114.2 billion), illustrating the strength of CMOS technology-

The percentage of 'MOS sales relative to all chip revenues is expected to remain
constant through 1999. when MOS sales will total $178 billion.

CMOS technology continues to mature, with minimum feature sizes now
approaching 0.1 urn. Texas Instruments recently announced a (1-18 tun process. [2] in

which the equivalent of 20 high-performance microprocessors could exist on the same
substrate..with a transistor density of 125 million transistors. This high density allows

for true systemdevel integration on a chip, with digital signal processors.
microprocessors or microcontroller cores, memory. analog or mined—signal functions all
residing on the same die.

As educators we are often asked by our students, "Isn't analog dead? I thought

everything was going digital!" How untrue! The prediction of the future demise of
analog electronics has been amund since the mid-19703. ACchding to the SIA report
[1]. the revenues generated by analog products closely parallel the M08 logic market
and achieved a 22.5 percent increase in 1-995. The analog. market expects to reach

$13.2 billion in 1996 (a 9.5 percent increase) with double—digit growth projected for the

next three years: in 1999, the total revenues generated by analog sales is forecasted to
peak at $26.6 billion (11.34pEIcentof total chip salesl). However, while there is still
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x-x Preface

demand for analog designers, their role-is definitely changing. As was communicated
by Paul Gray in [3], the days of pure analog design are over, meaning that very few

systems remain purely analog. More and more-systems are integrated, with increased
functionality being performed in the digital domain. He goes on [estate that the analog

designer should bemme broad»based. with analog transistor-level design as the core
skill. This means that the analog designer should also

' Have a good understanding of digital very large soale integration (VLSI) and

be competent at using the latest computer-aided design (CAD) tools.

- know-how to apply digital signal processing (DSP). analog signal processing
(ASP)1 and filtering concepts to System—level design.

- possess insight into system implications of component-level performance-

For example. DSP and transistor-level analog design skills are needed for oversampling
applications such as data converters. filtering. and a host of relatively new circuit
topologies based on sigtnaedelta modulation. Being able to design both analog and
digital circuits, as well as understand the interactions between the two domains, will

provide an added dimension to a designer's portfolio that is difficult to match. Analog
designers are in demand more than ever, simply because the end limitations of digital

electronics need to be examined under the "analog" microscope to fully understand the

mechanisms that are occurring. Therefore, this text attempts to combine digital and
analog IC design in one complete reference.

Layout is the process of physically defining the layers that compose an integrated

circuit. Typically, layouts are constructed using a computenaided design program.

CAD companies such as Mentor Graphics, Synopsis, and Cadence specialize in
providing extremely powarful CAD software for the entire integrated circuit (IC) design

process. including design; synthesis, simulationt and layout tools within an integrated
framework. These Workstation-based software. tools can literally coast millions of

dollars. but provide convenient and powerful features found nowhere else. CAD tools
also exist for the PC. Tanner Tool's LsEdit provides a complete IC design CAD

program for the personal Computer. The program discussed in‘ this book, LAyOut

System for Individuals (LASI) (pronounced "LAZY"), also provides the student with the
ability to lay out ICs on a PC and includes design rule checking and design verification
capability. It is distributed as shareware, free for educational purposes.

With decreases in feature size come added complexities in the design. Layouts
must now be considered heavily i_n the design process as matching and parasitic effects

become the limiting factors in many precision and high-speed applications. The more

the designer knows about the process with respect to layout and modeling. the more
performance the engineer can "squeeze" out the design. However, performance is not
the only reason to consider the layout. The economic impact of IC layouts Can be

detrimental to the oir-cuit's marketing potential. In some cases a 20 percent increase in

chip. area can reduce the profits of a chip by several hundreds of thOusands of dollars.
Chip area should be considered as premium real estate. Therefore, much ofthe first ten
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Preface xxi

chapters of this book 'is devoted to fundamental layout issues, with other issues

presented as the need arises.

Modeling is also a key issue. A simulation is only as accurate as its model.

Although the Berkeley Short-channel IGFET Model (BSIM) model has become the

industry standard its relatively nonintuitive structure makes hand analysis using BSIM
model parameters an intimidating process. To many students (and engineers). the

BSIM parameters are nothing more than sets of numbers at the end of their SPICE
decks. However. some very useful information can be gleaned from the BSIM model
which helps make the hand analysis more closely resemble the simulated result.

Chapter 6 provides a great deal of information that relates the BSIM model to
first-order handsanalysis equations.

A successful CMOS integrated circuit design engineer has knowledge in the

areas of device operation. circuit design. layout. and simulation. Students learning
CMOS [C design should be trained at a fundamental level in these areas. In the past.

courses on CMOS integrated circuits dealt mainly with circuit design or analysis. Little
to no time was spent on layout of the integrated circuits. This may have been justified.

It is difficult to find a reason to lay out an entire chip and then not have the chip

fabricated. However, through the use of the MOSIS‘ program. students can submit their
chip designs for fabrication through one of the MOSIS‘ contracted vendors- in
approximately ten weeks the chips are returned to the university for evaluation. The
MOSIS program is an outstanding way of introducing students to the design of 10;.

Although many texts [432] are available covering some aspects of CMOS
analog or digital cirtuit design. none integrates the coverage of both topics with layout

and includes- layout SoftWare as is done in this text. Our focus. when writing this text.
was on the fundamentals of coatom CMOS integrated circuit design. It wasour goal
that a student who studies and masters the material in this text will possess the.

fundamental skills needed to design high—performance analog and digital CMOS
circuits and have the basic understanding and problem-solving skills needed to enhance

the performance of an [O or to determine why an IC doesn‘t function as simulated.

Use of This Text

This text can be used for two courses. Both courses can be offered at the seniorlfirst-

year graduate level. The first course concent‘ratEs on the physical design of CMDS
digital integrated circuits with prerequisites of junior level Electronics 1 and a course on
digital logic design. A possible semester Course outline is as follows.

Week 1 Chs. l & 2., introduction, course requirements. layout and SPICE
demonstrations. the n-well. sheet resistance.

Week 2 Chs. 2 d: 3, the nvwell. pn junction. capacitance. resistance, delay
through the well. introduction to the metal layers.

' MOSIS - MOS Implementation System through the Information Sciences institute at the
University of Southern California. (310) 322—151 I or httpflwwwxriosiaorg.
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Week 3

Week 4

Week 5

Week 6

Week?

Week 8

Week 9

Week to

Week 11

Week )2

Week 13

Week l4

Week 15

Preface

Chs. 3 8:4. the metal layers. parasitics. electonfigmtion. layout of the
padframe. activelpoly layers. layout of the MOSFET and standard frame.

Ch. 5, MOSFE'I.‘ operation

Chs. 5 & 6. completion of MOSFET operation. discussion of r‘nodeling
using the BSW model.

Chs. 6 & 7. completion of BSIM model. layout of a capacitor, MOS temp
dependence.

Chs. 10 3: ll. digital models and the inverter.

Ch. l'l, the interior, switching point voltage and switching times. layout,
latch—up. and design.

Ch. 12, static logic gates. switching point voltages. speed. and layout.

C115. 13 3: 14, the n-afismission gate. flip-flops, and dynamic logic gates.

Chs. 15 e lo. VLSI layout and BECMOS logic.

Ch. [7, memory circuits. basic memory cells. and organization.

Ch. l8. special~purpose digital circuits.

Ch. 19, introduction to digital phase locked loops. phase detectors.
VCOs.

Ch. 19, digital PLL design.

The second course concentrates on CMOS analog circuit design. A possible semester
course outline is as follows.

Weeks 1 8: 2

Week 3

Week 4

Week 5

Week 6

Week 7

Week 8

Week 9

Weeks 10- l2

Week 13

Week 14

Review of Chs. L6.

Chs. 7. CMOS passive elements. noise characteristics.

Ch. 9. analog MOSFET models.

Ch. 20. current sources and sinks.

Ch. 21. references.

Ch. 22. amplifiers.

Ch. 23. selected togics in feedback amplifier design.

Ch. 24. differential ainplifiers.

Ch. 25. operatiOnal amplifiers.

Ch. 26, nonlinear analog circuits.

Ch. 27, dynamic analog circuits.
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Week 15 Chs. 28 8:29, selected topics in data converter design.

This text can also be used as an accompanying text in a VLSI systéms course that
focuses on the-implementation of systems rather than- circuits. Use of the text in this
manner is benefited by inclusion of the LASI layout software,
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Chapter

Introduction

This chapter discusses the CMOS (complementary metal oxide semiconductor)

integrated circuit (IC) design process, how to set up the LASI (LAyout System for
Individuals) layout software. and fabrication of CMOS integrated circuits through
MOSIS (MOS Implementation Service).

1.1 The GMOS IC Design Process

The CMOS circuit design process consists of defining circuit inputs and outputs, hand
calculations, cireuit simulations, layout of the cirCuil, simulations including parasitics,

reevaluation of the circuit inputs and outputs, fabrication. and testing- A flowchart of
this process is shown in Fig. 1.1. The circuit specifications are rarely set in concrete;
that is, they can change as the project matures. This can he the result of iradeoi’fs made

between cost and performance, changes in the marketability of the chip, or simply
changes in the customer's needs. In almost all cases. major changes after the chip has

gone into production are not possible.

This text concentrates on custom [C design. A custom-designed chip is- often
called an ASIC (application—specific integrated circuit). Other (nonCustom). methods of
designing chips, including field-programmablegateiarrays (FPGAs) and standard cell
libraries. are used when tow volume and quick-design turnaround-are important. Most
chips that are mass produced, including microprocessors and memory, are examples of
chips that are custom designed.

The task of laying out the IC is often given to a draftsman. However. it is
extremely important that the engineer be able to lay out a chip (and direct the draftsman
on how to lay the chip out) and understand the parasitics instoived in the layout.

Paras-ides are the stray capacitances, inductances. pn jimctions. and bipolar transismrs,
with the associated problems (breakdown, stored charge. latchwtlp, etc). A fundamental
understanding of these problems is important in precisionlhj gh-speed design.

0031



Part 1 CM03 Fundamentais
 

  
 
  

 
 

 
 

 
 
 

Define circuit inputs

and outputs

(Circuit specificatinns)

Hand calculations
and schematics

Does the circuit
meet specs?

Re-Simulale with parasitic:

Does the circuit

meet specs?

  Yes

firutotype fabrication

Testing and evaluation

 Does the circuit No. Spec Problem
meet specs?

 No. Fab Problem
  

 
Figure 1.1 Flowchart fot the CMOS IC design process.
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1.1.1 Fabrication

CMOS integrated circuits are fabricated on thin circular shoes of silicon called wafers.
Each wafer contains several individual chips or "die" (Fig. 1.2). Fer production

purposes each die on a wafer is usually identical. Added to the wafer are test structures
and process monitor pings (sections of the Wafer used to monitor process parameters).

 
Wafer diameter is typically-5 to 8 inches.

Figure 1.2 CMOS integrated circuits are fabricated on and in a silicon wafer.

The ICs we design and lay out using LASI can be fabricated through MOSIS [l]
on what is called amultiproject wafer; that is‘ the Wafer consists of chip designs of

varying sizes from different sources (educational. private. government. etc.) MOSIS
combines multiple chips on a wafer to split the fab cost among several designs to keep
the cost low. MOSIS subcontracts the fabrication of the chip designs out to one of many

commercial manufactttrers. including Orbit and HP.

The View we see when laying out an. EC is aIWays a top view of the die. When
laying out the chip. we draw boxes or polygons on differing layers indicating how to

assemble the circuit. We may specify a box. on layer ] (rt-Well) from the coordinates

(0.0) to the coordinates (10.10). The coordinates of this box and other shapes defining
the circuitry are specified in a binary file using Calma Stream Format (abbreviated CSF,
GDSH, or simply GDS). This file describes the completed chip-design. When using the

LASI program. TransportabLe LASI Cell files. {TLC files) are used to store the design

information. When the design is finished, the TLC files can be ennverted to a GDS file
and Sent via the Internet to MOSIS for fabrication.

1.2 Using the LASI Program

The L—ASl program discussed in this text is a powerful CAD (Computer-aided design)
package used in the design of integrated circuits. This section discusses the installation

and operation of LASI in the DOS environment.

installing LASI

To install LASI, place the LASI disk accompanying this text or downloaded from the
internet into the a: floppy. Frtim the DOS prompt type:
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C;\>a:2install

Answer the installation instructions. selecting "yes" for installing the setups and
modifying the autoexecbat file. and run the tutorial supplied with the program. When
finished. reboot the computer. Note that a DOS mouse driver must be installed if not
running under Windows.

After the installation is complete. your hard disk should have a directory

C:\LASI5 containing all executable files and directories C:\LASIS\CN20,
C:\LASIS\MOSIS. and C:\LASIS\2U.CHIP containing the setups for the CNZD process.
MOSIS and M0818 2 pm processes. respectively. The autoexecbst file should have
had GiLASIS added to the beginning of the PATH statement. To verify that the path is

set correctly. type "set" at the DOS prompt (after rebooting the computer). If the path is
not set correcrly. use the edit autoexecbat command to manually add C:\LASI§ to the
PATH statement. Ifyour autoexecbat file does not have a PATH statement, simply add
PATH C:\LASlS; at the beginning of the file. The PATH statement permits LASI or

any LASl program to run from any directory on the hard disk.

Drawing Directories

Under the CzlLASIS directory should be a directory \TUTOR containing the example of

a bipolar op-amp supplied with LASI. All chip design: should reside in a directory
other than the LASIS directory. The \LASIS directory is used only for the executable

programs in the layout system. The directory of a chip design can be a subdirectory of
M55. similar to \TUTOR above. or a directory somewhere else on the hard disk.

Throughout the book we will be using Orbit's CN20 CMOS process. Change
directories into the \LASISiCNZD directory and verify that the setups were successfully

copied into the directory.

Starting LAS.’

We are now ready to run the LA'Sl program. At the DOS- prompt. from within the

drawing directory. type "lasi" or

CdLASISlCNthIasi

The screen shown in Fig. 1.3 should appear (in color).

Help

The LAS] layout system comes with a complete on-line manual. To use the manual at

any time. while LASI is running. press Fl . Pressing Fl while the mouse cursor is over
a command button will give information related to the command button. The manual
can also be accessed without LASI running by typing. within the directory shown. the

following:

C:\LASIS\>ihi
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Figure 1.3 LASI startup screen.

1.2.1 Cells in LASI

Complex IC designs are made from simpler objects called cells. A cell might be alogic
gate or an op~arnp. To Show a listing of the cells in this drawing directory; select List
from the commands. LASI will show that the drawing directory is empty. Click, with
the mouse, anywhere 'on the screen to return to the previous screen (the system screen).

TLC Ffies

Cells in LASI are backed up using transportable LASI cell files (or TLC files for short).
The setup files that were copied into the CNQU directory during installation contain

several TLC files. By selecting the TLCin command (running LASI from the
C:\LASIS\CN2O directory), we can convert these TLC files into a binary format (files
with the *BPS and *ELS extensions) for use. with the LASI program.

Pressing the TLCiu command button will begin this process [do this now).

Specifying "." for the source path indicates the current drawing directory. Specifying
“*" for the cell names will convert all TLC files in the directory into *.BP5 and *.CL5

fern-tat. The cells in the LASI drawing directory are backed up. normally on a floppy.
using, the TLCout command button. In Fig. L4, pressing "y" to "All Correct it: Ready."
and then "y" to overwrite any existing Cells. in the drawing directory (at this point. none

should exist) will cause setteral cells to be changed into LA-SI binary format. Using the
List command button and clicking on the cell "rulel" puts us into the drawing display

(cell mode). Using the Fit command button will center the contents of the-cell in the
window. The result is seen in Fig. 1.5.
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Togglt'ng Menus

Notice, in Fig. 1.5, that clicking the RIGHT mouse button causes some of the menu

items to change .or toggle between different comb-lands. Agaii‘t. a menu item can be
selected using the LEFT mouse button. Return to the System menu by selecting the Sys
command in the bottom left corner of the command buttons. If the Sy's command is not
shown, click the RIGHT mouse button once.

Creating a Cell

To begin the layout of a new cell, the Cell command is used. The cell is assigned a

name, for example. AND. and it rank, Since the AND gate is a basic building block, we
will assign a rank of 1 (the lowest rank). If a cell is created that uses the AND gate cell,
then the new cell will be assigned a rank of 2 or higher. That is, a cell with a rank of 2
can contain cells with a rank of 1. If the cell has a rank of 5. then .it can contain any
cell with a rank of 4 or louver. Another analogy is to consider a chip. in printed circuit
board, and a computer. A chip can be put on a circuit board, and the circuit board can

be put into a computer. Using the ranking analogy. the chip has a rank of l. the circuit
board has a rank of Z. and the computer has a rank of 3. Therefore, the computer with
rank 3 cannot be put into the chip with rank 1.

Create a cell called "test" for experimentation by selecting the command Cell

and entering the name "test" with a rank 1. The bare test cell is shown in Fig. 1.6.

Notice in the top left corner that the cell name and rank are displayed.

TIE! (I'll | 000“: Ohm. IJPat'Iu Dlflx“Bi '1. n'l'nhla

 
. t. .. . . I... i.... . . .. ..
_ . .. .. . _..... . . ..
. .... ...... . .

.; . .-
.I. i 7.. 5.. 'I 11 -.. . ..... . ..

3.2 '.. 3 .- .l .r.u u- n -- u . -3 I .-
19 I | l y.......... ._ _ r

.. - .._ .. . .
. . . . ....

a... .' .. . .'Got ll’tJ x=3|.s 1:11.25

 
“Grill-m dGrdllgn that}!!! Law-5E!”

Figure 1.6 LASI display using the layer table. CONT selected as the current layer. Box
selected as the current object. and grids are set at 1 pm.
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1.2.2 Navigating LASI

Notice in Fig. [.6 that the cross~hairs show the lecation of the origin. Pressing R in the

top right corner (or ‘typing r on the keyboard) of the display turns this reference
designator on or off. Now hit the Draw command. This command redraw the streen

with (or without) the reference cross-hairs showing. Press r so that the reference
designator is showing. Placing the mouse cursor over the origin causes the distance

indicator at the bottom of the display to: read (0,0). The distance indicator shows the

distance away from the origin. If the indicator is showing distances of 10‘ or larger (105
pm is 1 meter), you are viewing the entire drawing universe. Selecting the Fit

command with nothing drawn could easily result in this situation. To get back to a
diaplay that shows tens of microns. simply select the Zoom command and then double

click, with the LEFT mouse button. on the reference designator. If you cannot find the

reference designator, select Fit. keeping in mind that R in lhe'top right of the display
should be highlighted. One other useful command is the Orig command. This
command allows the user to set the origin at any location in the drawing display.

Grid

The grid can be turned on and off by clicking on the Grid command button. The grid
will not display when "zoomed out."

Cursor

Th'e cursor can be changed between a small—cross and full~screch cross~hairs by pressing

the Tab button on the keyboard.

Measurements.

By pressing 2 on the keyboard. a zero reference point is established independent of the
origin. When the spacebar is pressed, the distance between the mouse cursor and the

zero referenCe point is displayed. Pressing w causes the mouse to snap to the working
grid.

1.2.3 Adding Objects

SeleCt the Layr' command to display the iayer table used in this process. From the
layer table with the LEFT mouse button, select 'Iayer I. the unwell. Notice that the

selected layer is displayed at the bottom of the sereen. Now select Obj or the object
command. The object command will accept three arguments. "b" for box. "p" for path
(or polygon). or the name ofa cell if We. want to add a lower ranking cell to the current

cell. Type "b" for box and hit Enter. Now the bottom of the drawing display should
show that the working and dot grids are 1 run, the object'is a Box. and the layer "nwel."
We are now ready to begin draw‘ing the layout.

' Again, remember that if the command is hotshowing, press the RIGHTmousc button to toggle
between menus.
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Click on the Add command with Obj- = BOX and Layr = NWEL. Click the
LEFT mouse button in the drawing area over the origin once. Move the mouse toward
the top right corner of the display until you get a box similar to the one-shown in Fig.
1.7 and click the LEFT mouse button again. Using the arrow keys on the keyboard or
the command buttons. change the display view. Now select Fit and notice that the

n-well is centered in the deing display. The Xpnd command will expand the View.
Notice how the viewing area increases. Use the Zoom corrunand to zoom in On the

corner of the newell box by drawing an imaginary box around one of the corners of the
n—well box. When drawing, it is often useful to show a grid in the drawing area. The

commands wGrd and dGrd are used to change between the working (the grid the
cursor snaps to} and dot (the one you see) grids. For the setups included With this book.

both grids are set to 1 um. Using the Set command. the user can set the number of

working and dot grids as well as the grid spacing. It is not recommended that any of
the settings be changed until the user becomes very familiar with LASI.

t... ====
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Figure 1."! Drawing a box in-LASI.

1.2.4 Editing Obiects

Only one basic operation, moving, can be performed on a Box after it has beten added to

a cell. The entire box or any of the four sides can be moved. This operation consists of

getting the object or side to be moved and performing the move. and then putting the
object back (deselecting the object).
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Using the previously generated navel] layout as an example, use the Get
command and select the right side of the mate]! box using the mouse. This is done by

clicking the LEFT mouse button on the. left of the, side and then again on the right,
ensuring the box drawn by the mouse intersects the side. Objects that are selected using
Get should be highlighted. Next, select the Mott command. Using the LEFT moose
button, click once somewhere in the diSplay. Move the mouse a small distance to the

left and click the LEFT mouse button again. Notice that the highlighted side mowed an
equal distance to the left of its original position. Use the Pot command to unselect the
highlighted side. A simpler method of unselecting all of the active elements is to use

the aPut (all put) command.

Sometimes we may want to get the entire box. The fG'et (full get) command
allows dragging the mouse through a portion of the object to select the entire object.

Try selecting the entire box using mm: and then unselecting it using aPut.

LASI also has the feature that allows the user to execute a set of commands by

pressing a single key. This is easily accomplished by adding a line to the fon'n.dbd file.
For more information, read the on—line help (by pressing F1).

Viewing and Editing Specific layers

Suppose that it is desired to View only a few layers of a complicated layout. This can be
accomplished by selecting the desired layers using the View command. The user needs
to be warned. however. that if the invisible layers are not made visible again, frustration
could abound,

The Open command determines which layers can be selected using the Get
command. This feature allows the user to make certain layers uneditable. In the current

drawing, select the Open command and unselect the n-well layer. Return to the-
drawing area by clicking the RIGHT mouse. Attempt to get any part of the newell box
and notice that none of the sides can be highlighted ’or edited in any fashion.

Highlighting the mwell layer under the Open command Will then allow any editing
operations on that layer. This Command could also be frustrating if the user forgets that
certain layers are unselectable.

1.2.5 Placing Cells-

Select Cell from the command button and make another cell. Call the new cell test2

and assign a rank of 2. Next, using the Obj command, use the previously laid out cell

(test) as the new object. Using the Add command, add the cell. test. to the cell test2 by
simply clicking the LEFT mouse button in the drawing area. Repeat this Several times
until the layout is similar to Fig. 1.8. Remember that if a cell has a rank. Equal to or

greater than the cell you are currently editing. nothing will happen if the cell is Added
to the current One.
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Figure 1.8 Inserting the cell. test. using the Add command.

Viewing Complex Layouts

Cells can be drawn as outlines using Outl (Fig. 1.9). The mouse is used to enclose the

cell you Want dra-wn'as an outline. Using the Full command drawn the entire cell. This
becomes helpful when a large number of cells are present and the redraw time is long.

Also, cells will be drawn as outlines if the ESC key is pressed when LASI LS redrawing
the sereen or the Dpth command is used. The Dpth command is used to draw cells as

outlines if they are nested deeper than the cells depth setting.

Moving Cells

Moving a cell consists of getting the cell using the eGet (tell get) command, moving
the cell using the Mov command. and putting the cell using the aPut (all put) or CF!“
(cell put) commands.

Displaying Cells

When cells are drawn as outlines, using the Out] command, the names, on the outline,
can be displayed or hidden by pressing [1 on the keyboard (indicated by N in the top

right corner of the drawing display). If the cells are not drawn as outlines, pressing i on
the keyboafd draws a dotted line around the cell. This is useful as a reminder of which
parts of the layout are cells and which parts are 'boztes or polygons.

A Note on Editing

Only objects that are drawn in the current cell can be edited. The objects resulting from
adding a cell to the current (open) cell cannot be edited. Trying to change the sizeof
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any of the n-well boxes of Fig. 1.8 from the 15:2 cell (the open cell) would result in
frustration. To change the size of these boxes. we must first open the test cell.

I“) {$11. 950:.- gray! 00!.Ill

-l

«e

mt! (FL!) I #11135 Y:9‘.7§elu- =lun s I'

 
Figure L9 Using the Out! command.

Saving Your Work

LASI can automatically generate a TLC .file in the drawing directory each time the cell
mode is entered or exited. This is specified by including the line "misc = autoTLCout"

in the forrn.dbd file in the drawing directory. A backup to floppy should also be made
periodically using the TLCout command button on the system mode.

Understanding the UnDa Command

Using the Hulk command with argument "c" restores the cell to the state it was in
when it entered the cell mode. It does not simply undo the last command executed.

This command can cause major loss of information if the cells are not backed up
periodically. More information regarding this command can be found in the on-line
manual. Normally. an argument of "d" can be used to undo adelcte or move.

1 1.8 Common Problems

Afler adding an object, the object cannot be seen.

Check the View layers in the drawing display to ensure that the layer is not in hidden
mode. The Draw command must be used after using View.

Cannot Get an object.
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(1) Check, using the Open command, that the layer can be opened (or moved). (2)
Verify that the object is not part of another cell. (3) When trying to get an object made

using the path or polygon object, make sure the cursor encompasses a vertex.

The menu doesn 't redraw when the Layr button is pressed.

The layer table is not being used. Press CNTRL—ENTER so that the top left corner of
the display shows "Using Layer Table."

Cells are draw: as outlines, or the perimeter ofa cell has a dashed line.

(1) Use the Full command to. show the contents of a cell. (2) Use the Dpth command

to limit the depth of the cells shown. Increasing the depth to the rank of the cell shows
all cells. (3) Press i on the keybdard to force an outline to be drawn around a cell. This

is indicated by the I in the top right corner of the drawing display.

The Fit command causes the drawing window to expand much larger than the current
cell.

There is an unknowu object someplace in the cell. Use the {Get command to get any
objects outside the main c'ell area. USe the Del count-land to delete the, unknown object.

MS] or any other {AS} program that uses- XMS memory when not under DOS does not

use MS memdry when not under Windows 3.1.

Use Windows PIF editor to allocate at least 2048- KB of ms memory in the PIF file for

that program.

The cursor movement is not smooth.

The cursor may be in the octagonal mode. Press "0" on the keyboard or the button "0"

in the top right portion of the diSplay to toggle this mode on and off.

1.3 MOSIS

The MOSIS2 [C fabrication service is available to universities provided they have access
to the Internet, software for layout and simulation, and the capability to test the

completed designs. The instructor must Contact M0313 and submit a proposal for

“funding; If the preposal is funded, the university will have an actou'nt set up with the
dollar amount determined by the number of Students in the CMOS course. At the.

present time, funding from NSF3 for introductory classes is $620 per two students. This

is the cost of one "tiny chip" fabricated ina 2.0 um process measuring 2.2 mm by 2.2
mm edge to edge. A minimum quantity of Four chips is supplifid with each order.

Commercial companies and non-US univerisities may also fabricate 1C5 through
MOSIS but receive no US government funding.  

2 MOSIS - MOS Implementation Service through the lni‘onnation Sciences Institute at the
University of Southern California. (310) 822-1511 or hupdlwwwsnosisorg

1 National Science Foundation
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16 Part I CMOS Fundamentals 

After an account has been established by M0815 and the university has an
account number. completed chip designs can be submitted in UUEncoded GDS

(UUGDS‘) format or CIF (Cal'fech Intermediate Form). This text will only describe the
fabrication process using GDS format. For information regarding CEF. contact MOSIS.
To translate a TLC file into ODS format. simply select the TLCZGDS command button

on the LASI system menu. The screen shown in Fig. 1.10 will appear. Here. the name
of the highest ranking can. that is, the cell to be fabricated. is QCELLII'IJC. All cells
used in QCELLTLC will be converted into GDS format and placed in the binary file
QCELLGDS (this is transparent to the user). 01' course. the TLCout command must

be executed prior to calling the TLC26DS utility. The conversion process is started by
selecting "Go" on the screen in Fig. 1.10. Additional information concerning a TLC to
GDS conversion can be found by pressing the Help button in Fig. LID.

test [1.0 to HIS“ Causal-hr Version 5.! fit—

wrwrrr'w—rw
Gael-Ir: lull Setup

thin 11:: Fit. to h. comm-tad Mfl—_—l

Nu- I'lf GUS F”! to Nail gggm 1

GM Lib-m flan: 55:53:13!) Hr Scale Unit [.53 firroetlun 9—}

Micll'fillt {an or nil.) an t W. Size in on I. 1
ml Unit: per PM U'tll‘l 20. I CD‘S Unit. ’0? "HI tlfll! 1“ I  lint-typ- to [he 8—] 1’0me Line 01d!!! (I= l
Luger 64 to Lager [ILJ Layer Filter — |

Sort In financing Junk Der r_] Comet first: Test. Ill
Come-t than: tn Loner-neon M like flnlu Propu- Pain !__|

None at uni-t rn. m— Irintpr momma I

1' e Tfll=lllnue

Figure 1.10 Control-ting TLC files toGDS format.

To translate the binary GDS file (QCELL.GDS) into an ASCII file

(QCELL.UUE) suitable for transmitting to MOSIS. the following command is used:

C;\LASIS\lDAHO> uuen -j qcell.gds qoelLuue

The executable file UU'ENEXE is located in the C:\LASIS directory. The switch "j"
creates a Unix—compatible ASCII file.

“ UUEncoding is used toclnmge obituary file such as the CBS file generated with theTbClGDS
into an ASCII file for transmission over the Internet. Here UUGDS is a UUEncoded GDS file.
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Chapter I Introduction 17

The finalstep, before submission of the file to M0513. is to run the checksum
program (CKSU'MEXE) located'in CiltLASIS on QCELLUUE. or

C:\LAS]_5\IDAHO) cksum qcell.uue

The result is two numbers; the layout‘checksum and the byte count. These-numbers are

used in the submission process discussed below.

Submission ofCht'ps to M0513

The basic submission of chips to MOSIS' consists of requesting an ID to: a new project.
submitting the project for check. and requesting the project be fabricated. Checking the
status of the chips and changing or canceling project parameters can also be performed
before the chips are sent out, from MOSIS. for fabrication.

A project ID can be requested from MOSIS by sending an appropriate email
address to mosis@mosis.org for each of the chip designs that will be fabricated. The

MOSIS command language syntax is used when communicating with MOSIS. When

making this rerques‘tI the user must specify several items. as illustrated in the following

example. The project check is used to ensure that the ASCII file containing the
UUGDS specifications of your chip does not get corrupted when transmitted over the

Internet. If the GDS file is accepted. the users wilt be notified. The user can then
instruct MOSIS. via the Internet, to fabricate the chip. 

Example 1.1

Submit a chip to MOSIS for fabrication using Orbit's 2.0 ttm n~well prcicess

(CNN). Information on this process is given in Appendix A and is used
throughout the teat.

Step 1: Request New Project ID

Assuming that MOSIS specified an account number of lZB-ABC, the password
is WTNFECT, and the instructor's name is SMITH. note that the first step in
submitting a chip for fabrication is to send MOSIS an e-mail requesting a new
project ID (the e—mail message is shown below). Again the e-mail address is
mosis®mosis.org.

REQUEST: NEW-PROJECT

AGGOU NT: 123AABC

D-NAMEE SMITH

D-F‘ASSWOHD: WINFEC'T

F—NAME: CH|P1

P-PASSWOH D: UNIV EH

F‘HON E; (123} 456-7890

TECHNOLOGY; FORESIGHT-CNEO
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18 Part I CMOS Fundamentals

SlZE: 2160 X 2160

PADS: 40

PACKAGE: DIPIIO

QUANTITY: 4

DESCFIIFTlON'. HIGH SPEED OP-AMP

REQUEST: END

The part name and password are defined by the user. It was assumed that the

pads were designed by the students and measured 180 um square: that is, the

outline of the pads is 180 um, while the actual pad is 100 pm on a side (see Ch.

3). The resulting padframe measures 2160 pm by 2160 pm. The "PADS:" line
specifies the number of pads on the chip. The description line of the request file
is also defined by the user. MOSIS replies to the above request with an ID
number such as 876543. The MOSIS system is automated so that precise syntax

is required.

Step 2: 605 FI‘le Submission

To submit the chip for project check. send the message shown below. The final
cell that references all the other cells is the "TOP~STRUCI‘URE" cell. This cell

is the chip that will be fabricated.

REQUEST: sunurr

ID: 576543

P-PAsswono: uquR

LAYOUT—CHECKSUM'. 123455 1234

LAYOUT-FORMAT: uueos

TOPesTRUCTUHE: QCELL

LAYOUT:

insert uuoos me here (qcell.uue). Do not add characters.
REQUEST: END

[f the file is received uncorrnpted. MOSIS responds by sending an e-mru'l

message to the user stating that the project is ready to be queued for fabrication.

For some chip designs. the UUGDS ASCII file will be very large. MOSIS

has the capability to FTP large design files from the user. The LAYOUT
statement can be changed. in the submission above, so that this is possible. The

general form of the LAYOUT statement is

LAYOUTnP-PATH: ihostnamelueemamelpasswerdllilename
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where "l" is used as a delimiter and hostname is the name of the computer
connected to the Internet where the design file resides. An example is

LAYOUT-FFP-PAW: tmycorn.univ.edulanonymoustguesllpub!chips/qcell.uuo

where the entire statement must fit on one line.

Step 3: Queuing the Projectfor Fabrication

Queuing the project for fabrication occurs by sending

REQUEST: FABRICATE

ID: 376543

P~FASSWORDI UNIVEH

REQUEST: END

MOSIS will respond at short time after receiving the message, showing that the

chip is in the queue for fabrication. When the chip is actually sent to the
foundry, the user will be notified. Information about the status of the chip while
being fabricated is available via anonymous FTP or the World Wide Web

(httpzl/wwwmosisorg). Consult the M0318 user's guide and the online
information for additional information on submitting a chip for fabrication and
the fabrication schedule. I

To summarize the procedure for submitting a chip to MOSIS for fabrication,
begin With a LASI-generated TLC file. Then

1. Using the command button TLCZGDS on the LASI system menu, generate a
Ca] rna Stream Format (GDS), binary file.

2. UUENCODE the GDSfile. The result is a UUGDS (ASCII) file.

3. Next. the checks'um program. cksumexe. is run on the UUGDS file. This
results in the generationof two numbers: checksum and byte count

4. Send MOSIS- a request for a new project [D (assuming you already have an
account).

5. Submit the UUGDS file to MOSIS for syntax check (not a design rule check).

6. Alter MOSIS replies that .the file has no syntax errors. submit the fabrication
request.

Other [nfanncttinn

The MOSIS user's manual with additional information and extensive examples is
located at htthiwwwmosisnrgimanuaLhtml. A postscript file containing the M0515
scalable design rules is located at ftp:flftpmosisorgtpublmmisidesignmle'sf
scmOs—rules-rev'?.ps
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REFERENCES

I”

[2]

W. Tanner. M0515 User Manual, Release 4.0. August 1994. Also located at
http:llwww.mosis.orgimanual.httnl.

D. E. Beyce. LAS! Users Manual. available by pressing F1 while running LASI
or may be printed by running the MANUALEXE program included with the
LASI system files.

PROBLEMS

For the following problems, use the LASI setups given in Appendix A and in the
C:\LASIS\CN20 directory for the CNZO process.

1.]

1.2

1.3

1.4

1.5

1.6

Create a cell called test3 with a rank of 1 using LASI. In this cell, draw a 10 pm
by 10 um box using the pol] layer. Place the lower left corner of the box at the

origin. Use the "2" {used to set the zero point) and the spaoeber to measure the
distance between opposite corners.

Explain how the qMov command can be used to edit the box in Problem 1 so

that it measures 5 x B um‘. How would this be accomplished using Get. Mov,
and Put?

What functions do the sWiii and rWin conunands perform?

What functions do the cGet and chat conunands perform?

The Text command allows text to be used for labeling in LASI. The tLayr
selects which layer the text will be written in. while the tSiz sets the size of the
text in LS tun increments. Write the word "test" on the metl layer with sizes of

3. 9. and 24 pm in the test3 cell of Problem 1. Show the result without using the

reference mark. (The reference mark is removed by pressing ton the keyboard or

by selecting the T in the top right comer of the drawing display. remembering to
execute a Draw command afterward.) Labeling is extremely important in
layout.

Create a cell named tesm with a rank of 1. Generate the layout shown in Fig.
Pl.6a in this cell. The text and boxes are written using the metl layer. Next
create a eel! named tests with a rank of 2. Add the test4 cell into the test5 cell

five times as shown in Fig. Pl .6b. “the diet and Mott commands may come in
handy at this point. Next draw the cells as outlines. shown in Fig. Pl.6c, using

the Out] command. Note that we could have used the (hay command to copy the
layout in test4 five times and avoid adding the test!) cell. The problem with this
is that as the layout becomes complicated the memory required in a "flat" cell

increases dramatically. The hierarchical layout using the nested cells keeps
memory usage to a minimum. The C113, commend should be used as little as
possible.
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Figure P1.6

1.7

1 .3-

1.9

1.10

Polygons or paths can be drawn using LASI by setting the Obj to "p" (instead of
"b." for hex). Setting the Wdth size to 0 causes LASI to draw polygons. while

setting the width greater than 0 causes LESI to draw paths. When finished

drawing a path or polygon, use the aPut command. Using LASI. copy the layout
shown in Fig. Pl.6a using the polygon object.

What part of an object made using the polygon or path frluSt he encompassEd to

Get the object?

Using the poll layer, draw a triangle that measures nominally 10 pm on each
side. How many vertices does the object have?

Circles can be drawn using a polygon [path with zero width} and the Art:
command. Consider the layout shown in Fig. PI .10. Copy this layout in LASl.

Begin by adding a vertex at point A using the Add command. This is followed
by selecting the Arc command. moving and clicking the mouse in the desired
center of the circle, and returning and clicking the mouse at point A. The
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1.11

1.12

1.13

1.14

1.15

bottom of the display will then inquire how many segments should be used and
which direction to draw, that is. counterclockwise or clockwise. Hit the Enter

key to both of these questions. and LASI will draw the following circle.

Figure Pl.10

Pressing F1 on the keyboard within the LASI program calls the LASI help file.
What would be added to the end of the formdbd file in a drawing directory so

that F2 performs the LASI comand Fit and F3 performs an M? Frequently
used commands can be executed using function keys to help speed up layout
time.

Using the Dpth command. show how the cells in Fig. PI .6b can be drawn as

outlines. What does the depth level mean? Show that. by pressing i on the
keyboard (or top right corner of the drawing screen), the cells are also drawn as
outlines.

What do the keyboard buttons w, u. a, z. and space-do in LASI?

Describe how to add text in LASI and how to set the text size and layer.

Using LAS]. show example layouts that show the difference between path

objects and the poly objects. Use poly! in your examples. How do you Get a
poly or path object?
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Chapter

The Well

In- order to develop a. fundamental understanding of CMOS integrated circuit layout and
design. we begin with a study of the n-well. This approach will build a solid foundation

for understanding the performance limitations and parasitics (the pn junctions..

capacitances. and resistances inherent in a CMOS circuit) of the CMDS process.

2.1 The Substrate

CMOS circuits are fabricated on and in a silicon wafer as was discussed in (311 1. This
wafer is doped with donor atoms. such as phosphorus for an nntype wafer. or acceptor

atoms. such as boron for a' p-type wafer. Our discussion will center around a p-type
wafer. When designing CMOS integrated circuits with a p-type wafer. nwchanneI

MOSFETs' (NMOS 'for short) are fabricated directly in the p-type wafer. while the

p-channel transistors. PMOS. are fabricated in an "rt-well.“ Thejubstrate or well are
sometimes referred to as the bulk or bod)l of a MOSFET. CMOS proceSse's that
fabricate MOSFETS in the bulk areknown as "bulk CMOS processes." The well and
the substrate are illustrated in Fig. 2.1. though not to scale.

Often an epitaxial layEr is grown on the Wafer. We will not make adistinction
between this layer and the substrate. Some processes use a p-Well or both It» and p-wells

(sometimes called twin tub processes), A process that uses a p-type substrate with an
n-well is called an "n-well process." The process described in Appendix A. CNZD. is an
n—‘well process. The n—well acts-as the substrate or body of the p—channel transistors.

Another important consideration is that the n-well and the p-substrate form a
diode (Fig. 2.2). In CMOS circuits. the substrate is usually tied to the lowest voltage in
the circuit to keep this diode from forward hissing. Ideally. zero current flows through
the substrate connection.
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_ Flip chip

Chlp ——> W cpi layer (9-)on its side

and enlarge

p-type substrate (11+)

MOSFETS are not show. Usually, we
Will not Show

layer. so
processes don use

p-substrale the cm hw-

Figure 2.1 Illustration of the top and side view of a die.

 

Besides Being used for fabricating p-charmel h‘unsislon, the 11-well can be used

as a resistor. The voltage on eiflier side of the resistor must be large enough to keep the
substratelwell diode from forward biasing.

2.1.1 Patterning

CMOS integrated circuits are formed by patterning different layers on and in the CMOS
wafer. Consider the following. sequence of events that apply. in a fundamental way. to
any layer we need to pattern. We Start out with a clean. bare wafer as shown in Fig.

2.32. The distance given by the line A to B will be used as a reference in Figs. 2.3b—j.
Figures 2.3b-j are cross-sectional views of the dashed line shown in (a).

  
Substrateconnection +______——-——.-—’ Resistor leads 

Shows parasiliVdiode

Figure 2.2 The n-well an be used I: a resistor.
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(c) Grow oxide (glass or Sit); on wafer.
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Top View
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(e) Mask made resulting from LASI layout. {1] Placement of the. mask over ma wafer.

111mm
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(i') Etching oxide'to expense wafer. (j) Removal of photomsist.

Figure 2.3 Sea‘quianctar ofsvents' used in patterning!
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The first step in our generic patterning discussion is to grow an oxide. SiO2 or
glass. at very good insulator, on the wafer. Simply exposing the wafer to air yields the
reaction Si 4- 0: —) Si02. However. semiconductor processes must have tightly
controlled conditions to precisely set the thickness and purity of the oxide. Therefore,

we can grow the oxide using a reaction with steam, H20. or with 0, alone. The oxide

resulting from the reaction with steam is called a wet oxide. while the reaction with 02
is a dry oxide. Both oxides are called thermal oxides due to the increased temperature
used during oxide growth. The grth rate increases with temperature. The main
benefit of the wet oxide is fast growing time. The main drawback of the wet oxide is the

hydrogen byproduct. In general terms. the oxide grown using the wet techniques is not
as pure as the dry oxide. The dry oxide, as we can conclude. generally takes a
considerably longer time to grow. Both methods of growing oxide are found in CMOS
processes.

An important observation we should make when looking at Fig. 2.3:: is that the

oxide growth actually consumes silicon. This is illustrated in Fig. 2.4. The overall
thickness of the oxide is related to thickness of the consumed silicon by

Is; =D.45 ‘ {ex (2'1)

 

p-substrate

Figure 2.4 How growing oxide consumes silicon.

The next step of the CMQS patterning process is to deposit a photosensitive
resist layer across the wafer (see Fig. 2.3d). Keep in mind that the dimensions of the
layers. that is. oxide. resist, and the wafer. are not drawn to scale. The thickness of a

wafer is typically 500 um. while the thickness of a grown oxide or a deposited resist

may be only a few out or even less. After the resist is baked. the mask derived from the

layout program, Figs. 2.3a and f. is used to selectively illuminate areas of the wafer, Fig.
2.3g. In practice. a single mask called a reticle. with openings several times larger than
the final illuminated area on the wafer. is used to project the pattern and is stepped
across the wafer with a machine called a stepper to generate the patterns needed to

create multiple copies of a single chip. The light passing through the opening in the
reticle is photographically reduced to illuminate the correct size area on the wafer.
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The photoresist is developed (Fig. 2.3h), tern0ving the areas that were

illuminated. This process is called a positive resist process because the area that was

illuminated was removed. A negative resist ptocesa removes the areas of resist that
were not expOsed to the light. Using both types of resist allows the process designer to
cut down on the number of masks needed to define a CMOS process. Since creating the

masks is expensive, lowering the number of,masks is equated with lowering the cost of

a process. This is also important in large manufacturing plants where fewar steps are
equated with lower cost.

The next step in the patterning process is- to remove the exposed oxide areas
(Fig, 2.3i). Notice that the et'chant etches under the resist. causing the opening in the

oxide to be larger than what was specified by the mask. Some manufacturers

intentionally bloat (make larger) or shrink (make smaller) the masks as specified by the
layout program. Figure 2.3j shows the cross~sectional view of the opening after the
resist has been removed.

2.1.2 Patterning the N-well

At this point we can make an n—well by diffusing donor atoms. those with 5 valence

electrons, as compared to 4 for silicon. into the wafer. Referring to our genetic
patterning di5cussion given. in Fig. 2.3, we begin by depositing a layer of resist directly
on the wafer. Flg. 2.3a (without oxide). This is followed by exposing the resist to light
through a mask (Figs. 2.3f and g) and developing or removing the resist (Fig. 2.3h).

The mask used here can be generated with the LASI program. The next step in
fabricating the n-.vvell is to expose the wafer to donor atoms. The resist will block the
diffusion of the atoms, while the openings will allow the donor atoms to penetrate into
the wafer. This is shown in Fig. 2.5a. Aftera certain amount of time. dependent on the

depth of the n-well desiredI the diffusion source is removed (Fig. 2.51:). Notice that the
n—well "outdiffuses" under the resist: that is. the final n-Well size is not the same as the

mask size. Again, the foundry where the chips are fabricated may bloat or shrink the

mask to compensate for this lateral difiusion. The final step in making the n-well is the
removal of the resist (Fig. 2.50}.

2.2 Laying out the N—well

When we lay out the n-well, we are viewing the chip from the top. The following

example illustrates how to lay out an n—well of size 10 um square. 

Example 2.1

Using the LASI program. lay out an n-weil that is 10 um square. Sketch the

cross-sectional view of the layout. Assume we are using the CN20 setups given
in the last chapter and using the layer table select Layr from the drawing screen
commands and the layer ”nwel." if the origin rnarker is not showing. type "1'."

Now select Add. The bottom of the display should show that the object is a box

and that the grids are 1 1.1111. Place the cursor in the display area on the origin
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and press and release the LEFT mouse button. Move the mouse until the

distance shows wt: 10 um and try = =10 pm. The resulting display is shown in
the top of Fig. 2.6. Notice that the drawn sizef both width and length. of the
n-weli differs from the actual size because of the lateral diffusion. I

ll l‘Lll l l i l l l Diffusion ofdonor mm3 Roast- 

 
—.——....-—

  
Start of diffirsion into the wafer

 
(b) After diffusion  

(d) Angled View of n-well

PW

(c) After resist removal

Figure 2.5 Formation of the n-well.

2.2.1 Design Rules for the N-well

Now that we know how to lay out the n-well. we might ask the question. "Are there any
limitations or constraints on the size and spacing of the n-wells?" That is to say. can
we make the ‘n-well 2 um square? Can we make the distance between the n-wells l

urn? As we might expect. there are minimum spacing and sine requirements for all

layers in a CMOS process. Process engineers. who design the integrated circuit process.
specify the design rules. A complete listing of the CN20 design totes can be found in
Appendix A.

Figure 2.7 shows the design rules for the n-well. The minimum width of any

n-Weli is 3 pro. while the minimum spaning between different n—wells is 9 tun. As the
layout becomes complicated, the need for a program that ensures that the design rules
are not violated is needed.
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Cross section . ‘

shown below - ‘

10 microns
4%--——————————--?

C n—weII }

Esubsuale

 

Figure 2.6 Layout and cross—sectional View of a 10 pm 11-well.

. . . . .EJl-‘J'J-Ulfl ‘ .JJV'IBv-W‘r‘f .....

 
Figure 2.7 Design rules for layout of the nwwell.
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2.2.2 Using the LASIDRC Program

To perform a design mle check (DRC) of s layout. simply select the LASIDRC at the
LASI system menu. Enter the name of the cell (see below} to be checked and type

cn20.drc as the name of the check file. Since we only know two design rules at this

point. that is, from Fig. 2.7 checks 1 and 2. the beginning check should be 1 and the
ending check should be 2. To start the program, select Go on the top of the LASIDRC

screen. If there is an error. a bit map of the n-well in blue will be displayed with the
error in white. You can exit LASIDRC and go to LASI to fix the problem. When you

return to LASIDRC. you can continue your checking at the check you failed.

DRC Area

The design rule check will be performed on the section of layout shown in the drawing

display just prior to calling the LASIDRC program. To DRC the entire cell, press the
Init command button on the LASIDRC screen shown below. This feature can be used

to decrease the time it takes to perform a DRC by DRCing only the specific areas of
interest.

ml lager Luis Design Dull Ouch;- lbs-clam 5.3 X

Im—hrTfi—le—tn'n—ITWTI
Choking Setup

  
Nor-nth” tum-

M of Ell-alt YlllMS;

Stu-uni than make:- ;_j + lint-mu clues mr EJ
fluctuation: | Ghoul me Lot! |

Ill-tunnel! [ Gilli}. It'll 30th" I

Sun III-doll Lott. ~Q.55un ISnn "hunt-u lllslfl. ”3.51:” |
Sell! "than lotion 4.11::- | Sean Illndnu ['0' [31,Mtuu |

[rt-bl; HG" Operator l'l_l Emile Pm Operator- \‘_|
I”? com-Ill tlfll —.—.———1

N.— of leper-1'. I“: or Printer —i

9 I M‘hu

2.3 Resistance Calculation

In addition to serving as a region in which to build PMOS transistors. n—wells are
sometimes used to create integrated resistors. The resistance of a material is a function

of the materials resistivity, p. and the materials dimensions. For example. the slab of
material in Fig. 2.8 between the two leads has a resistance given by
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(2.2)

A Layout View

Figure 2.8 Calculation of the resistance of a rectangular block of material.

In semioonducthr processing, all of the fabrieated thicknesses. such as the
n-well, are constant. We only have control over W and L. Also notice that the Wand L

are what we see from the top view, that is. the layout view. We can rewrite Eq. (2.2) as

_L_
W

R is the sheet resistance of the material in WSquare..1qu9"

R z thure' (2-3)

 

Example 2.2
Calculate the resistanCe-of an n—well that is 10+er wide and 100 um long-

From the Orbit electrical parameters in Appendix A for CNZO we see thatr the
sheet resistance of the n-well’ varies from a minimum of 2.000 magnate to a

maximum of 3,000 Qfsquare. with a typical number of 2,500 (HSquare. So the
typical resistance between the ends of the n—well is

100 ton

R 2 2,500-10um
=25k§2 I

 

When laying out resistors using the "path" object. n-well. poly. or some outer
layer, LASI has a resistor calculator that will help in the calculation of nonrectangular

resistances. Often. to minimize space, resistors are laid out in a serpentine pattern. The
corners, that is, where the layer bends, are not rectangular. This is shown in Fig. 2.93.

All sections in Fig 2.9a are square, so the resistance of sections 1 and 3 is Ram". The
equivalent resistance of scction 2 between the adjacent sides. however, is approximately

0.6 R The overall resistance between points A and B is therefore 2.6 Rim.
mwfl'

The layout shown in Fig. 2.9h uses wires to connect separate sections of a
resistor avoiding corners. Avoiding corners in a resistor is the generally preferred
method of layout in analog circuit design where the ratio of two resistors is important.
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11.

ID = 13(9)"? — 1) (2-4)
The current In is the diode current; I: is the scale (saturation) current; V, is the voltage
across the diode where the anode. (p-type material) is assumed positive 'with reSpect to

the cathode (rt—type); and VT is the thermal voltage which is given by 5.; where}: =
Boltzmann's constant (1.3806 x 10'” joules per degree kelvin), T is temperature in
kelvin, n is the emission coefficient ,(a term that is related to the doping profile and
affects the exponential behavior of. the diode). and q is the electron charge of 1.6022 x
10" coulombs. The scale current and thus the overall diode current are related in

SPICE by an area factor. The SPICE circuit simulation program assumes that the value

of l'' supplied in the model statement Was measured fora device with a reference area of
1. If an area factor-of 2' is supplied for a diode, then ’5 is doubled in Eq. (2.4).

2.4.1 Depletion Layer Capaeltanee

N-type silicon has a number of mobile electrons, while p~type silicon has a number of

mobile holes {a vacancy of electrons in the valence band). Formation of a pn junction
results in a depleted region at the [Hi interface (Fig. 2.11). A depletion region is an
area depleted of mobile holes of electrons. The mobile electrons move across the

junction, leaving behind fixed donor atoms and thus a positive charge. The movement

of holes across the junction, to the right in Fig. 2.11, occurs for the p—type
semiconductor as well with a resulting negative charge. The fixed atoms on each side

of the junction within the depleted region exert a force on the electrons or holes that
have crossed the junction. This- cqualizes the charge distribution in the diode.
preventing further charges from crossing the diode junction and also gives rise to a

parasitic (depletion) capacitance.

Anode —I>'— Cathode

 
Twoplates of a capacitor

Figure 2.1] Simple illustration of depletion region formation in a pn junction.

The depletion capacitance, C}. of a pn junction is given by

C»

[I - (all

0061



34 Part I CMQS Fundamentals
‘———————u—————=—'—

C11, is the zerobies capacitance of the pn junction, that is. the capacitance when the
voltage across the diode is zero. V.i is the voltage across the diode. m is the grading
coefficient (showing how the silicon changes from n- to p-type), and $9 is the built—in
potential given by

 

NAN” ] (2.6)$0 = V; - In [ 2"t

where Na and ND are the doping'sfor- the p- and n—type senficonductors, respectively. V,
is the thermal equivalent voltage L506 mV @ room temperature), and of. is the intrinsic
carrier concentration of silicon (a, = 14.5.x 10° atoms/emit 

Example 2.3
Sketch schematically the depletion capacitance of an n—welUp—suhstrate diode

100 x [00 1.1m2 square given that the substrate doping is 10" atol'nsl'crtfl and the

well doping is 10“ atomslcmj. The measured zero-bias depletion capacitance of
the junction is 100 aF/ttm‘, and the grading coefficient is 0.333. Assume the

depth of the n—well is 3 ttrn.

We can begin this problem by calculating the huilt~in potential using Eq. (26):

1015- 10“5

(14.5 x 10°)2

The depletion capacitance is made up of a buttern- component and a sidewall
component as shown in Fig= 2.12.

+Vd—

on = (‘026)-.ln = 0.7 v

_|_

/ Sud \ .Bottomcapacitance I I ewallcapacitance
substrate 

Figure 2.12. Apn junction on the bottom and sides of the junction.

The bottom zero-bias depletion capacitance; Cm , is given by

Cm = (Capacitance per Area) - (Bottom Area: which. for this example, is

Co = (100 atrium?) - (100 tun)‘ = 1 pF

The sidewall zero—bias depletion capacitance. Ch, is given by

Cp, = {Capacitan‘ce‘pet Area) - (Depth of the Well) ~ {Perimeter of the Well)
01'
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an a (100 aFItlmZJ-(B Hm}-(400 tun) = 1201s

The total diode depletion capacitance between the n-well and the p-substrate is

the parallel combination of the bottom and sidenral] capacitances. or

Substituting in the numbers. we-get

_ 1 [AF + 0.120 EF
Ci — v 0.31

(I - (a)
A sketch of how this capacitance changes with reverse potential is given in Fig.

2.13. Notice that when we discuss the depletion capacitance of a diode. it is
usually with regard to a reverse bias. When the diode becomes forward-biased
minority carriers, electrons in the [1 material and holes in the n material, injected
across the junction. form a stored charge in and around the junction and give
rise to a storage capacitance. This capacitance is usually much larger than the

depletion capacitance. Furthermore. the time it takes. to remove this stored
charge can be significant. I

C}:

C}. diodedepletion capacitance

Cp, zero—bias depletion capacitance

 
V4. diode voltage

Figure 2.13 Sketch of diode depletion capacitance-against-diode reverse voltage;

2.4.2 Storage Capacitance

Consider the charge distribution of a forward—biased diode shown in Fig. 2.14. When
the diode becomes forward biased. electrons from the nitype side of the junction are

attracted to the p-type side (and ViCe versa for the holes). After an electron drifts across
the junction, it starts to diffuse toward the metal contact. If the electron recombines,
that is, falls into a hole. before it hits the metal contact, the diode is called a "long base

diode." 'lhe time it takes an electron to diffuse from the junction to the point the
electron recombines is called the carrier lifetime. For silicon this lifetime is on the

order of [0 us. If the distance between the junction and the metal contact isshort. such

that the electrons make it to the metal contact before recombining, the diode is said to
be a "'short base diode." In either case. the time between crossing the junction and
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Minority carriers

Figure 2.14 Charge distribution in a forward-biased diode.

recombining is called the transit time. If. A capacitance is formed between the
electrons diffusing into the p—side and the holes diffusing into the n-side, that is. formed
betWeen the minority carriers. (Electrons are the minority carriers in the p—type

semiconductor.) This capacitance is often called a diffusion capacitance or storage
capacitance (due to the presence of the stored minority carriers around thejunction).

We can characterize the storage capacitance. CS. in terms of the minority carrier
lifetime. Under DC Operating conditions. the storage capacitance is given by

as = ’—"- . 11" (2.7)
”V?

in is the DC current flowing through the forward-biased junction given by Eq. (2.4).
Looking at the diode capacitance in this way is very useful for analog AC small-signal
analysis. However. for digital applications we are more interested in the large-signal

switching behavior of the diode. It should he pointed out that in general. for a CMOS
process. it is undesirable to have a forward-biased pn junction. If we do have a
forward-biased junction. it usually means there is a problem, for example. electrostatic

protection. capacitive feedthrough possibly causing latch-up. and so on. These topics
are discussed in more detail later in this chapter.

Consider Fig. 2.15. In the following diode switching analysis. we will assurne

that V, >> 0.7. V, < 0 and that the voltage source has been at V, long enough to reach
steady-state condition; that is, the minority carriers have diffused out to an equilibrium

condition. At the time t, the input voltage source makes an abrupt transition from V, to

V3,. causing the current to change from if to 1:4}. The diode voltage remains at 0.7 V
since the diode contains a stored charge that must be removed . At time t, the stored
charge is removed. At this point. the diode basically looks like a voltage-dependent

capacitor that follows Eq. (2.5). In other wards for t > I, the diode depletion

capacitance is charged through it until the current in the circuit goes to zero and the
voltage across the diode is V, This accounts for the exponential decay of the current
and voltage shown in Fig. 2.15.
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R l Diode current-

E K!

V . R Dio- -_voltage
*1! V ‘ .

time

Figure 2.15 Diode test circuit.

The diode storage time. the time it takes to remove the stored charge, 15 . is

simply the difference in II and t1, or

 

‘5 == 1: — r1 (2.8)

This time is also given by

t3=1r-llan__lR (2-9)_,3 .

Where 3} = i; and 3-} = in = a negative number in this discussion. Note that it is quite
easy to determine the minority carrier lifetime using this test setup.

Defining a time. :3. where 13 2: :1, when the current in the diode becomes 10

pchent of 3;, we can define the diode reverse recovery time, or

r" = :3 — i, {2.10}

2.4.3 SPICE Modellng

The SPICE {simulation program with IC emphasis) diode model parameters are listed

in Table 2.1. The series resistance, RI. deserves some additional comments This
resistance results from the finite. resistance of the semiconductor used in making the
diode and the contact resistanCe, the resistance resulting from a metal cbntact to the

semiconductor. At this point. we are only concerned with the resistance of the
semiconductor. For a reverse-biased diode, the depletion layer width changes.

increasing for larger reverse voltages (decreasing both the capacitance and series
resistance, of the diode). However. when we model the series resiitanée, we use a

constant value. In other Words. SPICE will not show us the effects of a varying Rs.‘_—_————-—_—_

Example 2.4

Using SPICE, explain what happens when a diode with a carrier lifetime of 30
us is taken from the forWard—biased region to the reverse-biased region.- Use the

circuit shown in Fig. 13sz to illusu'atenyour understanding.

We will assume a zero-bias depletion capacitance 0f 1 pF. The SPICE netiist for
this circuit is shown belCIw.
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] .0]:

+10 ‘

-l0

Figure E114

Diode storage time.
D1 1 oTHH
H1 3 1 ‘IQk

Vin SD DGOPULSE(10—1050n.1n.1n50n100:1}
.Model TRFI D
+ |S=1.0E-15 1T=SOE-9 0.10:1 E-12 VJ=.7 M=0.33

.probe
,Iran 1n 100n
.end

Figure 2.16 shows the current through the diode (scaled). the input voltage step,
and the voltage acrosn the diode. one of the interesting things to notice about

this. circuit is that current actually flows through the diode in the negative
direction, even though the diode is forward biased. During this time. the stored

minority carrier charge is removed from thejunction. The storage time is given-
by

‘___ . 42.93mA+1.07rnA=.
ts 3Dns 1n 1.07'mA- _ 18.8115

which is close to the simulation iesults. Note that the input pulse-doesn't change
until 50 us after the simulation starts, This ensures a steady-state condition
when the input changes from 10 to —10 V. I'

m——

RS Rs Series resistance

n N Emission coefi'lcient
B

 

Breakdown voltage:
 

_ Current which flows during Va.
cm

w

Table 2.1 SPICE parameters related to diode.
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1.0 10V

Voltage across diode

/0‘0 ‘

—1.t'lrn 40V

Current through diode
input step

 
walks

Us 2 :13 {One 601:5 [inns miles
a [(D1) c V{1}?lDUUU- VBVIDDUD Time-

Figure 2.16 Results of Example 2.4 showing current and scaled voltages.

2.5 The RC Delay Through an N-well

At this point, We know that the n~well can be used as a resistor and as_ a diode when

used with the substrate; Figure 2.173 shows the parasitic capacitance and resistance
assoeiated with the n-well. Since there is a depletion capacitance from the mute“ to the

substrate. we could sketch the equivalent symbol for the match resistor as shown in Fig.

11713, This is the basic form of an RC transmission line. If we put astep into one side
of the n-well resistor a finite time later. called the delay time and measured at the 50
percent points of the pulses. the pulse will appear.

The delay can be calculated by knowing the resistance. r, per unit length, the
capacitance. c. per unit length. and i. the number of unit lengths using the following
[3]:

in = O.I’:5rr:l2 (2.11) 

Example 2.5

Estimate the delay through a 250 kfl resistor made using an n—well with a width

of 3 pm and a length of'300 pm. Verify your answer with SPICE‘

If we divide the resistor up into 100 squares Each 3 ton wide and '3 [mi long. we

can define the number of unit lengths, l. as 100. The resistance of one of these.

squares is 2.5 kfl (= r) per-unit length. Now we are faced with determining the

capacitance to substrate of one of these squares. Since the capacitance is a
function of the voltage, we can get a worst-case estimate by selecting the

zero—bias depletion capacitance (see Fig, 2.13). From Ex. 2.3 the zero-bias
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(a) Pulse in Pulse out
R determined by the sheet resistance

ofthe n—well —/—

 
Substrate tied to the lowest potential in the circuit. in this case ground

C determined by the
depletion capacitanceof the more]!R

(1:!) Input —/WWC—- Output
Substrate connection

Figure 2.17 (a) Parasitic resistance and capacitance of the nwwell and (b) schematic symbol.

depletion capacitance between the l't-Wcll and substrate is 100 aFftun’. The
capacitance per unit length is the sum of the bottom and sidewall capacitances.

However. since each square, encept for the first and last squares. has only two
sides contributing to the depletion capacitance and it is desirable to keep the
number of calculations to a minimum in an estimate. we will neglect the

sidewall capacitance The capacitance per unit length is given by

c = CM a Imfi—zts - 3)].th = 900 a?-
The delay is now estimated by

r... = 0.35 - mt! = 0.35- 2.51: - 900 aF - 1002 = 7.38 ns

The SPICE netlist and the resulting output are shown in Fig. 2J8. Note that
this is a SPICES netlist and not a PSPICE netlist. Also note that the nodes were

labeled with names (i.e.. Vin and Vout) rather than numbers. I

We can simplify Eq. (2.11) by realizing that the products r-l and at are the total
resistance and capacitance to substrate of the n-well resistor. Using this result on the

previous example gives R = in! = 2.500100 = 250 1:9. and C = c-l = 900 aF-IDO = 90 IF
and therefore

2.; = 0.35 - Rf: = 0.35 - 250k . 90 fl7= 7.88 ns (2.12)

which is the same result given the example. The important thing to notice here is that

we can totally avoid the unit length parameter l. The resistance R is the resistance of
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10

Q8 
‘“ Top Lattel Neflist ""
01 Vin 13 Wm B Tdelay
R1 Vouto 106
V1 Vin 0 DB 0 FULSEGJ 1 5n .in}
.Model Tdelay LTRA
+ H=2500 6:0.91‘ LEN=1OD  

 
as

 
0.4

  

 

.probe

fl .tran 1n Min 0 1n
3 .plot tran all

a a |_ l _|_ l
on an 1oo 15o ace :50 non 350 aooIil'no as

Figure 2.18 Simulation msuits from Example 2.5.

the resistor ( =- 250 RS). above). and the capacitanCe C is simply the product of the

bottom area of the resistor with the zero-bias depletion capacitance (= 3 . 300 3100 aF =
90 fF“).
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Addison-Wesley. 2nd ed.. 1993'. ISBN 07201-533766.

PROBLEMS

2.1 Figure P2.] is a section of unwell laid out using the path objecr with a width of 4
pm. Sketch the cross-sectional View (see Ex. 2.1. at the positions indicated in

the figure). Copy this layout using the LASl program. Using the flea command
(before using the Res command. use [gel on the path) with a sheet resistance of

2,500 QIsqoare (the typical sheet resistance of the n—well) and an end correction
of, 0.6. determine the resistance of the section. Haw dues this compare with the

2.6Rmn used for the layout in Fig. 2.9a?
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Sketch cross-sectional View
at these lines

2.2

2.3

2.4

2.5

2.6

2.7

2.8

2.9

2.10

2.11

 
:Figure PL]

Add two boxes to the layout of Problem 1 (see. Fig. P12). Using the LASIDRC
program with checks 1 and 2, show the design rule violations in the layout.

Lay out anorninally 250 it!) resistor using the n-weII and the serpentine pattern
shown in Fig. P23. Assume that the maximum length of a segment is 100 um.

Also design rule check the finished resistdr.

Assuming the n~well depth is 3 pm in the CNZO process. what are the minimum.
typical. and maximum values of the n-well resistivity?

Norrmflly, the scale current of a pnjuncticin is specifiedin terms of a scale

current density. J, (Mn?) and the width and length of ajunclion (i.e.. I, = Jl-L-W
neglecting thesidewall component). Estimate the scale current for the diode of

Ex. 2.3 if J: = 104‘ Alml.

Repeat Problem '5 including the sidewall component (I, = JI-L-W +
JI-(2L+2W)-depth).

Using the diode of Ex. 2.3 in the circuit of Fig. P2]. estimate the frequency of

the input signal when the AC component of v“, is 707 M! (Le... estimate the 3
dB frequency of the lvwivhl).

Verify the answer given in problem 7 with SPICE.

Using SPICE. show that a diode can conduct current from its cathode to its
anode when the diode is forward biased.

Estimate the delay through a 1 MR resistor (5 pm by 2.000 tun) made in the

CN20 process using the unwell. Verify with SPICE.

If one end of the. resistor in Problem 10 is tied to +5 V and the other end is tied

to the substrate that is tied to ground. estimate the depletion capacitance (Ii/m")
between the newell and the substrate in the middle of the resistor. Assume that

the resistance does not vary with position along the resistor.
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I"null

  
 

Substrate

F'Igure P237

The diode reverse breakdown current, that is, the current that flows when IV,I <
BV (breakdown voltage). is modeled in SPICE by

1., = LBV- e4”: ”Mr

Assuming 10 M of current flow when the junction starts to break down at 100
V. simulate. using a SPICE DC sweep, the reverse breakdom characteristics of
the diode. (The breakdown voltage. 3V. is a positive number. When the diode

starts to break down —BV = V, For this diode. breakdown occms when V: =
400 v.)

Repeat Ex. 13 if the n-welllp-substrate diode is 50 pm square and the acceptor

doping concentration is changed to IQ" atomsfcrn’.

Estimate the storage time. that is. the time it takes to remove the stored charge

in a diode (see Fig. 2.15), when Tr: 5 ns, VF = S V, V,' = —5 V, C“} = 0.5 pF. and
R = 1k. Verify your results with SPICE.
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Chapter

The Metal. Layers

Now that we are familiar with the well! Iet‘s dichSs the metal layers. In particular, for
the CNZO process there aretwo levels of metal. These levels are named metal] and
metal?: The metal layers are used to connect the circuit together. In this chapter. we
look at the bonding pad. the design rules for the metal layers, capacitances- associated
with the metal layers. crosstalk. sheet resistance, and metal migration.

3.1 The Bonding Pad

The bonding pad is at the interface between the die and the package or the outside
world. One side of a wire is soldered to the pad, while the other side of the 'wire is
connected to a lead frame. (The lead frame. in part, is the actual pins we see in a
packaged integrated circuit.) At this point we will not concern ourselves with electro
static discharge (ESD) protection, which is an important design consideration when
designing thepad.

3.1 .1 Laying out the Fed

The basic size of the bending pad Specified by M0513 is' a square 100 um x 100 um.

For a probe pad]. used to probe the circuit with a microprobe station, the size should be

greater than 6 pm x 6 pm. A pad that uses metalZ is shown in Fig. 3.1. Notice in the

cross-sectional View. the layers of ir_tsulat_or(Sit2)1 in most cases) under and above the
metalfl. These layers are used for isolation bethen the other layers in the CMOS
procesm

Before proceeding any further, We might ask the question. "What is the

capacitance from this meta12 box to the substrate?" This is important because we limit: 

‘ The minimum size of a probe pad is set by the minimum overglass size of 6 pm. In general.
and if possible. probe pads should be a square with a side measuring 75 pm.
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to drive this capacitance in order to get a signal off the chip. From the data sheets for

the process. the Orbit electrical parameters given in Appendix A. the specification of

meta12 to substrate plate capacitance is 13 to 15' aFlpm". If the measured plate

capacitance is 14 aFlum‘. then the capacitance of the metai2 bonding pad t'o‘substratc. is

0.14 pF. This illustrates that when designing high-perfonnance CMOS digital Or
analog circuits, the design engineer must be aware of the limitations, in this case the

capacitances, inherent in the process being used. Layer 12-, in the CNZO setups, is used
to specify the metalZ layer. The metal layers are sometimes referred to as wires because

these layers are used to connect circuits, resistors, MOSFETs, and capacitors, together.

100 um

Layout 01' top/Web
Metall Top of the wafer

. , or die

Cross-seenonal ViewW 100 11 to
 

 

Insulator

Insulator
Insulator
FOX

p—substrate

 
  

 

Figure 3.] Layout of metalZ need for bonding pad withassociated cross-sectional view;

Since an insulator is covering the pad, we cannot bond (connect a- wire) to the

pad. To Specify an opening or cut in the glass we use the PAD or overglass layer, LASI

layer 13 The top layer insulator on the chipis also called passivalion The passivation

helps protect the chip from contamination. Openings for bonding pads are called cuts
in the passivation. Orbit specifies 5 microns between the edge of meta12 and the PAD
layer. A complete pad using metalz with the pad layer is shoWn in Fig. 3.2.

Often metal], layer 10.. is placed under metal2 when laying out the pads. This is
so either metal layer from the circuit can be connected to the pad. Metal2 is connected
to. metal] by the layer via, layer 1]. On die the only layer that can be connected to
metal? is metal], the layer directly below metalZ. Metall can connect to .mctal2, poly,
or active (n+ or 13+}. We will discuss this in more detail in the next chapter. The via

must be at least 3 pm inside meta12. A bonding pad with both metal] and 2 is shown in
Fig. 3.3. Notice how the via has the effect of removing the glass under metal?“ When
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metall is deposited on the wafer. it will make physical contact with metall where there
is a via. Figure 3.4 shows an expanded corner view of a pad using both metals] and 2
drawn with LASI-

 

 

Spacing between Overglass layer
OVGL layer and htetaIZ
exactly 5 pm

100 um

Layout or top view

Metalz Top ofthe wafer
, . or die

Cross-sectional new W 100 Fm (
Overglass opening Insulator

_ __ 1n_s‘u_latt1r
Insulator

Figure 3.2 Layout of a metal? pad with pad ofiening for bonding connection.

 
Pad layer

Via Meta“ same size as metaiz

100 um

4E—————————————————}

Met ll 100 um M31312  

 
 
 Overglass opening Insulator

Insulator
Insulator

FOX

Figure 3.3 A bonding pad using metal! and metalz.
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o‘n‘s‘a‘o‘o‘ofa'a‘o‘éo'c‘c‘ 
Figure 3.4 Expanded corner View of a pad.

3.1.2 Design Rules tor Pads

Figure 3.5 shows the design rules for the bonding pads. The bonding pad size we will

use is 100 pm by 100 pm. The 0ng layer (cuts in the passivation) should be a square.

90 pm on a side, centered in the pad, that is, 5 pm from the metal edge. The pad-tD-pad

spacing must be at least 75 um. Note that the bonding pad design rules are not checked

by LASIDRC. 

Example 3.1
Lay out a 4D-pad frame for a MOSIS tiny chip.

The size of the tiny chip, from Ch. 1, is 2.2 mm by 2-2 m. If we assume that
ten pads are on each of the four sides and the corners are open, that is, contain
no pads (see Fig. 3.6). then we can divide the length of a side by the sum of the
number of pads and the corner areas to get the pad cell size, or

—3

2—-2’1‘—210— =1s3 plum—did I"130 pm
The chip, or die size, that We will have using a pad cell size of 180 pm is 2160

pm by 2160 um. Figure 3.7 shows the pad placed in .a box. made using the

outline layer (layer 58). of 180 um square. The outline layer has no effect on

fabrication. This layer is used to help align the cells when we place them in a
higher ranking cell. Figure 3.6 shows the entire padframe. l

Cell si2e =
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guaran- Erna“

3.3. MXII‘IUM PAD OPENING 1N1}! [03le
# mlaran PET“.— mn {MM} $Hm 5-31. tII‘L-d

.2 x at “studI'El'flLl 9ND HETHJ PAD SIZE 00 ICE 9

3.3 MINIHLH PAD METAL TB Pm: I‘EI‘AL
o SEPARATION 35 5.“ “and

3.3  
9. P9136

Figure 3.5 Design mles for the. bonding pads.

 

2160pm  
  

Figure 3.6 Layout of a «ll-pad padframe. Fmal dimensions 2160 pm by ‘2160 pm.
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Outline layer
ftir alignment 

 
Figure 3."! Layout of a pad using the outline layer.

3.2 Design and Layout Using the Metal Layers

As mentioned earlier. the metal layers are used to connect the resistors. capacitors, and
MOSFETS in a CMOS integrated circuit. We had a taste of the metall and 2 layers in

the last section. In this section, we begin by discussing the design rules for the metal
layers. The parasitic resistances and capacitances of these metal layers are then
discusxed.

3.2.1 Design Rules for the Metal Layers

The metal and via design rules are shown in Figs. 3.8 through 3.10. The complete set

of design rules is given in Appendix A. The minimum width and spacing of metals]
and 2 is 3 urn. Also shown in these figures is the contact layer. This layer connects

metall to p+, 11+ or the poly layers. At this point. we will concern ourselves with
metal]. metalz, and the via layers.

3.2.2 Parasitics Associated with the Metal Layers

The basic parasitic resistances and capacitances associated with the metal layers can be
calculated from the information given in Appendix A. The main parameters we are

interested in are the sheet resistances of the layers, the capacitance between the metal
layers and active. poly. substrate. and betWeen one another. Also. there is a finite
contact resistance of the via. The following examples illustrate some of the unwanted

parasitics associated with these layers.
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5.1 HIDTH 3.0 33

55.2 smcme 9.0 34

§.3 UVERLAP 0F CGNTnCT fl1.0 35

5.4 UVERLAP [1F um 3.0 25

iii-5.3

i
.2
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#1 1+
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5. METAL 1

Figure 3.8 Metal] design rules.

glcrona thaclét

   

  

3.1 SPACE It} 0:34ch 3.0 g?

3.2 SIZE {EXCEPT FOR PADS} 2.0x2.0 36

3.3 SPfiCING 3-0 29

943';er nr pnlg {'i {743“—

‘\\\\\\\\\\\\\\\\\\\\§%§3
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3.2
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Figure 3.9 Via design rules.
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microns JEI'IEL‘IL'

33.1 HIDTH 3.0 30

.32 space 31.0 31

0.3 METAL: nut-:Rtsp 0F Um 3.0 @2

_ --H Huts

  *_

 Wl iii
%%%%%%%%ee*

.1

33?; 2

e. METeL 2

Figure 3.10 Meta12 design rules.

——-——————————-———i

Example 3.2
Estimate the resistance of a 1 mm long piece of metal] with a width of 3 pm.

Also estimate the delay through this pieCe of metal. treating the metal line as an

RC transmission line. Assume that no other layers are present under the metal
11.111.

First. we need to calculate the resistance of the metal line. From Appendii A We

see that the typical sheet resistance of metal] is 0.06 (Usquare. The overall
resistance of the line is then given by

1,000pmFir—0.06-
311m

= 1.10 I!

The capacitance to substrate (we use this value on the data sheets because there

are no other layers under metall in this example, and we are neglecting the

fringing capacitance) is given in the data. sheets as 26 aFfum’ (max). The
overall capacitance of the line is then

26x10‘isFC = -
um‘

(1,000 ttmj-(fl pm) = 78 £0

If we treat the metal line as an RC transmission line. the delay can be estimated
as 0.35RC or 0.55 ps. a negligible and unrealistic delay. In general. unloaded
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metal lines must include inductive effects. An unloaded metall line exhibits a

delay of 5.4 psfmm [2]. I 

Example 3.3
Estimate the capacitance between a 10 urn square piece of metall and an

equal-size piece of metal?! placed exactly above the metal] piece. Sketch the

layout and the cross—sectional view. Also sketch the symbol of a capacitor on the
cross-sectional view.

The plate Capacitance. from Appendix A. between metal] and metalZ is at most

38 thtm‘. While the fringe capacitance is at most 104 aF/ttm. The two layers

form a parallel plate capacitors. The capacitance between the plates is given by
the sum of the plate capacitance and the fringe capacitance. or

can pwfimeflr

38 x 10“13F 104x ID‘IEF ' '_ . 2 ____________ _

C12 r um; [10 Ill“) + ”m '(40 Hm) —3fF
The layout and cross~sectional View are shown in Fig. 3.11. I

 

Layout view of 10 pm square
metal] and meta12

Metal2 is the top Metall Insulator

Plate of the capacitor
and metal 1 is bottom. Metall Insulator

Figure 3.11 Capacitance between metal] and metalZ.

 

Example 3.4
In the previous example, estimate the voltage change on metal] when meta12

changes potential from 0 to 5 V.

The capacitance from metall to metal] was calculated as 8 EB, The capacitance
from metal] to substrate is given by

man 2 pflfluur

Club = 26x19*"F_["“] sum-”'1: '—*_‘"m2 10m “7113—" (40pm) =5.9fF

The equivalent schematic is shown in Fig. 3.12. The voltage on CM, is given by
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1

m C12 3——:5. ——=5-——=2.9 vi I

103022;; + MC” C”..- Clflb 8 +59
AVm1=5'  

A displacement current flows through the capacitors, causing the potential 011
metall to change 2.9 V. This may seem significant at first glance. However.
one must remember that most metal lines in a CMOS circuit are being driven

from a low-impedance source; that is. the metal is not floating but is being held
at some potential. This is not the case in some dynamic circuits or in circuits

'with high-impedance nodes or long metal runs. I

C12

0 5 l C Aymara“15ml:

Figure 3.12 Equivalent circuit need to calculate the change in metall voltage.

3.2.3 Current Carrying Limitatlons

Now that we have some familiarity with the metal layers. we need to answer the
question. "How much current can we carry on a given width or length of metal?" The
factors that limit the articunt of current on a metal wire or bus are metal

electromigration, and the maximum voltage drop across the wire or buss due to the
resistance of the metal layer.

Metal electromigration results from a conductor carrying too much current.
This effect is similar to the erasion that occurs when a river carries too much water.

The result is a change in the conductor dimensions. causing spots of higher resistance

and eventually failure. If the current density is kept below the metal migration

threshold current density. 1“. metal migration will not occur. Typically, for aluminum.

which iniWhat metall and meta12 are made of. the current threshold for migration .1...r is
i —) 2 LT,"- . 

Example 3.5
Estimate the maximum current a pieCe of metall 3 urn wide can carry. Also

estimate the maximum current a bonding pad can receive from a bonding wire.

Assuming .that J“. = 1 %. the maximum current on a 3 turn wide aluminum
conductor is given by

max=JAi‘W=10_3‘3=3 mA

The maximum current through a bonding pad is then 100 mA. I
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Example 3.6
Estimate the voltage drop across the conductor discussed in the previous
example when the length of the conductor is 1 cm and the current flowing in the
conductor is 3 mA (1“,).

The sheet resistance of metall is 0.06 (Esquare. The voltage drop across a

metall wire that is 3 urn wide and 10.000 pm (1 cm) long carrying 3 mA is

10. 000
3

or a significant voltage drop. If this conductor was used for power. we would
want to increase the width significantly; however. if the conductor is used to
route data, the size may be fine. I

Vamp = (0.06quuare) .

 
-3 mA=0.6V

in general. metalii should be used for power routing. Metal2 is approximately

twice as thick as metall and therefore has a lovver sheet resistance. When routing

power the more metal that is used the fewer problems. in general. that will be
encountered. If possible. a ground or power plane should be used across the entire die.

The more capacitance between the power and ground busses. the harder it is to induce a
voltage change on the power plane; that is. the DC voltages will not vary.

3.2.4 Parasitlcs Associated with the Via

The via layer is used to make a connection between metal] and metalE. The size of a

via is a square with a side measuring exactly 2 ttrn (except for the bonding pad). The

via layer specifies where to remove glass so that when metall is deposited it makes
contact with metal]. Associated with this connection is a contact resistance. This

resistance arises because the metalz thins as it is deposited in the hole or as a result of
the contact potential difference between two different materials. Minimum contact

resistance for a via. given in Table A3 in Appendix A. is 0.05 [1, while the maximum

contact resistance is 0.08 0. Also associated with the via is a metal migration

limitation of typically 0.4 mNcontact. Because of the thinning of the metal2, the metal

migration threshold becomes 0.05 mA/pm of via perimeter. 

Example 3.7

Sketch the equivalent schematic for the layout depicted in Fig. 3.13a showing
the via contact resistance. Estimate the voltage drop across the contact
resistance of the via when 10 mA flows through the via. Comment on the
reliability of the via. Suggest a method. by changing the layout, of lowering the

effective contact resistance and current density through the via. What is the
maximum current that can flow from metal? to metal] after the layout change?

The equiv’alcnt schematic is in Fig. E117. If the via contact resistance is 0.08 Q

and 10 mA flows through the via, a voltage drop of 0.8 mV will result. The
reliability of the single via is poor. The maximum current that should flow

through the via is 0.4 mA. Forcing 10 not through the via will cause the via to
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?

   
(a) (b)

Figure 3.13 Layouts used in Example 33.

eventually open or become a high-resistance connection. Figure 3.13!) shows

that adding as many vias as the design rules will allow lowers the contact
resistance. The four vies shown in this figure give an effective contact resistance

of 0.08/4 or 0.02 (1 clue to the contact resistances of each of the vias being in

parallel. The maximum current, set by metal electro'migration considerations,

through the four contacts is 1.6 mA. Increasing the overlap and the number of
vias will increase the maximum current to a limitation set by the width of the
metal lines. I

Mctall 9-93 MetalZ

Contact resistance

Figure Ex3.7

3.3 Crosstalk and Ground Bounce

Crosstalk is a term used to describe an unwanted interference from one conductor to

another. Between two conductors there exists mutual capacitance and' inductance,
which give rise to signal feedthrough.

Considér the two metal wires shown in Fig. 3.14. A signal voltage propagating
on one of the conductors couples current onto the conductor. This current can be
estimated using

til/A
d:

where Cm is the mutual capacitance, I“ is the coupled current, and VA is the signal
voltage on the source conductor [2]. Treating the capacitance between the two

conductors in this simple manner is useful in most cases. If the coupled noise voltage is
less than 10 percent of signal voltage. this approximation is accurate to one decimal

rmzc... (3.1)
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Metal]

 
Layout View ”3135 View

Figure 3.14 Conductors used to illustrate ci'osstalit.

place [2]. Determining Cm experimentally proceeds by applying a step voltage to one
conductor while measuring the coupled voltage on the adjacent conductor. Since we
know the capacitance of any conductor to substrate (see Appendix A) we can write

C
VIV ._m__ _

A a C... +C1, (3 2)

Where All is the coupled noise voltage to the adjacent conductor and C" is the
capacitance of the adjacent conductor to ground.

The adjacent metal lines shown in Fig. 3.14 also exhibitwa mutual inductance.
The effect can be thought of as connecting a miniature transformer- between the two

conductors. A current flowing on one of the conductors induces a voltage on the other
conductor. Measuring the mutual inductance begins by injecting a current into one of
the conductors. The voltage on the other conductor is measured. The mutual
inductance is determined using

V». =Lm— (3.3)

where 1‘ is the injected current, V” is the induced voltage, and L“ is the mutual
inductance.

At the risk of stating the obvious, crosstalk can be reduced by increasing the
distance between adjacent conductors. In many applications [c.g.. DRAM). the design
engineer has no control over the spacing (pitch) between conductors.

3.3.1 Ground Bounce

Consider the single metal wire shown in Fig. 3.15. The inductance of this wire can be
estimated [2], assuming w > h. using

L (I'll-Um} = ;’———AL—w———,(nI-Umm) (3.4)
1+ 1.393 +0.667 - In [;+ 1.44]
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Figure 3.15 Conductors used. infilculation of inductance

Here We are assuming that the thickness of the wire is small compared to the width and
that the p-substrate acts like a constant potential or reference ground plane. For the

CN20 process. Appendix A, the thickness between metall and substrate is 1.5 pm. For
a 3 pm wide piece of metal]. the inductance is

1.25
L {nHJ'rnrrfl =——

fi + 1.393 +0.667-ln(li_5_+1.44]
= 0.3. nH/rnm

Next consider the circuit shown in Fig. 3.16! A circuit is powered through two

wires made using metal], each 10 mm long and 3 pm wide. Ideally, point A in the

figure is held at VDD, while point B is fixed at ground potentiaL Neglecting resistive

losses, we find this is true when I is constant. However, if I changes, the lengths of
metal behave as inductors.

I Ideally VDD—>

10 mmofmetall 3 mwide V

  
I

Figure 3.16 Block diagram used to illustrate ground bounce.

Consider a circuit that sources 50 m in 3 as (a common requirement in an
output driver). The inductance of either metal wire is 3 all. The change in voltage at

point B (koaping in mind point B is supposed to be "ground") is given by
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d!_ _50rnA
dt_3nH 3ns

This means the "ground" of the circuit actually jumps 50 mV whtén the circuit needs
this current. This noise or ground bounce generated on the ground conductor can feed

into other circuits on the chip and cause problems. What's worse is when ten circuits on

chip pull this current through the same conductor at the same time.

V3==L
 

:50 mV

Ground bounce can be reduced by increasing the width. and thus decreasing the
inductance. of the conductors supplying power to a circuit (the wider the metal the
better). Also. increasing the capacitance between the conductor supplyingcurrent and

the conductor returning current helps redute ground bounce. The simplest method of

increasing the capacitance is to lay the conductors out side by side. An on-chip

decoupling capacitor between the circuit VDD and ground will help as Well.

In the previous analysis. we neglected the resistance of the metal wires. In most
practical situations. the inductance of the wire is negligible. The ground bounce is
dominated by the resistive drop across the wire. Calculating the ground bounce due to

the resistive component in Fig. 3.16 begins by calculating the resistance of a wire. The

sheet resistance of metal] is 0.06 (Marinate. The resistance of the wire is 2th Q. When

I a 0, the potential at point B is 0. However. when I: 5 m. the potential at pointB is
1' V! Again increasing the width of the conductors. and thus decreasing the resistance,

helps to reduce the ground bounce.

3.4 Layout Using Cell Hierarchy

Do not lay out a chip unless the material in this section is understood!

Using cell hierarchy, that is. ranking and nesting of cells, is important to keep the size
of the design file (the final GDS file sent to the fab-house} from getting too large.
Consider the pad cell shown in Fig. 3.5. Let's assume this cell is called PAD and has a

rank of 1. We can generate the layout of Fig. 3.6 in two ways: the right way and the
wrong way. Let's consider the wrong way first. Working within the pad cell shown in
Fig. 3.]7a, use the copy command, pr. to copy the pad layout Fig. 3.l7b, until the

number of pads needed is copied into the cell. This is the wrong way to do layout.
Each time the cell is copied, boxes or polygons are generated at the new location in the
cell. resulting in a significant increase in the size of the design file. In addition, a
change in the pad, for example. changing the size of metal2 or adding objects to the

cell. must be made to each of the copied pads. This can result in a waste of time. The
C113? command‘should be used as little as possible when laying out a chip.

The correct protedure for laying out the padframe of Fig. 3.6 begins by making a

cell called PADFRAME with a rank of 2 using the Cell corrtmand button. Once in the
padfrarne cell. the object is changed to PAD. the cell we want to use 40 times in the

padfrarne cell using the Obj command button. Notice that the PAD cell has a loWeI‘
ranking than the PADFRAME cell. Figure 3.18 shows use of the Add command to add
the PAD cell to the PADFRAME cell. Each time the PAD cell is added to the
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Figure 3.17 How not to lay out a padframe. (a) basic pad cell with a rank of l and
(h) using the pr command to lay out the padErame. of Fig. 3.6.
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Figure 3.18 Correct method of laying out the PADFRAME cell.

PADFRAME cell a single specifying line, used to reference the added cell and the

location. is added to the design file. The result is a significantly smaller design file.
Also, if a change is made to the PAD cell, the change is automatically propagated
through the hierarchy to the other higher ranking cells using the PAD cell. Figure 3.19

shows the cells ofFig. 3.18 drawn in outlines using the Out] command. This can speed
up the redraw time.

Cell hierarchy can be extended to every aspect of layout. For example, we know

that the via size, used in the CN20 process, is exactly 2 pm by 2 pm square. Instead of
drawing :1 via this size each time We need to make a connection .between metall and

metalZ, we can lay out a dell Called VIA with a rank of I that is a box on the via layer
measuring '2 pm by 2 ttm square. Now each time we need to make a connection
between metall and meta12 we simply use the via cell as an object (time is saved since
the size of the via is fixed in the VIA cell). The same idea can be used for the active
and poly contacts that will be discussed in the next chapter.

When designing VLSI digital circuits, it is common to use tTu'nimhm-size
MOSFETs. A minimum—size MDSFET can be laid out in a cell called NMIN with a

rank of one. Each time a MOSFET is needed in a circuit, the Nil/[IN cell can be used.

This idea can and should also be used in analog VLSI circuits. Note that an added cell
cannot be edited from a higher ranking cell. For example. to edit the PAD cell of Fig.
3.18 We would first have to leave the PADFRAME cell and return to the PAD cell-
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Figure 3.19 Drawing cells in the outline mode can speed up redraw time.
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PROBLEMS

3.1

3.2

3.3

3.4

3.5

Lay out and DRC the pad given in Fig. 3.5. Also lay out the padframe shown in

Fig. 3.6. The pad cell should he a rank of l. The padframe should have a rank
of 2. Use unique names for the cells. Keep these cells backed up. We will add
ESD protection in the next chapter. This is basically the beginnings of the chip
you will submit to MOSIS.

Sketch the crossisectional View of the layout shown in Fig. P32.

Sketch the crosesectional view across the center of the pad in Fig. 3.5 without

the via layer present. Does the outline layer, layer 58. have any fabrication
significance? Why would the outline layer be used?

What would be the result of submitting a chip without the OVGL layer drawn in
the pad cell?

Explain how to label the pin numbers on the padframe cell of Problem I using
the Text command. Use a Text size of at least 20 urn.
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Figure P32

3.6

3.7

3.8

3.9

3.10

3.11

n—well

Metal ]

 

 
Cross-sectional View

along this line
\

Estimate the change in voltage on metal] from a change in voltage on metalz

directly above and the same size. Assume the change in metalz is l V.
Consider only the plate capacitance. not the fringe capacitance.

What is the maximum current that a 5 pm wide piece of metal2 can carry" How
many vias will be needed' to connect this piece of metal2 to metal] at the
maximum current?

What is the minimum width of a metall wire deed to supply 20 m of current to
a circuit? Haw many vias are needed to connect the metalZ wire to a metal]
wire?

Estimate the inductance of a 4 pm wide piece of metalZ in nH/mm.

Sketch the cross—sectional views of the layouts shown in Fig. P3.]0 at the three
locations.

Estimate the voltage change on metal]. in the layout of Fig. P11]. if metalZ‘s

potential changes from D to 5 V.
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Chapter

A

The Active and Poly Layers

In this chapter we discuss the active layers, Iboth n+ and p+, and the poly layers. The
active layers are used' to make the source and drain iegions of the MOSFETS. The

active layers are also used to connect metal] to the substrate or the well.

The poly layer is used to form the gate of the MOSFETs. Poly is a short name
for polysilicon. Polysilicon is made up of small crystalline regions of silicon;

Therefore, in the strictest sense poly is not amorphous silicon.I and it is not crystalline
silicon such as the wafer.

The poly layer can also be used to connect MOSFETS together, The main

limitation when using the poly layer for interconnection is its sheet resistance. As we
saw in the last chapter, the sheet resistance of the metal layers is less than 0.1
ohmslsquare. The sheet resistance of the doped poly can be on the order of 20

Disquare. The capacitance to substrate is also larger for poly simply because it is closer

to the substrate. Therefore, the delay through a poly line can be considerably longer
than the delay through a metal line.

The first section of this chapter develops the design rules for the active, polyl,

polyZ, and contact layers. We use these design rules to lay out a standard cell frame.
The standard cell frameallows us to have a fixed area to lay out the n— and p—channel
transistors without worrying about power supply routing and substratefwell tie downs.

Circuits designed using the standard cell frame can he placed into another cell end to
end. This makes layout easier; however. the cost for this is a larger layout- For the
most area-efficient use of the silicon. full custom design must be used.

The remaining sections of this chapter discuss the fabrication Sequence used to

form n+, 13+. and poly layers. The chapter ends with a discussion of parasitics.

‘ Amorphous silicon is made up of randomly organized Si atoms, while crystalline Si is formed
by silicon atoms organized in an orderly fashion.
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4.1 Design Rules

Before we start discussing the design rules for the active area. let's discuss an example
layout. Consider the actual layout of an n-well resistor shown in Fig. 4.1. When we
discussed the layout of the n-well resistor before, we did not discuss how to make
contact to the outside world. In Fig. 4.] we see the basic n—well resistor. We also see an

n+ (heavily doped retype) region in the n~WelL This is used to make an "ohmic"

contact to metal I . If metall is connected directly to the n—well, a rectifying or schottky

diode is formed. These metal! leads can be connected to the outside World through the
pads.

 
 

Cross section
shown below

 
 

n~well 

(bl

Figure 4.1 Layout of an n-well resistor with active contacts to metal] (a) Actual
layout using LASI. {b} crossrsectional View across the contacts.

4.1.1 Design Rules for the n+lp+ Active Layers

The active design rules apply to both the n+ and p+ active area. A layout interpretation
of the design rules is shown in Fig. 4.2. Note that the location of the active area; that is,
whether it is in the substrate or the well affects the rule applied to the active area. In

general. n+ active in the well is used to keep the potential of the well fixed, except in
the case of the resistor when current flows through the n—well, and p+ in the substrate is
used to set the potential of the substrate.
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Figure 4.2 Active area design rules.
 

Example 4.1
Lay out a diode that is 10 pm by 10 pro using the n-well as the cathode. Sketch

a cross-sectional view of the diode. If the substrate is held at ground potential.
what is the minimum voltage allowable on the cathode (the uuwell) of the diode.
Why?

The layout and cross-sectional view are shoWn in Fig. 4.3. If the substrate is at
ground the n—well potential should be greater than -0.6 V to keep the

substratelnaweii diode front becoming forward biaSed. I

The contact design rules are shown in Fig. 4.4. The contact layer is used to

connect metall to n+. 13+. and the poly layers. The size of the contact is exactly 2 pm

by2ttm.

One useful function of the diode is in electrostatic discharge protection. Since
the input impedance of a MOSFET is capacitive, small amounts of charge placed on a
bonding pad, from something or someone external to the chip connected to a gate, can
cause the gate oxide of the MOSFET to break down. To avoid this situation, proteetion
schemes are used as shown in Fig. 4.5. These schemes rely on a diode becoming

forward biased and providing a low—impedance path to pull the excessive charge away
from the MOSFET gate. The scheme shown in Fig. 4.51) uses the n+ as a resistor to
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Cross section - -
shown below '

_ _ _ _ ‘ pflubsuaw
A pup tranSIstor wlth posstbie substrate lnjectJon.

Figure 4.3 Layout of 3 IO urn by 10 um diode using the n—well as the cathode.
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5. CONTACT

Figure 4.4 Contact design rules.
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Diode made

using the n—wellfp+

Bonding VDD Bonding
pad _ pat!

Diode made Parasitics of M
using substrate/n4»

(a) '03)

Figure 4.5 Two methods of protecting against ESD damage.

limit the current through the pad and the n+isubstrate diode to protect against negative

transients and the breakdown voltage of the diode to protect against positive transients.
Positive transient protection can also be achieved by adding the {Hm-well diode of Fig.

4.5a. This scheme can he thought of as a disu-ibuted resistorldiode, difficult to analyze
analytically. Normally, a combination of both schemes are used together with good
power and ground husses to provide a low-resistance path for removal of the unwanted
charge. 

Example 4.2

Modify the pad discussed in Ex. 3.] to include the diode protection given in Fig.
4.5a. Also include power (VDD) and ground (VS-SCI busses on the pad.

The completed pad is shown in Fig. 4.6: Note that VSS is connected to the
substrate via p+ and that VDD is connected to the n-well under part of the pad
by way of 11+. Also notice that the 11+ and p+ areas extend beyond the boundary

of the outline of the cell. This is used when the cells are abutted together. The

TH» and p+ areas overlap, giving a continuous connection around the die. At
least two of the bonding pads must be connected to the VDD and VSS bosses. I

4.1.2 Design Rules for Polyt

The design rules for poly] are shown in Fig. 4.7. Poly] is used in making the MOSFET

gates and with poly2 capacitors. As we will see in Chapter 7, there is an additional
layer of poly named [30132. This layer is used for making capacitors with polyl. PolyZ
can also be used to form MOSFETs. However. in order to keep the design rule checks
to a minimumL we will assume that only polyl can ‘be used to make MOSFETs and that
polyZ use is limited to capacitors.

0097



Part I CMOS Fundmfientals
 

{HE—Hmnt\1\1\\‘\.1.‘\\\\\“\“ ‘\3“- 11‘ - 1‘ .

F‘%g‘iw5fim .~ ‘‘ ' "5 L11...a.“ k¢.‘

$tzzq‘1t1‘w'xfiu a.Ekuulu‘fl. «Ilka-“nu\‘\\‘\\\\\“.\\‘\‘\\‘\‘\\\

.-,-;-. V.

fo.~;.-.-.q.o'.¢;fi:o_o_¢.
  
 

Figure 4.6 Pad with ESD diodes and power bussss.
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Figure 4.7 Design rules for poly].
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Consider the layOut shown in Fig. 4.8. Poly] is drawn over the n+ active area.
As we will see later in the chapter. the poly will block n+ diffusion, keeping the area
under the poly (gate of the MOSFET) from becoming n+. The width of the poly

intersecting with the active area is called the drawn width. while the length of the poly
over active is the drawn length. The drawn width and length are the W and L used to

specify the size 0F a MOSFET. Notice that the M regions are implanted through the
thin gate Oxide (GOX). Also note that the poly over the field oxide (FOX) forms a

MOSFET called the field MOSFET. an unwanted parasitic. The FOX is the field
MOSFETS gate oxide. An implant is used (ace Fig. 2.10) to increase the threshold
voltage of the field device so that it cannot turn on.

4.2 Layout of a Standard Cell Frame

When laying, out n-channel and pwchannel transistors, as shovm above. it is easy to

forget about the bulk connection. that is. the p-substrate for the n-channel transistors
and the n-w‘e‘ll for the p~channel transistors. Complicating things is the noed. for V019
and VSS connections throughout the circuits. Using a standard cell frame can solve

both of these layout requirements- The frame provides VDD and VSS bosses in addition
to tying down the substrate and well. The drawback of the standard cell frame is
increased layout size.

Figure 4.9 shows a standard cell frame that can be used for layout. The width of

the outline in this figure is 60 um. while the height is 120 um. The metai'l labeled VSS

is connected to p+ (under metall). which makes an ohmic contact to the p-s'ubstrate.
This connection sets the substrate potential to VSS. Using the standard cell frame. we
won't have to concern ourselves with the substrate connection of the n~channel

transistors. The n—well in the top portion of the standard frame cell is connected to
VDD by the n+ under the metal] labeled VDD. The p-channel transistors are drawn in

the n~well. while the nachannel transistors are drawn in the bottom portion of the frame.
If. while doing layout. the width of the frame is too narrow. we simply add the frames
end to end. Similarly. when laying out a system. we can place the cells end to end.
which automatically routes VDD and V5.52

4.3 Patterning the Active Layers

In Ch. 2 we described how to pattern the n—Well. This can be thought of as making the

substrate for the p-channel transistors [un less we are using the n-well as a resistor or as

part of a diode). The region outside the active regions as defined by the n+ and pi»
masks is called the field region. The field region is used to isolate the active regions.

The oxide in this region is called Field OXide (FOX) or Recessed OXide (ROX). Using
oxide to isolate the active regions is called LOCal Oxidation of Silicon. or LOCOS for
short.

Figure 4. It} shows the general patterning steps used in creating the active areas
and MQSFETs. We assume that the n—well locations on the die have already been
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Cross section
shown below

 
   

   Drawn length
  

 
  

 

 
iubsirate 

 
p-suh

Angled viéw without other insulating layers.

Figure 4.8 Layout of a MOSFET, cross-sectional and angled view.
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Figure 4.9 Standard eel] frame.

processed (Figs. 4.]0a and b). The first step is to cover the active areas in the
p—substrate and n-well with a stress relief oxide. Nitride. SiNz. is deposited on top of the
stress relief oxide (Figs. 4.100 and d). This thin-oxide acts like a cushion for the nitride.

The areas not covered by the nitride. that is, the p—suhstrate areas. are implanted with a
p field implant, (Fig. 4.]Oe), for increasing the threshold voltage of the field devices.
This implant is used to increase the threshold voltage of the field MOSFETs, the

devices formed by poly over the FOX. Not shown in Fig. 4,10 are the steps involved in

implanting the n-type field implant used to raise the threshold voltage of the field
MOSFETs in the n-well region.

After the field implants are in place. the FOX is grown (Fig. 4.10fi, and the
nitride and Stress relief oxides are removed. At this point we should point out an
unwanted characteristic of LOCOS. namely. bird's beak. Consider Fig. 4.11s. This

figure shows the layout of a 10 pm by 10 um n+ active area with a poly gate. Figure

4.1 lb shows the cross-sectional' area with field oxide in place. (This is a 90° rotation
from the cross-sectional View shown in Fig. 4.3.)

Notice that the oxide has encroached upon the area defined by the n+ active

mask. The shape of this encroachment is sometimes referred to as bird's beak. We will
refer to this attribute of LOCOS as simply oxide encroachment. This encroachment will
affect the width of the MOSFETs. In other words, the width of the MOSFET will be
decreased by two times the length of theoxide encroachment. The BSlM SPICE model

discussed in Ch. 6 gives the parameter DW. or delta width. to describe the oxide
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cut along dotted

. lino:
(a) Wafer mth n-well defined (b) Cruss~sociional View of (a)

AF—¥ B

defi ed by n+ and [3+ activ areas

  
(0) Define n+ and 11-well areas and (d) Deposit nilride over stress relicfoxide

grow lhinfstress relief oxide

 
(g) Remove nitride and stress relief oxide (h) Deposit gate oxide and poly

Resist
p-channel MOSFET

 11+ activo aroossource and drain areas 
(i) lmplanl n+ source and drain regions (j) Implant p+ source and drain regions

Figural.” Sequence of evenLg used in MDSFET formation.
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encroachment. If the drawn width of the MOSFEI' gate is W, then the effective width

is giVen by

WEE: Wflmwfi _DW (4.])

The parameter DW is equal to twice the oxide encroachment. The BSTM SPICE model
will automatically subtract DW from the drawn width. (The drawn width is the W

specified by the engineer in the SPICE simulation.) 

Example 4.3

Aswming the drawn width of the MOSEET in Fig. 4.1] is It] [111.1, estimate the
effective width after oxide encroachment.

From the BSIM model parameters for the n.channel MOSFET in Appendix A,
DW (dw) = 0.1355 pm; therefore, the actual or effective width of the MOSFET

shown in Fig. 4.1 I is 9.87 pm. Notice that the smaller the drawn width of the

device, the larger effect the oxide encroachment has on the effective width. i

Let's return to the sequence of events in Fig. 4.10. The next step in the process

is to grow the thin gate oxide and deposit the poly (Fig. 4.]0h). This is followed by
depositing resist. to isolate the [1+ areas, and 11+ implant. The result is shown in Fig.
4.10i. This is oar basic MOSFET structure. From a circuits point of view. several

important events occur during these last steps of MOSFET fabrication. When the poly
is deposited, it is doped "in situ" to decrease its resistivity. For CN20 the gate is an M
doping. When the n+ implant is applied to the wafer, the poly, which is used as a mask

to keep the n+ from going under the gate region’, is doped further. The n+ poly gate
also acts as a mask for the pwchannel transistors. The doping introduced by the p+

implant is not sufficient to significantly change the doping levels in the polysi licon gate.

Typically, sheet resistances for poly are on the order of 20 QIsquare. In order to lower

the sheet resistance of the poly, a refractory metal and poly mixture called silicide is

deposited to the top of the polysilicon. This silicidelpoly sandwich is referred to as a

polycide gate. Typical sheet resistances of poly-side gates are 2-3 (Montana. The Orbit

process (CNZD) we are using does not silicide the gate regions.

Another important thing happens when we implant M and p+. The dopant

atoms diffuse under the gate of the MOSFET. This effect is shown in Fig. 4.12. As can
be seen in this figure. the lateral diffusion (LD) subtracts from the drawn gate length.
The level 2 SPICE model uses L0 to define the lateral diffusion. The BSIM model

defines DL (d1). er delta length. to be two times LD. The effective channel length is
given by

Lej‘ = Ldmwn T 2 ' LB : Ldmwn "‘ Di (4-2)

 

2 This is termed a "self-aligned" CMDS process becaus: the gate automatically becomes aligned'
to the drain and the source regions of the MOSFET.
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Cross section
shown below

(a)
This distance is the oxide

encroachment.
DWIZ DW/Z

| I II/
_ poly

 
(b) Gate oxide Bird's beakSurfacc of the wafer before oxidation

 
(c) Angled view

Figure 4.11' Layout used to illusu'atc oxide encroachment.

 

Example 4.4

Assuming the drawn length of the MOSFET in Fig. 4.12 is 2 11,111, estimate the

effectiv: length ofthe MOSFET after lateral diffusion.

From the BSIM mode] paxametcrs for the n-channcl MOSFET given in
Appendix A, DL = 0.64 pm and thtpreforc the effectivo length of the device is

1.36 mu. I
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cross section

shown below 3

  
Lateral d ‘ftusion

p-substrate 1-D 1-D under tl-ie gate

Figure 4.12 Layout used to illustrate lateral diffusion.

The BSlM model will automatically calculate the effective width and length of

the MOSFET when given the drawn lengths and Widths. The level 2 model will only

calculate the effects due to lateral diffusion. (Ww must be given by the designer.)

4.4 Layout of the MOSFET

The. layout of the MOSFET without contacts (connections to a circuit) was shown in
Figs. 4.8, 4.11. and 4J2. Consider the layout shown in Fig. 4.13 of a MOSFET with-
connections to the source. drain. tfnd gate. Note that the source and drain of the

MOSFET are interchangeable. The substrate connection of the MOSFET is not shown
in this figure. Placing the MUSFET in the bottom of the standard cell frame of Fig. 4.9

provides the substrate connection. Using the pad of Fig. 4.6 in a padframe anchors the
substrate to VSS around the die. P~channel MOSFETS. which are laid out in the n—well,

must have a well tie down, that is, an n+ region connected to VDD or the source of the
MOSFET.

4.4.1 Parasitics Associated with the Active Laye‘i's

Associated with the source and drain implants (n+ and 11+) is a sheet resistance. We
can get the sheet resistance from the tables in Appendix A or directly from the BSIM

[model parameters. The n—charmel transistor has n+ source and drain regions. while the
p—channel transistor has p+ source and drain regions. The sheet resistance of the n+

implant is given in the nhchannel BSLM model by "tsh" (= 27.9 (2).
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  .5
Figure 4.13 Layout ofa 2 pm (= L) by 3 pm (= W) n-channel MOSFETWith metal] wire

connections. Substrate connection not shown.

 

Example 4.5

Estimate the resistance of the following layout (3 pm wide and 100 um long)
made using the n+ implant. Neglect comer effects.

 
This layout is an n+ resistor with a value of R = 27.9 - £0- == 930 Q. I3

The depletion capacitance of the n+ and p+ regions consists of a bottom

component and a sidewall component (see Fig. 4.14). The zero-bias depletion
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capacitances are given in the BSIM model by C} (bottom. Ffmz) and cjsw (sidewall,
FM). The built-in potential of the bottom and the sidewall is pb and pbsw respectively,

and the grading coefficients of the bottom and sidewall are mj and mjsw, respectively.

These parameters are given in the BSIM model. The depletion capacitance can be
calculated knowing the ace of the drain (or s'ourCe) and the perimeter, for the n+ to
bulk. by

c‘j-AD + CjSW'PD
——..-.- ——n (431V V

[1+—;f) [1+Efi]
Gide? I

—?J<
Bottom capacitance Sidewall capacuance

pssubstrata

Figure 4.14 Depletion capacitancesof n+ to p—substrate.

 

Example 4.6
Estimate the depletion capacitance between the drain of the MOSEET shown in

Fig. 4.13 and the substrate.

‘The size of the n+ implant shown in this figure is approximately 6 pm by 6 pm,

neglecting the small active area between the poly and the contact. This gives 24,,

= 36 it 10‘12 rn‘ (36 pm”) and Pa = 24 pm. The capacitance as a function of Vm3
(2 drain voltage minus the substrate voltage) is given by

C 1.04 x 104:7-36x10'12m2 + 22 x 10411.}; . 24x 104mH =— ——'————

I an (1+%).66 (1+m)msns

3.75 {F 5.3 fF

q... = l—ze+m
(+ 0.3) (+ as)

This result shows how the depletion capacitance changes with drain-substrate
potential. I

In many situations. during the course of designing circuits we will neglect the

depletion capacitance voltage dependence and simplyI use the zero—bias capacitance. In
the above example. we would use .9 fF as the capacitance between the drain and
substrate.
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PROBLEMS

4.1 Lay out a nominally 250 km resistor with metal] wire connections. DRC your

layout. What would happen if the layout did not include n+ under the contacts?

4.2 Lay out and DRC the pad of Fig. 4.6. Comment on the layout; that is, descfihe
the operation and layout of the power busSes and protection diodes-

4.3 Sketch the cross-sectional views across the V019 and VSS power basses of the
standard cell frame of Fig. 4.9.

4.4 How much does the oxide encroach upon the width of the p-channel MOSFET

in the CN20 process? Does the oxide encroachment affect the length of the

MOSFET? Sketch the location of the oxide encroachment on the layout (top
View) of a MOSFET.

4.5 How much does the lateral diffusion extend under the gate of a p-channel
MOSFET in the CN2D process? Does the lateral diffusion affect the width of the
MOSFET? Sketch the location of the lateral diffusion on the layout of the
MOSFET.

4.6 Lay out an nwchannel MOSFET, similar to Fig. 4.13, with an L and W of S urn.
Include a p+ Connection to the substrate for the fourth terminal of the MOSFET.
DRC the layout.

4.? Using the standard frame layout. both a p— and n«channel MOSFET with L = W
= 5 pm. Is the Substrate and well connected to 1’53 and VDD. rospectively?
How?

4.8 What is the maximum depletion capacitance of an n+ implant that measures 10

pm by 10 pm? (Hint: The maximum capacitance is simply the zero-bias
depletion capacitance. assuming the junction is zero or reverse biased.) If the

implant is held at a constant potential and the substrate potential is reduce-d.
what happens to the depletion capacitance?

4.9 Estimate the delay through a 1 mm length. ‘2 pm wide run of polyl loaded with
100J‘F capacitors every 10 pm.
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4.10 Sketch the cross-sectional views across the lines shown in Fig. 134.10,

 
 
   
 
 
  %§&§§3§$§\\. we. we.

 

 
 

  

 
 

Figure M10

4.11 Sketch the cross-sectional views across the lines shown i_n Fig. P4.1 1-

Cross-

 
Figure P4.”
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4.12 Lay out a. diode using the u+ diffusion and the p—substrate. Assume the diode
area is a square where the side length is 20 tun. Show connections to the anode

and cathode of the diode. Sketch the croseseetional View of the diode. Specify

the SPICE statement and model for the diode (Hint: to determine IS of the diode,
use ")3" given in the n——channel BSIM model of Appendix A and the area of the
diode-J. Are there any restrictions on the diode anode voltage?

4.13 The layout of a p-channel MOSFET shown in Fig. 134.13 is incorrect. What is
the problem?

 

 
...................................................................

What is the fatal error associated with this layout?

Figure P413
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Chapter

The MOSFET

At this point we should have some appreciation for the parasitics. that is. capacitances
and resistances, associated with a CMOS process. In this chapter we discuss the
MOSFET Operation. To begin let's define the symbols used to denote the nwchan nel and

p~channel MOSFETS (See Fig. 5.1). When the substrate is connected to 1/53 and the
well is tied to VDD, we will use the simplified models shown at the bottom of the figure.

It is important to keep in mind that the MOSFET is a four—terminal device and that the
sourCe and drain of the MOSFET are interchangeable.

Drain Source

“D V55 +
Gate Substrate (bulk) —‘ Well (bulk)

4_| (hue .
Ves _ Vi I D

Source Drain

Drain Source

J, In viii; +
Gate Symbol used m Symbol used

+ when substrate is Gare when well is

Va: tied tot/SS ¢ Lied rovDD_ In
Source Drain

nechannel p—channel

Figure 5.1 Symbols used for n- and p-channél MOSFETs.
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5.1 The MOSFET Capacitances

Consider the MOSFET“ shown in Fig. 5.2 and its associated cross~sectional view.

Associated with the drain and source regions to the substrate is a depletion capacitance
that was discussed in the previous chapter. In this section We will concentrate on the

capacitances associated with the gate electrode, that is. the capacitance from the gate to
ground in Fig. 5.2.

Vos

 
Figure 5.2 Cross-sectional View of MOSFET used to calculate capacitances.

5.1.1 Case I: Accumulation

Let‘s first consider the case when V65 < 0 (Fig. 5.3). Under this condition, mobile holes
from the substrate are attracted under the gate oxide. The thickness of the oxide in the
SPICE MOSFET model is givén by the parameter TOX. The capacitance betWeen the

gate electrode and the substrate electrode is given by
be:r—*—-

a...- (L—2-LD)~W
TOX

where £,,,(= 3.97 - 8.85 aFfttm) is the dielectric constant of the gate oxide. W isl'the

drawn width (neglecting oxide encroachment), and L47; L0 is the effective channel
length. The capacitance between the gate and drain or source is given by

C3,“ zW= Gate—drain (or source) overlap capacitance (5.2)
neglecting oxide encroachment. The gate~drain overlap capacitance is present in a.
MOSFET regardless of the biasing conditions. This capacitance is specified in SPICE
MOSFET models by the variables CGDO and C630 with units of farads/meter.

Estimation of C3,, or Cl, using the measured BSIM model parameters uses

Cgb= {5.1)
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 Em ‘ w

Cw — CGDO - W— TOX W (5.3)
and

C3, = CGSO - W (farads) {5.4)

The total capacitance. independent of the width and length of the MOSFET. between

the gate and ground in the circuit of Fig. 5.2 is the sum of C“, C”, and CH, and is given
by

C" =— {faradslmeter‘} {5.5)

The term Ci.t is called the oxide capacitance. which for the CN20 process is
approximately 800 aFme‘. Knowing the width and length of a MOSFET gives a total
capacitance from the gate of the MOSFET in Fig. 5.2 to ground of

c... = ct, »w- L (farads) (5.5)

There is a significant resistance in series with Ca: in Fig. 5.3 from the resistivity of the
p—substrate. The resistivity of the 11+ source and drain regions tends to be small enough

to neglect in most circuit design applications.

Gate 

  
Overlap capacttanccs Drain

 Gate to substrate (bulk)

capacitance 13.5“],

Figure 5.3 MOSFET in. accumulation.

connection

5.1.2 Case ll: Depletion

Referring again to Fig. 5.2. let's consider the case when V55 is not negative enough to
attract a large number of holes under the oxide and not positive enough to attract a large
number of electrons. Under these conditions. the surface under the gate is said to be

depleted. Consider Fig. 5.4. As V,” is increased from some negative voltage. holes will
be displaced under the gate. leaving immobile acceptor ions that contribute a negative

charge. We see that as we increase VG5 a capacitance between the gate and the induced
channel under the oxide exists. Also. a depletion capacitance between the induced
channel and the substrate is formed. The capacitance between the gate and the
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sourcet‘drain is simply the overlap capacitance, while the capacitance between the gate
and the substrate is the oxide capacitance in series with the depletion capacitance. The
depletion layer shown in Fig. 5.4 is fanned between the substrate and the induced
channel. The MOSFET operated in this region is said to be in weak inversion or the

subthreshold region because the surface under the oxide is not heavily n+.

  
 
  

Gate

Attrttc cd electrons, Q Drain

W Depletion layer \thtclmess. Xd p—suh
Depletion layer Depletion capacitance

in series with oxide C

Figure 5.4 MOSFET in depeletion.

5.1.3 Case Ill: Strong Inversion

When V65 is sufficiently large (2- Vim. the threshold vgltage of the p-chanflnel MOSFET)
so that a large number of electrons are attracted under the gate, die surface is said to be
inverted, that is. no longer p~type. Figure 5.5 shows how the capacitance from the gate

to ground changes as V65 changes for the MOSFET configuration of Fig. 5.2. This
figure can be misleading. Remember that when the MOSFET is in the accumulation

region the majority of the capacitance to ground, Cg”, runs through the large parasitic

 

 

 

Accumulation .
Inverston  1'

Co:

Depletion

Bad cap area Good cap area

 J»

VTHN V65 ' V

Figure 5.5 Capacitance to ground at the gate terminal of the circuit shown in Fig. 5.2
plotted against the gate-source voltage.
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resistance of the substrate. Also note that the MOSFET makes a very good capacitor

when V35 ) V17," + a few hundred th. We will make a capacitor in this fashion many
times while We are designing circuits.‘ 

Example 5.]

Suppose the following MOSFET configuration is to be used as a capacitor. If

the width and length of the MOSFET are both 100 pm. estimate the capacitance.
Are there any restrictions on the voltages we can use across the capacitor?

Gate—1iji SourceidrainW/L = 1002100

Figure ExStl ——i+—‘

Since the MOSFET is to 'be used as a capacitor, we require operation in the
strong inversion region, with the gate potential always at Vm + 100 mV above

the sourceldrain potentials. The capacitance between the gate and the

sourcefdrain is then Cmr = CL; - W- L. For the C3120 process this results in

Cm. = (800 aFftunZKIOO umjllflo H.111) = 8 pF

Note that We did not concern ourselves with the substrate connection. Since we

are assuming strong inversion. the bulk (substrate) connectiou will only affect
the capacitances from the drainfsource to substrate (those from the source/drain

implant regions). We will see, however. mat the connection of the substrate will
significantly affect the threshold voltage of the devices. I

5.1.4 Summary

Figure 5.6 shows our MOSFET symbol with capacitances. The capacitance Cg}, is

associated with the gate poly over the field region. The gate-drain capacitance, C“, and
the gateksource capacitance CR“ are determined by the region of operation (size Table
5.1).

 

 

 

 
 

Table 5.1 MOSFET cape-silences.
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ng Drain

Substrate 
Figure 5.6 MOSFET capacitanms.

5.2 The Threshold Voltage

In the last section we said that the semiconductor/oxide surface is inverted when V“. is
greater than the threshold voltage Vnm- Under these conditions. a depletion region
exists between the inverted channel and the substrate. The thickness of the depletion
region (Fig. 5.4) is given from pn junction theory by

; 28,14}; 253ii¢:_¢rl
Xd‘ina “i qNA (5-7)

where NA is the number of acceptor atoms in the substrate, 41, is the electrostatic
potential at the oxide-silicon interface. and the electrostatic potential of the p—type
substrate is given by

 

¢p=— glnfi—fi (5.3)
where hfis the intrinsic carrier concentration of silicon (= 14.5 5-: 10° atoms/cud). The
depletion region in the p—type semiconductor is void of mobile holes. The absence of
holes in this region leaves a net negative charge due to the immobile acceptor atoms
that remain behind'. This charge is equal to the charge attracted under the gate. The
charge/unit area is given by

£23 = thXd = JZetththn — cpl (5.9)

If the surface electrostatic potential at the Oxide interface. lit,“ is simply the same as the

bulk electrostatic potential qr; (i.e., q), = 4n.— and then Q1, = 0). the MOSPET is operating
in the accumulation mode. or the MOSFET is OFF in circuit terms. At this point both
49; and thy are negative numbers. The number of holes at the oxidesemiconductor

surface is NA , the same contemralion as the-bulk.
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As V68 is increased, the surface potential becomes more positive. When 11:, = U,

the surface under the oxide has become depleted (the carrier concentration is nf). When
'1’: = —'¢F (a positive number). the channel is inverted (electrons are pulled under the
oxide forming a channel), and the electron concentration at the semiconductoreoxide

interface is equal to the substrate doping concentration. The value of V65 when
it); 24¢]: is arbitrarily defined as the threshold voltage. Vm. Note that the surface
potential changed a total of 2:131: between the strong inversion and depletion cases.

For ‘i’Gs = m (¢s=— its), the fixed negative charge in the depletion region is
given by

QL, = quNrssl —2¢F| (5.10)

with units of coulombsfm’. Up to this point we have assumed that the substrate and
source were tied together to ground. If the source of the n-channel MOSFET is at a

higher potential than the substrate, the potential difference is given by V ; the negative

charge present in the depletion region then becomes

9321/2q1vres|42¢.c+ Vssl (5.11) 

Example 5.2

For a substrate doping of IO” atomsfcm", V53 = Vm, and V53 = 0. estimate the
electrostatic potential in the substrate region and at the oxideserniconductor
interface, the depletion layer width. and the charge contained in the depletion

region and thus the inverted region under the gate.

The electrostatic potential of the substrate is

k7 NA 10'5
¢IF=TIH7E=fi26 mV ‘ in 14.5 x10El

and therefore the electrostatic potential at the oxide sentiConductor interface (l/GS

= my), our, is 290 mV. The depletion layer width is given by

= —290 111V

2- 11.7 - (8.85 x 10-‘3Finmx2 - 0.25m

(Lexie-Nixiolsamx ""3 )atom cm! 10 Hum]  = 0.866 urn  

and the charge contained in this region. from Eq. (5.10} or (5.9) with 41, = —¢F
by

_ C t 3

Qg’ = qNAXd = (1.6 X10 mm)[lO”‘$j[fiEL—nfi](0.366pm)
|.l1'n

which is the charge contained in the depletion region or oxidesserniconductor

interface. Note that this is true only when V“ = er- I
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Consider the MOSFET shown in Fig. 5.7. We will assume that the applied VG,
= m, so that the preceding discussions and assumptions hold. The potential across the

gate-oxide capacitance, Cf,“ is simply

Vac = —, (5.12)

The surface potential change, Vc (: Ail...)i from the equilibrium case is 2th. (The
absolute voltage of the channel is t] V; that is. the source, drain. and channel are at
ground.) The potential needed to change the surface potential and overcome the
depletion layer charge is given by

Va = —,”— 2% (5.13)Cox

An additional positive charge exists at the silicon-oxide interface due to
imperfections during growth of the gate oxide or as the result of an ion implantation

used to adjust the threshold voltage of the MOSFET. We will call this positive charge
9; with units. of coulombsfarea. Equation (5.13) ma)r be rewritten including these
surface charges as

r _ r

vH=Q"—,£—2¢p (5.14)
Cm

The final component needed to determine the threshold voltage is the contact
potential between point D (the bulk) and point A (the gate material) in Fig. 5.7. The
potential difference between the gate and 'bulk (p-subsu'ate) can be determined by
summing the difference between the materials in the M031 system shown in Fig. 5.8.

  
-Vsa

Figure 5.7 Calculation of the threshold voltage.
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Adding the contact potentials. we get (11).;— ¢m)+(¢m——=¢p) ¢G— dip. The contact
potential between the bulk and the gate poly, we will assume n+ poly with doping
concentration Nu,m. is given by

 

 

¢m=¢a-¢r=%ln[%mM]+%Zln-n—l (5.15)

The threshold voltage, Mm,1s given by
f _ I

W = 92,” 445w dim: (5.16)

=_¢m_2¢F+ Q—mc,mug—1%.,9” {5.17)
I JZq—ES'NAmt,”MF+_Q-_NC’QH+ 0—5:[/IZquHVss —,/l2¢pl ] (513)

When the source is shorted to the substrate. VI” = 0, we can define a zero substrate bias

or simply zero-bias threshold voltage as
f —

Ver =-¢m-2¢F+9LC;2’E (5-19)

{MIENA (5'20)

Metall Metal 1
 

 Bulk (substrate connection) Gate  
 Pol .ilieon

SiOz
 

 
Figure 5.8 Determining the contact potential between poly and substrate.
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Equation (5.18) can now be written as

er = me +1“ l2¢|rl + V35 ~ leqol ) (5.21)
It is interesting to note that a voltage, called the flatband voltage V”. must be applied
for the oxide-semiconductor interface surface potential, 411, to become the same potential

as the bulk surface potential. ¢F. The flatband voltage is given by
 

Via : «pm — 2: (5.22)
The zero—bias threshold voltage may then be written in terms of the flatband voltage asI

Vram 1' Vm- 2¢F+§7§ (5-23]
These equations describe how the threshold voltage of the MOSFET is affected by
substrate doping, oxide thickness. source/substrate bias. gate material, and surface

charge density. 

Example 5.3

Assuming NA = ID" atonisicm3 and Um: 800 aF/um‘ (CN20), estimate 7

(GAMMA), Compare this estimate to the value of ygiven in the SPICE level 2

n-channel model presented in Appendix A.

From Eq. (5.20) the calculated 1! is

   
atoms and—'(f- I

2- 1.5x 10 19$ m, Wm,
BIB!“

 

  -11.7-s_35%.1015 
Y: =0.22sv“2

While the 7given in the level 2 SPICE model is 0.4179 (= GAMMA). We
asmme that the d0ping concentration of the substrate was too low. A more

accurate assumption may be 3.4 x 10" atomsicn'i’. l 

Example 5.4
Estimate the zero-bias threshold voltage for the MOSFET of Ex. 5.2. Assume
that the poly doping level is 10‘" atoms/cmz. What happEns to the threshold

voltage if sodium contamination causes an impurity of 40 aCltu'nz at the
oxide—semiconductor interface?

The electrostatic potential between the gate and substrate is given by

103"_ .1 _ =i — At ——:—879 v
'l’nu it; tn; 290 mV 26 mv n 14.5x10" m

4% = 530 mV
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— = = 173 mVas

C’... 800"?I

2:3 : 50 mV
The threshold voltage, from Eq. (5.19) without the sodium contamination. is
-126 mV; with the sodium contamination the threshold voltage is —l'76 mV . I

These threshold voltages would correspond to depletion devices, that is.

MOSFETS that conduct when the V65 : 0, In CMDS applications thjs is highly
undesirable. To compensate or adjust the value of the threshold voltage. the channel.

the area under the gate poly. can be implanted with p+ ions. This will effectively
increase the value of the threshold voltage by (Jim; where Q. is the charge
density/unit areadue to the implant. If N, is the ion implant dose in atoms/unit area.
then we can write

Qi=q-Nr (5-24)

and the threshold voltage by

92;, - Qt; + Q2
Vrrmu =-¢m-2¢F+ (5-25)
 

Example 5.5

Estimate the dose required to change the threshold voltage, in Ex. 5.4 without
sodium contamination . to l V.

From Eqs. (5.24) and (5.25) and the results of Ex. 5.4

me =-126n1V +£§é= 1 v

This gives NJr = 563 x 10” atomsfcml. I

These calculations lend some insight into how the threshold voltage is affected

by the different process parameters. In practice, the results of these calculations do not
exactly match the measured threshold voltage. From g circuit design engineer's point of
view. the threshold voltage and the body factor are measured in the laboratory.
Measurements are performed when the BSIM model parameters (discussed in the next

chapter) are extracted. The design engineer then has measured data available in the
form of the BSIM model parameters.

5.3 W Characteristics of MOSFETs

Now that we have some familiarity with the factors influencing the threshold voltage of
a MOSFET. let's derive the large-signal IV (currentlvoltage) characteristics of the

MOSFET, namely operation in the triode and the Saturation regions. The following
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derivation is sometimes referred to as the gradual-channel approximation. The charge
distribution in the channel is assumed to be essentially constant.

5.3..1 MOSFET Operation In the Triode Region

Consider Fig. 5.9 where VG: > Vmfl. so that the surface under the oxide is inverted and

VHS > D, causing a drift current to flow from the drain to the source. In our initial
analysis. we will assume that V05 is sufficiently small so that the threshold voltage and
the depletion layer width are approximately constant.

Initially, we must find the charge stored on the oxide capacitance Ch. The
voltage, with respect to the source of the MOSFET. of the channel a distance y away
from the source is labeled V0). The potential difference between the gate electrode and

the channel is then V55 * V(y). The chargelunit area in the inversion layer is given by

(22.. = as. - [Vex , Vtyll (5.26)

However, We know that a charge Q}: is present in the inversion layer from the
application of the threshold voltage, VT”. necessary for conduction between the drain

and the source. This charge is given by

Q; = C5, - Vm (5.27)

The total charge available in the channel. for conduction of a current between the drain
and the source, is given by the difference in these two equations, or

9:00 = Ci; - (V65 — V0) — Vm) (5.28)

where Q; is the charge in the inverted channel.

 

 
 

Vos > Vratv

 
Source

Figure 5.9 Calculation of the large—signal behavior of the MOSFET
in the triode (ohmic) region.
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The differential resistance of the channel region with a length dy and a width W
is given by

 

an, sheet was,

1 ' dy
gm = . .— (5.29)

u-IQib’) W

where u" is the average electron mobility through the channel with units of cm‘N-seci
The mobility is simply a ratio of the electron (or hole) velocity cmfsec to the electric
field, V/cm. This parameter is used. in the BSIM model parameters, to fit the IV curves
of the SPICE models to the measured results. Also. far short channel devices. the

mobility decreases when the velocity of the carriers starts to saturate. This causes the

effective sheet resistance in Eq (5.29) to increase, resulting in a lowering of the drain
current.

The differential voltage drop across this differential resistance is given by

In
av -)=r -dR=—-

U ” WunQiU}
dy (5.30)

or substituting Eq. (5.23) and rearranging

’0 ' dy: WunCfingg— VtvlflerN) ' (WU) (5-31)

At this point1 let's define the transtonductance parameter for a MOSFET. For an
n-channel MOSFET. this parameter is given by

 
__ _ r z . Em

KP" l-ln Cm in "FOX (5.32)

and for a p-channel MDSFET, it is given by
s x

KP? ; up - CL, a up - —T5X (5.33)

where tip is the [nobility of the holes in a PMOS transistor. Typical values of KP in the
CNZO process are 50 LIA/V7 and 17 W1 for n- and p-channel transistors, respectively.

The current can be obtained by integrating the left side of Eq. (5.31) from the

source to the drain, that is. from D to L and the right side from 0 to V“. This is shown
below:

L ”m

1;;de = w. KP. - j we, — V(y)— VW} — My) (5.34)a n

or

_ a Q
in — KP» ' L ' (VG: H VTHN)VD '- 2 {OT V63 2 VTHN and V03 ‘5 Vos - Vrrm (5-35) 
This equation is valid when the MOSFET is operating in the triode (linear) region.
This is the case when the induced channel extends from the source to the drain.
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Furthermore. we can rewrite Eq. (5.35) by defining the following transconductance
parameter:

B = KP» - g (5.36)
or

, V2

In =l3' [(Vos— anlVo -%] (5.37)
The equivalent equation for the p-channe] MOSFET operating in the triodc région is

— W Vin
ID " KP» ' I" (We ~Vrnplvsn -T for V55 2 V13,» and V59 g V53 — Vrnp (5-33)

where the threshold voltage of the p-channel MOSFET is assumed to be positive (see
Appendix A). in fact, all voltages in Eqs. (5.35) and (5.38) are positive.

5.3.2 The Satoration Region

The voltage V(L) in Eq. (5.28) is simply V05. In the previous subsection. we said that

Vm is always less than VGs — V1.3” so that at no point along the channel is the inversion
charge zero. When Vm = V65 — VT“, the inversion charge under the gate at L (the

drain-channel junction) is zero. This drain-source voltage is called lg,5W t: V65 ~ Vim),
and it indicates when the channel charge becomes pinched off at the drain-channel

interface. Further increases in V,” do not cause an increase in the drain current‘.
Figure 5.10 shoWs that the depletion region between the drain and substrate increases,

causing the channel to pinch off. If Vm is increased until the drain-substrate depletion
region extends from the drain to the source, the device is Said to be punched through.
Large currents can flow under these conditions, causing device failure. The maximum
voltage. for near minimum-size channel lengths, that can be applied between the drain
and source of a MOSFET is set by the "punchthrough" voltage (see Appendix A). For

long channel Lengths, the maximum voltage is set by the breakdown voltage of the drain
(n+) implantfsubstrate diode, also specified in Appendix A.

When a MUSFET is operated with its channel pinched off, that is. V98 2 V05 e

Vfi,‘W and V58 2 VmN, it is operating in the saturation region. Substitution of V35“ into
Eq. (5.35) yields

 
In — KP" J—V - (Ves - Viva-viz = 90433 - VTHle2 L 2

for V95 2 Va: .— Vrmv End’Vas 2 VTHN’ {5-39)

    

' We will see that this is not entirely true. An effect called channel length modulation causes
the drain current to increase with increasing drain-source voltage.
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Vcs > Vrmv

 
  

Source

 
 

i . . i . Chargedisu'ihutim‘iii = s -
Charge distribution with V95) VHS—VTHN p—suhat Van = We - VrHN

 

V53

Figure 5.10 The MOSFET in saturation (pinched oil).

We can define an electrical channel length of the MOSFET an the difference

between the drawn channel length. neglecting lateral diffusion, and the depiction layer

width. X.1:- between the drain n+ and the channel under the gate oxide by

  

Lela: = Ldmwn ‘Xdl (5.40)

Substituting this into Eq. (5.39), we obtain a better representation of the drain Current

K n
In: P - W (vos—vmnl (5.41)

2 Lake

Qualitatively, this means that since the depletidn layer width increases with increasing

VD! the drain current will increase as well. This effect is called channel length
moduietion. To determine the change in output current with drain—source voltage, we

simply take the derivative of Eq. (5.41) with respect to Vm, or
    

  

310 EH W 2 flat: . [ l anr]=_ __ _ . =1 - — .4
BVns 2 Lfmwss WW) two: 0 Lem ans (5 2)

orif

_ l _dthA: _ [Lem dei (5.43)
g . called the channel length modulation parameter. range from

greater than 0.1 for short channel devices to 0.01 for long channel devices. Equation
5.41 can be rewritten, taking into account channel length modulation as

"K?“ 124% _ my)?“ new“ — me-H (5.44)

Typical values for it

15:.
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Unless otherwise specified for digital applications. we will assume it, = D. For

analog applications. it: is normally measured. Also note that in Eq. (5.42) we assumed
that the mobility does not vary with V“. In the next chapter we will find that this is nol
true. Figure 5.]! shows typical curves for an n-channel MOSFET. Notice how the

device appears to go into saturation earlier than predicted by Vm = V65 — V7,“. The

actual charge distribution in the channel is not constant but rather a function of V35.
Q'fiy) decreases as we move away from the source of the MOSFET, causing QKL) to
become zero earlier. This is shown in Fig. 5.10. Another reason. especially for short
channel devices, why the MOSFET, becomes pinched off earlier is that the mobility is
not a constant; that is, the velocity of the electrons saturates above a certain VHS (related

to the electric field and channel length). causing me and [new (the drain current at
Vim”) to decrease. Shown in Appendix A are the curves for both n- and p-channel
MOSFETS of varying sizes. together with the threshold voltage and lransconductance
parameters for the MOSFETS in the CNZO process. which is what we will use for hand
calculations throughout the book.

Vos = Var - VTH'N

 
  
 
  

 
 

 

D 500ar
a
i
n

c Triode regiona

r ‘ or
; Linear regionn
l.

Saturation region

Slope of this curve
I 1.5-1.9 Vcs=2

  
Vds

Figure 5:“ 1V characteristics of a MOSFET.

5.4 SPICE Modeling of the MOS‘FET

In this section we consider the level 1 SPICE model and how it relates to the equations
derived in the last section. The level 1 model is a subset of the level 2 and 3 models.
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5.4.1 Level1 Model Parameters Related to Vmu

The Following SPICE model parameters are related to the calculation of 1/THA"

S m 1 Me Desgriptign Default In; ULits

me VTO~ Zero-bias threshold voltage 1.0 0.8 Volts

y GAMMA Body-effect parameter 0 0.4 V”2

42ml PH! Surface to bulk. potential 0.65 0.58 V

NA NSUB Substrate doping 0 lEl 5 cm“3

Q'flfq NSS Surface state density 0 "31.0 cm‘1

TPG Type of gate material 1 1

Using Eq. (5.21). we can calculate the threshold voltage, Vim. given the above

parameters. H Vow: or yis not given. then SPICE will calculate them using the above
information and E213. (5.20). [5.22), and (5.23]. TPG specifies the type of gate material.
1 opposite to substrate. —1 same as substrate, and 0 for aluminum gate. 

Example 5.6

Using SPICE and the level 2 model given in Appendix A for the n-channel

MOSFET. plot {0 Versus V5! for V5“ changing from 0 lo 5 V and V5... = 5 V.
Assume the. device W = L = 5 pm.

The circuit schematic, SPICE output and netlist. are shown in Figs. 5.12 and

5.13. Notice that. as We would predict from Eq. (5.21). the threshold voltage

increases with increasing sourcesubstrate potential. V”. The results of this
simulation do not match well with measured results. The inaccuracy of the level
1. 2, or 3 SPICE models in predicting .the threshold voltage makes their use

limited to basic functionality tests. The BSIM SPICE model of the next chapter
should be used in most simulations (see Fig. 6.2). I

5.4.2 Level 1 Model Parameters Related to Transconductance

The following SPICE parameters are related to the calculation of the transconductance
parameter.

S m | m Descg'pfign De ault 1‘13. Linus

KP KP Transconductance parameter ZOE-6 SOEG HIV2

l,” TOX Gate-oxide thickness IEJ 4013-9 n1

1 Lambda Channel-length modulation 0 0.01 V'1

LD LD Lateral diffusion 0 2.5E—7‘ m

1.1“. U0 Surface mobility 600 580l cmst
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'“ Top Level Netlist “‘
M1*5u_5u 2 3 D 4 CMOSN L=5u W=5ll
V08 2 0 DC 5
VGSSDDCO
VSE O 4 DC 0

.MODEL CMOSN NMOS

(level 2 model in App. A)
.probe
.DC VGS Cl 5- .05 V88 0 51
.end

 
Figure 5.12 Schematic and netlist used in Example 5.6.

.— D

flames-1:1:=H‘NHU 
UV _ 0.5V ' 1.0V 1.5V 2.0V 2.5V 3.0V 3.5V ILOV

ulD{H1_5u_5u) ms

Figure 5.13 Simulation results for Example 5.6.

The transconductance of a MOSFET is given in terms of SPICE parameters by

= . 5.45
B KP Lgmm — 2 - LD ( )

Or! if KP is not specified in the model,

_. . 3+” = . I
KP _ U0 TOX U0 Ca, (5.46)

The 1 parameter was specified above because it affects the large-signal characteristics of
the MOSFETS as well as the output conductance.
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5.4.3 SPICE Modeling of the Source and Drain Implants

The following SPICE model parameters are related to calculating the parasitics

associated with the sourcefdrain implant regions.
 

 

Name Description PM W fllLiLS.

RD Drain contact resistance 0 40 9

RS Source contact resistance 0 40 .Q.

RSH Sourcefdrain sheet resistance 0 50 Ellsq.

CGBO Gate—bulk overlap capacitance 0 4E-10 F/rn

CGDD Gate-drain overlap capacitance 0 -4E— 10 Ffrn

CGSO Gate—source overlap capacitance i} 4E-10 Ffm

PB. PB SW Bottom. sideWall built-in potential 0.8 0.8 V

M], MJSW Bottom. sidewall grading coefficient 0.5 0.5

CI Bottom zero-bias depletion capacitance 0 312-4 Wm3

CJSW Sidewall zer0«bias depl‘élion capacitance O ESE-10 F/m

IS Bulk»junction saturation current density lE—14 IlE-ld A

JS Bulk~junction saturation current density 0 113—8 Aim2

FC Bulk-junction forward bias coefficient 0.5 0.5

Example 5.7

Specify the SPICE device statement for the layout shown in Fig. 5.14. Assume
that the MUSFET model name is CMOSN.

The width and length of the MOSFET in this figure is 4 and 5 pm

respectively, The number of squares in the drain and source regions, NRD and
NRS will be Calculated next. The number of squares is an approximation. so we
neglect the 11+ directly under the drain and source contacts. From the figure. the

number of squares in the drain (LNRDIW) is 6 m4 pm or NRD =l.5. For the
source NR8 = LNRSJ’W = 16M = 4. If the SPICE model specifies a sheet
resistance. RSH. then a resistance, NRD-RSH. due to the M (or p+) implant
sheet resiStance is added in- series with the drain of the intrinsic MOSFET

model. If the sheet resistance is not Specified, then the values of RB or R3 are

added in series with the MOSFET‘S drain and source. respectively.

One important parameter that is not calculated here is the metall to 11+
contact resistance. The value of NED and N115 can be adjusted to account for
this contact resistance. or an external resistor can be added. For a large WIL
MOSFET NRD and NR5 should always be set to zero.
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' Fight—£5.14 man: assist; '53:.— '

In order for SPICE to calculate the depletion capacitances of the drain and

source, we need to specify the areas and perimeters of these regions. The area of
the drain is 6 urn by 6 pm (36 pm”) plus 24 pm2 (WuLNRD). while the perimeter
is 32 pm (neglecting the portion of the drain implant directly adjacent to the

gate poly). The area of the sourCe is 100 pm2 and the perimeter is 52 pm. The
SPICE statement for a MOSFET, M1 with its drain connected to node 1', gate to

node 2. source to node 3. and substrate to node 4 is given by

M1 1 2 3 4 CMOSN L=5U W=4u AD=60p AS=100p PD=32LI PS=52u NHD=L5 NHS=4
I

5.4.4 Layout of the MOSFET

The layouts presented thus far for the MOSFET are for near minimum—size devices. In
practice, devices with widths several hundred or even thousand urn are possible.
Consider the connection of parallel MOSFETS shown in Fig. 5.15. These MOSFETS

Drain

Source

Figure 5.15 Parallel connection of MOSFE‘I‘s used fol: layout of a large device.
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operate as a single MOSFET with a width equal to the sum of the individual MOSFET'S

widths, assuming equal lengths. The layout for the circuit of Fig. 5.15 is shown in Fig;
5.1a. The drain and source areas are shared between adjacent MOSFETS. Two benefits
are achieved with this layout: (1) smaller layout size and (2) reduction of source and

drain depletion eapaeitanees. The second benefit is important in analog design or in

output driver design where latch-up, discusSed in Ch. I]. is a concern. See Ch. 11 for
further discussion of layout of large MOSFETs-

2"?$1.32{‘

.7,:2" of“?g
#5”.'

.

.muffin (”I

SW4?5,,» ,... .5‘;
w»7/ .f'K

Source
Figure 5.16 Layout of a large (width) MOSFET.
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PROBLEMS

Unless otherwise stated. nee the CN20 process.

5.1 Estimate v“ (AC) in the following circuit. Fig. Pi]. Assume that the MOSFET
was fabricated using the CN20 process.

1 mV @ 10 MHz

"our

2 V i W: L = 150 1.1m

Figure P5.1

5.2 An n~channel MOSFET is known to have 2qu,1 = 0.57 V, 7 = 0.45 V“. P. = 550

cm'N‘sec. and V”m = 0.8 V. Assume 1,: 0. ill. = 1.451310 atoms/cm3 and kTiq
= 26 mV. compute the value of KP. Suppose W/L : 1W1 Compute In when VG:
=2V, Vfl=1Vande=1.IV.

5.3 If a MOSFET is used as a capacitor in the strong inversion region where the gate
is one electrode and the sourcefdrain is the other electrode. does the gate overlap
of the sourcefdrain change the capacitance? Why? What is the capacitance?
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5.4 Repeat Problem 3 when the MOSFET is operating in the accumulation region.

Keep in mind that the question is not asking for the capacitance from gate to
substrate.

5.5 If the oxide thickness of a MUSFET is 2100 A, what is CE“?

5.6 Repeat Ex. 5.2 when Km = 2 V.

5.7 Repeat Ex. 5.3 for a p-channel device with a well doping concentration of 10““
atoms/cm3.

5.8 What is the electrostatic potential of the oxide~semiconductor interface when V68
= Vram7

5.9 Repeat Ex. 5.5 to get a threshold voltage of 0.8 V-

5.10 What happens to the threshold voltage in Problem 9 if sodium contamination of

100 X 10ll sodium ions/cm} is present at the oxide-semiconductor interface?

5.1] How much charge (enhanced electronst is available under the gate for

conducting a drain current at the drain—channel interface when VD = VG: ~ V7.3”?
Why? Assume the MOSFET is operating in strong inversion, VG, > Vim.

5,12 Derive Eq. {5.35) for the p-channel MOSFET following the same procedure

presented in the chapter for the n-channel MDSFET.

5.13 Show that the parallel connection of MOSFETs shown in Fig. P513 behave as a
single MOSFET with a Width equal to the sum of each individual MOSFET's
width.

[)rain

[DrainC I O

Gate "- ‘ii — Gate—”i... 7

E b fi Source
L L L Wfi—rH&-+n.+-Wh

Source L

Figure P5.13

5.14 Show that the bottom MOSFET. Fig. P5.14. in a series connection of two

MOSFETS cannot operate in the saturation region. Neglect the body effect.
[Hint Show that M1 is always in either cutoff (wasl < V1.3”) or triode (Vo51< VG51
* ra~)-]

5.15 Show that the series connection of MOSFETS shown in Fig. P5.l4 behaves as a

single MDSFET with twice the length of the individual MOSFETS. Again
neglect the body effect.
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Drain
[Drain

E

El? In ¥V
Gate Gate _ L1 +Lz

W

M l LI
Snmte

Source

Figure 155.14

5.16 Repeat Ex. 5.6 for :1 CN20 p-chanuel MOSFET.

5.17 Lay out and DRC an n—channe] MOSF'ET with a size ef 200 um f2 urn. Use [he
standard cell frame. Note that the Standard cell frames can be placed and to end
to achieve a larger frame; the; is, the height is constanj. while the width of the
frame depends on the number used.

5.18 Spegify the SPICE statement for the MOSFET of Problem 17.

5.19 The layout of an n—channel MOSFET is shown in Fig. P5.]9. What is [his
device's width and length?

25 um

   
"\ [1+

4 “'1‘ Figure P5.19
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The BSIM SPICE Model

The Berkeley Short Channel Igfet (insulated gate field—effect transistor) Model. BSIM.
is a SPICE model for both n- and p-channel MOS transistors. Automated parameter

extraction and model generation software are used to generate the SPICE model. Most
fabrication houses use this model to describe the performance of their devices. The
BSIMI SPICE model [1] is adequate for modeling MOSFETS with channel lengths

clown to I pm [2]. Shutter channel lengths require the use of the BSIMZ [2] or BSIM3
[3] model. This chapter will introduce the BSIM] and BSIM3 models.

In the past. the level 1, 2, or 3 MOS SPICE models were discussed in texts. and
thus courses covering CMOS circuit design. Since most fabricators do not supply a
level 1. 2, or 3 SPICE model (MOSIS does supply a level 2 or 3 in addition to the BSIM
model). students making the transition from academe to industry were met with

learning the BSIM model. Furthermore, students were faced with trying to determine
threshold voltage. transconductance parameter. and so on. using the unfamiliar BSIM
model. In order to perfom hand calculations. we need to be able to extract some of
these simple parameters from the BSIM model statement. This is the goal of the

chapter.

Figure 6.] shows a comparison, using Berkeley SPICE3. between the level 2‘. and

the BSIM] (level 4) models for an NMOS transistor with W = 3 pm and L = 2 pm.

Below is a SPlCE netlist used to generate these plots.

Top Level Netltst ...
M1_3u_2u a 4 o o CMOSN L=2u W=3u AD=1sp AS=1ap PD=1Bu PS=1Bu
M2‘sugzu s 4 o o cmosrte L=2u W=3u AD=1Bp AS=1Bp Po=1au PS:18L1
Vdd 2 0 DC 0

V95 4 0 DC 0
VIMTFl 2 3 av
VIMTHE 2 5 av

.MODEI: CMOSNB NMOS LEVEL=4
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UV .0 2.0? 30V 4.0V 5.0V

. mun] . [0 M2 Vds

Figure 6.1 A comparison between the Level 2 model and the BSLMI model in lhc CNZO
prgcess.

+VflJ=-9.7382OE-01. Mb=3.57458E401 .wvfb=-4.72340E{J2
+phi=7.46556E-01 .lphI=-1.92454E-24. thl=8.06093E-24
+k1=1.491 34E+DOJK1 =4.93139E—01, wk1=2.7E|225E-01
+k2=3.15199E-01 ,lk2=-6.95350E~G2,wk2=«1.40057E-D1
+eta=-1_19300Ed02. leta=5.-M71BEm.wata=-2.67784E-02
+rnuz$.98328E+02.dl=6.380675001 .dw=1.35520E-OO1
+u0=5.27738E-02. NIP—435686502.qu=-8.55329E-02
+U1=1 .OBTSOE-U‘l . du1=7.28376E—01 .WU 1 =-4.22283E—1}1
+x2m2=7.1BB57E+OO,Ix2mz:-2.47335E+Gfl, wx2m2=7.1 232TE+01
+x26=-3.00000E-03,Ix22=—7.202T6 E—O3.mr29=-5.57093E-03
+x3e=3.71 969an4Jxae=—3.15123E-03.wx33=-3.30806E-03
+x2uD=1 30153503. lx2u0=3_81 538E414. W22Ll0=2531 31 E-D2
+x2u1=—2.04336E-U2. |x2u1=3.48053E—D2. wx2u1=4.44747E-02
+mus=7.79064E+02. |mus:3.52270E+02.wmus=—2.7120?E+02
+x2rn§=-2.65485 E+0C|, |x2rn5=3.68637E+01 . Mms=1 .1 28993-02
+>Gms=1.18139E+01 . |x3ms=724951E+01 ,wx3ms=~5.25361 E+O1
+x3u1=2.12924E—02. Ix3u1=5.35329E-02.wx3u1 =-5.29634E-02
+tox=4.35000E-002, temp=2.70000E+01. vdd=5.DDOOOE+00
+cgdo=3.7QBBGE-O1 U.0900=3.79535E010.cgb0=3.7841 5E-010
+xpart=1 .ODODOE+DDD
+n0=1 .OOOOOE+ODO |nD-=O.DGDODE+DOD wnO=0.00000E+DDO
+nb=0.00DOOE+OUO |nb=0.OODDUE4000 wnb=D.DDDDOE-I-OOO
+nd=0.00DOOE+OOO |nd:0.00000 E+OOO wnd=0.DOOOOE-r000
”st-152709 cj=1 .0375000-04 cjsw=2.169400e-10 js=1.DODOODe-0El pb=0.8
+pbsw=0.8 mj=0.66036 misw=GL17854a wdf=o dell=0

LMODEL GMDSN NMOS LEVEL=2 PHI=D.6{}DGUO TOX=4.3500E-05 XJ=U£GOU TPG=1
+ VTO:O.BT56 DELTA=8.5550E+DD LD=2.3950E—OT KP=4.5494E-05
+ UD=573‘1 UEXP=1.5920E—01 UCHIT=5.9160E+04 RSH=140310E+O1

+ GAMMA=DA179 NSUB=3§1SOE+15 NFS=3.1SOOE+12 VMM=6.028_QE+04

0136



Chapter 6 The BSIM SPICE Model 109 

+ LAMBDA=2.9330E-02 CGDO=2.8515E-10 0680:28518510
+ 0630310921 E-1 O CJ=1.0375E-D4 MJ=O.6604 CJSW=2.1694E-10
+ MJ5W=O.178543 FB=O.GOOODO

.probe

.DCVd505.1Vgs151

.end

6.1 BSIM1 Model Parameters

All electrical parameters. P’, used in the BSIM triage! are determined using

_LP_+_flL’
LiDL W—DW

L and W are the drawn channel length and width, while DL and DW are the deltalength

and deltawidth resulting from lateral diffusion and encroachment discussed earlier. The

differences L — DL and' W - DW are effective channel length, and widths L23. and WW.
P, LP, and WP are the electrical parameters associated with the electrical parameter P’.

Spice BSIMI (level 4) parameters in SPICE3.

P’=P + (6.1)

NAME. units PARAMETER W and L dependence

VFB. V flat—band voltage LVFB, WVFB

PHI, V surface inversion potential LPHI. WPHl

K1. V”1 body effect coefficient LK1 . WK1

K2, none drain/source depletion charge-sharing ooetf. 'LK2. WK2

ETA, none zero-bias drain-induced barrier—towering coefl. LEFA. WETA

MUZ. cmst zerobulk-bias mobility

DL. pm shortening of channel

DW, |.In1 narrowing of channel

U0. V" zero-bias transverse-HIM mobility degrad. coel‘l. LUO, WUO

U1 . pmN zero-bias velocity saturation coefficient LU1. WU1

XEMZ. cmaNs sens. oi mobility to substrate bias at V95 = VDD LX2MZ. WX2MZ

XZE. V“ sons. of DIBL to substrate bias LXZE. WXZE

XBE. V" sens. of DIBL a drain bias at Vds=Vdc LXSE, wxec

X2U0, V“a sens. cf trans. field mobility degradnefl- subs. bias LXEUQ, WXZUD

X2U1. umAF sens. of velocity saturation effect to substrate bias LX2U1, WX2U1

MUS. cm‘Ns mobility at zero substrate bias and etVds=Vdd LMUS. WMUS
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‘X2MS. cm’Ns

xams. cmWs

xeur. pnwa

Tox. um

TEMP. (3°

VDD, V

CGDO, Ffm

CGSO, Rm

(3650. Fim

XPAFiT

N0

NB

ND

FISH. Elisa.

JS. NI'TI2

PB, V

MJ. none

Fesw, V

MJS'W. none

CJ, Fh'n2

CJSW. FIITI

WDF. m

DELL. rn

Part1 CMOS Fundamentals
 

sons. of mobility to substrate bias at Vds=Vdd LX2MS, WXEMS

sons. of mobility to drain bias at Vds=Vdd LXBMS. WXBMS

sens. ot vel. sat. off. on dr‘ain bias at Vds=Vdd LX3U1, WX3U1

gate oxide thickness

temperature at which parameters were measured

measurement bias range

gate-drain overlap capacitance per meter channel width

gate-source overlap capacitance per meter channel width

gate-bulk overlap capacitance per meter channel length

gate-oxide capacitance-charge model ilag

zero-bias sub threshold slope coefficient LNO. WNO

sens. of sub threshold slope to substrate bias LNB. WNE

sens. of sub threshold slope to drain bias LND, WND

drain and source difiusion sheet resistance

source drain junction current density

built in potential of source drain junction

grading coefficient of source drain junction

built in potential of source drain junction sideWall

grading coefficient ol source drain junction sidewall

source drain junction capacitance per unit area

source drain Junction sidewall capacitance per unit length

source drain junction detault width

Source drain junction length reduction

'XPART = D selects a 40160 drainisource charge partition in saturation. while XPAFith selects a
W100 drainisource charge partition. ND‘ NG, and NS are the drain. gate, and source nodes‘
respectively. .MNAME is the model name. AREA is the area iactor. and OFF indicates an [optional]
initial condition on the device tor dc analysis. It the area factor is omitted, a value or 1.0 is assumed.
The {optional} initial condition specification using I=VDS, VGS is intended for use with the UIC option
on the .TFtAN oontroi line. whenatransient analysis is desired starting trorn other than the quiescent
operating point.

 
__..._ _ ...
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BSIMI Model Parameters in SPICEZGG

The BSIM model parameters used in SPICEZGG are slightly different from the BSIM

model parameters used in SPICE3. Many commercial suppliers of SPICE. including
Metssofts, HSPICE. have based their models on SPICE2G6. To change the BSIM

models in the file C:\LASIS\CN20\spice.inf from SPICE3 to SPICEZGE, change the
following:

LMUS to LMS
WMUS m WMS
CJSW to CJW
JS in IJS
PB to PJ
PBSW lo PJW
MJSW to MJW
do” to BL

Keeping in mind the order of the variables is important. The BSIMI model in SPICE3
is known as the level 4 model. whereas in HSPICE it is known as the level 13 model.

6.2 BSIM1 DC Equations

The following subsections give the equations and examples for determining the
threshold voltage, drain current.:and subthreshold drain current from the BSIMI model
parameters.

6.2.1 The Threshold Voltage

The threshold voltage is calculated in the BSIM] model using

vm, = VFB’ + PI-ll’ + K1’- JPHI’ + v” — Kl’ - [PHI’ + V53) — ETADB’- v95 (6.2)

The voltages V” and VM are the substrate-to-source and drain-to—source voltages. The
model parameters are calculated using Eq. (6.1). ETADB is given by

ETADB' = ETA’ — X2E'- V53 + XBE’ . (V95 — VDD} (6.3)

It is not practical to calculate the threshold voltage by hand using Eq. (6.2). For hand
calculations. assuming the device We are modeling is large so that the second and third

terms in Eq. (6.1) are negligible,a simple method of determining the threshold voltage
is

Vm, z VFB + PHI + Kl- ‘fprn + V53 — K2-(PHI + Vol (6-4)

We arrived at this simplification by neglecting the effect of the device sizes and'uthe
lowered drainrinduced barrier resulting from nonzero V .

Example 6.1

Compare the exact equation (6.2) for Vow with the approximate equation (6.4)
when the substrate potential is +5 V, the source is grounded. and the drain is at

2V. Use the BSIMI model parameters for the CNZD process with WIL 1: 3f2.
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First. let's calculate the simple approximation for the threshold voltage using
Eq. (6.4). This is given by

Fm» = —0.97 + 0.75 + 1.49.1035 + 5 u 0.315-(0.75 + 5) = [.54

Or a generic equation in terms of V5,, for this proceSS is

VmN = -0.22 + 1.49-J0.75 + V53 70.315-(035 + V33)

To calculate the threshold voltage used in the BSIM model, we calculate the
primed variables in Eq. [6.2).
 

 

 

 

 

WET: VFB + 5?; + —WW_W§W =—0.97+—29.131754 +—3*E'%‘_1:4 =H0.713 V

PHI’=PHI + % + % =0.75+fi+§h=o75v

mfzm + 175% + —W"EKIIJW = 1.4s:+—2:06?“ +—-—5J253?”: 1.212 vi

K2’=K2 + in"; + Wifffi =n.32+§:_%+3‘—_‘7'g%=0.224

ETA’r—ETA + LLfTSL + #7”?ng Pecan—(£0324 +—3‘f-%i74 =0.02

means + LL32; + WW—fiv =~u.oo3+%+%=—um

XBE’ =x31: + LL33; + % =—o.noo4+2’%%%+;E-—%i=—om3
ETADB’ : 0.02 + (—0.01)(—5) + (—0.003)(2+ 5) 2 0.079

Now we substitute these values into Eq. (6.3) to yield‘

VIM. = —0.713 + 0.75 +1.212- JDTIS + S — 0.224-[0.'JS*+ 5) — 03079-2 = 1.5 V

We see a difference of 40 mV for this minimum-size device between the exact

calculation (6.2) and the hand calculations using Eq. (6.4]. The above results

should also emphasize that considerably more work is required ‘for performing
the full calculations. These results are not representative of submicmn device

sizes where the BSIM! parameters may iose their physical significance. They
may behave like curve—fitting parameters. I

We will use Eq (6.4) for threshold calculations in this bCIOk (see Appendix A). The next
example illustrates how a potential difference between the source and substrate (or well)
affects the threshold voltage. 

Example 6.2

Using the CN20 BSIMI model parameters. plot the drain current of a

minimum-size MOSFE'T‘ against gate-source voltage when Vs, varies from 0 to 5

V and the VM of the MOSFET is 5 V.
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The plot and SPICE netlist are shown below. Notice that the threshold voltage
increases as the substrate potential becomes more negative (the body effect).
Also notice that the threshold voltage tends to change less as VSB is decreased.

This fact is used to get better threshold matching in analog CMOS desigfi. The
accurate representation of the body effect shown in Fig. 6.2 should be compared

to the poor representation given in Fig. 5.13. I

  
0V LUV 20V 33V 40V 53?

a [DUI I) Yes

Figure 6.2 Threshold voltage change with substrate bias.

"” Top Local Netiist '"
M1_3u_2u 3 4 0 5 CMOSNB L=2u W=3u
VBE! 50 DC 0
Vdd 2 D IDC 5

V95 4 0 DC 0
VIMTFH 2 3 0V

""“ Spice models and macro models “m
.MODEL CMOSNB NMOS LEVEL=4

+vfb=-9.?3820E-01, Mb:3.67453E—D1 .wvtb=-4.7234DE-02
...same model parameters as biafore
+pbsw=0.B rnj=0.66036 mj5w=0.178543 wdl=0 de||=0
.probe.
.DC: V95 0 2 .05 Vbb 0 -5 -‘|
.end

6.2.2 The Drain Current

When V63 < er the MOSFET is in the cutoff region and zero drain current
(neglecting the subthreshold current) flows, that is, ID = 0. When Vm < V55 ~ rrm > U.
the MOSFET is in the triode or linear region. The drain current in this region is given
by
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MUO’ C33 ' :3? a 2

ID! I [1+ [102"[Vas ~ VTHNH . (1+ “13’ V J [Was _ VTHNWN _EVM] (6‘5)L—DL

where C'” , in units of Flum‘. is given by

C3; = % and a... = 35.1 x 10-” Flam (as)
a is given by

- K1’

0 = 1 +m (6.7)
and g is given by

g=1 1 (6.8)
_ 1.744 + 0.8364(PHI’ + V3)

The parameter MUD’ is obtained by a quadratic interpolation through three data points:

MUU(@ V” = U). MUO(@ V93: VDD). and the sensitivity of MU0 around the point V05
= VDD, or

MU0(@V95 =‘.'J)=MUZ’I - XEMZ’ - Vss (6.9)

and

MUO(@Vm= VDD)=MUS’ -X2MS"- V35 (6.10)

The parameters UOZ’ and U127Jr account for mobility degradation effects and are given
by

UOZ’ = UU’ — XZUU" . V53 (6.11)

and

UlZ’=U1’—X2Ul'-Vsa +X3U1'f-(Vfis— VDD) (6.12)

Equation {6.5) is not suitable for hand calculations. We can use the following equation

for describing the IV characteristics of a MOSFET in the linear region:

U cg;- . v2
Im=M.—ZL—W[(Vas - V'rmvl- Vas — 7”] (6.13)

Here we use W and L as the drawn width and length to simplify hand calculations. It

should also be pointed out that MUZ- C3, is approximately the parameter KP used in
the level 1-3 models discussed in Ch. 5. 

Example 6.3

Compare KP obtained using the BSIMI model parameters (Eq. [6.13]) for n-
and p7 MOSFETs. with the value of KP given in the level 2 model.
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From the SPICE listings given in the Appendix. we can determine the

transeonductance parameters. For the n-channel BSIMI. KP is given by

35.1 x10"3F!th 108111112: U . I = 1 . a_. — = . 2
KP M Z Cm (600 cm N 9) 0043mm cm: 48 4W

This is compared with 45 W2. For the p~ehannel. the BSIMI model gives a
KP of 17 W1, while the level 2 model supplied gives 15 um“. I

The drain current of the MOSFET in the saturation region, VD, > VGS — V7.3”. is
calculated by

 

I —i_c... - 7-3;" _ 7 2
n5 _ [1+ UOZ’ - (V55- Viv-ml] ZnK ' (V05 VrHN) (6.14)

where

K:w (6.15)
and

"‘ = LU}; ‘W (6.16)
Again, Eq. (6.14) is not very useful for hand calculations. The simple solution is

MHZ—C31 (VG: — we»): = “if“ . {vat — vim)! (6.17)
This equation will work well for DC hand Calculations when V05 is close to V5, — VmN.
However. this equation shows no VD; dependence. Figure 6,1 showed an increase in

drain current with increasing V,” at a constant V“, We showed earlier that the drain
current was dependent on the channel length modulation effect. The mobility in Eq.
(6.14) is also dependent on V95 . something we neglected earlier. We can write the
mobility. MU0. neglecting length and width dependence by using a linear interpolation

between the mobility at Vm = 0 (MU2) and the mobility at V”.S = VDD (MUS) as

 

[5.1:

w MUS—MUZ. -
MUD _ MUZ + van was (6.18)

The output resistance of the MOSFET is given by

-]___ (1(MUDHCQIW = zjszUde-W'0 dvm 24. (”65 VT”) am 2-1.

where the dependence of L on V” has been neglected. (Channel length modulation is
discussed in Ch. 5.) The output resistance is then given by

r—1=(MUS—MUZ)CMW(v —v N)2=(MUS—MUZ]MUZ»CMW"’ voo 2L ‘3‘ 7” voo-MUZ 2L

  

(V05 ‘* VTHN)2 (6‘19)

(”65 - Vrmvlz

(6.20)
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From Eq. (6.17) this is written as

-1 = [MUS- MUz" VDD - MUZ

The parameter hm is called the mobility modulation parameter. The curve-fitted

mobility at ‘1’m = VDD can be less than the mobility at Vm. = [1. This mobility change
has the effect of increasing or decreasing the output resistance of the MOSFET
depending on the operating point. When MUS < MUZ. Eq. (6.21) gives a negative

value for It”. which may be close to zero. In this case. we will assume it.” = 0, and the
channel length modulation will dominate the output resistance. Equation (6.17) may
now be written as

)-Im=lm-Ips (6.21)

MUZ‘ Co; ‘ W
2 - L

where 7L: is the channel length modulation parameter discussed earlier. This equation

is very useful in analog applications where the output resistance is important. For
digital applications we assume that both modulation parameters are zero.

[as -"-‘ ' (Vcs - VTHNPII +01»: +lm}(VDs - Vessmn (6-3?)

For short channel lengths. the channel length modulation will dominate the
output resistance, whereas for long channel lengths the mobility modulation parameter
will dominate. It is also important to note that increasing the channel length will

increase the output resistanceiof the MOSFET to a point. Appendix A shows. for

several sizes of MOSFETs, the variation of r" with Vm and 1/“. Notice that r, for an
nachannel MOSFET can change by a factor of4 in some cases. Haitd calculations often
give ballpark answers when compared with SPICE. This is understandable given the
compIexity of the modern MOS device. 

Example 6.4

Estimate the Pi.” obtained using the BSIM] model parameters for both the n- and'
p-channel MOS transistors.

_ 779 —598
For the n-channel MOSFET BSIM gives it," —W= 0.061 V“l while for

the pechanne‘l 7t... = 203—312;”- : —0.005 V" which we assume is zero.
Again. it should be emphasized that these equations are useful for hand
calculations. They are heavily dependent on the measurement of the BSIM
parameters. After hand calculations are performed. we can simulate the circuit
using SPICE to get a more accurate representation of performance. I

5.2.3 The Subthreshold Current

The current that flows when VG: < ‘V,W is called the subthreshold current. When the
MOSFET is Operating in this region, it is said to be in the weak inversion region. This
current is due mainly to diffusion current between the drain and the source, similar to

the bipolar junction transistor (BIT). The total drain current [mm is the sum of the
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Weak inversion. component and 'the strong inversion componént. From the previous
subsection we know that the strong inversion component is zero when VG: < an- The
weak inversion component is modeled by

 

 

I - [Lime
1 = W— _
flaw fern/arr + qu (6 23)

where
e

1“,, = MUO’ . Ca, - 1:31?) e'fieafl’m-VWW’"(1 weave”) (6.24)
and

. ._ MUO" - Cm W—DW(3kTJZ[Lmir — 2 L—DL q. (6.25)

The suhthreshold slope parameter N’ is given by

N’ =N0’ — NB’- V53 + N0’ - VD; (6.26)

An expression useful for hand calculations is

I —MUZ. C . K E lei-3 C(VGerNVN’kT 1 meJkT 6 27)
exp — ox L q E ( —8 J ( .

When V93 > 21:17:; (kaq = 26 UN at room temp). Eq. (6.24) can be written as

rm, = 1m - %e“Vw-VWVN°*T (6.28)
where

2 2’

ran =MUZ- Cm - ("F1") e '3 = KP- (a?) e“ (6.29)
Notice the similarity to the BJT. 

Example 6.5

For a CNZO NMOS transistor with W : L = 5 pm, use SPICE to plot J05 versus
V”: for V63, changing from 0.65 to 0.75 V. Comment on the usefulness of Eq.
(6.28).

SPICE results are shown in Fig. 6.3. Notice that the curves flatten out when V0,

is approximately 50 mV. Although Eq. (6.28) eliminates the V05 dependence on
the drain current. in practice the drain current increases with increasing V” I

The output resistance of a MOSFET operating in the subthreshold or strong
inversion can be characterized using the early voltage parameter, V4 . The output
resistance is given by

=M=LA
(D In (6.30)

3'0
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n IIVIMTRS} vaE

Figure 6.3 Subthreshcld characteristics of an n-channel MOSFET with L = W: 5 pm.

Figure 6.4 presents a graphical interpretation of this equation.

Subthreshold operation can be very useful for low-power operations. The main
problem that plagues circuits designed to operate in the subthreshold region is
matching. Since the drain current is exponentially related to the Lgate-souree voltage.

any mismatch in these voltages can cause significant differences in the drain current.
Another problem relating to the matching of devices is the relative difference between

the subthreshold slope parameter, N’ . of different deviCes.

One over the Slope of these lilies 1' c

 
Figure 6.4 Early voltage and its relation to the output resistance of a MOSFET.

The subthreshold region is often characterized using the log ID plotted against
V55 (see Fig. 6.5). We can write the drain current of the MOSFET in the subthreshold

region. assuming 1m1 << I W. by
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In :1.” - %’ . eater-"MW”? (6.31)
Taking the log of both sides. We get

suhtttteshnldslopel——_!

1:)ng = logfl+loglm+ q (—V-nm) . loge +|: q dogs] -Vgs (6 32)L kT- N’ H - N’ '

The reciprocal of the suhthreshold slope is given by

gtlgfi-Neg-fi-wflmfimmohvm (6.33)
if kaq = 0.026 V = V, . and N’ =1, the reciprocal of the subthreshold slope is 60

deecade. From Appendix A. Table AS, the suhthreshold slope is typically 100
deeeade. The slope parameter N ’ is used to adjust the model subthreshold slope so

that it matches measured data, that is. measured data in the form of Fig. 6.5. Reviewing
the BSLM models given in the Appendix reveals that the subthreshold region was not
characterized when the models were extracted. The model uses the default 60

rnVldecade, which is the raw“ when N0 = 1| with the remaining eight subthreshold
parameters equal [0 ZEIO.

sub. siope’I =

ID In Moderate
inversion

 

 

 

 

 

"Square law operation"
Subth reshold

operation

Subthreshold slope Strong inversion

VrHN V55

Figure 6.5 Drain Current plotted from weak to strong inversion.

6.3 Short Channel MOSFETS

The CNZU process used throughout the text is useful in illustrating the fundamentals of
CMOS design. However, modern CMOS transistors have channel lengths that are well
below the 2 pm minimum length of the CNZD process. The gradual channel

approximation used in the last chapter to develop the current-voltage characteristics of
the MOSFET falls apart for modern short channel devices. The electric field under the
gate oxide can no longer be treated in a single dimension. In addition, the velocity of
the carriers drifting between the source and drain of the MOSFET saturates. an effect
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called carrier velocity saturation. The result is a reduction in mobility of the electron.

p", and thus an increase in the channel‘s effective sheet resistance [see Eq. (5.29)].
Since the mobility of the electron decreases with increasing temperature.‘ this effect is
sometimes referred to as the hot-carrier effect. A Croiss section of a modern MOS device

using a lightly doped drain (LDD) structure, used to reduce the effects of 'hot carriers. is

shownwin Fig. 6.6. This structure is formed by implanting a shallow n-, forming the
spacer adjacent to the poly. and implanting the 11+.

Spam

 
p—subsh'ate

Figure 6.6 LDD MOSFET.

5.3.1 MOSFET Scaling

Reducing the channel length of a MOSFET can be described in terms of scaling theory
LS]. A parameter S (S 4: l) is used to scale the dimensions of a MOSFET. New

technologies typically use an S in the neighborhood of 05?. If a process uses VDD of 5
V, a scaled process would use a VDD' of 3.5 V. In other words

VDD’ I VDD - S (6.34)

The channel length of the scaled process is reduced to

U = L - S (5.35)

while the width is reduced to

W’ = Wv 5 (5-36}

Table 6.1 [5] describes how S affects the MQSFFT parameters. The main
benefits of scaling are (1) smaller device sizes and thus reduced chip size (increased
yield and more parts per wafer), (2) lower gate delays, allowing higher frequency
operation, and (3) reduction in power dissipation. Associated with these benefits are
some unwanted side effects referred to as short channel effects. These unwanted effects

are discussed in the next section.

Trends in MOSFET scaling are shown in Fig. 6.7[5]. Notice that the slopes of
the curves in this figure are equal to the scaling parameter S.

' See Ch. 9 for a discussion of the temperature dependence of the mobility.
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Tahlc 6.1 Scaling relationships.
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Figure 6.7 Trends in M05 device ,scaling.
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6.3.2 Short Channel Effects

The average drift velocity. v, of an electron plotted against electric field, E’, is shown in

Fig. 6.3. When the electric field reaches a critical value, labeled Em. the velocity
saturates at a value vm. that is, the velocity ceases to increase with inereasing electric
field. The ratio of electron drift velocity to applied electric field is the electron mobility,of

n =% (6-37)

Above the critical electric field the mobility starts to decrease, whereas below Er," the
mobility is essentially constant. Rewriting Eq. {5.31) results in

d

In = u. - $ . W' Cctvcs— va— vol] (6.38)
We are interested in determining how the drain current of a short channel MOSFET

changes with VG; when operation lies in the saturation region. (The charge under the
gate oxide at the drain channel interface is zero, and the channel is pinched off.) The

MOSFET enters the saturation region when V(L) = VD At high electric fields. the
mobility can be approximated by

Swr'

= V_m =i
“" a til/(y)ldy (6'39)

 
 

107 ______________ 2 ______ Electrons
Holes

Em... for electronsDriftvelocity(curls)
r

I )E
159 161 ms

Electric field (Vlcm)

 

Figure 6.8 Drift velocity plotted against electric field.

 

’ A simple estimate {ballpark value) of E in a. MOSFET is simply lel... This value can be used
to determine if Eliot: channel effects are present. that is. to determine if the carrier velocity
saturates in Fig. 6.3.
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so that Eq. (6.38) can be written as [6]

ID = W- tam - C$x(Vos— Vrmv - Vassar) (6-40)

This result is important! The drain current of a short channel MOSFET operating in

the saturation region increases linearly with V65. The long channel theory, Eq. (5.39){
showed the drain current increasing with the square of the gateesource voltage. This

result also presents a practical relative figure of merit for the modern CMOS process,

the drive current per width of a MOSFET. The drive currentI Ida." (rm/um). is given by

[drive = ”.1er ' Cid V68 - Vrmv - VDSJnf) (6.41)

and therefore

to = lam. - w (6.42)

The drive current can be estimated using these equations; however. it is normally

measured with Va 2 VDD.
Hot Carriers

The low field mobility decreases with increasing temperature (again see Ch. 9). This
effect can be used to describe velocity saturation. that is, assume an increase in

temperature at the electric fields above Ecru . Carriers traVeling at V,“ are therefore
called hot carriers. Note that the drift velocity and temperature are not proportional.

H0! carriers is simply a term used to describe mobility reduction and thus velocity
saturation.

Hot carriers can tunnel through the gate oxide and cause gate current or become

trapped in the gate oxide, having the effect of changing the threshold voltage. Hot
carriers can also cause impact ionization (avalanche breakdown).

Oxide BreakdOWH

For reliable device operation, the maximum electric field across a device gate oxide

should be limited to '7 MWCm [7]. This translates into 0.7 V I 10 A of gate Oxide. A

device with t” of 70 A should limit the applied gate voltages to 4.9 V for reliable
long—term operation.

Drain—Induced Barrier lowering

Drain—induced barrier lowering (DIBL. pronounced dibble) causes a threshold voltage

reduction with the application of a drain-source voltage. The positive potential at the
drain terminal helps to attract electrons under the gate oxide and thus increase the

surface potential 415. Since me deCreases with increasing V35, the result is an increase
in drain current and thus a decrease in the MOSFETs output resistance (see Fig. 6.9).

Substrate Current—Induced Body Efect

Substrate current-induced body effect. (SCBE). is the result of hot carriers causing

impact ionization and generating a substrate current. This occurs- for electric fields
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CLM - Channel length modulation
dominates output resistance.

DIBL - Drain-induced barrier
1.5 lowering dominates output resistance. SCBE - Substrate current -indueed

body effect dominates output resistance.
Draincurrent[rt-LA) 5: Ln stuqox'ooonistsaimdmg

0 I z 3

Drain-source voltage (V)

Figure 6.9 Characteristics of a MOSFET with WIL -- 10 um I 0.43 um and TOX = 75 A [81.

greater than 105 Wcm. The substrate current will flow through the resistance of the
substrate. increasing the substrate potential and further decreasing the threshold
voltage. The result, again. is an increase in drain current and a decrease in the

MOSF’ETs' output resistance.

6.4 The BSIMB SPICE Model

The BSIM3V3 (BSIMS version 3) SPICE model is the third generation of BSIM

MOSFET model from Berkeley [4].3 The BSIMS model Was developed for submicron
deviCes. It has approfimately 120 possible parameters, each having physical

significance such as modeling of noise and temperature effects (which were not modeled
in the BSJMI model). The drain current and its first-order derivative are continuous

over all regions of operation, which helps with simulation conVergence problems.

Note that here we are using approximations to the actual equations used in the
BSIM3.v3 model in order to keep the introduction short. For an exact listing, seed“.

The Thrashers! Voltage Model

The threshold voltage is determined ‘using

Vrmv= Vrnm+K1£J¢t+Vss _J¢—y] +K1Vss+K:(‘li hfi" -1)J¢_J-AVTH~
(6.53)

where me is the long channel threshold voltage. o, (=2 PHI) is the surface potential.

AVTM is the threshold voltage reductitm due to short channel effects. and K]. K1 take
into account vertical nonuniform doping effects. The threshold voltage reduction has an
exponential dependence on channel length and is given by

AVTHN = 9(L) ' [2(Vbt edit) + Vos] (6.44)

3 This section is based directly on the informatitm given in [4].
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and

8(L)= Dv‘mmIe‘iL'DmW' NHL-”mm (6.45)

where 11,,i is the built-in potential given by

V... = g. In [M1] (6.46)"a

and‘ if is the characteristic length given by

+ 831'!dea. - J an“ (6.47)
The depletion width between the channel find the substrate is X6, while the average

depletion width along the channel is X311]. The parameters Bum”. DVTl, and 11 can be
determined from experimental data.

The Drain Current Model

 

The operating regions in the BSIM3 model are divided into strong inversion (V65 >

va): weak inversion (V55 < var , and a transition regionth = W). The strong
inversion region is divided into the triode region (Vm < V03“) and the saturation region

(VMJr me). The drain current in the saturation region is given by

Vns - Vrnw — VDSJaJ]VA

where VA is the early voltage generated by the MDSFET output generated by the output
resistance model. The drain current in the triode region is estimated using

in = W‘ Pm: . Ch:(VGS'— Vmw- Vessm)[1+ (5-43)J

 

_ 1 fl 4 EMIp—W<tt¢,y-Cm L '1+VmiL'[ 2 4’3; (6.49)Em

where the effective mobility is estimated using
v

= 2~ m 6.50
that Em: ( J

The drain current in the weak inversion or subthreshold region is estimated using
2

it) = llej" %. [g] . Cd . [etvaer-vam][1_e—qvmm'] (6.51)
where Vnfiis an offset voltage and n- is the subthreshold slope factor.

Model Extentples

The BSIM3v3 {model is implemented in SPICE3f5 as a level 8 MOSFET model.
Metasoft's HSPICE implements their version of the BSIM3V3 model as a level 49

MOSFET model. Below are example model listings [9] for both an n-channel and a
p—channel MOSFET model based on BSIMBvB.
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‘model = bsirn3V3

‘Berkeley Spice Compatibility
' Lmin: .35 Lmax: 20 Wmin= .6 Wmax: 20
.modél N1 NMOS
+Lavel: 3
+Tnorn=27.0

+Nch= 2.493E+17 Tox:9£—09 X]:1.00000E—07
+Lint:9.36e—8 W1nt=1.47e.L7
+VthO= .5322 K1=.756 K2: 43.5392 K3: —2.E12
+Dv10= 2.612 Dm: 0.462 Dv12=-9.17e-2
+le: 352291508 W0: 1.163a-6
+KSb= 2.233
+Vsat: 86301.58 U3: 6.47e-9 U13: 4236-18 Uc:-4.706281E-11
+Ficlsw= 650 U0: 388.3203 wr=1

+A0: 3436967 Ags:.1 3041.546 61: 1
+ Dwg = -6.0E-09 mm = 356509 Prwb = -213
+Kela=-3.605872E—02 A1: 2778747502 A2: .9
+Vofl=—6.735529E-02 NFactor=1.139926 Cit: 1622527504
+Cdsc:—2.147181E—05
+Cdscb= 0 DVtOw = 0 th1w = 0 th2w = 0

+ Cdscd = 0 Prwg = 0
+Eta0= 10281729502 Etab=-5.0422035-03
+Dsub: .31371233
+Pclm= 1.114846 Pdlb1c1= 2.45357E—03 Pdiblcz: 6.406289E‘03

+Drou1: .31871233 P511061: 5000000 F'scbe2: 5g—09 Pdibicb = -.234
+Pvag= 0 delta=0.01
+ WI = 0 W = -1.420242E-09 WWI : 0
+ Wln : 0 WW" : 2613948 LI = 1300902510
+ Lw = 0 UN] = 0 Ha: .316394
+ Lwn : 0
+Id1=n3 k12=-.051
+At= 22400
+Uta=-1.48
+UaI: 3.31 E10 U01: 2.61E-19 U01: «3.426-10
+'Kt1|=0 P1157643!

.modgl P1 PMOS
+Level= 8
+Tn0m=27.0

+Nch: 3533024517 Tnx=9E-09 )q:1.00000E—07
+Lint=6.23e-3 Wir11=1 .22e-7
+VlhO=-.6732829 K1: 5362093 K2=~B_.606822E-02 K3: 1 .82
+DV10= 1.903801 DWI: 5333922 Dv12=-.1862677
+NIx=1.289-8 W0: 2.19-6
+Kab: 0.24 Prwg=-0.001 Prwb:—0.323
+Vsat: 1035032 Ua: 139995509 Uh: 1.6-19 Uc:-2.73e-11
+ Rdsw: 460 Uth 138.7609

+110: .4716551 Ags=0.12
+Keia=-1.871516E—03 A1: .3417965 A2: 0.83
+Voff=—.074182 NFactor: 1.54389 011:4 .015667E-03
+Cdsc= 8.93751 “(E-G4

-+Cdscb: 1.456—4 Cdscd=1.04e—4 .4 mew=0232 th1w:4.5e6 Dw2w:-D.0023

+EtaO= 6.024776_E-02 Etab=—4.64593E-03
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+Dsub= 23222404
+Pcln1= .989 Pdiblcl = 207418502 Pdiblc2= 1.3381353
+Drout= 3222404 Pscbei: 118000 Pscb92= tE-OQ

+Pvag= 0
+kt‘l: 4.125 H2: -D.032 pr‘t=IB4.5
+At: 330m
+Ute= -1.5
+Ua1= 4.3126-9 Utt1= 6.656-19 Uc1= 0 K11 l::0

6.5 Convergence

A major frustration with using the BSIM SPICE model is the difficulty with
convergence. Assuming the circuit contains no connection errors, there are basically

three parameters that can be adjusted to help convergence. (Other methods of helping
convergence for a particular type of analysis are discussed elsewhere in the text.) These

three parameters are ABSTOL. VNTOL, and RELTOL [10].

ABSTOL is the absolute current tolerance. Its default value is 1 pk. This
means that when a simulated circuit gets within 1 pA of its "actual" value, SPICE

assumes that the Current has conVerged and moves onto the next time step or ACIDC
value. VNTOL is the node voltage tolerance, default value of 1 pV. RELTOL is the

relative tolerance parameter. default value of 0.001 {0.1 percent). RELTOL is used to
avoid problems with simulating large and small eleCIrical values in the same circuit.
For example. suppose the default value of RELTOL and VNTOL. were used in a

simulation where the actual node voltage is 1 V. The RELTOL parameter would signify
an end to the simulation when the node voltage was within 1 mV of 1 V (lV-RELTOL),

while theVNTOL parameter signifies an end when the node voltage is within 1 [JV of l
V. SPICE uses the larger of the twu, in this case the REL’I‘OL parameter results, to

signify that the node has converged.

Increasing the value of these three parameters helps Speed up the simulation and

assists with convergence problems at the prize of reduced accuracy. To help with
convergence. the following statement can be added to a SPICE netlist:

.DPT'iONS ABSTOL=1UA VNTOL=1mV HELTOL=0.01

To force convergEnce, these values can he increaSed to

.OF'TIONS ABSTOL=1mA VNTOL=100mV FlELTOL=0.1

The following is a list of common mistakes that can be made when teaming to simulate

circuits using SPICE.

l. The first line in a SPICE netlist must be a comment line. SPICE ignores the
first line in. a netlist file.

2. One megaohm is specified using IMEG. not 1M. lm. or 1 MEG.

3. One farad is specified by 1, not If or 1F. IF means one fernto-farad or [0"5
farads.
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10.

Areas of MOSFET drains and' sources are, in most cases. specified in terms of
picometers squared. An area measuring 6 pm on one side and 8 pm on the other

side is specified by 48pm or ASE-12.

Voltage source names should always be specified with a first letter of V. Current
source names should always start with an 1.

Transient simulations display time data: that is. the x—axis in probe is time. A
jagged plot such as a siuewave that looks like a triangle wave or is simply not
smooth is the result of not specifying a maximum print step size (in the .tran

statement) or specifying a maximum print step that is too large. For example, in
order to display a 1 kHz sinewave in SPICE. a maximum print step of 1011 (ten
microeconds) can be specified.

When displaying the results of an AC simulation where the x-axis is frequency.

the probe cursor shbuld be displaying either the magnitude or phase of the
voltage or current. For example, a cursor that displays "voltage drop at a node"
will sum the real and imaginary parts of the voltage at that node and display the
somewhat meaningless result. The probe functions vary widely between
simulators. (Some simulators are smart enough to start the user in the

magnitude mode after performing an AC simulation.)

MOSFET widths and lengths are Specified using the letter "u" for microns. A

common mistake is to forget to include this letter. For example. a

minimum—size MOSFET in the CNZU process is specified by L=2u W=3u not
L=2 W=3. The latter means a MUSFET with a 2 meter length and a 3 meter
width!

In general. the body connection of a p-channel MOSFET is connected to VDD.
and the body connection of an n-channel MOSFET is connected'to VSS. For

example, in the CNZO process which is an n-well process, all n-channel bulk
connections must be tied to VSS. This matter is easily checked in the SPICE
netlist.

Convergence in a DC sweep can often be helped by avoiding the power supply
boundaries. For example. sweeping a circuit from 0 to 5 V may not converge,

but sweeping from 0.1 to 4.9 will.
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PROBLEMS

6.1 Using the CNZD BSIM model parameters for the p—channel MOSFET, calculate,
by hand. the zero-bias threshold voltage.

6.2 Calculate KP and C'H for both the n— and p-charlnel MOSFETS using the CN20
BSIM model parameters.

6.3 Using SPICE. plot 1., against Vm. (V55) for both the o- and pchannel MOSFETs

(L = 2 mm and W: 3 um) using the CN20 BSIM model parameters for V6. (V56)
= l. 2. 3. 4. and 5 V. The SPICE models are located in the file SpiCe.lnf in the
C:\LASIS\CN20 directory.

6.4 Using §PICE and the BSIM model-generate Fig. 6.5 for an n~channel MOSFET
with L = W: 10 pm. What is the suhthreshold slope?

6.5 Calculate rm for a short channel MOSFET with £0, = 75 A, v"... = 0.5 v. v... =
VDD = 2.5 V and Van" = 1.5 V. Comment on why VHS“ is not equal to V65 —
er for a short channel MOSFET (see Ch. 5).

6.6 Estimate the mobility of the electron and hole at 105 Vicm from Fig. 6.8.

6.7 Show that using the level 1 SPICE MOSFET model results in a small-signal

output resistance of
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6.3

6.9

6.10

6.11

6.12

Part I CMOS Fundamentals

,0 = L = _L_
Mg 1-K

where K is essentially constant for small changes in V55. This equation shows
that the output resistance of a MOSFET is linearly dependent on the channel
length for a constant drain current. Increasing the channel length ofi the
MOSFET increases the output resistance. This result, from the discusfiion in

this chapter, is incorrect. (The level 1 models neglect 1".) Consider the results
of Problem. 8.

Using the results of an .OP (operating point analysis). plot the output resistance

of a MOSFET Versus channel length for the circuit of Fig. 136.8 using the BSIM
model for channel lengths from 2 to 10 pm. The SPICE. output file should

specify the MOSFET small-signal parameters after the simulation has run, The
MDSFET output resistance is the reciprocal of the parameter "gds" in this file.

lUuA

Figure [36.3 
Calculate KP and if,"ml for both the n- and p-channel MOSFETs using the
CMOSMTB BSIM model parameters.

Using SPICE. plot 1,, against Vm (1/50) for both the n- and p—channel MOSFETs
(L = 0.6 pm and W: 0.9 pm) using the CMOSMTB BSIM model parameters

for V65 (V55) = l, 2, and 3 V. The SPICE models are located in the file spice.inf
in the C:\LASIS\CN20 directory.

Calculate I“, for both the 11— and p-channel MOSFETs in the CMOSMTB
process.

Label Field Oxide. the

Spacer for LDD. gate,
drainfsom'ce and lateral

diffusion in the scanning

electron microscope (SEM)
picture of Fig. P6.12. 

Figure [6.12
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Chapter '

7

CMOS Passive Elements

 

In thie chapter we discuss the layout of the poiyl-polyZ capacitor, as well as the
temperature and voltage dependence of the resistor and capacitor. and finally we
introduce noise analysis of resistor-capacitor circuits.

7.1 The Second Poly Layer (polyz)

Often, in a CMOS process, a second layer of polysilicon is added for MOSFET and

capacitor formation. This ponZ layer follows similar design rules as the poly! layer.
The layer for contact to poly2 is the "contact" layer ("cont" in the LASI CD120 setups).
We can use polyz for MOSFET formation instead of poly]. The electrical

characteristics of the MOSFET made with poly2 are given in the CN20 parametric data
available from MOSIS.

7.1.1 Design Flules for Capacitor Formation

The design rules specified here are derived from the Orbit design rules. The design
rules for capacitor formation are as follows.

4.1 Width 3 pm

4.2 Space 3 pm

4.3 Poly‘ln overlap of poly2 2 cm

4.4 Space to active or well edge 2 pm

4.5 Space to Contact 3 pm

These rules are illustrated in Fig. 7.1 along with an example cross-sectional View of the
Capacitor.
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Insulator

 
Gate oxi - FOX
  

p—substrate

Figure 7.1 Design Rules [or Polyl-PolyZ capacitor and associated cross-sectional View.
 

Example 7.1
Estimate the value of the capacitor shown in Fig. 7.1.

From the Orbit electrical parameters, the capacitance between poly] and polyZ

Can vary from a minimum of 443 211:!me to 557 aFIpmi‘. The amount of (Wei-lap
of polyl and poly?! shown in the figure is 64 pm‘. So the capacitance can range
from 28.4 fF to 35.6 fF, I

7.1.2 Parasitics of the Poly Cap

In addition to the capacitance betWEen poly] and [301312, we also have a capacitance
between poly] and substrate. polyl (or polyZ) and metal]. and possibly metal2 to poly l,

poly2. or metall. These capacitances are shown in Fig. 7.2. When we are laying out
capacitors. we should not waste much time trying to analyze each component, but
should just try to get an idea for the approximate values.
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Cap mull tometttll Cap metal] to mull

 
Cap rneta‘ll to substrate Cap poly m substrate Cap metall to substrate

p-substratt:

Figure 7.2 Parasitic capacitance associated with polyt ~poly2 capacitor.

Another parasitic associated with the capacitor is the contact resistance. metall
to poly, and the distributed resistance across the plate of the capacitor. To minimize the
resistance, contacts should be made everywhere possible on polyt Since we only have

access to polyl on the end. we might want to contact the poly}. down the center or in a

finger style similar in laying out a large MOSFET. An example layout is shown ‘in Fig.
73. We know that with every contact to poly we have a contact resistance. We think of
this as a resistor between metall and the plate of the capacitor. Adding another contact

halves this resistance because the contact resistances are in parallel. Also, the sheet

resistance of poly is on the order of 20 ohmsfsquare. The plate of the capaciton is then

Polo! (bottom plate?

\ x w
k

\h: \ §Ehl ",Ifllfflififi?
%.y I

7173'I
Poly}

3.Vb
 

Polo? {top nlato'l

Figure 7.3 Layout of a 1 [JP capacitor using multiple commits and fingers to reduce theseries resistance.
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actually a distributed RC. The R is from the resistance of the poly, while the

capacitance is the actual capacitance we are interested in.

7.1.3 Other Types of Capacitors

As we discussed earlier, We can make a capacitor using metal] and metalz. a MOSFET

with the drain and source shorted with VGS > if”,W (operating in the strong inversion
region). and we can use the n+- or p+ diffusion regions to substrate or well.

7.2 Temperature and Voltage Dependence of Capacitors and.
Resistors

The resistor and Capacitor in a CMOS process have a valhe that changes with

temperature and voltage. The change is usually listed ppro1°C (parts per mil]ion.per

degree C). The ppmf"C is equivalent to amultiplier of 104FC.

7.2.1 Resistors

The first-order temperature coefficient of a resistor, TCR, is given by

rcszl-Eifl (7.1)RdT

Typical Values of TCR for n-well, n+fp+ (active) and poly resistors are 10.000. 2,000,
and l,000ppml”C respectively. SPICE uses a quadratic: in addition to this first order
term, to model the temperature dependence of a resistor

RU) = Rm-11+TCR-(T— Tu)+ rcsz - [T— m2] (7.2)

where Rm is the value of the resistor at TD, typically measured at 27 ”C- For hand
calculations. we will assume TCRZ is 0. 

Example 7.2
Estimate the minimum and maximum resistance of an n-well resistor with a

length of 100 pm and a width of 10 pm o‘ver a temperature range of 0 to 100 “C.
Assume that the TCR of the resistor is 10,000 pprnFC.

The n-Well resistor sheet resistance can vary from 2,000 to 3,000 msquare. The

value of the resistor in this example can change from 20 It to 3!] kn at 27 0C'.

The minimum resistance is then determined, using Eq. {7.2) by

Rmiu = 20. 000 . {1 +0.01 - (0—27)] = 14.6 kg.

and the maximum resistance is determined by

Rm : 30.000 ' [1 +0.01 . [100—27)] =51.90 k5}. I

The two resistors discussed in the previous example would correspond to
resistors fabricated in two different wafers. Typical matching of 11-well resistors on the

same wafer is around 1 percent. For a 25 k n-well resistor we might expect another
resistor on the same die with the same size to have a value between 24,750 and 25.250
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ohms. Again, this is an approximation. Température, voltage across, and place on the
die all have an effect. If the resistor is placed close to a poWer amplifier which is
dissipating large amounts of power. the resistor will effectively be at a higher
temperature than the same-size resistor on the other side of the die.

Another important contributor to a changing resistance is the voltage coefficient
given by

I dR —V = - - -— .
CR R dV (7 3)

where V is the average voltage applied to the resistor. the sum of the voltages on each
end of the resistor divided by two. For an n-well resistor. this is the voltage difference
between each side of the resistor and the potential of the n—well. The resistance as a

function of voltage is then given by

RM :12“; . (1 + vceV) (7.4)

The value Rm is the value of the resistor at the temperature TD, again typically 27 “C. A
typical value of VCR is 200 ppme for an n—well resistor. The main contributor to the

voltage coefficient is the depletion layer width between the n-well and the p-suhstrate.
The depletion layer extends into the n-well, resulting in an effective increase in the
sheet resistance. The thickness of the n—well available to conduct current decreases with

increasing potential between the n-well and the substrate. 

Example 7.3

Estimate the average resistance of an n~well resistor with a typical value of 50 k
at 27 “C, for an average voltage across the resistor of 0, 5. and 10 V.

R(D)=SD,000-(l +0.0002-0)=50 k9

3(5) : 50.000- (1 +0.0002- 5) 2 50.05 to

R[lO}=50.000-{l+0.0002-10)= some:

This is a small change compared to the change due to temperature. However. as the
next example will show, the change due to the applied voltage can have a greater effect

on the circuit performance than the temperature. I 

Example 7.4

Compare the change in V“ in the following circuit due to VCR with the change
due to TCR. Assume that the resistors are fabricated using the n-well.

 Figure 1317.4
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We start by writing the voltage divider equation and then substituting the
temperature or voltage dependence. For the temperature dependence

Rzm R2-[l+TCR(T—To)] [ R: ]V9,: ;,.-——— ————- .
' V V V‘" R1+R2R1(T) +R2(T) — l" . (R1 +R2)- [1 +TCR(T—To)] _

and for the voltage dependence

R2(VJ R2‘- (1 +VCR - v2)

R1m+R2m 1 ""RI -(1+VCR-V1)+R2-(1+VCR-Vg)

where VI = ““2”“ and V1 = % assuming the substrate is at ground potential.
These results show that the voltage divider has no temperature dependence, to a
first order. while it does have a voltage dependence. l

 

 
Vim : Vin '

 

The preceding example should also show the advantage of ratioing compouents.
For precision design over large temperature ranges. this fact is very important. Usually,
a unit resistor is laid out with some nominal resistance. Figure 7.4a shows a unit cell

resistor with a nominal resistor- value of 20 k9. Figure 7.413 shows how the nominal 20

k9 unit cell resistor is used to implement a nominally 100 it!) resistor. The errors due
to corners and differing perimeters are eliminated with this scheme when the ratio of
the resistors is used in a circuit. Amplifier circuits, such as those using rip-amps with
feedback, are examples of circuits where redoing is important.

Any precision circuit is susceptible to substrate noise. Substrate noise is the
result of adjacent circuits injecting current into one another. The simplest method of

  
(a) Unit cell """"""""""""""""

 (b) Using the unit cell to
implement a larger resistor

Figure 7.4 Using a unit cell in resistor layout.
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reducing substrate noise between adjacent circuits is to place a [1+ implant (for a
p—substrate wafer) between the two circuits that is tied to VSS. The diffusion removes
the injected carriers and holds the substrate, ideally, at a fitted potential (VSS). Figure

7.5 shows the basic idea for a resistor. The p+ implant guards the circuit against

minority carrier injection. Since the implants are laid out in a ring, they are often called
guard rings.

 
J

'-rise-21'.
I

\rno “ anis 3::

as:
iii 33‘???
I
 

93672;:Iif”???
”v;-fi’fe'ffi. 

gift] ems
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-
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N
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N
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N

§
N'3. mz H r.t.N ]} 

 
Figure 7.5 Layout ofa resistor using guard rings.

Matching between two different resistors can be benefited by using the layout
.shown in Fig. 7.6. Process gradients, in this case changes Iin the n-well doping at
different places on the die, are spread between the two resistors. Notice that the
orientation of the resistors is consistent between unit cells: that is. all cells are laid out

either horizontally or vertically. In a practical matched resistor layout, the unit cells in
Fig. 7.6 would be surrounded by guard rings. Also. each resistor has essentially the
same parasitics.

ComomCemroid Layout

Commonucentroid (common center) layout can be used to help improve the matching
between two resistors [2] (at the cost of uneven parasitics between the two elements).
Consider the arrangement of unit resistors showu in Fig. 7.7a. This arrangement is

sometimes called an interdigitated resistor and is the same form as that shown in Fig.
7.6. Furthermore. consider the effects of a linear varying sheet resistance on the overall
value of each resistor. If we assign a normalized value to each unit resistor. as shown,
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R 3 MI""""""""""" Etksi

Figure 7.6 Layout of two matched resistors. Note that the parasitic capacitance from metall
to subsn'ata is essentially the same for each resistor.

VaIiation of shoot rcsismnce as a function of position.

 
 

(b)

Figure 7.7 (a) Interdigitated [afoul and (b) column—centroid layout
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then resistor A has a value of 16 and resistor B has a value of 20. Ideally, the resistor
values are equal.

Next consider the common-centroid layout shown in Fig. 7.7b. noting that
resiStors A and B share a common center. The value of either resistor in this figure is

18. In other words, the use of a common center (ABBAABBA) will give better

matching than the interdigitized layout (ABABABAB). Figure 7.3 shows the
common-centroid layout (two different possibilities) of four matched resistors. Note
that common-centroid layout can also improve matching in MOSFETs or capacitors.

 
Figure 7.8 Common-centroid layout of four matched resistors (or elements).

Dummy Elements

Another technique useful in improving the matching between two or more elements is

the use of dummy elements. Consider the cross-sectional views of n~wel| shown in Fig.
7.93. The final {Amount of diffusion under the resist, on the edges, is different between
the outer and the inner unit cells. This is the result of differing dopant concentrations at
differing points on the surface (during the diffusion process). This difference will result
in a mismatch between unit resistors.
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Figure 7.9 (a) Edge effects and (b) a common~oentroid layout with dummy R-

To compensate for this effect, dummy elements can be added (see Fig. 7.9b) to

an interdigitated or commonrcentroid layout. The dummy element does nothing
electrically. It is simply used to ensure that the unit resistors used in matched resistors
see the same adjacent structures.

7.2.2 Capacitors

The first—order temperature coefficient of a capacitor, TCC, is given by

TCC: l - fl (7.5)C dT

A typical value of TCC for a polyl-polyz capacitor is 20 ppmf’C, Matching of poly]-
poly2 capacitors on a die is typically better than 0.1 percent. The capacitance as a
function of temperature is given by

C(T) = Cm - [l +TCC- (131%)} (7.6)

where Cm is the capacitance at T”. The voltage coefficient of acapacitor is given by

_ L . E
VCC # C W (7-7)

The voltage coefficient of the poly capacitor is in the neighborhood of 10 pple'. The
capacitance as a function of voltage is given by

C(V) = Cm - (1 + VCC-V) {7.3)

where CW is the capacitance between the two poly layers with zero applied voltage, and
V is the voltage between the two plates.
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The layout of capacitors also uses. the unit cell concept Figure 7.10 shoWs two
nominally 100 {Form cells (a practical minimum for the CN20 process). The unit cell

of Fig. 7.10s allows contacts to poly to be placed directly on top of the thin {or gate)
oxide (the oxide between the two poly plates of the capacitor}. The bottom plate of the

capacitor is made using polyl, while the top plate. the plate whose area determines the
capacitance. is made using lpoly2’. A circular disk is used for poly2 (see Fig, 7.10s), so

that the amount of pol”)r under etch is constant around the perimeter of the disk. The
unit cell of Fig. 7.10!) is used when the contact to poly2 must lie over the field region.
Sharp corners are avoided in this layout as well. In both' unit cells of Fig. 7.10, the
contact to poly] (the bottom plate) is not shown.

 
   

     

(a) Contact over thin oxide allowed
  
 

  
(b) Contact over thin oxide not allowed

Figure 7.10 Layout of a nominally 100 {F capacitor unit oell.

7.3 Noise in Resistors

Noise is a term used to describe an unwanted signal, voltage, or current present in a
circuit. Noise in a resistor is primarily the result of random motion of electrons due to
thermal effects. This type of noise is then termed thermal noise. or Johnson noise, after
I. 'B. Johnson who performed experimental studies on thermal noise.

Thermal noise in a resistor can be characterized by adding a parallel current
generator to the resistor. The root mean squared value of the current generator is given
by

fa “77-43 (7.9)
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where

k = Boltzmann's constant = 1.38 x 10‘23 Watt -5ec/°K

T= temperature in “K

R =resistance in .Q

B = bandwidth in Hz

Often we do not include the bandwidth over which we calculate the noise until the end

of the noise calculation. In this case the units of the RMS noise current are ANHz .

An alternative representation is given in terms of the RMS voltage, or

fi=44kTR = Jig-R (7J0)

Addition of the RMS noise source is shown schematically in Fig. 7.11. Performing a
noise analysis on a circuit begins with the addition of the RMS noise sources to the

circuit. Then using superposition. we determine the RMS output noise due to each
Source. We then square each contribution to get the mean squared noise voltage from

each noise source. Next, we sum the mean squared components to obtain the total mean

squared noise. The total RMS output noise. :3: . is the square root of the integral of
the total mean squared output noise, over the 'bandwidth of interest. The following

examples should make the procedures for doing noise analysis clear.

_ R

J? = i-4k—T R Output J1; = 1241(1)? Output
' R noise noise

(a) (b)

Figure 7.11 Noise sources (a) current and (b) voltage.
 

Example 7.5

For the circuit shown in Fig. Ex7.5. determine the RMS output and input noise
over a bandwidth from DC to 1 kHz. Verify your answer with SPICE.

The RMS noise currents are given by

(—3- ; 4-(1.38x10-13)-(300) _ 41 A
tlm— —10.0DU —l.29><l0 TE

and

T _ A
x =4.1 x 10 '1

"‘ J13
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+ Noise circuit

 
Figure Ex7.5

The root mean squared output noise voltage. a due to 4% is
l.29x10"2%- 11:11: or 1.2 nWJHz and the mean squared output noise

voltage, J17: from the 1k resistor is 3.7 nV/JHz , The total mean squared
output noise voltage over a bandwidth of 1 KHZ is given by

 

f2 ;W(v}m+Jfi)-df=15.rxio-'5 v2

Notice that no distinction was made between the noise voltage with and without
the bandwidth introduced. The RMS output noise of this circuit is then

E=123nv

This noise source voltage sourCe can be added in series with the output of the
noiseless circuit. The noise voltage gives the engineer an idea of the minimum
voltage that can be measured in a circuit.

Another specification is the effective input noise at the two terminals that are

connected to the input source. The effective input noise is a noise voltage in
series with the input, which will generate the 133 nV of noise at the output. For
this example.

E =123nv.%fl=t35 uv
is the RMS input noise. SPICE3 simulation gives an output mean squared noise
of 15.1 x 10‘” Wk: 123 nV RMS) and an input noise referenced to 1 V of 1.8 X

10'l2 (= 1.35 LLV RMS). The SPICE3 netlist is shown below.

“‘ top level nettist '“
.noise v(2,0) Vin dec 1001 1k
r1 1 210k
r2 2 0 1k
Vin 1 0 do 0 act

.prtnt noise all

.probe

.end
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'2.

3.

4.

Index inoise_total cnoise_total

D 1.3215106-012 15053505014

Note that a bandwidth of l to 1,000 Hz was used in this simulation rather than

DC to 1 kHz. Also note dtat the reference supply was a voltage. so the units of
the SPICE output are in V“. The input AC source has a magnitude of 1 V, so the
input noise SPICE gives is divided by 1V squared. If we had used a 1 mV AC

supply. then the inoise_total above would be 1.32X 10“ V2.

The PSPICE netlist is as follows.

“' top level netlist ‘"
.noise v(2.0} virl
.ac dec1001 1k
r1 1 210k
r2 2 0 1k
vln 1 0 do 0 ac 1

.probe

.end

The magnitude of the input source. in this case "vin" in the netl'tst. affects the

output noise in SPICES. while in PSPICE the magnitude has no effect on the

output noise. The input and output noise voltage density. units WE. is
specified in PSPICE by vlinoise) and v(onoise), respectively. The specification

for input and output noise current density follows a similar form. Determining
the total output noise in PROBE consists of determining the mean squared
output voltage. specified by v(onoisc)*v(onoise), summing (integrating) each

mean squared output voltage over the simulation frequencies,
s(v(onoise)*v(onoise)) and taking the square root of the result,
sqrt(s(v(onoise)*v(onoise))). The results of the PSPICE simulation are shoWn in
Fig. 7.12. I

In summary the procedure for doing a noise analysis is as follows.

Add RMS noise sources to-circuit.

Determine EMS circuit output noise from each component using superposition.

Square each corriponeut of the output noise to get mean squared component.

Take the sum of each contribution.

For the output noise,

5.

6.

Integrate the sum over the bandwidth.

The square root of this result is the RMS output noise.

and or the input noise.
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5. Divide the sum, step 4 above, by the squared magnitude of the network transfer- 2

function, that isI 1110(0)]: = $113 , assuming we are interested in noise voltages.I

6. lntegrate the result over the bandwidth of interest.

7. The square root of this result is the RMS input noise.

R 2.01: _ . __.

g Total EMS ":npul. noise voltage

 

. sqrt(s{v(inoise}*v(inoise))]

Total EMS output noise voltage
a

       :— —r-- '-——-r —'—- l“—
1 QB: sum 10“: 301i: I UUHZ 331E 1.01m:

n sqrt(s(v{on_9ise)'v{onoise)))
Frequency

Figure 7.12 PSPICE simulation results for Example 7.5.

 

Example 7.6

Determine the EMS input and output noise voltages for the following RC circuit
over bandwidths from DC to 10 MHz and IOU MHz. Verify your hand
calculations with SPICE.

Noise circuit

 
Figure E316

We begin with step 1. adding the noise sources to the circuit. We know from the
previous example that the RMS thermal noise current from the 10 k resistor is
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Jfi = 1.29:: 10'” JAB:
This generates an EMS noise voltage at the output given by

T=T_ aHEW
which is the end of step 2 given above. Combining steps 3 and 4 gives

— — -—_ 2
2_ 2 _.2 RVT~th-“tnt'

1 + (2;:RCf)"

To determine the output noise using step 5_, we get,
_ f — 1
vi. = " '2 R 69‘. .__.

11 '°" Home)”

This gives the mean squared output noise in units of W, which is what SPICE
gives you as well. At this point1 a useful relationship is

I d“ =ltan"%+C (7.11)a2+u2 a

 

Applying this to a we get
T

F”: Ilm' R
b” "anC

2

- [ugr‘ (2mm fiel— tan“1(2fiRC‘fL)
 

or putting in the numbers for this example with fL = 0 gives

2 w 1.6631104» ‘ left _| -12- - t 21:10k- 10 -
”M 2m: 10-11 a" f”

For a bandwidth of 10 MHz, the mean squared output noise voltage is so?" = 1.48

nV‘. while for the bandwidth of 100 MHz 123.. = 3.73 nV’. Both of these results
were verified with SPICE. The RMS output noise voltages for the 10 MHZ and'

100 MHz bandwidths are then 38.5 11V and 61.07 11V, respectively.

To determine the input noise, we myst first determine the transfer function,
HUtu) from step 5 of the input noise calculation, given by

1 __ Vgom)
 

 

How) 3 1+@120 _ more)
Thus

—2
"T 1 T=R - t .

Ih'ticml2 '"*

or a constant independent of frequency. Combining steps 6 and 7 for the input"
noise calculation gives
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3= iffl#-d = IgfiRzfl-df=k.fi:fi

The RMS input noise voltage over the bandwidths from DC to 10 MHZ and 100

MHz are 40.8 pV and 129 ”V, respectively. It is interesting to observe that at

large f”, compared to “+0 the output noise does not increase. while the input
noise continues at a rate determined by the resistor. This is because the
capacitor shorts the high—frequency components of the output noise to ground.

The following example illustrates the determination of the maximum output
noise possible in an RC circuit with infinite bandwidth. l 

Example 7.7
Estimate the output noise of the following RC low-pass circuit over the

frequency range of DC to infinity.

Noise circuit

 [in g C lieu:
Figure E117

The total mean squared output noise is given by

M . _R’

R 1 + (MOT

and the RMS output noise is given by

(7-,"7 _-4k_TR2 —1van — I” vrvdf— hm R .21ERC'tan (QERC-fy)ffl—tm

_ a“I; v {7.12)
This maximum limitation on the output noise is. for obvious reasons. referred to
as kTIC noise (pronounced "Kay Tee over Cee noise"). The maximum RMS
output noise of the RC circuit in Ex. 7.6 is given by

{k7 (mama-131300JVinm = '5 = “T- =6411V

Notice that this maximum RMS output noise is ctose to what ,was obtained over

the [00 MHQ bandwidth. a bandwidth much greater than the 3 dB bandwidth of
the circuit. I

a:
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PROBLEMS

7.1 Lay out and DRC an RC circuit with a nominal time constant of 100 ns. Due to

process variations, what are the maximum and minimum RC values possible?

7.2 For an n»well resistor fafiricated in the CNZO process, plot resistance versus

temperature for a 20 kfl resistor at room temperature (27 °C) over —50 to 100
“C.

7.3 If a 1 pF capacitor at room temperature (27 “C) has a temperature coefficient of
100 pmeC, estimate the minimum and maximum capacitances from —40 to

100 °C. Plot the capacitor value versus temperature.

7.4 Lay out and DRC two 50 k9 matched resistors. Include guard rings in your

layout. Using the padfrarne cell. from Ch. 4, show the connection of the two
resismrs to four pads and the connection of VSS to a VSS pad.

7.5 Detemiine the RMS input and output noise voltages over a bandwidth from DC
to 100 kHz for the following circuit.

 
Figure P75

7.6 Repeat Problem 5 for the following ciJ'cuiL

—| v...+

V‘" 10 pF ‘ 20k

‘1'? Figure P75
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Design Verification with LASICKT

An important step in the design process is verifying that the layout of an integrated
circuit matches the schematics of the integrated circuit. Front either the layout or the
schematic we should be able to generate a SPICE circuit file and simulate the operation

of the IC. A comparison between the netlists generated fmm the layout and schematic
as well' as the resulting SPICE outputs can be used to verify the schematic and layout
match. This chapter discusses design verification using the LASICKT program.

An example chip design. useful in illustrating schematic generation and
documentation of layout. is given in the directory C:\LASIS\2UCH]P. This chip “rs by
no means an elegant layout. It was designed using the M0313 Scalable CMOS Design

Rules (Appendix B) with a it. of 1 pm to g‘iVe examples of how to generate layouts and
schematics for use with LASICKT.

The MOSIS design rules use layers that are slightly different from the layers
used with the CN20 setups of Appendix A. For example, to lay out a box of n+ in the
CNZO process, we simply select the n+ layer and draw a box, Fig. 8.1 3. However, to lay

CN20 setups MOSIS setups/n-se|€€ll

n+ 7

Equivalent methods of
laying 11+ and p+ out -5elect

.2

(a)

Figure 3.1 Comparison between the layouts of active area using the CNED and MOSIS setups.
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out a box of 11+ using the M0818 design rules. we begin by laying out a box on the
"active" {also sometimes called composite) layer. To make this active area n+ we draw
a box around this area on the n—select (nsel) layer (Fig. 8.1b). The n-select box must be

at least 2 it bigger than the active box: that is. any edge of active must be at least 2 it

away from any edge of neselect. Similarly, for 13+. we draw a box on the active layer,
using the M0818 setups. and surround this box with p—select.

B.1n Fundamentals at LASICKT

The basic drawing of an n—channel MOSFET with connector nodes and labeling is
shown in Fig. 8.2. This cell's name is $NMOSI (S at the beginning of a cell name
indicates a schematic) and has a rank of 1. (Again the following drawings are available
in the C:\LASIS\2UCHIP directory.) The actual symbol of the MOSFET was drawn on
the schematic layer (layer 3} using a zero-width path or polygon.

 
 

 

 

Symbol drawn on 2 _

the schematic layer: :

,,,,,,,,,,,,
Connectors

Figure 8.2 Schematic symbol of an n—channel MCISFET.

Spectfiliflg Connections to the Symbol

After drawing the symbol, the next step is to label the connections or points on the
symbol that will be connected' to the wires in the schematic drawing. ‘I‘ext on the

connector layer (layer 5) is used to label the connections to the symbol. The vertex of
the text specifies the exact location of the connector. Remember that displaying the

vertex can be enabled or disabled by pressing "t" on the keyboard followed by executing
a Draw command.

Layout of the MOSFET

Figure 8.3 shows the layout of two MOSFETs with cell names N3x2 and NISxSn(boti1
with a rank of 1). Again, connector text (on layer 5) is used to specify the connections
to the drain, gate. source. and substrate. Notice that the order of the connectors is
important; that is, it must correspond to the order of nodes used in SPICE.
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Figure 8.3 Layout with node ctmnections of an n—channel MOSFET.

8.1.1 The Inverter

To help in understanding the process used to extract a circuit file from a schematic or

layout, let's consider the design and layout of a basic inverter. Figure 8.4 shows the
placement of $NMOSI and $PMOSl cells into cell $INVERT (rank 2). Notice that an
outline of the cell, enabled by pressing "i" on the keyboard, is used to show the actual
boundaries of the cells. The next step in drawing the schematic of the inverter is to
label the device and parameter information. We will label the NMOS M] and rthe

PMOS M2 using the device text layer (layer 6), as shown in Fig. 8.5. The layouts in

Fig. 8.3 correspond to NMOS devices with width to length ratios of 312 and .1 SIS. Since
we have a single symbol for an NMOS transistor, the size of the MOSFET and the

 
Figure 8.4 Starting the schematic of an invener.
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Part text {layer 7’)
indicating SPICE
model and size

Figure 8.5 Adding device and parameter text to a schematic.

model used are specified on the parameter text layers (layer 7)‘. Notice that the vertex of
both the parameter text and device text must be placed within the boundaries ofthe cell.

Labeling the Layout

The layout corresponding to the schematic of Fig. 8.5 is shown in Fig. 8.6. A cell
named INVERT with a rank of 2 was created. The cells P9X2, SFRAME, and N3X2

were placed into the IINVERT cell. Device and parameter text were uSed to specify the
device name (M1 and M2) and the parameter information (SPICE model, widths, and

lengths). It is important that the device name on the schematic correspond directly to a
particular device in the layout.

Making Connections

Wires, for use in schematics only, are drawn on the schematic layer (layer 3).
Zero-width paths are used to make contact to the device connectors. A connection is
made when a wire (zero—width path drawn on layer 3) crosses the vertex of text written
on the connector text laYer (layer 5). Figure 8.7a shows a wire making contact with the
source and substrate of an n-channe] MOSF‘ET.‘ Note that the Vertex of a wire doesn't
have to coincide with the vertex. of the connector text to make a connection. One of the

vertices of the wire coincides with the substrate connection. while the other vertex is

outside of the cell boundary. Figure 8.7}: shows the connection between wires. In this
situation, the vertex of the wires. must coincide for a connection to be made. This

enables wires to cross without" making a connection. Note that the Met command
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P9X2 (cell)
(using p-select)

SFRAME cell—>
(cell)

N3x2

(cell)

Figure 8.6 Placing the MOSFET cells in the standard cell frame and labeling.

(around a vertex) was used to shew the vertices of the wires in this figure. Figure 8.8
shows the schematic of the inverter with wire connections in place.

The layout of the inverter with interconnections is shown in Fig. 8.9. Poly],
metall. or metalZ can be used to connect the terminals of the two MOSFETS to VDD,

ground, the input, and the output. The layer numbers used to specify the interconnect
layers, using the M0813 setups, are 46 (polyl), 49(metall), and 5l(n1eta12). We might
now ask the question. "How does LASICKT know which connections are the inputs,

 
 

Connection

(b)

'Figure 8.7 How wires make connections.
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Figure 3.8 Inverter with wire connections.

outputs. and power supplies?" The answer is that we label nodes in the layout and
schematic that tell LASICKT which nodes are the inputs and which are the outputs.

Labeling the Node:

The next step in creating a schematic or layout is to label the nodes that correspond to
inputs/outputs and p0wer supply connections. Figure 8.10 shows that the power supply
node is labeled, on the node text layer (layer 4). $031), the input is labeled A. the output

 
 

 

Connection ofPMOS
source to VDD '

5 ' f n I
Input contention to [July ‘ Dram D The p-ehan e
and then to rrnetall —)‘v- QMetall connectionsme;

 

Connection of NMOS
source to ground

I ain of the n-channel

Figure 8.9 Adding connections (poly and melall) to die layout of the inverter.
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Connector test

Connector text

Node text

Figure 8.10 Adding node and connector text to the schematic of the inverter.

is labeled At and the ground connection is labeled (J~ (Groand is always node 0 in a

SPICE circuit file.) It is important to label the inputfgutput nodes. not letting
LASICKT select a name, so that we know how to connect the input voltage or current

sources when writing the header file.

In this Schematic, we have also labeled the input, output. and VDD nodes with

connectors (on the connector text layer). Ground was not labeled with a connector since
node 0 is universally ground potential. Adding connectors to the inverter allows us to

use the inverter as a subcircuit in a higher ranking cell.

The layout of the inverter with labeled nodes and connectors is shown in Fig.

8.11. Notice the direct correlation between the layout and schematic: Both the
Schematic and layout of the inverter are used in higher ranking cells in the example
chip given in the directory C:\LASIS\2UCHIP.

From this layout we can make the following observations.

1. The vertex of the node text must be located on a box or path used for
interconnection within a cell. It will have no effect if located on a lower ranking
cell. For example, the vertex of the VDD node text in Fig. 8.1 I must be on the
metal] box connecting the source of the p-channel with the SFRAME (standard

frame) cell. Placing it on the metall of the underlying SFRAME cell will not
label the node.
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Node text
Node text

   
  
  

 
  

 

‘ ...n.
n\\'\‘|
 

I \

  Connector text <_,. 'E‘C‘fif

  
'5

   
    

Figure 8.11 Adding node text and connector text to the layout of an inverter.

Body connections. substrate or well, must be labeled with a node name
separately from the other nodes in the circuit.

The vertex of node A in Fig. 8.11 is placed at the intersection of poly] and
metail . Poly], metall, and metalfl arethe interconnect layers in a layout. These
layers can cross without making contact. Were the layers are connected, using a
contact or via, the node text is used to indicate the connection.

The vertex of connector text may be placed anywhere in a cell where connection
is to he made to the next higher cell. This normally will be where interconnect
layers join to the next higher ranked cell.

Since connectors are used to specify how cells are connected upward in the cell
hierarchy, connectors on a top cell are unnecessary. In fact| they will be flagged

as "open connector" errors when LASICKT compiles. If the cell INVERT was
the top cell, dtere would be no connector text placed on it.

There is no node or conneEtOr text on the SFRAME cell because it is not an

active device. Unless it has an actual SPICE model. it will simply be ignored by
LASICKT.

Adding the additional text to label parameters, device type, nodes. and
connectors can clutter a layout or schematic to the point that it becomes unreadable.
Using the View command button in LASI can limit the number of layers displayed in a
draWing.
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8.1.2 Running LASICKT

To launch the LASICKT program, return to the system menu and click on the
LASICKT command button. The screen shown in Fig. 8.12 will appear. Fill in the
setup information described belowr and then press the Go button. If the schematic and

layout are drawn using the methods just discussed. LASICKT will compile SPICE

circuit and netlist files. The Comp command button can be used' to compare the
schematic and layout netlists (*.CIR files generated with LASICKT) to test agreement

between schematic and layout. The SPICE outputs resulting from the simulation of
each circuit file can be compared as well.

LASICK‘T Inputs

Name of Cell - LASICKT will compile a circuit file based on the contents of the cell

specified in this field. The default is the cell that was open the last time LASI
was in cell mode.

Header File - Name of file that LASICKT will insert and the beginning of the circuit

file. This file generally contains information such as power supply voltages and
input sources.

Footer File - Name of file that LASICKT will append to the end of the circuit file.

Generally. this file contains the SPICE models and can be common to all cells in
the drawing directory.

Interconnect Layers - Layers used to connect the cells together. For the MOSIS setups
used in C:\LASIS\2UCH[P layer 3 (schematic), layer 46 (polyl), layer 49

ml SPICE Ell-cult Flip Cnnpilnr Written 5.! Ti.—

 

th [ma [ a fun Fun 1
Canon-silo Setup

 
 

m- or cm

Wad-1' Fill I 12ml
Factor File ZMIPJJI

Inurcanmet lipt'l 3 IIE fl! 5! I
Inter-comet Capacitance tr, |

Ill—II Nude l'll‘l lel‘ L] Ihvlltl "Ill Tlfit Llylr ‘6_]
Connector hid. hunt 5_| I’m-mu? 'I'Ixt Lug-:- 7—]

Chuck: Drum !_| Short: l_| Halt- 'I'_| ”cullin- I'_| Virtual M
"ll-ml Nude Prefix un
Hun. 01’ Error File or Print-r NIELM I

 

? Jv Iflnflhw

Figures 8.12 LASICK'T system screen.
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(metall). and layer 51 (metalZ) are used. Other layers such as n+ or [34» can be
used for connections with the appropriate labeling in the layout.

Interconnect Capacitance - A value that can be used to estimate the capacitance of
interconnects based on the area of the interconnection.

Additional information covering the operation or meaning of the inputs used in

LASICKT can be found in the ou-line help available by pressing F1 while at the
LASICKT command menu or by pressing the Help command button.

The Header File

The following header filcs are provided for simulating the operation of the circuits
prOvided in C:\LASIS\2UCHIP.

INVERT Simple inverter.

COMP] Comparator with atop and a single buffer output.

COMPZ Comparator with latch and double output buffers.

DFF D-type flipflop.

NAND Simple 2-input NAND gate.

0R Simple 2-input OR gate (NOR+II‘JVERT).

SRFF SR type flipflop.

TRANGATE Transmission gate.

WSOTA Wide-swing operational transconductance amplifier.

The contents of INVERTHDR are shown below:

V1 VDDO DC 5V A000

V2 A 0 DC 0 AC OD PULSE (O 5V1Dn‘lnstns suns icons)
.oplions reltol:0.1 abstoi=1u vnto|=50mv
.probe
.tran 1ns 150m:

The first line in this file specifies the DC voltage source used by the circuit:

Note that VDD is a node name that corresponds to the labeled nodes in- the inverter
layout or Schematic. The second line is the input pulse to the inverter, discussed in
more detail below. The .options statement is used to help with convergence.

.tran ins [50:13

This statement is used to Specify a transient analysis (the x-axis in probe is time) from 0
to 150m with a maximum print step of Ins. Increasing the print step can cause the

output to become jagged. Small—print step size can result in a very large output data file

(the file used by probe). The full specification for a transient analysis is given by

.tran {print-step) (stop-time) (delay-time) (maximum step size} (UIC)
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The delay-time is the time when the data starts being saved to a file. Ifwe wanted to

simulate the operation of a circuit from U to lflflns but we were only interested in the
results from 50ns to 100m: We could use: .tran lns 100ns 50:15 and only the data from

50 to 100 us would be saved in the probe data file. The maximum step size will limit

the next incremental increase in time as SPICE is simulating the operation of a circuit
(and can help with smoothing of SPICE. output). Specifying UIC. at the end of a .tran

statement causes SPICE to use the initial conditions specified in the circuit, for
example, the initial voltage across a capacitor.

Pulse Statements

General term:

FULSEWl V2 TD TR TF PW PER)

Examines;
VIN 3 D PULSEH 1 2n 2n 2n 50H IOUn)

PARAMETER DEFAULT UNITS

V1 (initial value) Volts or amps
V2 (pulsed value) Volts or amps
'I'D (delay-time) 0.0 Seconds
TR (rise-time} TSTEP Seconds
TF (fall-time} TSTEP Seconds
PW (pulse width) TSTOP Seconds
FER (period) TSTOP Seconds

Piecewise Linear Source

General Form:

PWL (T1 V1 <T2 V2 Ta V3 T4 V4 ...>)

Examples:
VCLDCK 7 5 FWL(O-710NS -7 11NS -317NS -31BNS -7 SONS -7)

Extracting a Cintuit Ffile from the Inverter Schemtt'r:

Pressing Go on the LASICKT system screen shown in Fig 8.12 will generate a circuit

file, shown below, in the file $INVERT.C[R. A circuit file generated from the cell

[NVERT and placed into the text file INVERTER results in an identical circuit file to
$INVERT.CIR.

'" SPICE Circuit File of $lNVERT'"
* START OF INVERTHDR
V1VDDO DCSVACOD

V2 A 0 DC 0 AG 0 O PULSE {O 5V10n1nstns Stine loans)
.options reltoHJJ abstol=1u vntol=50rnv
.probe
.tran 1 ns 150ns

.plot tran all

.print tran all
' END OF INVERT.HDR
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‘ MAIN CIRCUIT
M1 A_ A El 0 CMOSNB L=2Lr W=3u
M2A_AVDDVDDCMOSPBE&UM&QU

SPICE r'nodels not shown

.9an

SPICE Simulation Results

The simulation results shown in Fig. 8.13 were generated using the circuit file given
above and SPICEE, Since the SPICE circuit file generated using the schematic of the.
inverter and the layout are the same. the SPICE outputs are the same.

III]

8.0

 
4.0

Zn 
110 50.0 1511] 150.0

Figure 8.13 Simulation output for the inverter of Figs. 8.10 or 8.11.

8.1.3 Higher-ranking Cells; The O?! Gate

The schematic and layout of the inverter can be used in highest ranking cells. To

illustrate this. consider the implementaion of an OR gate made using a NOR gate and
an inverter. The schematic and layout of the NOR gate with rank 2 (named SNOR and
NOR in C:\LASIS\2UCHIP) is shown in Fig. 8.14. These cells were created following

the same procedures used to create the inverter cells discussed in the last two sections.
SPICE circuit files can be compiled from these cells, keeping in mind that the header

tile must be changed to NORHDR. and the operation of the cells can be simulated.

Creating an OR gate schematic begins with creating a cell, in LASI. named OR
with a rank of three. The SINVERT and $NOR cells are placed into this schematic
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Figure 8.14 Schematic and layout of a NOR gate.

(Fig. 8.15). Also shown in this figure are the added node and connecmr names. Figure
8.16 shows this OR gate cell with the NOR and NAND cells drawn as eutlines. This

figure reveals the location of the text and wires added to the cell. Let's discuss the

  . . “weer
INVERT -

Figure B. 15 Schematic of the OR gate
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Figure 8.16 The added zero—width paths and text to the OR gate cell.

labeling shown in this figure, keeping in mind that the first step in generating the OR
gate schematic and layout was the addition of the lower ranking cells.

Labeling Devices and Parameters

The "devices" in this cell are labeled X$NOR and XSINVERT. Since the NOR and the

INVER'I‘ cells are implemented in SPICE as subcircuits. the first letter in their name
must be an X. This is similar to the MOSFET specification that the first letter, whenl

labeling a MOSFET, has to be an M. The vertex of the parameter text is placed within
the outline of the cell. The param text is a label telling LASICKT the name of the cell,

for this case $NDR and $INVERT.

labeling Nodes

'The most important thing to remember, before labeling any of the nodes. in a circuit, is
that the vertex of the node text must lie on a box, polygon. or path, Node text placed on

an underlying cell will have no effect unless it is placed exactly on a connector.

To connect VDD to the SNOR and $INVERT cells. we begin by placing a
zero-width path on the schematic layer (layer 3) over the vertex of the power connector
text. For the $NOR cell schematic, the power supply connection is node 4 on the

connector text layer. For the $1NVERT cell'. the power supply connection is node 3 on
the connector text layer. The next step is to place node name text. layer 4. on the added

zero-width paths on the schematic layer. As shown in Fig. 8.15. it appears that the
source of M3 in the $NOR gate cell is labeled twice as VDD. This is tfue. For each
level of the schematic in the cell hierarchy. the VDD nodes must be labeled.
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The next step in the generation of the schematic is to connect the cells together

with. and label nodes on. zero—width paths. In this schematic. we have labeled the node
connecting the SNOR cell to the SINVERT cell "1." We don't have to label this node.
LASICKT will assign a virtual node number if nodetext is not placed on the zero-width

wire. Note that the inputs to $011 are labeled A and B. while the output is labeled

AorB. Also note that we did not label inputs, output. and power supply with connector
text. If we want to use the $OR gate schematic in a higher ranking cell. the connector
test must be added.

Labeling the Layout

The layout of the OR gate, with the cells drawn in outline mode. is shown in Fig. 8.17.

Notice the added metall boxes in the layout. These boxes are placed over the connector
text in the lower ranking cells. Note that node 1, in this figure. was‘ not placed on a

box: it was placed directly on the connector vertex of both lower ranking cells:

JNVERT

§1NUERT

 
 

Figure 8.17 Showing the labeling of the OR cell layout.

Simulating the Operation of the OR Gore

LASICKT was used to generate the SPICE circuit file, shown below. using ORJ-IDR for
the header file. The simulation results. using this circuit file. are shown in Fig. 8.18.

" START OF ORHDFI
V1 VDDO .DC 5V A000

V2 A 0 DC 0 AC 0 0 PULSE (0 5V 5ns1n51ns 50ns100ns}
V3 B 0 DC 0 AC 0 0 PULSE (0 5V10ns1n51n5100ns 200m)
.op'tlons reltol=0.1 abstol=1ou vntolz‘lomv
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.probe

.ttan Ins 200:15

.plol iran all

.print Iran all
' END OF ORHDH

.SUBCKT INVEFIT A A_ VDD
M1 A_A 0 D CMOSNB L=2LI W=3u
M2 A, A VDD VDD CMOSPB L=21J W=9LI
.ENDS

.SUBCKT NOR A B AurEL, VDD
M3 1 A VDD VDD CMOSPB L=2u W=9u
M4 AorB_ B 1 VDD CMOSPB L=2u W=9u
M1 AorB_ A O D CMOSNB L=2u W=3LI
M2 AorB_ B O 0 CMDSNB L=2u W=3u
.ENDS

' MAIN CIRCUIT
XINVEFIT 1 AorEI VDD INVERT
XNOFI A B 1 VDD NOR

SPICE models not shown
.END

 
Figure 8.18 Simulan'rm results for the OR gate.

REFERENCE

Boyce, D.E. LASICKT Help Manual, Available by pressing F1 while running[1]
IASICKT.
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Chapter

9

Analog MOSFET Models

 

In this chapter we derive the AC small-signal mode] of the MOSFET. This model

includes the transconductance, output resistance, and eapecitances of the MOSFETs.
The temperature and noise effects in MOSFETS will also be discussed.

9.1 Low-Frequency MOSFET Model

Before we derive the small-signal models for the MOSFET, it will be useful to review

the equations derived in Ch. 6 from the BSIM model parameters. The threshold voltage
of an n-channel MOSFET is given by

VTHN = VFB +PHI+K1 - JPHI+ V53 —- K2 - {PHl+ V53) (9.1)

The drain current of the n-channel MOSFET in the saturation region, V05 > Vos‘ van:
is given by

MU ‘ Cm ‘ W

3 —22dL (VGS — Vrmlzfl + (it: + Amitvm — Vanna] (92)
where he is the channel length modulation parameter and it,” is the mobility modulari0n
parameter. We defined

In

_ . r .1; .E
B—MUZ Cm L KP L (9.3)

so that the drain current in the saturation region can be written as

In = gflfm — VTHN)2U +1. - Vos) (9.4)
where we have assumed V135,“. is approximately 0 and i\. = l: + 1.”. The drain current of

the n-ohannel MOSFET in the linear or triode region. V95 < V65 — Vmw, is given by
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V!

ID = fl - [Was — th Va: — 3’93 (9.5)
When the MOSFET is operated in the subthreshold region. V65 «1 Via» the drain
current, assuming VD, > 100 mV and ‘Vm < VT,“ - 100 mV, is given by

2

9.1.1 Small-Signal Model of the MOSFEI' in Saturation

Consider the circuit shown in Fig. 9.1. The DC sources will be labeled with upper case
letters and subscripts (e.g., V6,), and the AC sources will have lower case letters with

subscripts (e.g. u”). The sum of the DC and AC components will be labeled with lower
case letters and upper case subscripts (e.g. v65). What we are trying to get at in Fig. 9.1

is what happens to the drain current when we apply an AC voltage. V” . We are
aesuming in the following that V“ >> v” or in other words the AC signals are small
compared to the DC biasing voltages or currents. Since the MOSPET is in the

saturation region, VD: > VG: — va, the total (AC + DC) drain current is given byV55

 

. f . _ E _o._. 1 1
lo—tar+Io—2(Vcs+1'gs-VTHN) (1+ 'Vos) (9-7)

The forward transconductance, gm. of the MOSFET is given by
. fin=mmr

g... {31:95] = Bil/Gs +1»... — vmma +n. +t...)- Vnsl (9.8)0'5 Var=cansr

Figure 9.2 shows a circuit model using this result, Notice that the DC sources are
removed; that is. this circuit is an AC small—signal model of the MOSFET. We can
think of the MOSFET as a voltageeonu'olled current source or a transconductance

amplifier. Before we Start making simplifying assumptions to make Eq. (9.8) more user

friendly, let‘s examine how the transconductance will change with signal levels. When

 
Figure 9.] Circuit used to determine the forward transconductanee.
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MOSFBT

Vos replaced bya short
Vex

Vos replaced by
a short 

Y Source, substrate

Figure 9.2 Small—signal model of the circuit in Fig. 9.].

Vs: becomes comparable in amplitude (say, within a factor of 10) to V55. the
transconductance variation can be noticeable in the gain of the amplifier. The result for

a single-tone (single-frequency sinewave) input to an amplifier is a distorted output.
The drain source voltage can modulate the lransconductance as well. These problems

make "good" (low distortion) large-amplitude voltage amplifiers difficult to design in
CMOS. Using feedback can help to reduce the distortion. Another method is to use
novel amplifier configurations.

If our MOSFET AC voltages are sufficiently small so that v81 << ‘VHS and the
product of the AC and 'DC components of the drain—source voltage with the modulation

paranieters are less than I, that is. 1 >>(l,.+?tm)(vd,+ V95), then Eq. (9.8) may be
written as

8m=13(VGS_VTHN)=-J2‘I3'ID (9-9)

From Fig, 9.2 we see that the RMS AC drain current is given by

is = gmvg, (9.10)

The transconductance of the MOSFET operating in the week inversion
(subthreshold region) can be arrived at by first rearranging Eq. (9.6), or

“as
r—H“--—\

P8,; + V55 :— kTéNo . 1n [In‘m‘t] + VTHN (9.11)
  

The transconductance is then given by
s mm

.12 31’s.! V“ mm“ q :5 = In
"' an, 3’” VT-NO

where the designation of weak inversion has been dropped from In and VT 2 2—7: 26 mV
@ T = 300 K. The conductance of the MOSFET in the subthreshold region increases

linearly with ID. while when operation is in the strong inversion region the conductance
increases as the root of ID. The model shown in Fig. 9.2 is used for both strong
inversion and weak inversion cases.

  

_ (9.12)
In :mnsl' IBM“
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Example 9.]

Consider the circuit shown below. Determine r", and an intuitive way to look at
the circuit. Use CN20 BSIM model parameters of Ch. 6 or Appendix A.

0.1V

3 v L==HF=Elpm

Figure Ex9.1

The Substrate connection is not drawn. so we will assume that the substrate is

connected to the most negative potential in the circuit, or in this case ground.

Since V95 = V53, the transistor is in the saturation region. ‘VHS > Vfl— VTW The
threshold voltage, from EquffiAO), is

1/an =— 0.224» 1.49J0.75 — 0 — 0.315 - (0.75 — 0) =0.83 V

The Iransconductsnce, using Eq. (9.9). is

_ ELM“ _ _ E
gwso v2 3mg; 0.333-109 v

and the RMS drain current is

i4 = gmvs. = (109 E3) - (100 1'rtV)-= 10.9 tut
Notice that this drain current flows through both the DC and AC supplies in the

circuit. An intuitive way to look at this circuit Can be arrivedlat by observing

that the ratio of the AC voltage across the MOSFET (up) to the AC current
through the MOSFET (id) is simply llgm. For an AC small~signal circuit we can
replace the MOSFET with a resistor of value, in this case, of 9.2 kQ. Note that

this intuitive way of looking at the "diode-connected MOSFET" works for both
weak and strong inversion. I

Now let‘s investigate what happens when the source potential varies and the

substrate, gate, and drain are at AC ground. Shown in Fig. 9.3 is the test circuit used
to determine how the source-substrate potential variations affect the drain current. In

this analysis, we will neglect the forward transconductance effects. These effects arise

because v15 = — v”. The body transconductance is given bygill

iii]laimfl ,—A—._._.. aVTmavsb

 

= fl(VGs—VrHN)(1+(7~¢+7\-m)vm) - (9.13)g =-[0'5 szmnsl' av!”

We know that due to the body effect the threshold voltage will not be constant with
changing substrate-source potential. Therefore. changes in' V“... will modulate the drain
current. From Eq. (6.4)
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Even = Kl
3”» 2JPH1+ V“

where [(1 is essentially yof Ch. 5. Combining Eqs. (9.8). (9.13). and (9.14) gives

 

42:11 (9.14)

Sma=gm -n (9.15)

The factor 1] describes how the threshold voltage changes with reverse body bias.

Typical values for 1] range from 0.6 to possibly a negative number for large

source-substrate voltages. For large substratesource bias voltages we will assume 1] =

O. The small-signal model with the effects of the body—substrate current source is shoWn

in Fig. 9.4. Notice that t] is a small-signal parameter that is a function of the DC'

substrate-source potential. Indeed, all of the small-signal parameters derived in this
section are a function ofDC biasing.

 
Figure 9.4 Small-signal MOSFET with body-effect current source.

The output resistance of the MOSFET can be determined with the circuit shown

in Fig. 9.5. A small AC test voltage. tilt. is applied between the drain and the source.
The conductance is determined again by

ah) b=mmr
3...]
 

8d,: r3] =[ :%(VGS— VTHN)2(1I':'+XHI) =ID '(lc‘i'km) (9.16)wmsamfl
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Figure 9.5 Circuit used to determine output resistance of the MOSFET.

This equation eombined with Eq. (9.9) gives the maximum gain of a MhSFET stage.
Figure 9.6 shows the small-signal model for the MOSFET. including the output

resistance. Assuming the source and substrate are connected together (no body effect,

u", r: 0), we that the maximum voltage 331' n, in the strong inversion region, is given by

V1; —Ed‘ro JQBID _ W
  

 
 

——= I =_gfll'rfl=_ . —— (9.17)
”3: fi IDOL: +1“) J1: _ .1

where

“MUN-n (9:13)

Figure 9.6 Small-signal MOSFET with output resistance.

Example 9.2

Determine the output resistance of an n—channel MOSFET with L =- W = 10 um

using the BSIM parameters when V63 = 3 V. Verify the answer with SPICE.

From Ex. 9.1 le, = 0.83 V, assuming no body Effect. The DC drain current is
then I” = 118 M, aSSurm'rlg KP = 50 W. l=lm= 0.06 V " from Ex. 6.4.

The output resistance is ra=m=140kfl Using the BSIM model.
SPICE gives, ID : 38 HA and an r" = 285 K! at a Vm 5 3 V. These values are1
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very dependent on the value of V05 used. This example also illustrates how hand
calculations give ballpark-type answers. I

The small-signal output resistance. or channel resistance. ofthe MOSFET in the
.triode region is determined by

. {0:11:11}! 2

Rs‘ =[ 3'” l a [(Vos # minim Ag] (9.19)
 

aVDS V”:Wfly = avg; 2

and thus.

1 1
R‘:_—_—_«_—”-———f v «v nv 920ii NVGS — Vrmv] —fiVm lam/Gs _ VTHN) 01' os Gs TEN ( )

9.2 High-Frequency MOSFET Model

To obtain the high-frequency model of the MOSFET, we will add the MOSFET

capacitances to the low-frequency model of Fig. 9.6. The capacitanccs between the
drain and source diffusion regions. discussed in Ch. 5. labeled C”, and C , and the

capacitance of the gate 'over the field region. C"g , will be added directly to the
small—signal model. The capacitance between the gate and the drain is labeled C8d and

the capacitance between the gate and source was labeled C”. Figure 9.7 shows the
high-frequency model.

6' + 1 _” 'D
vs: - CF 3"1ng 8 nib? :b r”

.. _— l - ..

T. h ‘i- __l ‘ Tce
Figure 9.7 Small-signal high-frequency MOSFET mcdel.

 

 

 

 

Example 9.3
Estimate the capacitances in Fig. 9.7 for the layout (an n-channel MOSFET
without substrate connection shown) in Fig. Ex9.3- Use the CNZO model
parameters‘.

Let's start by calculating Cm and CW The size of the drain and source regions is
6 pm by 14 um. Since the DC potentials of the drain and source is not specified,
we will assume that Vm = V“ = 0 V. This will give the maximum possible
depletion capacitance of these diffused regions. From the BSIM model
parameters and Ch. 5
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.....

Source  
/

Cab = Csb.baflam-+ Cahridmfl

Poly over field

and

Cab = Camry»: + Calamity-MI!

where

_ (1 .04x 104i) - (34 pm’)
mm” = Cam.” =fi—-—i—= 3.3 a:m _ 0.55v a

[I +fi) [] +075)
and

. 2.2mm"; - 40 mCMMFCWWF%=I__T%H_J=3_W
(nfij (”fi) "

50 that C5}, 1' Cab =17.6 ff".

The capacitance of the poly over field region, that is. the poly that extends over

the n+ above, C3,, , is estimated by (3680- L = (3.3 x 10-10mm). 10 pm: 3.8 EF.
The gate-drain capacitance while in the saturation region is given by

Cm; = CGDO - W, {3.8 x 10"”Flm) . 14 1.1111: 5.3 {F In the triode region._ 1 r _ 1 ~18 -F ..
however. C“ —:,:C,,, - W-L or C“ —3 - 800): 10 HI lOth-14le—56 fF.
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Finally, the gate—source capacitance of the MOSFET in the saturation region is

Ct:=§'C3x'W-LOICM=75TF- I

9.2.1 Variation of Transconductanee with Frequency

Consider the circuit showu in Fig. 9.8. Since the potential across C‘b and C1,, is fixed.
we can eliminate them “from the following frequency analysis. The small-signal

equivalent circuit of Fig. 9.8 is shown in Fig. 9.9, The AC gate-source voltage of the
MOSFET is given by

l

MC,.+C,.+C,.J _ 1
v3.0”) = V: ' 1 — v-i -##— (9-21)__-_ l + - Z C C + C

21 +fi6(¢-‘,;.+C.,+C,¢J J03 5( gb‘l' gs gel)

with the transconductance given by, assuming gmvg, >> vngng,

smtf) = ‘—"' __g'“ (9.22)
Vs _1+jm'zl(cxb+Cgl-+ng)

where gm I 3:15 is the low-frequency transconductance.

 
Figure 9.9 Smell-signal equivalent circuit of Fig. 9.8.
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The current gain of a MOSFET can be defined by

La: gin-vii = K_P-%-'tVes~Vm~>
is “gs ‘J'Mcsb + C8: + Carl) Jmicgb + C3: + Cat!)

A useful term used to describe the relative "speed" of a process is the unity current gain

frequency, fr, and is defined as the frequency where the magnitude of the MOSFET
current gain is unity.

(9.23)

  

 

~ KP- 5- (v — v )
{—3 = z _L_Gs__m'_ (9‘24)
‘3 211;? {GEM-Cg, +ng)

01'

- KP' W(VGS — VTHN) KP‘ W=—-..-. V _ .
h 27:1.(C3:,+Cg,+cgd) 2,513; or WM) (9 25)

This expression neglects the transit time of the carriers through the channel, which in

general. for channel lengths within an order of magnitude of minimum length, is a
negligible effect. 

Example 9.4

Estimatef, for a minimum-size n— and p—channel device in CNZO with VCS— VTHN
: l V.

For the n-channel MOSFET with L = 2 pm and W = 3 pm

50-“; «Sum
«fr-— fl_~___.V—__—=3.74 GHz

_ amt- §mg * matting-mumm-scone-“3%

and for the p~channel with RP: 17%,}. f, = 1.27 {31-12. I

The most important observation we can make from this example is that the unity
current gain frequency is independent of the MOSFET width, or

f= 3'”
7 41min?“

For high-speed design the minimum channel length should be used.

 
(V63 — VTHN) (9-26)

 

Example 9.5
For the circuit shown in Fig. EX9.5, determine the impedance looking into the
source of the MOSFET. Neglect the body effect and assume that over the

frequency range of interest in: = I}.

Since id = i, we know that v, = —v;, and id = —gmv, The impedance looking into
the source is then given by

z.-,.,mm = 7—“ = L = L - [1 maxim” + c” + C30]
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Figure [$39.5

or

. R (C + C + C
Belgium = 51,; +1"PL";Lia's."rig—"m—J (9.27}

or the hopedance leoking into the source of the MOSFET is a resistor of value_ _ . _ R (c or +0 '1

flu in series wrth an Inductor of value—’"m” "' . I

The results of this example have several important practical implications. First,

the low-frequency resistance looking into the—source of a MOSFET is # regardless of
the impedance at the gate. When we are not concerned with the variation of the. . . . . J___ In
tralisconduclance w1th frequency. we will write the“. reststance as 3-. -— —me_vm~). When
the MOSFET is driven with a resistive source impedance, the impedance looking into
the source of the MOSFET becomes highly inductive. which will cause ringing in

source—follower circuits driving capacitive loads. If the impedance at the- gate of the
MOSFET is inductive. this occurs in the cascade of two source followers: the output

impedance of the second follower can become negative (replace R5 in 5:1. 19.27] with the
inductor impedance ij). A negative impedance is a source of power like a battery.
Oscillations and poor step response are probable.

9.3 Temperature Effects in MOSFETs

The threshold voltage and the transcondoétance parameter change with temperature.

The changes in the threshold voltage can be related to the temperature dependence of
the surface inversion potential given by

. E - T

oar) = Paar) = PH—IT—fl - In [1)—&+541") {9.23)7h q Th Th

where Er in W (1 eV = 1.6 x 10:'9 J). is the silicon bandgap energy given by
T1

T+ 1108

The temperature coefficient of the threshold voltage over a range from ~100 “C to 10-11
“C can be estimated as '

ngT) = 1.16—(702x10‘5)- (9.29)

 
l til/mar PPM 3— . ‘—‘— a — A O

TY:VTH~-— VTHN dT' 3,000'12? (9 )

where the threshold voltage is given by
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VTHN(T) = VTHNfToMl +TCVm~ - (T— To)] (9.31)

A PSPICE simulation of a CN20 n—channcl MOSFETs threshold voltage variation with
temperature is shown in Fig. 9.10. At these low currents, the temperature dependenCe

of the threshold voltage dominates the change in the drain current. We could have also

defined an absolute change of =1 —2.4 mV/‘C (TCVW'VTHN)I dependent on the magnitude
of the threshold voltage. Note that SPICEZ or 3 from UC Berkeley does not have
temperature— or noise-modeliug capability with the 3811M] model.

'*" Top Level Nellist *“
M1_,10u_10u 3 4 O O CMOSNB L=10u W=1Du
Vdd 2 0 DC 5

V95 4 0 Dc 0
VIMTFli 2 3 [N

m“ Spice models and macro models ““"
.MODELCMOSNBNMOSLEVH;4
+VFB=-9.73820E-01. LVFB=3£7458E-01.WVFB=-4.72340E—O2
+ BSIM model parameters
+pbsw=0.8 mi=0.66036 rrljsw=0.178543 wdi=0 de||:0
""' End of spice models and macro models m"
.probe
.00 V95 51.5.05 temp -1oD 101 50
.erid

The temperature dependence of the transconductance parameter is derived from
the temperature dependence of the mobility where T is in keivin given by

"15

um = mm- [Fig] (9.32)

-].5

Krtr) = KP(T0) . [i] (9.33)
Figure 9.1] shows that at low-drain currents the effects of the surface mobility dominate
the changes in the drain current, while at higher currents the mobility effects will

dominate. For digital applications. the change in threshold voltage is usually negligible
compared to the mobility changes; that is, the mobility changing generally has a much

greater impact on the propagation delay than does the threshold voltage. From Fig.
9.11 we can also see that at V65 = 1.8 V the drain current is essentially constant. It
could be concluded that biasing the device at this gate-source voltage would create
temperature- independent circuits. Indeed. this is true. However, variations in the

process and a method to accurately bias at this voltage make this result difficult to
implement in many cases. (One implementation uses the beta multiplier of Ch. 21.) 

Example 9.6
One benefit of using MOSFET transistors in power applications is that the drain

current decreases with increasing temperature. keeping the transistor from
thermal runaway. Using Fig. 9.11. comment on this assumption.
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0.111;
0.4V [LEV [1.3V LUV 1.2V 1.4V 1‘61

. 1(v1m1}
Vgs

Figure 9.10 Threshold voltage change with temperature for V55 approximately I’m”.

5a

 r-urn-nqcnfl'x‘flfiU

D 5" LJV - 1.5V 2.0V 2.5V 3.0V 3.5V 4.0V
Vgs

Figure 9.11 Mobility effects when Va, :9» Vmw.
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From Fig. 9.11 if we hold the gate-source voltage at 2.5 V, the drain current will

decrease with increasing temperature. At VG, = 2.5 V, the variation of the

mobility with temperature dominates. If we look at VGs = 1.25 V, we see that the
drain current increases with increasing temperature, due to the surface inversion

potential dominating the ttnrnperarure characteristics. Therefore, unless V,“ >>
Vim. the problem of thermal runaway still exists. I

9.4 Noise in MOSFETS

The noise generators in MOSFETs are due to thermal and flicker (lifnoise, pronounced
"one over f noise") noise. The RMS thermal noise current is generated by the effective

channel resistance and by the parasitic drain (RD). source (R5), gate (R0). and substrate
(Rn) resistances, and is given by

E =g (9.34)

E = J? (9.35)

Ez 1/? (9.36)

E = J? (9.37)
where (see Sec. 7.3, k = 1.38 x 10‘” W‘s/“IQ the temperature. 721's in kelvin. and the
measurements are made over a bandwidth, B.

The thermal noise due to the channel resistance, modeled by a resistor of g- - 8+.
while in the saturation region and R5,, in the triode region, is given, in the saturation
region, by

Mam. all“??? = (g Jae-In (9.38)
This is a noise source placed between the drain and source of the MOSFET.

The 11f (flicker) noise can be modeled by an RMS noise source given by

;— KF- IWP
Fr = m (9-39}

where [CF is the flicker noise coefficient, a typical value is 10"” WE ID is the DC drain

current, AF is the flicker noise exponent. a value ranging from 0.5 to 2. and f is the
frequency variable we integrate over. A noise model for the MOSFET is shown in Fig.
9.12. All noise sources are RMS. In addition, the voltage or current gain in an
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Figure 9.12 Noise model for MOSFETt

amplifier can be used instead of the power gain. See Sec. 7.3 for a review of noise
calculations.

For hand calculations, the thermal noise effects due to the parasitic resistances

will be neglected. If this is the case. the only noise sources we will evaluate using hand
calculations are the channel thermal and flicker noise contributions. Both of these noise

sources can be reflected back to the gate of the MOSFET. The RMS magnitudes of the

noise voltages in series with the gate terminal are given by

(.2—{WITH

495m = gm (9.40)

 
 

and

13W =—'§m— (9.41)

The body effect has been neglected. If the source is not connected to the substrate. then

3,,' should be replaced with 3,, 4 ,gW in the above equations. including Eq. (9.36’).
Sometimes Eqs.’ (9.38) and (9.39) are used to get an intuitive glimpse of how MOSFET
noiSe, on the input to an amplifier, will limit the minimum input signal amplitude. 

Example 9.7
Estimate the RMS output noise for the cifcuit of Fig. Ex9t7 over the bandwidth

of l to I kHz. USe CN20 process parameters with L = W = 10 pm and KP =

ID“5 V‘F and AF = 1.3. Assume that the parasitic MDSFET resistances
generate a negligible amount of thermal noise.

The DC gate voltage is approximately 3.3 V and is determined by solving

5-Vcs H “A

10k :5 E

 

(Vcs — Wm)“ = 25 (sz — 0.33)2
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The drain current is 153 [AA The noise model for the circuit is shown above.
following step 1 given in Ch. 7. Using superposition. we can determine the

RMS output noise voltage from each noise source. Noting that the gate-source
voltage and the output voltage are the same signal. we can write. for the thermal
noise current source modeling. the noise generated by the 10 k resistor.

10k[.Jif... +3...v..] =d v...

1
— --10k'2 at

v..=v,,..=— 1”“ i0k+fi
This shows that the MOSFET behaves like a resistor of Willie i when its gate

and drain are tied together. Therefore. to save time and effort we would simply
replace the current sourCe above (3,5)”) with this noiseless resistor and perform
the noise calculations.

01'

 

We continue the noise analysis by determining the output RMS noise voltage

from each source. Note that you cannot add the noise sources into one noise
source. unless you first square each component. The thermal noise from the

channel resistance is given by

.2 _ _23 2 2 ... PA
t m — 4-1.38xlD 300-44-25qu -153ttA —l.2—-—-"" i he

and sinceg—L-ISJ it!)

Ln

#3.”... : 1.2%- 10k||8.1k=§_4 1:;
while the If,"(flicker) noise is given by

(1.:— = 10‘15 - (150%)“ = 3.7 nA
”1" f. (to)2 - (sous 10-18) J;

with output RMS noise voltage due izjfnoise as

 
 

 

 

vim... = 3.7fl~ iOkI |s.1k= 16.6 E
If .E

The output thermal RMS noise from the 10 k0. resistor is given by

11% =10k||8.1k- £45 =53i
10k E

We square each RMS component and integrate over the bandwidth of interest.
The total mean squared output noise voltage is given by
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demand 13‘ res. thermal
r—‘——'"w l—_""_“—| a—Jhr

T- a £3 mun-13W fl
““‘L 29.16 Hz +—f + 33.6Hz df

r.‘

or evaluating the integral
llf

P—-"——-u_ 1 2

v3. = [29.16 %+ 33.6 5%) - (fn oi) + 276 w2 . (lnfn- mm
The total RMS output noise voltage over the bandwidth of l to 1 kHz is given by

4:5: = 43.7 |J.V. The RMS output noise is {laminated by the Hf noise. From
the results above, we observe that the same amount of 11f noise exists in a
bandwidth of l to 1 kHz as a bandwidth of 1 MHz to 1 GHz, or a bandwidth of

once per day to 1,000 timesa day. I

1'01:

l

e sv
V

Drain, Gate
+

o o o

_ v Source
Norse model Fi Ex9.'7
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PROBLEMS

Unless otherwise stated. use the CNZD process.

9.] Sketch the p-channel equivalent to Fig. 9.6 using the p—channel variables. v” and
vb . Are these small—signal voltages positive or negative numbers? Refer to
Appendix A.

9.2 Plot the drain current against VGs for the MOSFET showu in Fig. P9.2 using a
SPICE DC sweep. What is the approximate lepe of a line tangent to this curve

at Vac: 2 V. What does the reciprocal of this slope correspond to?

L=W=5um

Figure P92

9.3 Determine the AC drain current for the circuit given in Ex. 9.1 if L = 2 pm and

W = 5 pm with V65 = 1.5 V and v” =10 mV. Verify your answer with an AC
SPICE simulation.

9.4 Estimate, using hand calculations. the AC drain current that flow in the
following circuit. The MOSFET has W: 15 um and L: 5 pm.

Figure P14

9.5 Verify the answer in Problem 4 using SPICE.

9.6 Repeat Problem 4 with V,” = 3 V and VB, = 1.5 V (Va. is still lDOmV).

9.7 Plot the drain current against l"...: for the MOSFET shown in Fig. P9.7 using a
SPICE DC sweep.

9.8 Estimate the AC drain current that flows in the circuit of Fig- 139.5. The

p-channel MOSFET has W = 70 um and L = 5 pm. How does the AC drain
current change if VDD = 0. that is. the source of the p-channel MOSFET is
connected to ground?
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Figure P93

Figure P18

9.9 Verify the answer in Problem 3 using SPICE.

9.10 Repeat Problem 8 for the circuit of Fig. P9.10 and verify the answer with SPICE.

Figure P9.ll]

9.11 Repeat Ex. 9.3 where the layout shown in Fig. 133:9.3 is a p—channel MOSFET in
an n—well.

9.12 Figure P9.12 shows the test setup used to determine a MOSFET f7. Using this
setup and SPICE. verify the results of Ex. 9.4. Remember that the MOSFET

must be biased in the saturation region. HOW are the drain current and gate

current related at the frequency f, and at DC?

9.13 For wide operating range in analog circuits Vfl ~ VTHN is made very small.
Comment on how this affects the speed of a circuit.
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9.14

9.15

9.16
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  5-“ .dB
‘9

0

fr 1'

Figure ”.12

Does the n-channel MOSFET threshold voltage increase or decrease with

increasing temperature? Seine CMOS processes" have MOSFETS with threshold
voltages around 0.5 V. Comment on the problems associated with decreasing

the threshold voltage in a CMOS process down to a few hundred millivolts. Use
drawings to illustrate the problems. (Hint Consider temperature effects and
subthreshold current.)

Verify, with SPICE. the RMS output noise voltage of 43.7 pV given in Ex. 9.7.

Determine the RMS output noise in the following circuit over the frequency

range from 1 to 10 kHz. Verify your answer with SPICE. Neglect parasitic
MOSFET resistances and assume that the device capacitances have little effect

on the noise perfonnance over this frequency range.

 
Figure P916
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10

The Digital Model

In this chapter we present the digital model of the MOSFET. At this point. the student
should feel relatively comfortable with simulating and laying out CMOS circuits and the
parasities associated with the CMOS process. The transition into digital Circuit design

should be relatively straightforward.

10.1 The Digital MOSFET Model

Consider the MOSFET circuit Shown in Fig. 10.1. Initially, the MOSFETlis off. var =
0. and the drain of the MOSFET is at VDD. 1f the gate of the MOSFET is taken

instantaneously from 0 to VDD, a chi-rent given by

_ Us 14:. _ z _ E.
to F 2 L {VDD 1mm) — 2

initially flo‘v’i's through the MOSFET. Point A in Fig. 10.2 shows the operating point of
the MOSFET prior to switching for VDD = 5 V. After switching takes place, the

operating point moves to point B and follows the curve VG, :2 VDD down to ID = 0 and
VHS = 0. point C.

(V00 - VrHN)2 (10.1)

In
Drain voltage initially at VDD *—

VDD + . ‘ .

0 I fl V33 l Cap. lnltlally charged to VDD
Vas '—

Figure 10.1 MOSFET switching circuit.
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HF‘NHU

"art's-1:0 
Figure 10.2 Diagram used todetennine aVErage resistance of a MDSFEI‘ during switching.

An estimate for the resistance between the drain and source of the MOSFET is

given by the reciprocal slope of the line BC in Fig. 10.2, or
L

VDD = Rf, - — (10.2)
5?? ‘ (VDD - Vrrm) 2 W

The MOSFET is modeled by the circuit shown in Fig. 10.3. When VGS > VDDIZ. the
switch is closed while Vcs values less than VDDIZ the switch is open. In the derivation
of this model. We assumed that the input step transition occurred in zero time: that is.

the risetime was zero. so that .the point at which the switch was opened or closed was
well defined. In practice. we will not encounter a zero risetime pulse; therefore, the
model has limitations. Nevertheless. the model works remarkany well in designingand

analyzing digital circuits. giving results that are within a factor of two of simulation or

measmement in general applications.

Rn

Application of the BSIM model parameters to this digital model can. to a first
order, predict the increase in effective resistance for short channel devices. For short

channel devices, the drain current increases linearly with lr'm rather than as the square.
Characterization of these MOSFETS usually results in a loWer value of MUZ.

accounting for the mobility degradation effects present. The digital mode] resistance
can be written in terms of the BSIM model parameters by

2L - VDD ; L
=——:,R.-— 10.3

MUZ- Cf..- w- (VDD-er‘rlz W i i
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Switch closed when V55? VDDIZ

Source and open when V55 < VDDIZ

Figure 10.3 Simple digital MOSFET model.

10.1.1 Capacitive Eflects

At this point. we need to add the capacitances of the switching MOSFET to our model

of Fig. 10.3. Consider the MOSFET shown in Fig. [0.4 with capacitance 6'ng between
the gate—drain and the gate—source electrodes. This is the capacitance when the
MOSFET is in the triode region. In our development of the digital MOSFET model, we
will neglect the depletion capacitances of the source ind drain implants to substrate.
When the input pulse transitions from 0 to VDD, the output transitions from VDD to 0.

The current through C“ (2 Cum). assuming a linear transition, is given by

We _ Cm. VDD—(—VDD) _ VDD _ dVor
. d! _ 2 - Ar 4— -* Ca: (10‘4)A: d:

The voltage across Cm, changes by 2-VDD. The current that flows through this
capacitance is the drain current of the MOSFET in Fig. 10.4. We can break CF, into a

component from the gate to ground and from the drain to ground of value ZCW or C“.
The complete model of a switching MOSFET is shown in Fig..10.5.

1':ng Cuz'

EDD

C“a, it?” ‘6’ Large resistor
\ Drain voltage initially at VDD

VDD ’

0 —i +‘i
Cg.“ icm/ _

Figure 10.4 MOSFET switching circuit with capadtancés.
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Drain

C — Ca;all?! _ 
Switch closed when Yes > VDDJ'Z

501"“ and open when v55 < VDDIZ

Figure 10.5 Simple digital MOSFET model.

10.1.2 Process Characteristic Time Constant

An important question we can answer at this point is, "What is the intrinsic switching
speed of a MOSFET?" Looking at Figs. 10.4 and 10.5. we can see an intrinsic time

constant of RIC“. That is. if the drain is charged to VDD as in Fig. 10.4 and the input

switches from 0 to VDD, the output voltage will detay with a time constant of RFC” .
For an n-chaflnel transistor, this is given by I

2 f

:&.CQWL=ML (10,5)
KinlVDD - ‘Vnrnwi2 K1”; 4 (V00 - li'rtcv)2

Notice that the "speed" of a process increases as the square of the channel length and

that it is independent of the channel width. W. Also note that the larger VDD. the faster
the process. This is very similar to the unity current gain fraguency, f... we discussed in

the last tihapter.

Tn=Rn a:

 

Example 10.1
Estimate the process characteristic time constants for CNZO, both n- and
p-channel devices. using the BSIM model parameters.

We can start the solution of this problem by finding 3'“ and R; using Eq. (10.3).
For the n-channel.

 
 

R _Rr-_£__flQD__ i___mu_m___
r— fl-W—MUZ'CLI(WD*VTHN)2IWT' 5939;: 300i _.__‘°5”'“: (5_033)2V-s um? cm: '

_ . .é.
—12k.Q W

and for [he p-ehahneil

'25-; L
RF”;- —.= 7 “L Jasm—

W (211%)[300fi1—['°;“:‘2](5~0,92)= w
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The process characteristic time constants for minimum length devices are given
by

_ .. .M. 3F— _c. — me... -121: w [300mg Jwtz urn) _ 38 ps
and

This example has several practical results. The resistance of the n-channe]

MOSFET is three times smaller than that of the p—channel MOSFET. resulting in a
factor of three differences in the time constants. This is because the mobility of the

electrons is three times greater than the mobility of holes in the CN20 process. Also

note that the effective resistances calculated in this example. for VDD = 5V, do not
change, so that we can use these in the coming chapters.

10.1.3 Delay- and Transition Times

Before we go any further in the discbssion of the digital models, let‘s define delay and
transition times in logic circuits. Consider Fig. 10.6. The top trace represents the input
to a logic gate. while the bottom trace represents the output. Note that there was no
logic inversion between the input and output; however. the following definitions apply
equally well to the case when there is an inversion. The input rise and falltime are

labeled 1, and I, , respectively. The output rise— and falltirne are labeled 1”, and rm.
respectively. The delayatime between the 50 percent points of the input and the output

are labeled in» and rm depending on whether the output is changing from a high to a
low or fI'l'Jm a low to a high. These definitions are extremely important in

characterizing the time-domain characteristics of digital circuits.

 
Figure 10.6 Definition ofdelays and transition times.
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For the simple RC circuit shown in Fig. 10.7. the delay-time is given by

mm, = 0.7RC (10.6)

and the rise- or falltime is given by

rm, = 2.2RC (10.7)

For our simple digital model of Fig. 10.5, we will assume that the propagation
delay-time. whether high to low or low to high. is given by one time constant, or

”.31.. 3P”! =Rn.p ' Clot (10.8)

and the output rise and falltimes are given by

rHLt [L8 = may ’ Cm: (10.9)

where C"u is the total capacitance from the drain of the MOSFET to ground and RA p is
the effective resistance of the n— or p-channel MOSFET, respectively. These models do

not give exact results. The models are useful for determining approximate delay and
transition times, usually to within a factor of two.

input Output

GA
0.71%“ 2.2m

 

Figure 10.7 Delay- and risetime for a simple RC circuit.
 

Example 10.2
Using hand calculations, estimate the risetirne and delay-time of the following

circuits (Fig. 10.3). Compare your results to SPICE simulations.

WED

SflfF S

5% 32' all ed 5 5—4 322lnit ycharg

04 I i,— l”SDtF

Initial [y at B V

Figure 10.8 Circuits used in Example 10.2.
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The effective resistance of the nnchannel MOSFE'I‘, from Ex. 10.]. is R, = 12k
211m _ . .

Hip—m = 8 kg and for the p—channel RP — 24 kfl- C“ is glven by 2pmr3prn-800
eFfpm“ = 4.8 H”. The circuit with the digital models drawn is shown in Fig.

10.9. The capacitance. C“ , betWeen the drain and source of the p-channel
MOSFET is drawn from the drain to ground rather than from the. drain to the

source (VDD), Electrically, there is no difference in the circuits. Conceptually.
it is easier to see that C“. is in parallel with the SD fF capacitor when the circuit
is drawn in this way.

 
n-channei model my

p—channcl model

24 k

Init. @ 0V

4.3 {F ‘ so a:

Camp CI.

Figure 10.9 Models used todetermine switching times in Example 10.2.

The hand calculations of the delay-time for the n-channel transistor, rm, is 438

ps, while the falltime. t” is 877 ps. For the p-channe] rm. = 1.3 ns and t”l =
LI

2.6 ns. SPICE simulation results are shown in Fig. 10.10. The PSPICE netlist

is shown below. Notice that the .OFIIONS (or .OP'I'ION) statement was used to
help with convergence problems (see Ch. 6). I

‘“ Top Level Natiiat “'
C1 1 050i |C=5
C2 2 0 50f 16:!)
M1 1 3 o o CMOSNB IL=2u W=au
M2 2 4 5 5 CMOSPB L=2u W=3u
V1 5 0 DC 5 AC 0 0

V2 30 DCOAGOOPULSEt051n1p)
V3 40 DCDACOOPULSE(501n1p)

MODEL CMOSNB NMOS LEVEL=4
BSIM model parameters of Appendix A

.MODEL CMOSPB PMOS LEVEL=4

BSIM model parameters of Appendix A

.OPTION ABSTOL=1U 1TL4=1OO RELTDI:D.01 VNTOL=.I rm

.prohe

.tran tn 5n 0 .oin uic
.end

0219



192 Part I CMOS Fundamentals 

4.0V PI .
11v I

@112) 3 11(4)

4.0V I
(W

 

its 0.5 a ].Elns- 1.5113 2.11m 2.5m 3.11:1: 3.5113 4.0m!
”(3} 11V 1) Time

Figure 10.10 Simulation results for Example [0.2.

10.2 Series Connection of MOSFETs

Consider the series connection of MOSFETs shown in Fig. 1.0.11. The input to this
circuit, 1', is passed to the output Z whenA = B = C = VDD = logic "1." HA. B. or C is
at ground (= logic "0"), the output is in the high-impedance state, that is. not a logic 0
or 1. Series connectiOn of MOSFETS occurs frequently in CMOS digital circuit design.
In this section, we will analyze the DC and transient behavior of a string of MOSFETS.

Input 3 C Output
A

\jfiiz/

Figure 10.1] Series connection of MOSF'ETS.

10.2.1 DC Behavior of Series-Connected MOSFETs

To illustrate the DC Operation of series-connected MOSFETS. let's use Fig. 10.1] and
aswme that I = A = B = C = VDD (see Fig. 10.1211). The [maximum Voltage we can pass

from M] to M2 is VDD - VT,“ (with body effect). In fact. this is the largest voltage We
can pass to the output Z without turning any of the MOSFETs off. Now consider Fig.
1(1le where the input is now a logic low (a 0 V). The output Z can swing all the way
down to zero. In other words. the n—channel string passes 0V well and VDD with a
threshold drop.
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Z: VDD — VmN

VDD

(b)

I E E

l ‘l 3 = VDD
S D

VDD

(C)

A F E‘

I l ,- Z = VTHP
D S

(‘1)

Figure 10.12 DC operation of series—connected MOSFETs.

A [3--channel series connection of MOSFETs is shown in Figs. 10.12: and d

Notice_that A. B and C are now active low: that15 the p—channel MOSFETS turn on
when A: B= C: O. The p-channel string can pass a logic high without a voltage drop
However the minimum voltage through a p—channel string is V”? (with body effect). 1

Example 10.5
Describe the logic function: of the circuit showu in Fig. 10.13. What are the

minimum and maximum Voltages at the output of the circuit?

The logical output of the circuit, g. is the input I (that is. i is paseed to the
output) when A = B = 1 and C = 0. Otherwise the output is in the
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high-impedance state. (At least one of the switches is off.) The output variable

2' can vary in voltage from VW to VDD - Vmfl. Fer this reason. this circuit is of
little practical value. I

Input A B E' Output

\fiz/

Figure 10.13 Circuit for Example 10.3.

10.2.2 Delay Through SerIeSnConnected MOSFETs

Also Of importancejn series-connected MOSFETs is the delay. Consider the circuit and

its equivalent model shown in Fig. 10.14. In the following analysis we will assume that

the capacitance at any internal node is approximated by

C" = C1,”. + Cm" = 2.5Cm (10.l0)

For a large number of transistors, the series connection of MOSFETs behaves: like an

RC transmission line with a delay given by Eq. (2.11), or

ltd=0.356anll (10.11)

where l is the number of MOSF’ETs .in the series connection. Making the appropriate

substitutions into this equation gives

td=0.35-2.5-Cm-Rfl|£2=CmRn+F=fm-Il (10.12)

 
Figure 10.14 Modeling delay through series-connected MOSFETS.
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Example 10.4

Estimate and simulate the delay through ten n-chennel and ten p-channel
MOSFETS. Assume minimum size (L 5 2 pm and W: 3 pm) devices. Use the
CN20 parameters.

The digital mode] resistances of the n— and p-channel MOSFETs are

Rn=12k- 2—”nl=8ko andRp=36k-2—pm:24kfl
3001 Burn

The oxide capacitance of either MOSFET is Cm = CflxLW= 300 aF- 2 - 3 = 4.8
1F. Using Eq. (10.12), the delay through the series connection of ten n-channel
MOSFETs is

1,: = CmRnlz =43 fF- 8k- (10)2 = 3.8 us

while the delay through ten p—channe] MOSFETs is

rd = CMRPF =43 fF - 24k - (10)"- = 11.52 us

The simulation results are shown in Fig. 10.15. The delay of the n-ehannel
string of MOSFETs is greatest when the string is passing a logic 1. while the

delay through the p-channel string is greatest passing a logic 0. Notice that the

output of the n~channel string only reaches approximately 3.5 V (VDD — VT“),

while the output of the p-channel goes down to 1.7 V Wm. with body effect).
The delay through the n-channel tip-channel) string is less for an input going

from a high to a low (low to a high). Note that the location of the delay/Aimee in
Fig. 10.15 is somewhat arbitrary. I

50

40

3.0

2.0

10

0.0 .

-1,0

     
el

10.0 20.0 30.0 40.0 ' 0.0 20.0 4013 son

Flgure 10.15 Delay simulations for Example 10.4 (note different time scales).
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PROBLEMS

_10.1

10.2

10.3‘

10.4

10.5

10.6

10.7

10.8

10.9

Repeat Ex. 10.2 for devices with sizes 10/2 Ge, 10 pm by 2 pm) and a capacitor
of value 150 fF. Use the BSIM SPICE models.

Calculate R'" and R'" for the CMOSMTB process. What are the process
characteristic time constants?

Simulate the operation of the circuit shown in Fig. 10.13. Pulse (transient
analysis) the input from 0 to 5 V and back to O. Show and explain the resulting
circuit output. Note that the output node cannot be floating. Connect a
IOOMEG (not 100M) resistor from the output node to ground.

Estimate the delay through seven n-channel MOSFETs connected in series.

similar to Fig. 10.11. The size of the MOSFETs is 1012.

Repeat Problem 4 using p—channel MOSFETs.

Use SPICE to verify the answer to Problem 4.

Estimate I”... and rm. for the circuits shown in Fig. 10.8 when the capacitor is
increased to l pF. Verify your hand calculations with SPICE.

The schematic of a standardth to l scope probe is shown in Fig, P1033. The

capacitance per font of the scope cable is approximame 30 prft. The simplified
schematic of the probe is shown in Fig. PIOBb. We can use the simplified
approximation of the scope probe showu in Fig. 10.8c when calculating

probe-loading effects. Repeat Problem 7 using the scope loading of Fig. 10.8.3.
Note that measuring signals on-chip requires special probes that do not load the

MOSFETS on the die. Measuring signals off~chip requires an on—chip buffer to
isolate the logic from the off-chip capacitance.

Repeat Ex. 10.2 using the CMOSMTB process with MOSFETS having a width

of 0.9 pm and a length of 0.6 pm.

Possible Student Projects

This section lists some. possible student projects for fabrication through the M0815

service. Generally. two to four student projects shOuld be implemented on one chip.
MOSIS will return to the M0818 liaison (generally, the course instructor) four copies of

each chip design submitted. -

In addition to the design rule checked designs. in TLC format. the student
should turn in (1) one sheet of paper showing the logic level diagrams and pin
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Approximation to calculate

10 MEG 15 p]: effects of loading

Probe tip

(c) Figure P103

connections so that whoever is evaluating the chip can quickly determine functionality,
and (2} final reports that consist of a block diagram. schematie diagram, layout
information. hand calculations. SPICE simulations. and clear explanations of the
Operation of the cirCuit.

The report (two copies) is due with the TLC design file on a floppy (the name of

the TLC cell to be fabricated should be printed clearly on the floppy disk label). Each

group should hand in one disk. while each student should turn in his or her own report.
Each designer is solely responsible for his or her designs; it is not a group effort.
However, it is the responsibility of each designer to ensure that no fatal problems exist

on the chip (e.g., VDD shorted to} GND). Therefore, each student should review the
design of the other student's project for his or her OWI'I. benefit.

I. Quad 2-input MUX

2. Clock doubling circuit using exclusive OR gate

3. Octal buffer with tristate outputs
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4. SR flipflop with tristate outputs

5. Edge triggered T fiipflop

6. Edge triggered D flipflop

7. Schmitt trigger

8. l of 4 decoder

9. 4—bit dynamic shift register

10. Bi-CMOS OR gate

I l. Bi-CMOS AND gate

12. 2-bit adder with carryout

13. Current-starved VCO with center frequency of 20 MHz

14. 2—bit bidirectional transceiver

15. PE gate to implement X=m

16. One-shot whose output pulse width is determined by external RC

17. An NMOS super buffer for driving a- 20 pF load

13. An NMOS output driver fer driving a 20 pF load

Advanced projects

19. A 64-bit static RAM which will include storage cell. addressing and decoding

circuitry, buffers. writefread enable, and chip select.

20. Design of a charge pump (voltage generator). The input to the charge pump is
VDD (2 5 V) and the output is —3’ V. The circuit should be fully simulated. The
reference. oscillator. and feedback should be fully simulated and discussed in the

final report,

21. Design of a 64-bit DRAM. which will include storage cell, addressing and
decoding circuitry, buffers. writefread enable. and chip select.

22. A DPLL which will take a 1 MHz input and generate a 4 MHz output. The

output should follow the input for frequency changes from 900 kHz to 1.1 MHz.
The report should discuss the transient properties of the DPLL. as well as a

detailed design of the phase detector, VCO, and loop filter. The entire design
should be monolithic; that is, no external components should be used.
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Chapter

11

The Inverter

The CMOS inverter is a basic building block for digital cfl'cuit design. As Fig. 11.1
shows. the inverter performs the logic operation of A toA. When the input t'o the

inverter is connected to ground, the output. in accord with the digital models in the last
chapter, is pulled to 5 V through the p—channel transistor. When the input terminal is
connected to VDD, the output ispulled to ground through the n-channe] MOSFET. The

CMOS inverter has several important characteristics that are addressed in this chapter:
Its output voltage swings from VDD to ground unlike other logic fan‘filies that never
quite reach the supply levels; the static power dissipation of the CMOS inverter is

practically zero; the inverter can be sized to give equal sourcing and sinking

capabilities; and the logic switching threshold can be set by changing the size of the
device.

This chapter concentrates on the DC switching characteristics of the inverter and
the transition times associated with driving capacitive loads and RC transmission lines.
but it also addresses other types of inverters available in the CMOS process.

VDD =5V

EDD =5V

M2 --

A A A Z
Input Output Input Output

Ml

Figure 11.1 The CMOS inverter. schematic. and logic symbol.
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11.1 DC Characteristics

Consider the inverter shown in Fig. 11.2 and the associated transfer characteristic plot.
In region 1 of the transfer characteristics. the input voltage is sufficiently low (typically

not much greater than the threshold voltage of M1). so that MI is off and M2 is on (V56

>2 Um»). As V1“ is increased. both M2 and M1 turn on (region 2). Increasing V“I
further causes M2 to turn off and M1 to turn on fully, as shown in region 3.

The maximum output "high" voltage is labeled V0,, and the minimum output

"low" voltage, VOL. Points A and B on this curve are defined by the slope of the transfer

curves equaling—l. Input voltages less than or equal to the voltage V, , defined by point
A, are considered a logic low on the input of the inverter. Input voltages greater than or

equal to the voltage V”. defined by point B, are considered a logic high on the input of
the inverter. Input voltages betWeen V”, and Vmr do not define a valid logic voltage level.
Ideally. the difference in Vm and Vm is zero; however, this is never the case in real logic
circuits.

J 2 3

0o V M20“ . .mo: v ‘Pm'
5 MI off‘ Both on .

Vscz+

Vin M2
Input ' Output

Ml
+

Vast _  
Figure 11.2 The CMOS inverter transfer characteristics.

 

Example 11.]
Using SPICE, plot the transfer characteristics for the following inverter. From
the plot. determine Vm, V,“ Va”, and VOL.

VDD :5 V

3.0

Input. Output

352

Figure Ex] 1.]
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Drain current 
cw 1.0V 2.0? 3.0V 4.0V 5.0V

6 vwnun . [D(M1_3u_2u]‘5000i] m

Figure 11.3 Transfer tharacteri stics of a minimum-size inverter used in Example I 1.1.

The results of the PSPICE simulation are shown in Fig. 1 1.3. The netlist for the

simulation is shown below. The plot shows that at point A. V“: is approximately

1.7 V and at point B, V”Jr is approximately 2.4 V. The output voltages, V0” and
V0“ are 5 V and 0 V, respectively. Figure 11.3 also shows the scaled drain
current of the CMOS inverter. Notice that current flows only when the
MOSFETs are switching. l

Top Level Netlist
M1 _3u_2u unt 2 o o 'CMOSNB L=2u W=3t| AD=42p AS=42p PD=26u PS=26u
M2_3u_2u Vout 2 Vdd we CMOSPErIL=2u wsau Ao=42p AS=42p PD=26u PS=25u
voo Vdd 0 DC 5
VIN 2 0 DC 0

.MODEL CMOSNB NMOS LEVEL=4
+vfh=—9.73820E-O1 . |VTb=3.67458E—01 Mme-412340502

see Appendix A for complete Iisllng of BSIM model parameters
.MODEL CMOSPB PMOS LEVEL:4

+ vibe-2.55334E-D1. Mb=6.50066E-02. wvib=1.46093E-01
see Appendix A lor complete listing of BSIM model parameters

.probe

.00 Vin o 5 .01

.end

1151.1 NOISe Margins

The noise margins of a digital gate or circuit indicate how well the gate will perform
under noisy conditions. The noise margin for the high logic levels is given by
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NMy=Von~Vm (11.1)

and the noise margin tor the low logic levels is given by

NML= Vn. —Vo:. (11.2)

For VDD = 5 V the ideal noise margins are 2.5 V; that is. NML = 1111141,,r = VDDIZ. 

Example 11.2

For the minimum—size inverter in Ex. 11.1 determine the noise margins.
Comment on making the noise margins closer to idea].

Using Eqs. (1 1.1) and (11.2).NM”: 5 — 2.4 = 2.6 and NML= 1.7— 0 = 1.7. The
high noise margin is almost a whole volt greater than the lower noise margin.

This is mainly because the inverter switching point, V5,, is approximately 2.2 V
instead of the ideal case of 2.5 V or VDDIZ. This is discussed further in the next
section. I

11.1.2 Inverter Swltchlng Point

Consider the transfer characteristics of the basic inverter as shown in Fig. 11.4. Point C

corresponds to the point on the curve when the input voltage is equal to the output

voltage. At this point, the input (or Output) Voltage is called the inverter switching

point voltage. V9,, and both MOSFETs in the inverter are in the. saturation region.
Since the drain current in each MOSFET must be equal. the following is true:

 

95:;ti — Vim}: = %(VDD — IVS? - Vrnpiz (11.3)

1 2 3

Output. V M2 on : Slope: 1 (output V = input V)
M105; Human;

At point C, both M1 and M2
are in the saturation region.

V5.0

Figure 11.4 Transfer characteristics of the inverter showing the switching point.

Solving for V”. gives
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E - VTHN'I'IVDD- VTHP)
.a

1+“

V” (11.4)

 

Example 11.3

Estimate B“ and [in so that the switching point voltage ‘of a CMOS inverter is
2.5 V. Assume CN20 parameters and VDD = 5 V.

Solving Eq. (11.4) with V5,, = 2.5 V for the ratio BJB‘, gives a value of
approximately unity. That is.

a- La
L1 —KP,;L2

Since KP" = BKPF. the width of the tit—channel transistor must be three times the
width of the n-channel. assuming equal-length MOSFETs. For V5,. = 2.5 V. this
requires

flH=BP=KPfl

W; = 3W]

which is also the requirement for making R" = R”. I 

Example 11.4
Show. using SPICE. transfer curves for the CMOS inverter with

transconductance ratios Btfflp of 3, 1. and 1f3. Explain what changing the

im'erter ratio does to the transfer characteristics.

Assuming a channel length of 2 pin for the ratio of 3 W. = ”W: = 3 pm (one
solution). for the ratio of 1. set W. = 3 pm and W1 = 9 pm; for the ratio of US.
W. = 3 pm and W2 = 27 pm works. Using a simulation similar to that in Ex.
11.1 gives the curves shown in Fig. 11.5. Notice that increasing the

transconductance ratio causes V“, to move toward VT”. Inverters are often sized
for a specific switching point voltage in digital CMOS circuit design. I

11.2 Switching Characteristics

The switching behavior of the inverter can be generalized by examining the parasitic
capacitances and resistances asSociated with the inverter. Consider the inverter shown
in Fig. 11.6 with its equivalent digital model. Although the model is shown with both
switches open. in practice one of the switches is closed. keeping the output connected to

VDD or ground. Notice that the effective input capacitance of the inverter is

6.». =%(Ca1+ can) = as... +0... (11.5)
The effective output capacitance of the inverter is simply

Co’ut = Caz] + Cm '5'- Celt!!! +Caurp (1 L6)
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5.0V

 
  (W

[W 1 _'2 9? 3.0V 4.0V 5.0Vma 3) ngt 1) mt
u eta a ea a eu VIN

 

Figure 11.5 Sizing of the CMOS inverter.

VDD =5V

Vkaz'k Chp==%C;fl RP: Cowpz;ckfl
_ M2 M2

Input Output Input Output
M]

+ 3 M1
V05: cm, = 5C“; Rn: Cmm = Carl

Figure 11.6 The CMOS inverter switching charactaristics using the digital model.
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The intrinsic propagation delays of the inverter are

 

IPLH=RPZ‘CQHJ ([187)

IP31. = Rnl ' Con.- (1128)

Example 115
Estimate and simulate the intrinsic propagation delays of the minimum-size
inverter.

For the nfinimum-size inverter Cu: = C”2 = 3 am - 2 pm - 800 aanrn2 = 4.8 11“.

R," = 12k - 2 tint/3 urn = 8 m, while RP, = 24 kill. The propagation delay times
rm = 77 ps and rm. = 230 ps. The simulation results are showu in Fig. 11.7. I ‘

 

 
V 6.0Vn
IJ
L

4.0V

23‘!

UV

Input pulse feeding through
the gate-drain capacitance

v2.0V
0.7m; 1.0 a 1.5119 2.0115 2.5m

u WVout) u 1(12) ‘Time

Figure 11.7 Intrinsic inverter delay.

The propagation delays for an inverter driving a capacitive load are

IPLH=Rp2 - Cror=R§2'(Cau:+Crw) U 1-9)

and

IPHL=Rnt 'Cmt=Rnl '(Cou1+C£oad) ‘(11-10)

where Cm, is the total capacitance on the output of the inverter. that is. the sum of the
output capacitance of the inverter. any capacitance of interconnecting lines, and the

input capacitance of the following gate(s).
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Example 11.6

Estimate and simulate the propagation delay of a minimum-size inverter driving.
a 100 fF capacitor.

The sche’matic of the minjm’um—size inverter driving a 100 fF load and the logic
symbol of the inverter are shown in Fig. ILS. The sizes adjacent to the inverter

Conespond to the ratio of the p—chartnel width to the n-channel width. assuming
the lengths of the MOSFETs are the same size. Usually, the lengths are the

minimum size available. which for CN20 is 2 pm. The total capacitance, Cm,
on the output of the inverter is the sum of Cw. the load capacitance and any
interconnecting capacitance. In this case (3],, = 109.6 fF. assuming no
interconnecting capacitance. The propagation delay times are than t,“ = 877 ps

and rm. 2 2.63 us. This can be compared to the simulation results of Fig. 11.9.

VDD 33
fl

_|_L 3” ‘i >O—fi. m.
3’2 $10.2" g

Figure 11.83 Inverter driving a 100 [F load capacitance in Ex. I I .6.

V 6.0VI)
u
t.

4.0V

2.0V 7
[IV

~20"!
Ens ion tans Hns lfins 13:13 ZDns

u “(Vallii c V12} Time

Figure 11.9 Simulation results of minimum-size inverter driving 100 fF.
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Notice that in the simulations. at zero risetirne input results in delays somewhat
less than hand calculations indicate. I

n

At this point, the question "How do we size the inverter so that tML = 5.”? can

be answered. If R", = R91! the delay times are equal. This is equivalent to making WI:
3W]. which was the same requirement used*inu the previous section for making lisp =
VDD/Q.

11.2.1 The Ring Oscillator

The odd number of inverters of the circuit shOWn in Fig. 11.10 forms a closed loop with

positive feedback and is called a ring oscillator. The oscillation frequency is given by

fare: I—-——-- 11.11
H ' [IFHL+IPLH) ( )

assuming the inverters are identical and n is the number (odd) of inverters in the ring

oscillator. Since the ring oscillator is self-starting. it is often added to a test portion of a
wafer to give an indication of the speed of a particular run.

Consider the case when a minimum-size inverter is used. Under these

conditions, Cm is given by
cw c,“

Ciai': 2Cm+ 3C9; = 5C“ [11.12)

where Cm = 2 pm - 3 pm - C“. so that

rm + my =(R.1+R,2)cm:(12k + 361% - 56.... =160k -C,.. (11.13)
Also consider the case when the inverters are sized to give equal propagation

times. For the delays to be identical. W2 must equal 3W” which leads to a larger Oxide

capacitance for M2, or

Cm=3Cm (11.14)

Therefore, Cm, is given by
Com Ct-paun rJ—q

Cm: 4C9, + 6C9; ERIC“;r (11.15,)

and the propagation delays are given by

g
a

which is the same as that given in Eq. (11.13). Although the effective resistance of the

p-channel was reduced by a factor of three. the capacitance of M2 was increased by a
factor of three. In general, the ring oscillator frequency is dependent on W, although
much less than one would expect. Also note that only five inverters were used. In
practice, in order to keep the oscillation frequency in the tens of ME: range, the number
of inverters used is 31 (for CNZO).

:pHL+:pm=(12k +36k§110€ox=160kau (11.16)
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Figure 11.10 A five-stage ring oscillator.

11.2.2 Dynamic Power Dissipation

Consider the CMOS inverter driving a capacitive load shown in Fig. [1.11. Each time
the inverter changes states, it must either supply a charge to Cm or sinkrthe charge

stored on Cm to ground. If a square pulse is applied to the input of the inverter with a

period Trend frequency, ft,“ the average amount of current that the inverter must pull
from VDD, recalling that current is being supplied from VDD only when the p-channel
IS on. IS

(200: = VDD‘ Cm:
 

1mg: T T (11.17)

The average dynamic power dissipated by the inverter is
_ 2

pm=vonrm=W=cw VDDz-fcy; (11.18)
Notice that the power dissipation is a function of the clock frequency, A great deal of
effort is put into reducing the power dissipation in CMOS circuits. One of the major

advantages of dynamic logic (Ch. 14) is its lower power dissipation.

r _ we
Charge supplied

when input is low

 
Charge remot’ed
when input is high

Figure 11,11 Dynamic power dissipation of the CMOS inverter.
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To characterize the speed of a digital process, a term called the power delay
product (PDPJ is often used. The PDP, measured in joules. is defined by

PDP: PM - (rm + rpm) (11.19)

These terms can be determined from the ring oscillator circuit of the previous section.

The PDP' is frequently used to compare different technologies or device sizes; for
example. a GaAs prooess can be compared with a 0.8 pm CMOS process. Although the
GaAs process may have a lower propagation delay. the power dissipation may be larger
and result in a larger PDP. 

Example 11.7

Estimate the PDP of CNZD, using hand analysis of a five-stage ring oseillator

with W“ = WF a: 10 pm. Simulate the oscillator with SPICE and compare the
r'esults to the hand calculations.

The effective resistances of the n- and pschannel MQSFETS are

1 2pm#
Ital—12k IOumyz'd'kQ

211111

sz—3fik-mfl72kfl

The input capacitance of any inverter is

C1,. = Cm +Csnp= gCQAWnLfi-WFLP) = a + 800 aF * (10 ~2+ 10-2) =48 W
the output capacitance is

Com 2 Count + Cautp = C£I(WIILR+ Wpr) = 32 fF

The total capacitance on the output of any inverter is the sum of its own output
capacitance and the input capacitance of the next (identical) stage. This is given

by

Clot : Cam ‘1‘ Girl = 30 1F

thus

:an Hm; : (RM +R,,;)C.m = (2.41: + 7.21:) - sot-F: 768 ps

The oscillator frequency. from Eq. (11.11). is then

e.__l_____.
fax“ 5 - 76% ps 260 MHZ

The SPICE simulalit'm results are shown in Fig. 11.12. SPICE gives an fm of
approximately 300 MHZ.

Normally. the PDP is determined with the minimum—size devices; for CN20 that

would he Wl = W2 = 3 pm. However. for this example. larger than minimum-
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size devices are specified. The average power dissipated per inverter. using Eq.
(11.18), is

* PW = so tF - (5)2 - (260 MHz) = 520 w

The power delay product, using hand calculations, is 400 H (ferrite-joules).
SPICE simulation gives a PDP of 330 f]. l

 
flow

Figure 11.12 SPICE simulation of the five-stage ring oscillator of Ex. 11.7.

11.3 Layout of the Inverter

If care is not taken when laying out CMOS circuits, the parasitic devices present can

cause a condition known as latch-up. Once latch-up occurs, the inverter output will not
change with the input; that is, the output may be stuck in a logic state. To correct this

problem. the power must he removed. Latch-up is especially troubling in output driver
:circuits. Manufacturers of imagrated circuits often use NMOS inverters (diScussed later

in this chapter) for output drivers, thus eliminating the possibility of latch-up.

11.3.1 march-up

Figure 11.13 illustrates two methods of laying out a minimum-size inverter. The
cross—sectional view in Fig. 11.14 shows both the n-channe] and the p-channel
MOSFETS that make up an inverter. Notice first that in Fig. 11.7. the output pulse
feeds through the gate»dra.in capacitance. This causes the output to change in the same

direction as the input before the inverter starts to switch. This feedthrough and the
parasitic bipolar transistors cause the latch-up.
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Figure 11.13 Two inverter layout styles.

In Fig. 11.14. the emitter, base. and collector of transistor Q1 are the source of
the p—channel‘ the n-well, and the substrate. respectively. Transistor {22's collector.
base. and emitter are the navel]. substrate, and source of the nlchannel transistor.

Resistors [Wit and RW2 represent the effects of the resistance of the nvwell, and
resistors RSI and RS2 represent the resistance of the substrate. The capacitors Cl and
C2 represent the drain implant depletion capacitance, that is. the capacitance between

the drains of the transistors and the source and substrate. The parasitic circuit resulting
from the inverter layout is shewnin Fig. 11.15.

If the output of the inverter switches fast enough. the pulse fed through C2 (for

positive going inputs) can cause the base-emitter junction of Q2 to become forward
biased. This then causes the current through RWZ and RWI to increase, causing Q1 to
turn on. When Q1 is turned on. the current through RSI and R52 increases. causing
QZ to turn on harder. This positive feedback will eventually cause Q2 and Q1 to turn
on fully and remain that way until the power is removed and reapplied. A similar
argument can be made for negative-going inputs feeding through C].

Several techniques reduce the latch-up problem. The first technique is to slow
the rise» and falltitnes of the logic gates, reducing the amount of signal fed through C1
and C2. Reducing the areas of M1 and M2‘s drains lowers the size of the depletion
capacitance and the amount of signal fed through. Probably the best method of
reducing latch-up effects is to reduce the parasitic resistances R‘Wl and R82. If these
resistances are aéro. Q1 and Q2 never turn on. The value of these resistances. as seen
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Min Verliet input)
l'l—Chm'lflel M1 "mnd' M2 Well connection

  
 

Substrate connection

A'finverter output)
 

 

RS]

p~subslrale

Figure 11.14 Crass-sectional View of an inverter showing parasitic
bipolar transistors and resistors.

Source VDD Well

RW1

RWE

Can cause Q2to turn on Q2

Substrate Source of n-channel

Figure 11.15 Schematic used to describe latch-up.
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in Fig. 11.14, is a strong function of the distance of the well and substrate contacts.

Simply put. the closer these contacts are to the inverter, the fewer are the chances the
inverter will latch up. These contacts should be not only close. but also plentiful.

Placing substrate and well contacts between the 1} and n—channel MOSF'ETs provides a

low-resistance connection to VDD and ground, significantly helping to reduce latchup
(see Fig. 11.16 for a simple layout example). Placing n-l- and p+ areas between or
around circuits reduces the amount of signal reaching a given circuit from another

circuit. These diffusions are sometimes called guard rings. Notice that poly cannot be
used‘ to connect the gates of the MOSFETS, since poly over the n+ or p+ will be

interpreted as at MOSFET. Therefore, metalZ is used to connect the p» and the
n-channel MOSFETS together. The cost for reducing the possibility of latch—up is a
more complicated layout in a larger area.

Large MOSFETs. required to drive off-chip loads. are especially susceptible to
latcheup because of the large drain depletion capacitances. The only way to design

latch—up free output drivers is to 1159. only one type of MOSFET. in most cases an
n-channel. Eliminating the n-well and the p-channel transistor eliminates the
possibility of latch-up. This.will be discussed further in the next section.

--eg.-. I . \v. s. Kongo :fidm'mh“its ‘§§‘§““§"¥‘?‘§1

.Kgxex‘wsw‘s.‘mhxh'k'h 1 1

y: \ strive. as“ a 1 «gm; 2
has“... Semhit-z... .

 
Figure 11.16 Alternative standard-cell frame used for better latch-up protection,
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11.4 Sizing for Large Capacitive Loads

Designing a circuit to drive large capacitive loads with minimum delay is important
when driving offchip loads. Consider the inverter string driving a load capacitance.

labeled CM and shown in Fig. 11.17. If a single inverter Were to drive CW, the delay
timeswould be

rpm. + rpm = (Rn + R1,) | (Cat: + Cm) (11.20)

If, moving toward the load. cascading N inverters are used. each inverter larger than the
previous by a factor A (that is. the width of each MOSFET is multiplied by A), a

minimum delay can be obtained as long as A and N are picked correctly. Each

inverter's input capacitance is also larger than the previous inverter's input capacitance
by a factor ofA. If the load capacitance is equal to the input capacitance of the last

inverter multiplied] by A, then

InputCoffinalinverter=Cm -A”=C.nm (ll.21)

where can is the input capacitance of the first inverter. Rear-ranging Eq. (1 1.21) gives
 

11%??? (11.22)”I

The total delay of the inverter string is given by

R + R

(from + ”flow“: =(Rfll +Rp] )(Cmn +ACin1) +(—n-IA—pl) - (AL-39"” +11 2Q“) ... (11.23).__fl______.

fimwmgddq ‘__________?_________J'Semntlvstag: delay

m] is the output
capacitance of the firm inverter. As the iri‘verters are increased in size by A, their

capacitantes. both ihput and output, increase by A while their resistances decrease by a
factor A. The equation (11.23) can be written as

where R"I and RF| are the effective resistances of the firSt inverter and C

N

(TFHL +3FLHLamf = z (Rn! +Rpl)(caurl +Acinl) a N(Rn1+Rpl)(Caurl +Acflll) (1 1-24)en

Anprl/Wm} “(Wm/Wat} “(Wm/Wu!) A3(WPl/Wnl)

w—DO—DO—Dfi
lo“

Figure 11.17 Cascade of inverters used to drive a large load capacitance.
  

l Consider this as if the load capacitance were simulating the input capacitance of the next
inverter (if there was another inverter).
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or with the help of Eq. (11.22):

 
I
i

(fem. +fptnlmmt“'N(Rn1+Rpl}|:Caun +£2.19?) ' can] (1 LES)"I

The minimum delay can be found by taking the derivative of this equation with respect
to N, setting the result equal to zero. and solving for N. Taking the derivative of Eq.
(1 1.25) with respect to N gives

1 I
N C W1 C {Cr

(anmines”+(R.,..+R,,t)cm[[c'°““) +N-[ W) W]=0t11.2®
  

Cl'n l

The first term in this equation is the intrinsic delay of the first inverter in our cascade of

inverters. If we assume that this delay is small. solving this equation for N gives

N =1n Cm" {11.27)
 

Eqs. (1 1.27) and (11.22) are used to design acascade of inverters in order to drive a
large capacitance. Note that the larger the first inverter. the fewer the number of

inverters needed to drive a given capacitive load. Logic families like the 74HCXX
series use fairly large MOSFETS throughout the entire chip. This allows driving large
capacitances, say >50 pF. with typically two or three buffer stages. In very—large—scale

integration {VLSD design where the MOSFETs are generally close to minimum size,
the number of stages can be greater than this. The following example illustrates output

buffer design in its simplest form. 

Example 11.8

Estimate rpm + rm, for the inverter shown in Fig. EXILE driving a load
capacitance of 20 pF. Design a buffer to dri've the load capacitance with a

minimum delay. Compare the propagation delays of both circuits using SPICE.

The total propagation delay of the unbuffered inverter is given by
Cuur=19.1fF

2 2 '—“—I ”W
Ipyg-l—IPLH = (12k§+36k§] - 2-3-1300 3F+2- 9 - 80'” 3F + 20 pF =320 ns!

98

l: 'Cime=20pF
I!»

Figure Ex] 1.8

0245



218 Part II CMOS Digital Circuits

Designing a buffer begins with determining Cm. For the present case CM:
%C,,m = 28.8 fF. The number of inverters using Eq. (11.27) is

_ ZDPF _N—ln [28.8 F) —6.5447 stages
 

In order to maintain the same logic, that is, an inversion of the input signal, we
will use seven inverters. In practice. the difference in delay between six and

seven inverters is negligible. If We did not want a logic inversion. we would use
six stages. The area factor is then

l

A:[ 209112255
 

28.8 fF

The total delay, using Eq. (1 1.25), is then

(tam. +rpmlm = 70610092 tF+ 2.55 - 28.8 fF) =10.4 us

or over 30 times faster. Since the p-channel width is three times that of the

n-channel width. the propagation delay times, ‘m and t,,_,,, are equal. or

rpm, = In”; = 5.2 us

A Schematic of the design is shown in Fig. ”.18. The actual sizes were

changed to a number close to that given using the value of A caICulated above to
make the layout eaSier. Notice that the first inverter is the same inverter shown
above. The SPICE simulation results are showu in Fig. 11.19. Note that the

unhuffered inverter does not fully charge the capacitor since the input of the
inverter changes back to zero volts [5 us after it changes to VDD, I

913 24KB 60(20 15050 3751125 96013 20 246049520

20 pF

E
Figure 11.18— Buft‘er designed in Ex. 11.8.

It should be clear that. although this technique results in the least delay in

driving the 20 pF load. the MOSFETs needed are very large. In many applications, the
minimum delay through a buffer is not required. A specification that the delay be less
than some value is given. Consider the following example.
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DD ‘lflfl 20.0 3013 4430 5&0

Figure 11.19 Simulation results from Ex. 11.3.
 

Example 11.9

Redesign the buffer of Ex. 11.8 so that the delay, rpm + 13.”, is less than 15 us.
(The minimum delay was 10.4 us in Ex. 11.8.)

In order to maintain the logic invérsion, either three or five stages should be

used. Let's begin by trying three stages. The area factor for three stages is given

! 20pF U34A—[ZS-S ] #836
The delay is calculated using Eq. (11.25) and is given by

3pm, +1911,- 3 3(16k)(19.2 574-3136 ' 23.3 1F) =13.2 I'IS

 

0F

rpm, = In” = 6.6 ns

The resulting buffer is showu in Fig. ”.20. The layout size of this buffer is

significantly smaller than the buffer designed in Ex. 11.8, while the increase in
delay is modest. I

Layout oflarge MOSFETS

The time and effort it takes to lay out the large MOSFETs used in an output buffer can
be greatly reduced using cell hierarchy. As a simple example. let's lay out a 25012
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913 8 ”27 7001230

Output

$20 pF
Figure 11.20 Buffer design cfEx. 11.9.

Input

n-channel MOSFET. We begin by creating a cell, called NAA25X2 (n-active—area 25
by 2). with a rank of 1 and shown in Fig. 11.2].

__________

 ' P01}

‘ _ o+

 
Figure 11.2] Layout of an n-channel MOSFET measuring 25 pm (width) by 2 pm (length).

The next step is to create a cell called NZSDXQ with a rank of 2. We then set the
object (using the obj command button in LASI) to the cell NAAZSXZ and select the
Add command button. Figure [1.22 shows four NAAZSXZ cells added to the N‘ZSOXZ
cell. The "trick" when placing the NAAZSXZ cells is to overlap the sourcefdrain areas.
As discussed in Ch. 5. this sharing of areas reduces the depletion capacitance to
substrate of the drainlsource implants. Figure 11.2351 shows the layout of the 250 by 2

n-channel MOSFET with the sources. drains. and gates of each of the indiVidual
MOSFETS connected together. The only thing miSSing from this layout is the
connection to the substrate. (Not providing well and substrate connections for the
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W-are,

-.4-12-.
C.

 

Figure 11.22 Placing basic cells to form a large MUSFET.

MOSFETs is a fatal layout error.) Since the standard-cell frame. SFRAME (with a

rank of l) in the CNZD setups provided with LASI, provides these connections. we could
add this frame to our basic layout The result is shown in Fig. 11.231).

11 .4.1 Distributed Drivers

Consider the driver circuit shown in Fig. 11.243 containing 11 inverters. If all of the
inverters shown in the figure are the same size, the delay from the input to the output is

rpm. + few = (Rn +Rp)(cunr+10Ctn) (11.28)

Now consider the circuit shown in Fig. 11.24]: with 13 inverters. Again. assuming all

inverters are the same size, the delay from the input to the output is

{PHL + fPLH = (Rn +Rp)[(Cmtr+ 2cm) + [Cour +5Cfnn = (Rn +Rpjii2Calfl' +7CI'JI] (11-29)

which is less delay than the circuit with l I inverters. Often. distributing the signal into
different paths can reduce the propagation delay. At this point we can ask the question.

"Why not make the first inverter in the circuits of Fig. 11.24 really large so that it has

small effective resistances for driving the ten inverters quickly?" The answer is simply
that as we increase the size of an inverter. we also increase its input capacitance. In

SPICE simulations, we use ideal voltage sources to drive the first gate in our circuit. In
practice. this inverter is driven from another gate somewhere on the chip. Increasing

the size will slow the propagation delay-time of the gate driving this inverter.
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Figure [1.23 (a) layout ofa 250 by 2 n-channel MOSFET and (b) using a standard-cell frame;
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Outputs Outputs

input Input

(:1) (b)

Figure 11.24 Distributed drivers.

11.4.2 Driving Long Llnes

Often when dosigning large systems, a signal may need to be driven across the chip. In
some cases, for example. dynamic random-access memory (DRAM). the signal must be
transmitted over a line that has a large parasitic resistance and capacitance. We need to
deveIOp a method of determining the delay through thisJine using hand Calculations.

This will lend insight to the design and help to determine exactly how to design the
driver (or drivers).

Consider the driver circuit shown in Fig. 11.25. The inverter is driving an RC

transmission line with resistancelunit length. r. capacitancelunit length, c, and unit

length. I. We can estimate the delay from the input to voltage across the capacitor by

adding the delays. This is given by

rm +Ir=ur = (Rn +R,.)(C..... +c . r+ Cm) +0.35 - rel: +(r- atom) (11.30)

where the first term in this equation is the delay associated with the inverter driving the

total capacitance at its output to ground. The second term is the delay through the line,
while the last term is an estimate of the delay associated with driving a capacitive load

through the line‘s resistance. The most common method of reducing the delay through
the line is to place buffer stages at different locations along the line. This effectiver

breaks the line up and can lower the overall delay. If C,m is a major contributor to the
delay, a buffer can be inserted between the RC line and C,“ to reduce the delay.
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R r. c, I

I 36“”
Figure 11.2.5 Driving an RC transmission line.

 

11.5 Other Inverter Configurations

'I‘hree other inverter configurations are shown in Fig. 11.26. The inverter shown in Fig.
11.26a is an NMOS+only inverter, useful in avoiding latch-up. The inverters shown in
Fig. 11.26b and c use a p-channel load, which is, in general, most useful in logic gates

with a large number of inputs (more on this in the next chapter). In general, the

selection of the MOSFET sizes follows the 4 to I rule; that is, the resistance (Rn or RF)
of the load is made four times larger than the resistance of MI. The output logic low
will never reach 0 V for these inverters, and thus the noise margins are poorer than the
basic CMOS inverter of Fig. 11.1. Also, DC power will be dissipated when the output

logic level is- a low since a drain current will flow through the inverters. The output
high level of the inverter of Fig. 11.261: will reach VDD, while the other invener's
output high level will be a threshold voltage drop below VDD. It might be concluded

that the power dissipation of the inverters shown in Fig. 11.26 is greater than the basic

CMOS inverter. However, since the input capacitance of these inverters is less than the
basic CMOS inverter and the output voltage swing is reduced, the inverter with the
greatest power dissipation is determined by the operating frequency. At high operating
frequencies, the basic CMOS inverter dissipates the most power.

VDD VDD VDD

Out Out Out

III—i M1 Ingl Ml In—l M1

(at) (b) (6)

Figure 11.26 Other invertér Cbnfigurations.
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11.5.1 N-Channel Only Output Drlvers

Because of the susceptibility of the basic CMOS inverter to latch-up, output drivers
consisting of only n—ehannel MOSFE'I‘S are used. Figure 11.27 shews the basic "Nil/IDS:
super buffer." When the input signal is low. M] and M4 are off while M2 and M3 are

on. The output is pulled to ground through M2. A high (in the input to the buffer
causes M1 and M4 to turn on pulling the output to VDD r va. assuming the input
high-signal amplitude is VDD.

VDD

Id} 544

0m

In hdZ
Ml

Figure 11.27 NMOS super buffer.

The, reduced output voltage of the NMOS-only output huffier can be improved

using the circuit of Fig. [1.28. The inverter driving the gate of M2 uses an on-chip
generated DC voltage of nominally VDD + 2 V. This album the output signal to reach

“DD

VBD + 2

' M2

Out

In
MI

Figure 11.28 Alternative output buffer.
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VDD. Thus. the output swings from O to VDD similar to the CMOS output buffer. Note
that with the addition of an enabling logic gate. the gates of M1 and M2 can be held at

ground, forcing the output into the high—impedance (Hi-Z) state. This is sametirnes
referred to as tri~state output since the output can he a 1, 0, or Iii-Z.

11.5.2 Inverters with Tri-State Outputs

Two configurations used in the design of an inverter with tri—state outputs are showri in

Fig. 11.29. A high on the S input allows the circuit to operate normally, that is. as an
inverter. A low on the 5 input forces the output into the Hi-Z, or high-impedance Slate.

These circuits are useful when data are shared on a communication bus. The logic
symbol of the Lri-state inverter is also Shown in Fig, 11.29.

VDD .

[n In §4€i Out

H

In (Mn

 
Ml

S

Figure 11.29 Circuits and logic symbol for the tri-state inverter.

11.5.3 The Bootstrapped NMOS Inverter

Consider the modified version of the NMOS inverter of Fig. 11.26 shown in Fig. 11.30.
This inverter configuration is called the bootstrapped NMOS inverter. It is used when

the output voltage must swing up to V00. To understand the operation. consider first
the case when input to the inverter is a logic high. The MOSFET M1 is on. and the
output is pulled down to approximately
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Rfll

Rn1+Rn2

For the device sizes given1 VOL is approximately 1!? V. Next consider the case when the
input transitions from a high to a low. The MOSFET M4 is used as a capacitor. The
idea is to capacitively couple the output pulse to the gate of M2. The result is an

increase in the gate potential above VDD, allowing M2 to fully turn on (pulling the

output up by its bootstraps). To understand the operation, consider the circuit shown in

Fig. 11.31. MOSFET M4 is replaced with a capacitor C‘ (= W,,-L‘-C'fl). When M1
shuts off. with the input going low, a capacitive voltage divider exists between the
output and the gate of M2 given by

Vot =(VDD-2Vras) . (11.31)

Chi-Cum:

C4 + Cruz +Ctnn3

Without bootstrapping. M3 and M4, the gate of the M2 is tied to VDD and the output is
limited to VDD — VT“. If the gate of M2 is bootstrapped up to VDD + 2 V. then M2

fully turns on and the output goes to VDD. Therefore. the change in M2's gate potential
should be > 2 V. In general. the size (W-L) of M4 should be ten times larger than the

size of M3. This is equivalent to saying that C4 should be > lO-Cmy Note that this is a
dynamic effect. The gate of M2 under DC conditions is VDD h Vim‘ while the output
high is VDD —- 2Vm~ or lower than the nonbootstrapped inVerter of Fig. 11.263.

Change in M2's gate voltage = {VDD— Var.) - (11.32)

M2. 3%

Out

M4, 818

Ldl.3f2
 

Figure 11.30 Bootstrapped NMQS inverter.
 

Example 11.10

Simulate the operation of the inverter shown in Fig. 11.30 using SPICE.

The simulation results are shown in Fig. 1 1.32. Notice how the output doesn‘t go

all the way to ground or VDD. We can decrease the size (WIL) of M2 (increase
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VDD

ClM'l

Gale of M2 Initially at VOL
final voltage VDD'

Figure 11.31 Circuit used to illustrate the bootstrapping efl'ect.

the size of its Switching resiStance) in Fig. 11.30 to make the output go closer to

ground. The price we pay for this is an increase in ‘rw- Also, the bmtstrapped
inverter will swing up to VDD if we increase. the size of the capacitor M4,

However. since this capacitor is charged through M3, the reSLIlting increase in
charging time will cause the maximum practical operating frequency of the gate
to decrease. I

"' Top Level Netiist’"
M1 1 1 ZDCMOSNB
+ L=2Lt W:3u

M2 1 2 Voui 0 CMOSNB
+ L=Bu W=3u
M3 Vout 2 Vout D CMOSNB
+ L=8u W=8u
M4 Vout Vin D 0 CMOSNB
+ L=3u W=2u
V1ViHODCOACOO

+ PULSE‘O 510n
+1 ns 1ns 20ns 50115)
VDD‘IODCEACOO
.OPTION ABSTOL=1n
.iran 5n 2cm Dan uic
.end 

Figure 11.32 Simulation results forExample 11.10%
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PROBLEMS

Use the CNZD process for the following problems unless otherwise stated.

11.]

11.2

11.3

11.4

11.5

11.6

11.7

11.8

11.9

11.10

11.11

11.12

11.13

Design and simulate the DC characteristics of an inverter with Vs,
approximately equal to Vm. Estimate the resulting noise margins for the
design.

Repeat Ex. 11.6 for MOSFETs with W: 10 um and a load capacitance of 1 pF.

Estimate the oscillation frequency of a Ell-stage ring oscillator using
minimum~size inverters.

Lay out the standard-cell frame of Fig. 11.16. Explain how the added implants
help to reduce latch-up.

Design and simulate the operation of a buffer to drive a 50 pF capacitive load

from an inverter with size of 150150, The rm + rm, should be less than 10 ns.

Repeat Ex. 11.9, using a minimum delay of 20 ns, where the first inverter in the

series is minimum Size, that is. 3J2 (p-channel) and 3/2 (n-channel).

Design and simulate the delay of a minimum-size inverter driving a 1 mm poly
line terminated with a 1 pF capacitor.

Lay out an inverter with a size of 450/156I using the standard—cell frame of Ch.
5 .

Simulate the operation and explain the results for the NMOS super buffer shown
in Fig. 11.27.

Repeat Ex, 11.10 if 1014's size is increased to 20l20.

Repeat Ex. 11.5 using minimum—size (0310.6) MOSFETs in the CMOSMTB
process.

Repeat Ex. 1 1.6 using minimum-size MOSFETs in CMOSMTB.

Sketch the cross-sectional views, at the positions indicated, for the layout shown
in Fig. P11. 13.
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Chapter

12

Static Logic Gates

In this chapter We discuss the DC characteristics. dynamic behavior. and layout of

CMOS static logic gates. Static logic means that the output of the gate' is always a

logical function of the inputs and always available on the outputs of the gate regardless
of time. We begin with the NAND and NOR gates.

12.1 DC Characteristics of the NAND and NOR Gates

The two basic input NAND and NOR gates are shown in Fig. 12.1. Before we get into
the operation, notice that each input into the gate is connected to both a p— and an

n-channel transistor similar to the inverter of the last chapteL We will make use of the
results of Ch. 11 to explain the operation of these gates.

12.1.1 oc Characteristics of the NAND Gate

The NAND gate of Fig. 12.1 requires both inputs to be high before the output will

switch low. Let‘s begin our analysis by determining the voltage transfer curve of a gate

with p—channel MOSFETS that have W: W, , L = Lp, and n-channel MOSFETS with W
= W" , L = L,I . If both inputs of the gate are tied together. the gate behaves like an
inverter.

To determine the gate switching point voltage, V”, we must remornber that two
MOSFETS in parallel behave like a single MOSFET with a width equal to the sum of
the individual widths. For the two parallel p-channel MOSFETS in Fig. 12.], we can
write

W3+W4=2WP (12.1)

again assuming that all p—channel transistors are of the same size. The
transeonductauce parameters can also be combined into the transconductance parameter

of a single MUSFET, or

B3 H34 =2i3p “2-2)
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ml)

 
 

'A _
M4 AB

_ B
AB

M1 Cimuit used to determine transfer curves

Vgur

VDD

I Vin

 
Figure 12.1 NAND and NOR gate circuits and logic symbols.

If we neglect the body effect. then two MOSFETs in series (with their gates tied

together) behave like a single MOSFET with a channel length equal to the sum of the
individual MOSFET lengths. Referring to the figure above of the NAND, we can write
for the nuchannel MOSFETS

L1+Lz :ZL. (12.3)

and the transconductance of the single MOSFET is given by

B.+fi2=% (12.4)
If we model the NAND gate with both inputs tied together as an inverter with an

n—channel transistor having a width of Wll and length 2L». and a p-channel MOSFET

with a width of 2W; and length Ly... then we can write the transconduetatlee ratio as
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E»;

Transconductance ratio ofNAND gate = W (12.5)J"

The switching point voltage, with the help-of Eq. (11.4). of the taro—input NAND gate is
then given by

4%“; - vmu + ( VDD — vmp)
Vsp = —————————- (12.6)

Hi4g?

or in general for an n-input NAND gate (see Fig. 12.2). we get

ififlp— -vm+(vpo— V'm'p}
v5? = —”——————— (“12.7)IL.

1 + N313,

 

Again. it should be remembered that we have neglected the body effect (an increase in

the threshold voltage with increasing V53)» Voltage transfer curves using one input,
with the others tied to VDD, will give slightly different results because of this effect.

VDD

 

Inputs 
Figure 12.2 Schematic of an n—inpu't NAND gate.
 

Example 12.]

Determine V59 by hand calculations and compare to a SPICE simulation for a
three-input NAND gate using minimum—size devices.
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The switching point voltage is determined by calculating the transconductance
ratio of the gate. or

flu _

N113. "

 

 
and then using Eq. (12.7),

0.572 - (0.83) + (5 —U.92)
1.572

The SPICE simulation results are shown in Fig. 12.3. The simulation gives a
V5,. of approximately 3.] V. I

Vs:- = = 2.9 V

 

  
 
 

0.0 0.5 1.0 1.5 3.1: 2.5 3.0 3.5 out 4.5 5.0

m v Input voltage Vin

Figure 12.3 Voltage transfer characteristics of the three—input minimum-size NAND gate.

1 2.1.2 00 Characteristics of the NOFI gate

Following a similar analysis for the n-input NOR gate (see Fig. 12.4) gives a switching
point voltage of

*Mgl Vrmv + (V00 — VTHF)
Vs» :—-—-~2— (12.8)

14- —E§1
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Inputs 
Figure 12.4 Schematic of an n-input NOR gate.
 

Example 12.2

Cmnpare the switching point voltage of a three-input NOR gate made from
minimum-size MOSFETs to that of the three-input NAND gate of Ex. 12.1.

Comment on which gate is closer to ideal. that is, V” 2: VDDI2.

The V3,, 6f the minimum-size three-input NOR gate is 1.35 V. while the VJ“, of
the minimum~sizie three-input NAND gate was calculated to be 2.9 V. For an

ideal gate V3,. = 2.5 V, 50 that the NAND gate is closer to ideal than the NOR
gate. This arises because the transconductance (actually the mobility) of the
n-channel is larger than that of the p-channel. In CMDS digital design. the
NAND gate is used most often. This is due partly to the DC characteristiCs.
better noise margins. and the dynamic characteristics. We will also see shortly
that the NAND gate has better transient characteristics than the NOR gate. I

12.2 Layout of the NOR and NAND Gates

Layout of the three-input minimum-size NOR and NAND gates is shown in Fig. 12.5
using the standardrcell frame. MOSFETS in series. for example, the n-channel
MOSFETS in the NAND gate. are laid out using a single-drain and a single—sourca
contact. The active area between the gate poly is shared betWeen two devices. This has
the effect of reducing the parasitic drainfsourCe implant capacitances. MOSFETS‘ in

parallel, for Example, the n—channel MOSFETs in the NOR gate, can share a drain area
or a source area. The. inputs and outputs of the gates are on poly.
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Figure 12.5 Layout of the NAND and NOR gate.

12.3 Switching Characteristics

Consider the parallel connection of identical MOSFETs shown in Fig. 12.6 with their

gates tied together. From the equivalent digital models. also shown, we can determine
the intrinsic time constant of this chain of N MOSFETS by

R

mm = WP - (N- CM) =R,c.,.,,, {12.9)

which for CN20 from Ex. 11.5 is 230 ps. With an external load capacitance. the low to
high delay-time becomes

R

rm.- = fiw- Camp + Cam) [12-10)

This again assumes that the MOSFE'I‘s gates are tied together. For nechannel

MOSFETS in parallel, a similar analysis yields

rFHL=%(N’ CM+C;M) (12.11)
The load capacitanCe. CW consists of all capacitances en the output node except the

output capacitances of the MOSFETS in parallel.

Consider the series connection of identical n-channel MOSFETS shown in Fig.

12.7. We can estimate the intrinsic switching time of sefieseconnected MOSFETs by
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Cour"
N

The first term in this equation represents the intrinsic switching time of the series

connection of MOSFETS. while the second term repreSents RC' delay caused by RH

charging Cm. For the case when N = I, this simpIy reduces to RICM. With an external
load capacitance, the high to low delay-time becomes

China
N

For p—channel MOSFETs in series. a similar analysis yields

 

tpHL=N-Rn[ j+0.35-R,.C.-,...(1~.r—1)1 (12.12)

 

rpm. :N- Rn I + Grand] +0.35 - Rncth— t)2 (12.13)

 C0"

IPmEN-Rp'[ NIP +Cimd)+0.35-RFC:W(N— [)2 (12.14)

VDD

 
 

Q I I

3,,

€0pr Cakrp

c o I Out
1 2 3 N

Figure 12.6 Parallel connection of MOSFETS and equivalent digital model.

1 This effect is similar to the delay through an RC transmission line. The N - 1 term is due to
the fact that the last MOSFETs source in the string is connected to ground and not to a load.
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Output

g Cl'mn‘
MN

In M3

  
Figure 12.7 Series connection QFMOSFETS and equivalent digital model.

These equations are approximations fer the propagation delays giving results usually to
within a factor of two of the meashrements.

1 2.3.1 NAND Gate

Consider the n~input NAND gate of Fig. 12.8 driving a capacitive load QM. The
low-to-high propagation time. using Eq (12.10). is

& Call-M
N N

where here Cm, represents the capacitance external to the gate, whereas in Eq. (12.10)

CFund represented the capacitance external to the parallel p-channel MOSFETS. If the

 

IPLH= (N- Caerp+ +Crm] (12.15)
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N

[itQ}cm
Figure 12.3 An n—input NAND gate driving a load capacitance.

load capacitance is much greater than the output capacitance of the gate. the low to high

propagation time Can be estimated by

 

R

IPLH=Fp-Clmr (12.16)

The high_to low propagation time. using Eq. (12.13), is given by

rm = N- mic—FM» cm, + QM] +0.35 - RHCMW— 1)2 (12.17)
or if Chm is much larger than the output capacitance of the gate

Ipm=N-RH'C;M (1218)

Example 12.3

Estimate the intrinsic propagation delays, rpm + rm, of a thIEe-input NAND gate
made using minimum-size transistors. Estimate and simulate the delay when

the gate is driving a load capacitance of 100 ff. Assume that inputs are tied
together.

For the three-input NAND gate, the three p-channel MOSFETs in parallel are

usad to pull the output high. Since they are minimum—size

RP : 24 so and cm :43 n:

this gives a low~to~high propagatibn time, using Eq. (12.15). with GM, ,= 0, of
4. fF

trw=fl[3‘4.8 fF+——g—] = 128 ps3 3

The intrinsic high-to—low propagation time of the three input NAND gate with

minimum-size n—channel MOSFETs (Ru 2 8 it!) and Cm = 4.8 f?) using Eq.

(12.17), with cm, = 0.

rpm, = 3 - 8k‘[%+3 - 418$] +0.35 . Bk - 7.2tF(3 — l)2 = 500ps
With a load of 100 El". the propagation delays become. rm, = 923 ps and rpm :
2.9 ns. The SPICE simulation results are shown in Fig. 12.9 followed by the
SPICE3 netlist. Helping with convergence, the .OPTIONS statement was used.

the initially off n—channel 19105st were specified. and the input transition

times were specified at 0.1 ns instead of the unrealistic conditions of 1 ps. I
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3.0
   

2J1

  
1U  
00
 
 

.13
[:1 D 5.0 10.0 15.0 20.0

arm «5

Figure 12.9 Output of the minimum—size NAND gatl: driving a I 00 1F capacitor.

"" Top Level Natllst for Example 12.3 '"

G1 5 0100f

M1 5 1 2 0 CMOSNB L=2u W=3u AD=36p AS=36p PD=24u PS=24u OFF
M2 2 1 4 O CMDSNB L=2u W=3u AD=36p AS=36p -PD=24u PS=24u OFF
M3 4 1 0 0 CMDSNB L=2u W=3u AD=36p AS=36p PD=24u PS=24u OFF
M1 5 1 Vcld Vdd CMOSPB Léu W=3u AD=35p AS=36p PD=24u PS=24L|
M5 5 1 Vdd Vdd CMOSPB L=2u W=3u AD=36p AS=36p PD=24u PS=24u
M6 5 1 Vdd Vdd CMOSPB L=2u W=3u AD=35p Aszssp PD=24u PS=24u
V1 Vdd 0 DC 5

V2 1 0 DCOPULSE(055n.1n.1n10n}

“m Spice mode1s and macro models “*“

.MODEL CMOSNE NMGS LEVEL=4
+VFB:-9.73820E-D1, LVFB:3.67458E—01‘WVFB=-4.72340E~02
See Appendix A hr 3 camplete listing.

MODEL CMOSPB PMDS LEVEL=4
+ v1b=-2.65334E-01. 1vlb=6.50066E~02. wvlb=1.45093E-01
See Appendix Mar 3 complete listing.

.DF'TION ABSTOL=1u FIELTOL=1101 VNTOL=1mv ITLh1OD

.probe

.tran 100p 2011 O uic

.plut (ran all

.prim lran all

.end
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The delay equations derived in this section are useful in understanding the

limitations on the number of MOSF’E’I‘S used in a NAND gate for high-speed design.
However a more useful. though not as precise. method of determining delays can be
found by considering the fact that whenever the output changes from VDD to ground the

discharge path is through N resistors of value Rn. This is true if all or only One of the
inputs to the NAND gate changesI causing the output to change. Under these
circumstances, Eq. (12.1%) predicts the high-to-low delay-time. or for series connection
of N n-channel MOSFETs,

rfflL=N'Rn'Ctaad (12.19)

The case when the output of the NAND gate changes from a low to a high is
somewhat different then the high~to—low case. Referring to Fig. 12.6, we see that if one

of the MOSFETs turns on. it can pull the output .to VDD independent of the number of

MOSFETs in parallel. Under these circumstances, Eq. (12.16) can be used with N = l
to predict the low—to—h'tgh delay-time. or for a parallel connection of N p-channel
MQSFETS.

IPLH=Rp ‘ Cfoml' (12-20)

We will try to use Eqs. (12.19) and (12.20) as much as possible became of their

simplicity. The further simplified digital models of the n- and p-channel MOSFETS are.
shown in Fig. 12.10. (Input capacitance is not shown.)

1 Drain Source
R:-

n»chnmel R" p-channel

Source I Drain

Figure 12.10 Further simplification of digital models not showing input capacitance.
 

Example 12.4
Estimate. using Eqs. (12.19) and (12.20). the propagation delays for the

three-input minimurmsize NAND gate. with only one input switching driving a
100 ft“ load capacitance. Compare your results to SPICE.

The propagation delay«times are given by

rpm 2 3 - 8k - [[10sz 2.4115

and

Ipuf = 24k 400sz 2.4 us

The SPICE simulation results gave {PufngflL’z 2.3 us with one input

switching. If we had used Eqs. 12.19 and 12.20 in Ex. l2.3 where all inputs

where changing at the same time. the calculated ism. would have given an
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underestimate (but not by much), while the calculated rmF would have
overestimated the delay. Also note that. since the effective resistance of the
p-channel is three times greater than that of the n-channel, the series connection

of three NMOS devices gives approximately the same resistance as the single
PMOS. The result is equal switching times and the reason the NAND gate is

generally preferred over the NOR gate in CMOS circuit design, I

12.3.2 Number oi Inputs

As the number of inputs, N, to a static NAND (or NOR) gate increases. the scheme
shown in Fig. 12.2 (Fig. 12.4) becomes difficult to realize. Consider a NOR gate with

IOU inputs. This gate requires 100 p-channcl MOSFETs in series and a total of 200
MOSFETs (2N MOSFETs). The delay associated with the series p—channel MOSFETs
charging of a load capacitance is too long for most practical situations-

Now consider the schematic of an N input NOR gate shown in Fig. 12.1 I, which

uses N + l MOSFETs. If any input to the NOR gate is high. the output is pulled low

through the corresponding n—channel MOSFET to a voltage. when designed properly. of
a few hundred millivolts. If all inputs are low. then all nichannel MOSF'ETs are off and
the p—channel MOSFET pulls the output high (to VDD). A simple analysis of the output

low voltage. VOL. with one input at VDD yields

Via%WDD= VTHP)2 = Bfl[fVDDL Vrmv)Vo - -2—:| (12.21)
Assuming that the maximum ll".JtL allowed (the more inputs at VDD the lower VOL) is
500 mV and that the n-channels have W: 3 pm and L = 2 pm results in a Wof 4 pm
and an L of 3 pm for the p-channel. In practice, the length of the p-channel can be

increased beyond this size to lower Vm further. The static power dissipated by this gate
when the output is high. neglecting leakage currents. is zero. When the output is low. a
static power is dissipated due to both n— and p-channels conducting. The current that
flows under this condition with the above sizes is 150 .uA. Decreasing the W/L of the

p-channel lowers power draw at the price of increased rew-

VDD

5—4

Ina-muse: "Ti
V

Figure 12.1] NOR configuration used for a large number of inputs.
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12.4 Complex CMOS Logic Gates

Implementation of complex logic functions in CMOS uses the basic building blocks
shown in Fig. 12.12. We have already used the circuits to implement NAND and NOR
gates. In general, any And—Or-Invert (A01) logic function can be implemented using

these techniques. A major benefit of A01 logic is that for a relatively complex logic
function the delay can be Significantly lower than a logic gate implementation.
Consider the following example.

 

Z A'B-C ”DD

NANE) NOR

 
 

(a) (b)

lfllfl

A M
NAND

ZaA . B C
(C)

Figure 12.12 Logic implementation in CMDS.

 

Example 12.5
Using A01 logic, implement the following logic functions:

Z=K+BC and Z=A+§C+CD
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The implementation of the first function is shown in Fig. 12.133. Notice that the
p-channel configuration is the dual of the n—channel circuit. The function we

obtain is the complement of the desired function. and therefore an inverter is
used to obtain Z. Using an inverter is, in general. undesirabIe if both true and

complements of the input variables are available. Applying Boolean algebra to
the logic function, we obtain 

z=fi+sc=>2=E+Bc=A4E+Ej =>z=A-(E+E‘)

The A01 implementation of the result is shown in Fig. 12.1%. Logically. the

circuits of Figs. 12.13a and b are equivalent. However, the circuit of Fig. 12.13b
is simpler and thus more desirable. Note that to reduce the output capacitance

 
Figure 12.13 First logic gate of Ex. 12.5.
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and thus decrease the switching times. the parallel ccrnbinaticn of n~channel
MOSFETs is placed at the bottom of the logic block.

The second logic function is given by

Z=A +79c+cn=n+q§+m a2=m=2= (@135)
OF

km

The logic implemflntation is given in Fig. 12.14. I

VDD

2:3- (THEE)
=A+§C+CD 

Figure 12.14 Second logicgate-of Ex. 12.5.

 

Example 12.6
Using ADI logic, implement an exclusive OR gate (XOR).

The logic symbql and truth table for an XOR gate are shown in Fig, 12.15.
me the truth table, the logic function for the XOR gate is given by

z=AaaB=(A+B)-(E+§) (12.22)
or
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E=M=W=EB+A -B

and finally

22m=21 $3 (12.23)

The CMOS A01 implementation of an XOR gate is shown in Fig. 12.16. 3

AB

A EBB 00A

B 0]
l0

1]

Figure 12.15 Exclaim OR gate.

A B(-B
U

1

l

0

VDD

A44m
I _—_Him Z=A-B+A-B=AEBB
H

H

Figure 12.16 CMOS ADI XOR gate.

 

Example 12.7

Design a CMOS full adder using CMOS AOI logic.

The logic symbol and truth table for a full adder circuit are shown in Fig. 12.17.
The logic functions for the sum and carry Outputs can be written as

Sn :14" $811 $ Cu

CM; =An -Bn + Cn(An +3“)
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An Bu Ch Sn Cm+

A" B" o 0 0 o o
0 0 l 1 U

Carry—in . Cll'l'y-Dul. 0 l 0 1 0
Ca “"1 add” CHI 0 1 1 0 1

l 0 0 1 0

l D l 0 1

Sn 1 1 CI 0 1
Sum-out l l l l 1

Figure [2.17 Full adder.

The logic expression for the sum can be rewritten as a sum of products

5.. =K.§.C. +2.33. +A..§.E,. +A.B..c..

or since

6.... = (3. +5.). [6,. +2.. . a.)
the sum of products can be rewritten as

3.. z (A. +3.. + 0.15..“ +A.s.c.

The ADI implementation of the full adder is shown in Fig. 12.18. I

12.4.1 Cascade Voltage Switch Logic

Cascade voltage Switch logic (CVSL) or differential cascade voltage switch logic

(DVSL) is a differential output logic that uses positive feedback to speed up the
switching times (in some cases). Figure 12.19 shows the basic idea. A gate

cross-connected load is used instead of using p—channcl switches. as in the A01 logic. to
pull the output high. Consider the implementation of Z = A +BC. (This logic function

was implemented in A01 in Fig. 12.13.) N-channel MOSFETs are used to implement Z
and 2 as shown in Fig. [2.20. Figure 12.213 shows the implementation of a two—input
XORIXNOR gate using CVSL, while Fig. 12.21b shows a CVSL three—input
XORIXNOR gate useful in adder design.

12.4.2 Differential Split-Level Logic

Differential split—level logic (DSL logic) is a scheme wherein the load is used to reduce
output voltage swing and thus lower gate delays (at the cost of smaller noise margins).

The basic idea is shown in Fig. 12.22. The reference voltage Vwis set to VDDIZ + an-
This has the effect of limiting the output voltage swing to a maximum of VDD and a
minimum of VDDIZ. The main drawback of this logic implementation is the increased

power dissipation resulting from the continuous power draw thrOugh the output leg at a
voltage of VDDIZ. The output leg at VDD draws no DC power.
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VIE)

 
Figure 12.18 ADI implementation of a full adder‘
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Figure 12.19 CVSL block diagram.

 

2=X+Bc 
Figure 12.20 CVSL logic gate.
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EDD

A 63 ,3 (XOR)

 

 
AC-BBQCOCOR) AGBQCGCNOR)

(b)

Figure 12.21 (a) Two-input and (b) maze—input XORIXNOR gates.
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VDD

Output 
 

v”: vow: + vm

 

Inputs

Figure 12.2 DSL block diagram.

VI‘JD

A
M2

Out

Enable
M'] 

A Out

Logic symbol

Figure 12.23 Tri—state buffcr.
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12.4.3 Trl—State Outputs

A final example of a static logic gate, a tri-state buffer, is shown in Fig. 12.23. When
the Enable input is high. the NAND and NOR gates invert and pass A (VDD or ground)

to the gates of M1 and M2. Under these circumstanCes. M1 and M2 behave as an
invetter. The combination of Ml and M2 with the inversion NANDI‘NOR gate causes

the output to be the same polarity as A. When Enable is low, the gate of M1 is held at
ground and the gate of M2 is held at VDD. This turns both M1 and M2 off. Under
these circumstances, the output is said to be in the high~ilf1pedance or Hi-Z state. This

circuit is preferable to the inverter circuits of Fig. 1129 because only one switch is in
series with the output to VDD or ground. An inverting buffer configuration is shown in
Fig. 12.24.

FEM)

Enable

Out

1__ 
Figure 12.24 Tri-state inverting buffer.
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PROBLEMS

Use the CNZD process unless otherwise specified.

12.1

12.2

12.3

12.4

12.5

12.6

12.7

Design. lay out. andsiniulate the operation of a CMOS AND gate with a V” of

approximately 1.5 V. Use the standard-cell frame discussed in Ch. 4 for the
layout.

Design and simulate the operation of a CMOS A01 half adder circuit using
static logic gates.

Repeat Ex. 12.3 for a three-input NOR gate.

Repeat Ex. 12.4' for a three-input NOR gate.

Sketch the schematic of an OR gate with 20 inputs. Comment on your design.

Sketch the schematic of a static logic gate that implements [A+B-E)-D.
Estimate the worst-case Idelay through the gate when driving a 50 fF load
capacitance.

Design and simulate the operation of a CSVL OR gate made with minimum—size
devices.

 
Figure P1110
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12.8

12.9

Part II CMOS Digital Circuits

Design a tri-state buffer that has propagation delays under 20 us when driving a
1 pF load. Assume that the maximum input capacitance of the buffer is 100 fF.

Sketch the schematic of a three-input XOR gate implemented in A01 legic.

12.10 What logic function does the circuit of Fig. P1110 implement?

12.11

12.12

12.13

Calculate the switching point voltage of the gate shown in Fig. 912.11. What
logic function does this circuit implement?

VDD

Out 
Figure P1111

Estimate the minimum and maximum output voltages for the gate of Fig.
P12.ll.

The circuit shown in Fig. P1113 is an edge-triggered one-shot that generates an

output pulse, with width t, , whenever the input makes a transition. Using
inverters for delay elements, design and simulate the Operation of a one-shot
whose output pulse width is 10 ns. Comment on the resulting output if the width

of the input pulse is less than rd.

__/— DenyIz- Jar.L
I" H 0..

Figure P1113
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Chapter

13 

The TG and Flip-Flops

The transmission gate (T6) is used in digital CMDS circuit design to pass or not pass a
signal. The schematic and logic symbol of the transmission gate (T6) are shown in Fig.
13.1. The gate is made up of the parallel connection of a p- and an n-channel MOSFET.
Referring to the figure when S (for select) is high we observe that the transmission gate

passes the signal on the input to the output. The resistance between the input and the

output can be estimated as RallR, . We begin this chapter with a description of the n-
and p-channel pass transistor.

13.1 The Pass Transistor

Consider the single n—channel MOSFET shown in Fig. 13.2a. Assume that the voltage

across the capacitor (the output of the pass transistor) is initially 5 V. When the gate
(the select line) of the MOSFET is taken to VDD. the MOSFET turns on. In this
situation, we can assume that the drain of the MOSFET is connected to the load'

capacitance and that the source (the input of the pass transistor) is connected to ground,
keeping in mind that the drain and scurce are interchangeable. The delay—time of the

capacitor discharging is simply

IPHL=RnCim (13.1)

3 s
_A_

ln—EVOM In Out
T

Schematic S S Logic symbol

Figure 13.1 The transmission 331:.
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Initally a: Von Initally @ o v

0 Out/ 1.1 5 out/

i111 :I|_—v_oo :IV—L/ mp 1)ng
(at (b)

Figure 13.2 An n-channel pass transistor showing transmission of 0 V and VDD.

Now consider Fig. 13.2b where the capacitor is initially at 0 V. In this case, the drain is

connected to V013 and the source is connected to the load capacitance. Since the
substrate. assumed at VSS = ground, is not at the same potential as the source, we have
body effect present causing the threshold voltage to increase. When the gate of this

MOSFET is raised to VDD. the load capacitor charges to VDDi va whereVTH". fi-om
Appendix A. is in the neighborhood of 1.5 V. Therefore, the low-to—high delay—time
can beestimated by

1pm = 1?qu for a high voltage of 1/00 — VT“, (13.2)

In this derivation, we have neglected the parasitic capacitances of the MOSFET The

following example illustrates the switching behavior of the n—channe] pass transistor. 

Example 13.1
Estimate and simulate the delay through minimum-size n-channe] pass
transistors using the test setups of Fig. 13.2 driving a 100 tF load capacitance.

We know that for the minimum size (W: 3 pm and L = 2 pm) the n-channel

effective resistance is 8 kfl. Therefore, the propagation delays 1,,“ 2 rm, =— 800

ps, remembering that the maximum high voltage is VDD — Vmfl or
approximately 3.5 V. The simulation results are shown in Fig. 13.3. I

A similar analysis of the p-ehanne] MOSFET used as a pass transistor gives

rpm, ER, - CM (13.3)

and

If“! =Rp - Cm; for a low voltage of VT”, (13.4)

'The p-channel pass transistor can pass a logic high without signal loss. while passing a

low rosults in a minimum low Voltage of V7,, (with body effect). The n-channel

transistor can pass a legic low without signal less, while passing a high results in a
maximum high voltage of VDD — Vmfl. One advantage of the p-channel pass a'ansistor
is that it can be laid out. in an n-well process. with the well tied to the Source.
eliminating body effect.
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3EAA l! l
:slast! I

0.0 1 .T.‘ 2.0 . . . .0 $413 3:.O. 9.

 

 

   
[I 10 .0

time as

Figure 13.3 Simulation results of an nehanncl MOSFET driving a 100 fF load
capacitance, (a) with output initially‘ at 5 V passing 0 V. (b) with
output iniLially at 0 V passing 5V.

The intrinsic propagation delays of the n- and p-channel pass transistors (no

load capacitance) can be approximated by

1%, rpm: magma, (13.5)

and

191“.wa =RpciszL=tp (13-5)

The pass transistor turning on must discharge the charge stored on lhe output

capacitance of the MOSFET Ihrough its own effective resistance.

13.2 The CMOS TG

Since the n-channel passes logic lows well and the p-channel passes logic highs well.

putting the two complementary MOSFETs in parallelI as was shown in Fig. 13.].

results in a TG that passes both logic levels well. The CMOS TGrequires two control

signals, 5 and 3 (see Fig. 13.4). The propagation delay-times of the (55105 TG are

rm= rpm: (RAIIRA) - cm (13.7)

The capacitance on the S input of the TS is the input capacitance of the n~chanuel

MOSFET, or Cm (= 1.5a”)- The capacitance on the 3 input of the T6 is the input
capacitance of the p-channel MOSFET. or car Making the widths of the MOSFETs
used in the TG large reduces the propagation delay-times from the input to the output of
the TG when driving a specific load capacitance. However. the delaydimes in turning
the TG on, the select lines going high, increase beCaUSe of the increase in input

capacitance. This should he remembered when simulating. Using a voltage source in
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SPICE for the select lines, which can supply infinite current to charge the input

capacitance of the TG. giVes the designer a false sense that the delay through the TC is

limited by R“ and R”. Often. when simulating logic of any kind, the SPICE—generated
control signals are sent through a chain of inverters so that the control signals more
closely match what will actually control the logic on die.

Enable TG

 
Figure 13.4 The transmission gate with control signals shown.

 

Example 13.2
Estimate and simulate the delays through the TG shown in Fig. Exl3.2 when
minimum-size MOSF‘E‘I‘S are used and the load capacitance is 150 fF.

VDD q
tr—l—L I I

lSDflF

VIM) ;£;
Figure [5:13;

For minimum-size MOSFETs RnllRp = 6 kn so that 1,”, = rpm = 900 ps. The
SPICE simulation results are shown in Fig. 13.5. In this Example we have.

applied the propagation delays defined by Eq. (13.7) somewhat differently. We
are estimating how long it takes a change on the input of the T0 to reach the

output. at the 50 percent points. with the TG enabled. I

13.2.1 Layout of the CMOS TG

Figure 13.6 shows the layout of the minimum-size CMOS transmission gate. Often. the
Iinvertet used to generate the complementary select signal (see Flg. 13.4) is added to the

layout of the: cell. The inverter allows the use of a single select signal which can be
desirable in systems where both true and complement signals are not available. The n-
and pichannel pass transistors can be laid out in a similar manner to the CMOS TG.
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Lima as

‘.~o{x§w§wfinefigjn*vn“.fi ' '.M459; \‘I‘gv-ag-nu‘h-at'a‘ak‘k‘ ,

 
a“;3;.“ ‘ifi‘i‘i‘fi; "'{i'i‘i‘fi-‘IS'S'LK
Exikfiké4¢42ki¢.5A31‘

Figure 13.6 Layout of the CMOS transmission sale.
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13.2.2 Series Connection ot Transmission Gates

Consider the series connection of CMOS transmission gates shown in Fig. 13.7. The
equivalent digital model is also depicted in this figure. The output capacitance of the

individual MOSFETs is not shown in this figure and will be neglected in the following
analysis. The delay through the series connection can be estimated by

rm = rpm = N- (Rfllikpxcm) +0.35. (milspxcm +C,-,.,){N)z (13.8)

The first term in this equation is simply the sum of the TG effective resistances. while
the second term in the equation describes the RC transmission line effects.

1 X2 A3 E

_.L J. _A_ _L

‘1“— T T

In refills? R.IIR, Rits, tulle,
”"WgMCW

(Cami-Chm)

Figure 13.7 Series connection of transmission gates with digital model.

13.3 Applications of the Transmission Gate

In this section. we present some of the applications of the ”PG [1, 2].

Path Selector

The circuit shown: in Fig. [3.8 is a two-input path selector. Logically, the output of the
circuit can be writtefi as

2:115 +33 (13.9)

When the selector signal S is high. A is passed to the output while a low on S passes B
to the output.

This same idea can be used to implement multiplexers/demultiplexers

{MUXIDEMUX} Consider the block diagrams of a MUX and DEMUX shown in Fig.
13.9. The number of contm] lines is related to the number of input lines by
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21111:” (13110)

where n is the number of inputs (outputs) to the MUX CDEMUX) and m is the number

of control lines. A 4 to 1 MUXIDEMUX is shown in Fig. 13.10. Note that the MUX is
bidirectional; that is. it can be used as a MUX or a DEMUX. The logic equation
describing the operation of the MUX is given by

Z=A(SI-SEZ)+B(S1-S_2)+C(§-SZ)+D(fi-S_2) (13.11)

Oil

3

Figure 13.8 Path selector.

Conugyseleciur Connollselectorhues lines
I I o

  Out in

11datainpum :1dataoutputs 
Figure 13.9 Block diagram of MUXI'DEMUX.
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Select lines

 
fi

 
hall-III“.-__HI..H#* 
 

 
Figuer 13.10 Circuit implemelalicms of a 4 lo 1 MUXIDEMUX.

0290



Chapter 13 The T6 and Hip-Flops 263

Inpuu 
Out

Inpuu Simplififia circuit

(b)

Figure 13.11 MUXIDEMUX using pass transistors.

Figure 13.11a shows a pass transistor implementation of the 4 to l MUX. The pass

transistor implementation is simpler, using fewer transistors. at the price of a threshold
voltage drop from input tp output when the input is a high (VDD). A simplified version
of the circuit of Fig. 13.113 is shown in Fig. 13.11b. Here the MOSFETs connected to
S2 and 5—2 are combined to reduce the total number of MOSFETS used. The reduction

of the total number of MOSFETs used can be extended to an n-input (output) MUX

(DEMUX). Again, it should be remembered that a DEMUX can be formed using the
circuits of Figs. 13.10 or 13.11 by switching the inputs with the outputs.
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lF—bl

Output

Figure 13.12 TG-based OR gate.

Static Gates

The T6 can be used to form static logic gates. Consider the OR gate shown in Fig.
13,12. To understand the operation of the gate. consider the case when both A and B

are low. Under these circumstances the pass transistor, M1. and the T0 are on. The

inputs A and B, both low, are passed to the output. If A is high, M1 is on and A is
passed to the output. If B is high and A is low, 3 is passed to the output throng}! the

TG. If both 'A and B are high, the TG is off and MI is on passing A. a high. to the
output.

Figure 13.13 shows an XOR and an XNDR gate made using “35. Consider the

XOR gate with both A and B low. Under these cirCurnstances. the top 'FG is on and its

output is connected to A, a low. If both inputs are high, the bottom 'l'G connects the
output to A. again a low. If A is high and B is low, the top TG is on and the output is
connected to A, a high. Similarly. ifA is low and B is high. the bottom TG is on and

connects the output to rifle high.

 
B

A

_ A $3
3

Z

XOR

s

Figure 13.1.3 TC implementation of XORIXNOR gate.
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13.4 The Flip-Flop

Consider the set-reset flip-flop (SR FF) shown in Fig- 13.14 made using NAND gates.
The logic symbol and truth table are also shown in this figure. Censicler the case when
S is high and R is low. Forcing R low causes Q to go high. Since S is high and Q is

high. the 6 output is low. Now consider the case when both S and R are low. Under
these circumstances. the FF outputs are both high. This FF can easily be designed and

laid out with the technigues of Ch. 12.

Trufi'ltahle
S _ _

Q SRQQ
0011

1010

0101

Q 11939E

Figure 13.14 Set-reset flip-flop made using NAN D gates.

An alternative implementation of the SR flip—flop is shown in Fig. 13.15 using
NOR gates. Consider the case when S is high and R is low. For the NOR gate, a high

input forces the output of the gate low. Therefore, the a output'is low whenever the 3
input is high. Similarly. whenever the R input is high. the Q output must be low. The

case of both inputs being high causes both Q and a to go low, or in other words the
outputs ofvthe FF are no longer complements. Figure 13.16 shows the logic symbol of
the SR flip-flop. Note that the true and complement locations on the logic symbol are
switched with the inpatiort of Figs. 13.14 and 13.15.

Truth'inble

5 _ 6 5R9?
ODQQ
1010

0101

1100
Q

R

Figure 13.15 Setureset flip-flop made using NOR gates.
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Figure 13.16 Logic symbol of the SR flip-flap.

13.4.1 Clocked Flip-Flops

Clocked flip—flops can be divided into three categories. The first category consists of
those imwhich the clock signal pulse width must be short compared to the propagation
delay through the IF. In other words. the clock input should go high and then law
before the output of the flip/flop changes state The second category of clocked FFs

consists of those in which the output changes while the clock signal is high. This type
of FF is sometimes called a level—sensitive FF. The final category of FF is the
edge-triggered type. The output of the FF changes state on the rising or falling edge of
the FF.

Short Clock Pulse Widths

The clocked JK FF is shown in Fig, 13.17. The .IK FF is constructed using the NAND
SR FF and two NAND gates. However, unlike the SR FF. both J and K can be high at
the same time without the outputs becoming equal. The operation of the IE FF depends
on the previous state of the FF. With the clock signal held low. the inputs and outputs

of the SR FF do not change. Holding the clock signal high causes the output of the FF
to oscillate between a logic 0 and 1. With application of a short clock pulse and J = K =

0, the outputs of the FF do not change. If [C = l and J = 0. the output, Q. is 0 after
application of the clock pulse. while if, J = 1 and K = 0 the output is set high. If both J

and K are high. the output becomes the complement of the previous state.

A toggle or T flip—flop can be constructed using the 1K FF by setting I = K = 1.

Or simply by replacing the three~input NAND gates of Fig. 13.17 with two-input NAND
gates. The clock input of the IK FF is used as the T input of the T FF. Application of a
short pulse to T input of the T FF causes the output. Q. to toggle states. If the output is
a high and the T input goes high. the output changes to a low. Pulsing the T input high

again causes the output to change back to a high. The T FF can be used to divide a

clock signal in half. keeping in mind the pulse width limit (when using the FF of Fig.
13.17).

Level-Sensitive Flip-Flaps

Flip-flops that are clocked with a signal that enables the output to change with the input

have no specific pulse width requirements for the clock. To illustrate a level-sensitive
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Narrow pulse

\ K
J-I—C‘Ik 

Truthtablc

J K Qan-

0 0 Q»
0 l D

l 0 l

1 1 5..

Figure 13.17 Clocked JK FF. Ciock pulse width should be short compared in FF delay.

 
Figure 13.18 lava-sensitive D flip-flop.
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FF. consider the data or D FF shown in Fig. 13.18 with associated logic symbol. When
the clock signal is high, the D input can pass directly to the SR FF. If D is a 1 while

CLK is high. the output. Q, is a 1. while if D is low the output is a low. If D changes at
any time while the CLK input is high. the output will follow. When the CLK signal

goes low, the current logic level of D is latched into the SR FF. Note that dais FF is not
an edge-sensitive FF because the output changes at other times than the edge transition
time.

Edge-Triggered Flip—Firms

The JK master-slave FF, shown in Fig. 13.19. is an exaiuple of an edge-triggered FF.
When the CLK signal goes high, the master JK FF is enabled Since the slave FF

cannot change states when CLK is 'high, the clock pulse width does not have to be less

than the propagation delay of the FF. When CLK goes low, the master data are
transferred to the slaVe. If both Land K are low. the output of the master remains
unchanged, and therefore so does the output of the slave. If I = 1 and K: 0 when the
CLK pulse goes low. the master output. Q. goes high. When the CLK goes low, the

high output of the master is transferred to the. slave. rThe master-slave IK FF behaves
just like the JR FF of the previOus section except for the fact that the data are not
available until CLK goes low and there is no restriction on the pulse width of the clock

(i.e., the FF is falling edge triggered) Adding reset or set capability to the FF can be

accomplished by adding logic gates between the NAND and the SR FF of Fig. 13.19.

The logic gates simply ensure that the SR FF are placed into a certain state upon
application of a reset or set signal.

 
Figure 13.19 Edge-triggered JK master-stave flip-flop.
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An implementation of the positive edge-triggered D FF is shown in Fig. 13.20a.
The SR FF is made using NAND gates. When the CLK input is low. the outputs of the

NAND gates are both high. keeping the SR FF in the "no change mode." When CLK

goes high. the logic value on the D input of the FF is u'ansferrflo the S input and the
complement is transferred to the R input of the SR FF. The CLK input of the NAND

gates goes low three inverter delays after CLK goes high. This forces both R ES
high. putting the flip-flop in the no change mode. The only time that CLK and ELK

can be high, the condition requirflo transfer D to the input of the FF, is the time
between CLK going high and CLK going low. This time is determined by the

prOpagation delay of the inverters. In practice a single inverter, in place of the three,
will not provide a sufficient delay to allow the inputs of the SR FF to fully charge to D!

and 5. Also. there are maximum rise- and falltime requirements on the clock.

Another implementation of the positive edge—triggered [J FF using transmission

gates is shown in Fig._13.20b. When the CLK input is low. the logic value at D is
setting at node A and D is on node B. Transmission gates T2 and T3 are off. The
datum on- node C is available on the output of the FF and is the result of the previous

leading edge transition of the CLK input pu15e. When CLK goes high, T1 and T4 turn
off. while T2 and T3 turn on and the datum on node is C is transferred, with the

appropriate inversion to the outputs. A D FF with set and clear inputs is shown in Fig.
13.20q.

Fliprlop Timing

The date must be set up or present on the D input of the FF (see Fig. 13.20c) a certain
time before we apply the clock signal. This time is defined as the setup time of the FF.
To understand the origin of this time. consider the time it takes the signal at D to

propagate through T1 and the NAND gate to point B. Before the clock pulse can be
applied. the logic level D must be settled' on point B. Consider the waveforms of Fig.
13.21. The time between D going high (or low) and the clock rising edge is termed the

setup time of the FF and is labeled, r‘.

The wanted D input must be applied Is before the clock pulse is applied. Now
the question becomes "How long does the wanted D input have to remain on the input of

the FF after the clock pulse is applied?" This time called the hold time, t... is illustrated
in Fig. 13.22. Shown in this figure, tk is a_ positive number. However. inschtion of Fig.
13.20 shows that if the D input is removed slightly before the clock pulse is applied. the

point B will remain unchanged became of the propagation delay from D to B. Analysis
of this FF would yield a negative hold time. in other words. for the point B to charge to

D, a time labeled I, is needed. Once point B is charged. the D input can be changed as
long as the clock signal occurs within ti.

One final important comment regarding the clock input of a FF is in order. If

the clock input risetime is slow, the FF will not function properly. ThEre will not be an
abrupt transition between the sets of transmission gates turning on and off. The result
will be logic levels at indeterminate states. What is usually done to eliminate this
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Figure 13.2.0 Edge~triggered D flip-flqps, (3) Gate implementation. (1:) TG

implementatiod. and (:1) TG implementation with set and clear.
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D input (high)

 
 

[Jock input (CLK)

D input (low)
time

Figure 13.21 Illustrating D FF setup time.

problem is to buffer the clock input through several inverters. This has the effect of
speeding up the leading and trailing edges of a slow input pulse and presenting a lower

input capacitance on the clock input to whatever is driving the FF. The main

disadvantage is the increase in delay times. rpm and rm, (defined by clock to output), of
the FF. In general, the FPS: of Fig 13.2% and c should not be laid out without buffering
the clock inputs.

The minimum. pulse width of the .clock. set. or clear inputs is labeled II, . The
minimum width is determined by the delay through (referring to Fig. 13.20) two NAND
gates and a TG. The last timing definition we will consider here is the recovery time.

that is1 the time between removing the set or clear inputs and a valid clock input. This

variable is labeled rm.

  
 
 

 

Clock input (CLK)

D inputs either a high or low

time

Figure 13.7.2 illustrating D FF hold time.

Simple D Flierz'op

A simple D flip—flop using inverters and T05 is shown in Fig. 13.23. The cross-coupled
connection of inverters is sometimes referred to as a latch and is the basis for the static

RAM storage cell discussed further in Ch. 17. To understand the operation of this

circuit, consider the caSe when CLK is low. "The TGs are off, and the outputs do not
change from their previous state. When CLK is high. provided the inverters are sized

correctly (mog: on this shortly), the D input is connected to Q and the 1—) input is
connected to Q. Thus. when CLK goes back low. the value of D is remembered and

latched. A couple of points should be made regarding this flip-flop: (11 the outputs
change with the inputs whenever ICLK is high. lhat is. it is not an edge—triggered
flip-flop, and (2) the inputs must supply a current during switching.
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CLK CLK

 
Figure 13.23 Clocked D flip-flop using the basic latch and T63.

The input DC current comes from the fact that the output of an inverter is
connected to each TG. In order to change the voltage at Q and Q. with the inputs, the

effeotive digital resistances of the inverters should be large compared to the sum of the
TG resistance and the driver resistance. (The driver resistance is the effective resistance

of whatever gate is driving the TG.) In other words. the R" and RF of the inverter should
be large. The length of the devices used in the— inverters can be longer than the

minimum length to reduce the input current.

REFERENCES

[l] J. P. Uyemurai, Circuit Design for Digital rCMOS VLSI. Kluwer Academic
Publishers. 1992.

[2] M. I. Elmasry. Digital M03 Integrated Circuits H, IEEE Press, 1992. ISBN
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PROBLEMS

Unless otherwise stated, use the CN20 process.

13.] Verify the simulation res‘ults shown in Fig. 13.3. If we increase the width of the

nuchannel p535 transistor. what happens to the delay-times? The gate of the pass
transistor is' driven from some other logic on the chip. What happens to the
capacitance seen by this logic when we increase the width of the pass transistor?

13.2 Design and simulate the operation of a half adder circuit using TGs.

13.3 Estimate and simulate the delay through 10 We (assume minimmn-size)
connected to a 100 fF load capacitance.

13.4 Sketch the schematic of an 8 to 1 DEMUX using n-channel pass transistors.

Estimate the delay through the DEMUX when the output is connected to a 50 fF
load capacitance.
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13.5 Verify, using SPICE, that the circuit of Fig. 13.13 operates as an XOR gate.

13.6 Simulate the operation of an SR FF made with NAND gates using
minimum-size MDSFETs. Show all four logic transitions possible for the FF.

13.7 Simulate the operation of the clocked D FF of Fig. 13.2313 using minimum-size
MOSFETS. Comment on any glitches you encounter. Show the FF clocking in

a logic 1 and 0. What are the setup and hold times for your design?

13.8 Design and simulate the operation of the FF shown in Fig. 1313.8.

D Q

E

Figure P113

13.9 The FF shown in Fig. P133 has several practical problems. including not

presenting a purely capacitive load at the D-input and large layout size. The FF
of Fig. 1113.9 is a different implementation of an inverter—based latch which does

present a purely capacitive load to the D-inpul and a (possibly) smaller layout

size. Simulate the operation of this FF using the device sizes shown.

 
Figure P133

(3/15)/(3ll5)
\

Lung l..{bol.h n— and p—channcl) inverter.

13.10 Repeat Ex. 13.1 using minimum-size (0.9/0.6) MOSF'ETS using the CMOSMTB
process.

13.11 Repeat Bx. 13.2 using the CMOSl4'I‘B process.
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13.12 Estimate and simulate the delay through 10 T65 (assume minimum-size)

connected to a [DO fF load capacitance using the CMOS l4TB process.

13.13 Using aSPiCE DC sweép, plot the output voltage against the input voltage for
the circuit of Fig. Pi3.13 with the input varying from 0 to 5 V and then from 5

V to 0. Comment on the difference in the plots.

0m

 
li‘igure P1113
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Chapter

1—4

Dynamic Logic [Gates

Dynamic or clocked logic gatds are used to decrease complexity. increase speed. and
lower power dissipation. The basic idea behind dynamic logic is to use the capacitive
input of the MOSFET to store a charge and tires remember a logic leVel for use later.
Before we start looking into the design of dynamic logic gates, let's discuss leakage
current and the design of clock circuits.

14.1 Fundamentals of Dynamic Logic

Consider the n-channel pass transistor shown in Fig. 14.] driving an inverter. If we

clock the gate of the pass transistor high. the logic level on the input, point A, will be
passed to the input of the inverter. point B, If this logic level is a "0." the input of the

in‘verter will be forced to ground while a logic "1" will force the input of the inverter to

VDD — Vm. When the clock signal goes low, the pass transistor shuts off and the input
to the inverter "remembers" the logic level. In other words, when the pass transistor

turns on. the input capacitance of the inverter is charged to VDD - VmN, or ground.
through the pass transistor. As long as this charge is present, the logic value is
remembered. TWhat we are concerned with at this point is the leakage mechanisms
present which can leak the stored charge off the node. A node, such as the one labeled
B in Fig. 14.1. is called a dynamic node or a storage node. Note that this node is a
high~impedanee node and is easily susceptible to noise (see Ex. 3.4).

Storage node

A 51Input _

I, Input capacitance of the inverter
Figure 14.1 EXamPle of a dynamic circuit and associated storage capacitance.
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14.1.1 Charge Leakage

Consider the expanded view of the charge storage node shown in Fig. 14.2. lz'rat.:ticall‘},v.n
the only leakage path on this node is through the MOSFET‘s drain (or source since the

drain and source are interchangeable) n+ ip-substrate diode. If we consider this node
the drain of the MOSFET. the current is given by

Ia=limme=fs(8'w”VT-1l (14.1)

where Va is the voltage on the storage node to ground, assuming the substrate is at
ground potential. From the BSIM model parameters, the scale current is given by

:5 =AD- JS (134.2)

In order to simplify hand calculations we will assume that the leakage current is equal
to the scale current, or

Irm3¢=ls=AD-JS (14.3)

The rate at which the storage node discharges is given by

— = — = ' (14.4)

 

The node capacitance is the sum of the input capacitance of the inverter, the capacitance

to ground of the metal or poly line connecting the inverter to the pass transistor. and the
capacitance of the drain implant to substrate (the depletion capacitance). For practical
applications, we assume that

Cum a Ch. of the inverter (14.5)

 
Chad:Off MOSFEI'

i m)“, .
Contact to MOSFET drain # _ Poly contactitlo {Riel-let

“ D
   

 
 

Drain
of above FE‘I‘ Item: To inverter—>

p-substrate 

Figure 14.2 Leakage from a storage node through the drain—substrate diode.
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Example 14.]
Estimate the discharge rate of the 50 EF capacitor shown below. Assume that the
MOSFET drain and source areas measure 6 um by 6 pm.

3,12 lime lnitally Charge to 5 v

/

:g;' ;£; SOIF

From the BSIM model parameters, .13 = 10" Alm‘; therefore, the leakage current
can be estimated by

(image =AD ‘ IS = 361;: _10~a = 360x 1041A

and the discharge rate is estimated by

Q I 360 x 10-“
a: 5011?

This is a very slow discharge rate. In practice. the MOSFET can have a nonzero
gate—source voltage causing a subthreshold current to flow. increasing the

discharge rate. Also, the value of current density given in the BSM model in
Appendix A and used above. that is, 15 = 10" Aim", is the SPICE default value.
This indicates that the leakage current was not measured when generating the

SPICE model. indicating another possible source of error. I

Figure Ex14.l

= 7.2 uvrs

14.1.2 Simulating Dynamic Circults

Because of the extremely small. leakage currents involved. simulating dynamic circuits
can be difficult. First. when SPICE simulates any circuit, it puts a resistor with a

conductance value given by the parameter GMIN across every pn junction and
MOSFET drain to source. The default value of GMIN is HT” mhos or a 1 T9 resistor.

A charge storage node at a potential of 5 V has a leakage current. due to GMIN. of 5
pA. Of course. as the node voltage starts to decrease, the leakage current decreases as
well. The leakage current calculated in "Ex. 14.1 was 360 x 10‘21 A, or over a million
times srfialler than the 5 pA flowing through the default value of GMIN. The value of

GMIN can be set using the OPTIONS command. at the cost of a longer or more

difficult convergence time. to a smaller value. say UT".

The ABSTOL (current accuracy). RELTOL (relative accuracy). or VNTOL

(voltage tolerance) simulation parameters can limit the accuracy of the simulation and

give false results. The default value of the current aecuracy, ABSTOL. is 1 pA. Since
the leakage from the drain-substrate diode can be significantly less than the I pull,
ABSTOL must be reduced. If we set ABSTOL : 1821. the simulation accuracy is
helped. However. when simulating. SPICE uses the larger of ABSTOL or the product
of RELTOL and the simulation current to determine if convergence has been reached
for a given current. Therefore, RELTOL Would need to be reduced as well to get SPIlf—IE
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results closer to hand calculations. Note that the charge tolerance. CHGTOL, has

nothing to do directly with accuracy unlike VNTOL. ABSTOL and RELTOL.

In practice. we use the default values of SPICE, which give a pessimistic

estimate for the discharge time of storage nodes in dynamic circuits. The. leakage
current. for VDD = 5 V, is given by

{mm = 5 pA = VDD- GMIN (14.6)

and

fl=5PA=VDD-GMIN “47)
d: Cno'de Cit-mic

For Cm: = 50 fF, it takes approximately 10 ms for the voltage on the charge storage
noglc to fall I V. If 1 V is the most we will allow the node to fall before we apply

another Cluck signal. then the minimum clock frequency is 100 Hz. The following
example illustrates the dominance of GMJN in the simulation of adynan'u'c circuit. 

Example 14.2

Simulate the circuit of Ex. 14.1. Estimate the discharge rate of .the capacitor due
to the default value of GMIN.

The discharge rate from Eq. ([43) is l V per 10 ms for a GMIN of 10‘12 mhos.

The SPICE simulation results are shown in Fig. 14.3. Notice how the leakage
drain current is jagged. This is the result of the numerical iteration scheme need

by SPICE. The simulation currents will vary by an amount less than ABSTOL.
or 1 13A. In most simulations, we do not see the small current variations. I

D

 
Draiofcapacitor current

4.5;».

Voltage across capacitor 
‘ Us Ems tl-ms Bins Ems lama

Time

Figure 14.3 Simulation results showing discharge of a capacitor.
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14.1.3 Nonoverlapplng Clock Generation

Consider the string of pass transistorslinvertcrs shown in Fig. 14.4. This circuit is

called a dynamic shift register. When tit], goes high. the first and third stages of the

register are enabled. Data are passed from the input to point A0 and from point A1 to

A2. If tinz is low while tbl is high, the data cannot pass from A0 to A1 and from A2 to

A3. If till goes low and on goes high. data are passed from AD to A1 and from A2 to A3.

If both $1 and 1131 are high at the same time, the input of the shift register and the output
are: connected together. which is not desirable in a shift register application. The
purpose of the inverter between pass transistors is to restore logic leveIS, Since the

n—channel pass transistor passes a high with a threshold voltage drop. Two inverters
would be used to eliminate the logic inversion between stages. The clocks used in this

dynamic circuit must he nonoverlapping. or logically

¢1'¢2=0 '(14-8}

There should be a period of dead time between transitions of the clock signals, labeled A

in Fig. 14.4. The rise- and falltimes of the clock signals should not occurat the same
tinte.

Since the design and layout of the dynamic shift register is straightforward let‘s

concentrate on the generation of clock signals. (p, and (p1. Note that a simple logic

inversion will not generate nonoverlapping clock signals.

Input . ‘

A0 ‘1’! Al 4" A2. in A3

hem Bit.

43

'll

finm

 
Figure 14.4 Dynamic shift register with associated nonoverlapping clock signals.
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Figure 14.5 Nonoverlapping clock generation circuit.

Consider the schematic of the nonoverlapping clock generator showu in Fig.
14.5. This circuit takes a clock signal and generates a two-phase nonoverlapping clock.
The amount of overlap is set by the delay through the NAND gate and the two inverters

on the NAND gate output. Consider the input clock going high. This forces all, high

and at: low. When the input clock goes low, it, goes low. After o. goes low, (it, can go

high. When driving long transmission lines such as poly, where nthe risetin'ie of the
signals can be significant. a large rnumber of inverters may need to be used. Line
drivers, 3 string of inverters used to drive a large capacitance. can be used as part of the

delay in the fionoverlapping clock generation circuit.

Charge storage node

4L /
T

WAD/Well connection
pehanne] drainhvell diode —)

1'leakage

n-chnnnei drainlsuhs diode—b Input, C of inverter

Substrate connmlion E

Figure 14.6 CMOS TG used in dynamic logic.
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14.1.4 CMOS T6 In Dynamic Circuits

The CMOS TG used as a switch to charge or discharge the node capacitance of the

charge storage node is shown in Fig. 14.6. Since understanding the charging and
discharging of the input capacitance of the inverter follows many of the same analysis
and discussions of Ch. 13, we will concentrate here on the charge leakage from the TG.

The leakage of charge off of or onto the input capacitance of the inverter in Fig.

14.6 can be attributed to the drain-well diode of the p—channel MOSFET and the
drain-substrate diode of the n-channel MOSEET used in the TG. If these leakage

currents were equal, then the leakage of charge off of the storage node would be zero.
In general, we use the same hand analysis that was used for the n-channel MOSFET

alone; namely. the leakage causes the voltage to change 1 volt in 10 ms. Notice that

unlike the n-channel MOSFET, the charge storage node can leak to VDD or VSS

(ground), depending on the size of the drain areas and the leakage currents.

14.2 Clocked CMOS Logic

Clocked CMOS. C3MOS, logic is used to reduce power dissipation and layout size and
to increase Speed. The standard CMOS static gate requires 2N MOSFETs for an

n—input gate. In general, an n~input CZMOS gate requires N + 2 MOSFETs where two
MOSFETS are used in the clocking scheme. Additional MOSFETs can be used for
buffering or for helping the gate appear more static in operation.

flocked CMDS batch

Consider the circuit shown in Fig. [4.7. This circuit performs the dynamic latch

operation similar to the circuit of Fig. 14.6. When the clock input 431 is high, the input
is inverted and available on the output of the gate. For low-input clock signals. the

VDD

Out

1ft '

Figure 14.7 A clocked CMOS latch. The clock signals can hegenerated with an R5 FF
so that the edges occur essentially at the same moment in time.
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output is in the Hi«Z state, or in outer words a high-impedance node very susceptible to
signal feedthrough. The layout of the ClMOS gate is thus more critical than the static
gate. Because of this node. running signal lines above this node in the layout is a

definite problem. The output of thé gate is not static. When the latch is enabled and :1).

is high. the capacitance on the output node is charged. The same leakage mechanisms
present in the CMOS TG latch are present here. This limits the minimum clock

frquJency to about 100 Hz. Implementing a shift register requires nonoverlapping
clocks for adjacent stages. The total number of clock signals needed for a CzMOS shift

register is four. The nonoverlapping clocks $1 and $1 and their complements.

PE Logic

This section discusSes precharge~evaluate logic, or PE logic. Consider the three-input
NAND gate shown in Fig. 14.8. The'operation of this gate relies on a single clock

input. When it. is 10w. the output node capacitance is charged to VDD through M5.

During the evaluate phase. it. is high. MI is on, and if A0. A1. and A2 are high. the

output is pulled low. The logic output is available only when 4!] is high. The output is a

logic one when $1 is low. One disadvantage of PE logic is that the gate logic output is

available part of the time and not all of the time as in the static gates.

Several important characteristics of the PE gate should' be pointed out. The

input capacitance of the PE gate is less than that of the static gate. Each input is

connected to a single MOSFET where the static gate inputs are tied to two MOSFETs.
Potentially the PE gate is then faster and dissipates less power.

VI”)

Precharge\

 
_ Out

A0 F=A01AloA2

A1

A2

¢. M1

\EValuate MOSFET.

Figure 14.8 Precharge-evaluate tines-input NAND gate.
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VDD

 

  
F=A0+A1‘A2+A3:A4

AID—I-

Evaluate

Figure 14.9 A complex PE gate.

The size of the MOSFETs used in a PE gate does not need ratioing for
symmetrical switching point voltage. The absence of complementary devices and the

fact that the output is pulled high during each half cycle makes the gate V5,.
meaningless. However, we may need to size the devices to attain a certain speed for a

given load capacitance. If the sizes of all NMOS transistors used in Fig. 14.8 are equal,

then the ‘mt is approximately 4RnCw, and' the 1m: is RPCM where Cm. is the total
capacitance on the output node. This may include the interconnecting capacitance and
the input capacitance of the next stage. Here we have neglected both the transmission
line effects through a series connection of MOSFETs and the intrinsic switching speeds.

A_ more complex logic function, F =A0+Al -A2+A3 -A4. implemented in PE logic is
shown in Fig. 14.9.

Domino Logic

Cohsider the cascade of PE gates shown in Fig. 14.10. During the prechsrge phase of
the clock, the output of each PE gate is a logic high. This high~level output is
connected to the input of the next PE gate. Suppose the logic out of the first PE gate
during the evaluate phase is a low. This output will turn off an}.r MOSFETs in the

second PE gate. However. during the precharge phase, those same MOSFETs in the

second PE gate will be turned on. The delay between the clock pulse going high and the
valid output of the first gate will cause the second gates output to glitch or show an
invalid logic output. If we can hold the output voltage of the PE gate low. instead of
high we can eliminate this race condition. Upon adding an inverter to the PE gate (Fig.
14.11) the condition for glitch-free operation is met. The PE gate with the addition of
an inverter is called Domino logic. The name Domino comes from the fact that a gate

in .a series of Domino logic gates cannot change output states until the previous gate
changes states. The change in output of the gates occurs similar to 3-Series of falling

dominoes. The inverter used in the Domino gate has the added advantage that it can be

sized to drive large capacitive loads.
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Figure 14.10 Problems with a cascade of PE gates.

 
Figure 14.11 Domino logic gate.

v00

"Kecpu'" MOSFET

PE gate Domino output
D‘I-ll‘put

Figure 14.12 Keg er MOSFE‘I" used to-hold node A in Fig 14.1}
at D when PE gate: output is high.
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One problem does exist with this scheme, however, referring to Fig. 14.11, note

that during the precharge phase, node A is charged to VDD. If the NMOS logic results
in a logic high on node A during the evaluate phase, then that node is at a high

impedance with no direct path to VDD or ground. The result is chgrge leakage off of

node A when the FE output is a logic high. The circuit of Fig. 14.12 eliminateS this
problem. A "keeper" p—channel MOSFET is added to help keep node A at VDD when
the NMOS logic is off. The WIL of this MOSFET is small, so that it provides enough

current to compensate for the leakage but not so much that the NMOS logic can't drive
node A down to ground.

NP Logic (Zipper Logic)

The idea behind implementing a logic function using NP logic is shown in Fig. [4.13.

Staggering NMOS and PMOS stages eliminates the need for and delay associated with
the inverter used in Domino logic, making higher speed Operation possible. A circuit
that can easily be implemented in NP logic is the full adder circuit of Fig. [2.18. The
NMOS section of the carry circuit is implemented in the first section of the NP logic.

while the PMOS section of the sum circuit is implemented in the PMOS section of the
NP logic gate.

Pipelining

The NP logic adderjust described performs one two-bit addition with carry during each
clock cycle. Adding two-four bit words requires the use of pipelining [4]; see Fig.
14.14. The bits of the word are delayed. both on the input and output of the adder, so

that all bits of the sum reach the output of the adder at the same time. Note. however,

that two new four-bit words can be input to the adder at the beginning of each clock
cycle and that it takes four clock cycles to finish the addition of the two words. If this

circuit were dedicated to continually performing the addition of two words. we could
input the Words at a very fast rate. around 30 Mwordsls for the CN20 process.

However. since performing a single addition requires four clock cycles, applications of

pipelining where two numbers are not added continuously can result in longer
delay-times.

VDD VDD

  
Evaluate

Figure 14.13 N? logic.
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Figure 14.14 A pipelined adder. The latches (clocked) behave as delay elements.
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PROBLEMS

Unless otherwise sealed. use the CNQO process.

14.] Repeat Ex. 14.2 with a GMIN of 10'” mhos. Use the .OPTIUNS to set the value
of GMIN.
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14.2 Simulate the operation of the nonoverlapping clock generator circuit made using
minimum size MOSFETs in Fig. 14.5. Assume that the input clock signal is

running at 50 MHz. Show how both ti), and (111 are nonoverlapping.

14,3 Design and simulate the operation of a PE gate that will implement the logical
function F=ABCD+E.

14.4 Simulate the operation of the clocked CMOS latch shown in Fig. 14.7. Use
minimum—size MOSH-3T5.

14.5 If the PE gate shown in Fig. 14.9 drives a 50 fF capacitor. estimate the

worst-case 1,”.

14.6 Implement an XOR gate using Domino logic. Simulate the operation of the

resulting implementation.

14.? The circuit shown in Fig. P143 is the implementation of a high—speed adder cell

(1-bit). What type of logic was used to implement this circuit? Using timing
diagrams, describe the operation of the circuit.

900 VDD

¢

Flgure P143 le 
14.8 Discuss the design of a twoibit adder using the adder tell of Fig. P145). If a

clock. running at 20 MHz. is used with the two~bit adder. how long will it take
to add two words? How long will it take if the word size is increased to 32 hits?
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14.9

14.10

14.11

14.12

14.13

Part II CMOS Digital Circuits

Sketch the implementation of an NP logic half adder cell.

Design (sketch the schematic. of ) a full adder circuit using PE logic.

Simulate the operation of the circuit designed in Problem 14.10.

Figure Pitt-.12 shows one hit of a shift register implemented in the so—callcd
ratioless NMOS logic. The term ratioiess results from the fact that the

MOSFET sizes do not affect the switching point voltages. Also. this gate can be

laid out in a very small area and the outputs can swing down to ground. Discuss

and simulate the operation of this Circuit. Keep in mind that $1 and III, are
nonoverlapping clock signals. What is the maximum output voltage of this
circuit?

 $\
Input C
of next
stage

All MOSFBTS are numrnun‘l size. Figure PI4.12

Show that the dynamic circuit shown in Fig. Pl4.l3 is an edge-triggered

flip-flop [5]. Note that a single—phase clock signal is used.

VDD

DI 
' Figure P14.13
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Chapter

15

VLSI Layout

The past chapters have concentrated on basic logic-gate design and layout. [:1 this

chapter we discuss the implementation of logic functions on‘ a chip where the size and
organization of the layouts are of importance. The number of MOSFETs oh 3 chip.

depending on the application, can range from tens (an opramp) to hundreds of millions
(a 256 MEG DRAM). Designs where thousands of MOSFETs or more are integrated
on a single die are termed very—large—scale-integmfion (VLSI) designs.

To help us understand why chip size is important, examine Fig. 15.] . The dark
dots indicate a defect that will lead to a chip which doesn't function properly. Figure
15.13 shows a wafer with nine full die. The partial die around the edge of the wafer are

wasted. Five of the nine die do not contain a defect and thus can be packaged and sold.
Next consider :a reduction in the die size (Fig. [5.113). We are assuming each die.

 
Figure 15.1 Defect density effects on yield.
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whether discussing the die of Fig. 15. [a 0? b, performs the same functicm- This

reduction can be the result of having better layout (resulting in a smaller layout area) or
fabricating the chips in a process with smaller device dimensions (e.g., going from a 2
um process to a 0.5 |.ll'l1 process). The total number- of die lost (see Fig. 15.1b), due to
defects is five; however. the number of good die is significantly larger than the five good

die of Fig. 15.121. The yield (number of good die/total number of die on the wafer): is
increased with smaller die size. The result is more dielwafer available for sale.

Another benefit of reducing die size comes from the realization that processing costs per
wafer are constant and increasing the number of die on 'a wafer decreases the cost per
die.

15.1 Chip Layout

VLSI designs can be impl'ementedl using many different techniques including
gate-arrays, standard-cells. and full-custom design[1].. Since designs 'based1 on
gate—arrays are. in general, used where low volume and fast turnaround time are

required and the chip designer need know little to' .nothing‘ about the actual

implementation of the CMOS circuits. we will concentrate 'on full-custom design and
design using standard cells.

Ragdidn't)?

An important consideration when implementing a VLSI chip design is regularity. The

layout should be an orderly arrangement of cells. Toward this goal the first step in
designing a chip is drawing up a chip (or section of the chip) floor plan. ‘Figure 15.2
shows a simple floor plan for an adder data—path. This floor plan can be added to the
floor plan of an overall chip, which includes output buffers, control logic, and memory.

Full-adder cells

 

  

 

 

  
Figure 15.2 Floor plan for an adder.

' At many universities. programmable-logic-arrays (PLAs) are discussed in the first course on

Digital Logic Design, while design using a hardware description language (HDL) with
field-programmable-gate arrays ‘CFPGAQ is discussed in the first course on Digital Systems
Design.
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At this point. we may ask the question. "How do we determine the size of the blocks in
Fig. 15.2?" The answer to this question leads us into the design and layout of the cells
used to implement each of the logic blocks in Fig. 15.2.

Standard-Cell Examples

Standard cells are layouts of logic elements- including gates, flip-flops, and ALU
functions that are available in a cell library for use in the design of a chip. Custom

design refers to the design of cells or standard cells using MOSFETs at the lowest level.
Standard-cell design refers to design using standard cells; that i5, the designer connects
wires between standard cells to create a circuit or system. The difference-between the
two types of design can be illustrated using a printed circuit board—level analogy. A

standardised design is analogous to designing with packaged parts. The design is
accomplished by connecting wires between the pins of the packaged parts. Custom

design is analogous to designing the "insides" of the packaged parts themselves.

Figure 15.3 shows an example of an inverter [2]. In addition to keeping the
layout size as small as possible, an important consideration, When laying out a standard
cell, is the routing of signals. Keeping this in mincL we can state the following general
guidelines for standard-cell design:

Il. Cell inputs and outputs should be available, at the same relati'Je horizontal
distance. on the top and bottom ofthe cell.

2. Horizontal runs of metal are used to supply power and ground to the cell, a.k.a.
poWer and ground bosses. Also. well and substrate tie downs should be under
these bosses.

3. The height of the cells should be a constant, so that when the standard cells are

placed end to end the power and ground busses line up. The width of the cell
should be as narrow as the layout will allow. However, the absolute width is not
important and can be increased as needed.

4. The layout should be labeled to indicate power. ground, input, and output
connections. Also, an outline of the cellI useful in alignment, should be added to
the cell layout.

Figure 15.4 illustrates the connection of standard cells to a bus. Note that poly.
which runs vertically, can cross the metall lines, which run horizontally without
making contact. This fact is used to route signals and interconnect standard cells in a
VLSI design. Also, in this figure. note how the two invader standard cells are placed
end to end. The result is that power and ground are automatically routed to each cell.

Other examples of static standard cells are shown in Fig. 15.5.. A double
inverter standard cell is shown in Fig. 15.53. while NAND, NOR, and transmission gate
Standard cells are shown in Figs. 155b, c. and d.

Figure 15.6 shows the layout of a NAND—based SR flip-flop. This layout differs
from the others we have discussed. All layouts discussed .so far have metall and
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(*3

1.-
rb. 

Figure 15.6 SR flip-flop using NAND gates.

contacts adjacent to the gate poly. Also, the gate poly has been laid down without

bends. The expanded View of a p-channel MOSFET used in the SR flip-flop is shewn

in Fig. 15.7. Keeping in mind that whenever poly crosses active (9+ or p+) a MOSFET
is Formed, we see that the source of the MDSFET is connected to metal through two

contacts. while the p+ implant forms a resistive connection to metall along lhe
remainder of the device. The layout size, in this case the width of the standard cell, can
be reduced using this technique. Because of the bend in the gate, the width of this

 

 
 

Source ofp-channell

Bend in gate

Drain ofp-chnnnc]

Figure 15.7r Section oflhe layout shown in Fig. 15.6.
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MOSFET is longer than the adjacent MOSFET. This additional width is of little
importance and has little effect on the DC and transient properties of the gate. Figure
15.8 shows the NOR implementation of an SR flip-flop.

lOl

ks VIMIQ-l.
 

Figure 15.8 SR flip—flop using NOR gates.

Power and Ground Connections

Many of the problems encountered when designing a chip can be related to distribution
of power and ground. When power and ground are not distributed properly, noise can

be coupled from one circuit onto the powar and ground conductors and injected into
some other circuit.

Consider the placement of standard cells in a padfrarne shown in Fig. 15,951
without connections to power and ground shown. Approximately 600 standard cells are
shown in this figure. The space between the rows of standard cells is used for the

routing of signals. A line drawing of a possible power and ground bussing architecture
is shown in Fig. 15.913. Consider the section of bus shown in Fig. 15.9c. Wire A is

used to connect the standard cells in the top row to VDD, while wire B is used for

connection to ground. Ideally. the current supplied on A (VDD) is refumed on B
(ground). In practice. there exists coupling between conductors B' and C. which gives
rise to an unwanted signal (noise) on either conductor. This coupling can be reduced by
increasing the space between B and C. This reduces the inductive and capacitive

coupling between the conductors. Another solution is to increase the Capacitance
between A and B. A standard-cell decoupling capacitor (Fig. 15.10) can be used toward
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Figure 15.9 Cmnectinn of power and ground [a standard calla.
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this goal. The capacitor is placed in the middle of a standard~cell row. Also, the AC
resistive drop effects discussed in Ch 3 are greatly reduced by inclusion of this
capacitor.

 
Figure 15.10 Decoupling capacitor.

Coupling is a problem on signal busses as well. Figure 15.11 shoWs a simple
scheme used to reduce coupling. The length of a section, where two wires are adjacent,

is reduced by routing the wire to other locations at varying distances along the bus. The
inductive or capacitive coupling between two conductors is directly related to the length
of the wire runs.

A c
B ' D

C A
D E

s I B

Eden“
Poly

Figure 15.1] Bussing structure used to decrease signal coupling.
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An Adder Example

As another example. let's consider the implementation of a four-bit adder. (The

floorplan for this adder was shown in Fig. 15.2.) The first components that must be

designed are the input and output latches. Figure 15.129. shows the schematic of the D
flip—flop used in the latches. This FF is the level—triggered type discussed in the last
chapter. When CLK is high. the output. Q. changes states with the input. D. The

inverter, [4, is used to provide positiVe feedback and is sized with a small WIL ratio so
that 11 does not need to supply a large amount of DC current to force the latch to change
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Figure 15,12 Schematic and layout of a D FF.
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states. 111.: layout of the FF is shown in Fig. 15.12b. The layout size and the size of the
MOSFETs used in these examples are larger than what would be used in practice to
make understanding and viewing the layouts easier.

‘The layout of the static adder is shown in Fig- 15.13. This is the

implementation. using near minimum-size MOSFETS, of the AOL static adder of Fig.
[2.18. Both the carry-out and sum-out logic functions are implemented in this cell.

Cir! IB 9 Sun Cont

 
   

 

 

\ng“was‘5 x1“ A Lkh h‘ I®\\\\\\\\\\\\x\\\\\\\\\\\§\\\;
[It—n”k9 Sum

 

 
12out

Figure 15.13 Layout of the static adder of Fig. 12.]8.

The complete layout of the adder is shown in Fig. 15.14. The two four-hit
words. Word—A and Word-B. are input to the adder on the input bus. These data are

clocked into the input latch when CLK is high, while the results of the addition are

clocked into the output latch when CLK is low. The inverter standard cell of Fig. 15.3

is placed at the end of the output latches and is used to generate mi for use in the
output latches. The inputs and outpths of the adder cellsare run on poly booause of the
short distances involved. The carry—in of the adders is connected to ground, as shown in
the figure.

A 4 to I MUXYDEMUX

The layout of a 4' to 1 MUX/DEMUX is shown in Fig. 15.15 (based on the circuit

schematic of Fig. 13.] 1). This layout is different from the layouts discussed so far since
the circuit does not reunite power and groUnd connections and the inputfoutput signals
are connected on n+. The select signals are supplied to the circuit on metal] at the top

of the layout. For A to be connected to the output. the signals 51 and 82 should be

high. For a large MUX. the propagation delay through the n+ should he considered.
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Adder cells
Inverter used to generate clock—n01

Figure 15.15 Layout of the complain adder.

Slnat 52 SZHO'L

Metall'

Cells used to make
the 54mm

Figure 15.15 Layout of a 4 to 1 MUXIDEMUX.
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15.2 Layout Steps by Dean Moriarty, Crystal Semiconductor

The steps involved in rendering a schematic diagram into its physical layout are: plan.

place. connect, polish. and verify. Let's illustrate each of these steps in some detail
through the use of examples.

Planning and Stick. Diagrams

The planning steps start with paper and pencil. Colored pencils are. useful for

distinguishing one object from another. You can use gridded paper to help achieve a
sense of proportion in the cell plan but don't get too bogged down in the details of

design rules or line widths at this point; we just want to come up with a general plan. A

"stick diagram" is a paper and pencil tool that you can use to plan the layout of a cell.
The stick diagram resembles the actual layout but uses "sticks" or lines to represent the
devices and conductors. When used thoughtfully. it can reveal any special hook-up
problems early in the layout. and you can then resolve them without wasting any time.

Figure 15.1651 shows the schematic of"an inverter. In order to realise the layout

of this circuit, it is first necessary to define the direction and metalization of the power
supply, ground. input, and output. Since the standardacell template "sframe" in the

CNZD setups does this for us, we'll use it. Pourer and ground run horizontally in metall
and are each 7 microns wide. The input and output are accessible from the tap or

bottom of the cell and will be in melalZ running vertically. Figure 15.16b shOws the

completed stick diagram. Note the use of "X" and "0" to denote contacts and vies,
respectively. The stick diagram should be compared to the resulting layout of Fig.
15.17.

van

9!;

A 7 Z
312

(a)

Mufll

MetaJZ

Active (M or pt—J
 

—Poly

 
Figure 15.16 (a) Inverter and (b) stick diagram used for layouL
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Figure 15.1? Layout of the inverter shown in Fig. lilé.

Suppose the device sizes of the inverter circuit in Figure 15.16a were quadrupled
(p = 3612, n = 12H). Furthermore, let's assume that the maximum recommended polyl

gate width is 20 pm (due to the sheet resistance of the poly) and that exceeding that
maximum could introduce significant unwanted RC delays. Let's also suppose that we
are to optimize the layout for size and speed (as most digital circuits are). To meet these

criteria. it will be necessary to split transistors M1 and M2 in half and lay them out as

two parallel “stripes" of 18/2 for the p—channel and two parallel "stripes" of 612 for the
n-channel. Figures lSJSa—d show the schematics. stick diagram. and layout for this

scenario. The output node (drain of M1 and M2) is shared between the stripes so as to
minimize the output capacitance. Taking the output in meta12 also helps in this regard.

Notice that the stick diagram for this circuit looks like the previous inverter plus its
mirror image along the output node. Also observe that the layout of this inverter is
mirrored as shown in the stick diagram. This is a common layout technique.

Incidentally. LASICKT will need a schematic similar to Fig. [5.18:1 to verify the
connectivity of the layout. More sophisticated (and much more expensive) CAD
software could use the schematic of Fig. 15.1831.

Figure 15.19 shows stick diagrams and layouts for two more common circuits:

the two-input NAND and the two—input NOR. Compare the stick diagrams of Figs.
[5.1% and c to the layouts of Figs. 15.1% and d. Observe that the output nodes share

the active area just as in the previous example. Also note that the spacing between the
gates of the series-connected devices is minimum (for the CN20 process).

0330



Chapter 15 VLSI Layout 303 

VDD VDD A E

.3612

12)?

(a)

Melall

Metau

’—.— ngfivg (M at 13+)

—quy
 

‘KW‘E‘V‘I- ‘ '-
akxmwifk.-IN—

VDD

Ig-.-.=---._-.--.-
 

\E‘i‘fi‘lfik‘:

 
(c)

Figure 15.18 (a) Inverter. (b) slick diagram used for layout, (c) layout. and
(d) equivalent schematic.
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Take another look at the two circuits from a geometrical rather than an electrical

viewpoint. Compare the NAND gate layout to the NOR gals layout. Do you sac that
each can be created from the other by simply "flipping" the metal and poly connections
about the x-axis'?

VDDBYA

9

'l

 
Ground B Y A m _ . _ _

imam... I .. l

 
Figure 15.19 (a) NAND stick diagram. (b) layout. (c) NOR stick diagram. and (d) layout
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V00 V00 V00

  
Figure 15.20 Schematic of a dynamic register cell.

Device Placement

Figure 15.20 shoWS the schematic of a dynamic register cell, while Figs. 15.21 a-c show
the stick diagrams and layout for a dynamic register. Compare the schematic of Fig.
15.20 to the stick diagram of Fig. 15.21a. We have labeled this stick diagram

"preliminary" for reasons that will soon become apparent, Notice that there is a break

or gap in the active area_v_rhich will form our orchannel devices. Also note that the
clock signals CLK. and CLK must be "cross connected" from one side of the layout to
the other. We don‘t have to think this through very far to notice that. with this

placement of devices, hooking up the clock signals is going to be Very difficult. Now
look at the stick diagram shown in Fig 15.21b. Notice that we have rearranged the
devices so that the active area is a continuous unbroken line. Normally. this "unbroken

line" approach to device placement is preferred. It usually results in the roost workable

device placement. We say "usually" because at times your layout has to fit in an area
defined by other blocks around it and you have no control over it. Also observe from

Fig. 15.21b that the clock signal hook-up is more straightforward. Compare this stick
diagram to the layout of Fig. 15.22c. Obviously. the device sizes used for this circuit

are not practical: its purpoSe is merely to illustrate a layout concept. We can also see
thatthe stick diagram is a useful tool throughout the layout process.

Polish

After your layout is basically finished, it is time to step back and take a look at it from a

purely aristhetic point of view. Is it pleasing to the eye? Is the hook-up as
straightforward as possible. or is it "busy" and hard to follow? Are the spaces between
poly gates and contacts minimum? What about the space between diffusions? Are there
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Figure 15.21 Layout of a dynamic register cell.

enough contacts? Did you share all of the source and drain diffusiuns that can be
shared? Are there sufficient Well and substrate ties? If yuul have planned wall and

followed the plan described here, you shouldn't run into too many firoblems.
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Standard Cells Versus Full-Custom Layout

The standard-cell approach to physical design uSually dictates that cell height be fixed
and the width be variable when implementing the circuit. Furthermore, standard cells

are designed to abut on two sides, usually left and right, and that abutment scheme must
be quite regular so that any cell can reside next to any other cell without creating a

design rule violation. The standard-cell approach to layout is very useful and is always
amexeellent place to start. Howaver, in the real world, area on a wafer translates

directly into profit and loss (money). Wafer costs are relatively fixed whether they're
blank or as tightly packed with circuitry as possible. Therefore, it follows that we want

a layout that is as small as possible so that there can be as many die per wafer as
possible. These are the economics of the situation. There are also technical advantages

to be gained from having as small a layout as possible: interconnecting wires can be as

short as possible. thereby reducing parasitic loading and crosstalk effects.

Figure 15.22 shows atypical standard-cell block that has been placed and routed

by an automatic tool. Most of the individual cells have been omitted for clarity. Notice

the interconnect channels between the rows of standard cells. Power, ground, and clock

signal trunks run vertically to both sides of the blocli by means of a special cell called an
"end cap." Cell rows are connected to power and ground through horizontal busses that
are part of the standard cells themselves. All remaining connections are made via the
routing channels. The standard—cell layouts are designed to accommodate metal'Z

feedthroughs that run vertically through each cell. The autorouter makes use of this
space and adds the feedthroughs as needed in order to connect or pass signals from one

routing channel to another. The routing channels and their associated interconnecting

wires are the limiting factors for both the density and circuit performance of this type of
layout.

Before we continue our discussion of relative layout density, we need to define a
metric with which to quantify the matter. It is customary to use the number of

transistors per square millimeter of area for this purpose. Because it is a raw number
and the common denominator of all circuit layouts, we can use it even when comparing

different types of circuitry or even unlike processes.

The density of the standard-cell route shown in Fig. [5.22 is approximately
5,000 transistors per square millimeter. This is fairly representative of the possible

density for the channel—based routing approach and the process used (0.8 pm). Figure
15.23 shows a full-custom layout for a digital filter. The circuit area is approximately

2.1 square millimeters. The density is approximately 17,500 transistors per square
millimeter, representing a3.5-fold increase. This circuit, too, is fairly representative of
the attainable density of full—custom layout using this particular 8.8 pm process. Both

of these circuits were laid out using the same process. and in fact they. are from the same

die. The device sizes within each block would probably average out to minimum or
close to minimum. The main difference affecting density is the interconnect wiring.
This overhead associated with interconnect wiring is commonly referred to as the

"interconnect burden." The designer must bear this burden in terms of both physical
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Figure 15.2.3 Full—custom layout of a digital filler.
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(wasted area) and electrical pafameters (parasitic loading). Let us examine one method

of creating a high-density custom layout that will minimize interconnect burden and
circuit area.

Figures 15.24 a—c show a small section of the interpolation filter from Fig. 15.23.
In Fig. 15.24a, we see an exploded View of four cells that form part of adatavpath: an
input data register, a t~gate, a full adder, and an output data register. These are
instantiated (placed as a cell) twice. creating a View of eight cells. The two adder cells

are slightly different: the carry inputs and outputs are on opposite sides. so that the
carry-out can cascade to the carry-in of the next adder by abutting (placing next to one
another) the cells. Unlike standard cells, the height and width constraints placed on

custom layouts are contextual. In other words, a cell's aspect ratio depends on that of its
neighbors. In this case, the width of each cell depended on the maximum allowable
width of the widest cell in the group: the data register, Notice the top, bottom, left. and
right boundaries of each cell in Fig. 15.241 Data enter the register cell from the top
and are output at the bottom. Clocks, power, ground, and control signals route across

all the cells. The adder receives its A and B inputs from the top and outputs their SUM
at the bottom. As already mentioned, carrysout and carry—in are available on the left

and right edges of the adder. respectively. Figure 15.2411 shows a two-bit slice of this

data-path with all connections made by cell abutment. Figure 15.24c illustrates how all
four edges of each cell join together to complete the hookup.

We have seen how circuits can be implemented by means of standard cells or

custom layout. The time needed to produce a standard-cell route is far less than that of

  
D—Realetar

 
Cat] Boundary Interfacing R Tun Bit “Sitco' Fl Four Bit. 'Sttce‘

(a) (b) (C)

Figure 15.24 Sections of the digital intespolau'on filter.
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a full—custom implementation. The tradeoffs are area and performance. Automatic

place and route tools based on routing area rather than routing channels are now
coming into use. These promise a compromise solution between the two extremes. The

density of their results rivals that of full-custom layout. Perhaps the hand-rendered

full-custom layout will someday become a thing of the past. Nevertheless. process
technology will continue to advance. circuit designers will continue to deSign circuits
that test the outermost limits of this technology. and the marketplace will still be there
demanding ever cheaper, more powerful. and faster products. it is likely then that we

will all still have the opportunity to "push a polygon" or two for the forseeahle future.
There remains no doubt that the future will bring us ever more powerful software tools
that will take over the tedious aspects of placing and connecting layouts. leaving to us

the more creative aspects of planning and polishing them.
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PROBLEMS

15.1 The standard-cell height can be reduced to make standard-cell—based layouts

smaller (Fig. P151). Using this cell as an approximate height reference, lay out
a double inverter.

Figure P15.l
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15.2 Repeat Problem 15.] for a two—input NAND gate.

15.3 Repeat Problem 15.] for a two-input NOR gate.

15.4 Repeat Problem 15.1-' for a transmission gate (with the same functionality as Fig.
[5.5).

15.5 Repeat Problem 15.] for a NAND-based SR flip~flop.

15.6 Repeat Problem 15.1 for a NOR-based SR flip-flop.

15."! Design, lay out, and simulate the operation of a D FF to replace the one
described in Fig. 15.12. Assume that the FF uses mainly minimum—size
MOSFETs and that a pass transistor is used for the clocking element.

15.84 Lay out the two-input MUX using TGs shown in Fig. P15.B.

3‘-

A

5 Z

3 |

Figure P153 ..
S

15.9 Using the reduced standard—cell frame height described in Problem 15.1, lay out
the XORIXNOR gates of Fig. P159. Assume that both the inputs and outputs to
the gates are on poly].

15.10 Lay out a lfi-to—l MUXIDEMUX based on the layout topology given in Fig.

15.15. Lay out another 16 ml MUXIDEMUX in as small an area as possible.
DRC your final layouts.

15.11 Sketch a stick diagram for the layouts of Fig. 15.5.

15.12 Point out the high-impedance nodes for the schematic of Fig. [5.20. Discuss the
concerns one must consider when laying out a circuit with high-impedance
nodes.

15.13 List and discuss three reasons to have small layout size.

15.14 Lay out the D FF shown in Fig. P15. [4. Show the stick diagram for your layout.
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Chapter

16

BiCMOS Logic Gates

Modern BiCMOS technology began in the early 19808 with high expectations [1]. The

name BiCMOS comes from the fact that the logic is made using CMOS and bipolar
junction transistors (BIT). The BITS are used for their high-current capability. while

CMOS is used because of its small layout size and ease of implementing logic. With the
best of both worlds on a single substrate, high-speed, high-current-driving bipolar

transistors and low-power. high—impedance CMOS devices, every major semiconductor

foundry new possesses some form of BiCMOS process. Strategies for developing
BiCMOS have evolved from the bipolar and the CMOS directions, with advantages and

disadvantages associated with each. Bipolar device capabilities have been added to
some CMOS processes to improve speed, while CMOS device capabilities have been

added to some bipolar processes to minimize power dissipation. A chart comparing
CMOS. BiCMOS, and bipolar (with F L) technologies can be seen in Fig, 16.] [2,3].
This chapter focuses on theJ'CMOS process with bipolar capabilities. Although the

CN20 process is not a true BiCMOS process. it does contain some BJT options that will
allow demonsn-ation of basic digital BiCMOS circuit design, It should be noted that the
CMOS l4TB process‘contains no provisions for BJT devices.

Microprocessors are particularly well suited for BiCMOS technology. Typically,
three generic categories limit microprocessor performance [1]: (1) Instructions per

task, (2) cycles per instruction, and (3] time per cycle. The third category can be greatly
improved by increasing the speed critical blocks. A PC microprocessor [4] was

developed using a bipolar—based BiCMOS process. Operating at 533 MHz. the
microprocessor used high-density CMOS devices that were added to a bipolar process.

The floOr plan can be seen in Fig. 16.2 [S] in which the speed critical blocks such as the

integer and floating point units utilized BJT' transistors, while power~consuming cache
arrays and IIO cells (for system compatibility) were constructed using CMOS
technology.
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Figure-16.2 Floor plan of a highrperformance BiCMOS microprocessor,

16.1 Layout of the Junction-Isolated BJT

We begin this chapter with a discussion of the junctionrisolatedl‘lPN bipolar junction
transistor that is available in CN20 with the addition of a p—diffusion layer called

phase. The layout and operation of the BJT are discussed. Most of the applications of
the BJT in digital circuits are in the design of buffer circuits for driving large capacitive

loads. The BIT buffer requires less area than the CMOS Countei'part.

The vertical 'NPN BJT in the CNQQ process uses the n—well as the collector, the
p—base diffusion for the base. and the n+ implant for the emitter. The layout of a .2 x l
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316 Part II CMOS Digital Circuits 

BJT is shown in Fig. 16.33. The first number in the description of the BJT indicates the
number of contacts on the emitter of the BJT, while the second number indicates the

number of fingers. The cross-sectional view of the 2 x l BJT, is shOwn in Fig. 16.31).
Note that the metall connection to well and p-base require n+ and p+ implants,
respectively. The BJT discussed here is called vertical because the majority of the
emitter current flowa out the bottom of the M implant emitter lo the n—well collector. In

a bipolar only process or a true BiCMOS process. the current flow is also in the vertical

direction to a buried n+ sub-collector. Because the CNZO process uses the n-welI as the
collector, only an NPN transistor can be formed. If the process possessed a 13-well and
an n~base layer, a PM? transistor could also be formed.

The collector. made with the swell. ofnthe NPN transistor forms a diode. with

the pwtype substrate limiting the negative values of collector voltages allowable and
isolating the collector from the substrate. (This is very important to keep in mind.) We

also know that the sheet resistance of the n-well is on the order of 2.500 .lequare. For

the 2 s l BJT shown in Fig. 16.3. the series collector resistance is in the neighborhood

of 500 Q. The U-shaped connection of M to the well is used to reduce this resistance

and provide better collectiOn of carriers. The phase diffusion used to make the base of
the NPN is also highly resistive. The base contacts on each side of the emitter. instead
of on a single side. are used to reduce the base spreading resistance. Typical values of

the base spreading resistance. for this small junction-isolated NPN. are 1.000 9. The

emitter series resistanée is tens of ohms and is usdally negligible compared to the
collector and base series resistances. In short, the problem with using the

junction-isolated NPN transistor in a CMOS process to design BiCMOS circuits is the
associated large parasitic resistances. The design rules for the p—base layer are shown in
Fig, 16.4- These rules correspond to checks 33 through 36 in the CNZODRC file.

16.2 Modeling the NPN

The junctiOn-isolated NPN bipolar transistor operation is very similar to normal BJT
operation, with the exception of large parasitic resistances associated with the base and
collector. The symbol for a II BJT is identical to the normal BJT symbol and is seen in
Fig. 16.5.

To develop a digital model for the BJT which is similar to the model we

developed for the MOSFET. we will assume that the effective switching resistance

between the collector and the emitter is simply Rt. We can define the variable Rm by

Rm : R: (16.1)

The input resistance of the lateral BlT'can be estimated by

Rianpn =Rb (16-2)

A SPICE model for the 2 x l BJT in the CNZO process is located on the accompanying
disk (or in the files you downloaded) in the file l‘spice.inf“ in the \CNZD‘r directory.
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Figure 16.4 Design rules for the p—base layer-

Parasitic collector resistance

 
Parasitic base resistance

Figure 16.5 Symbol for the vertical B’IT showing parasitic resistances.
 

Example 16.1

Estimate the falltime of the circuit shown in Fig. 16.6. Compare your hand

Calculations to SPICE. Note that the input 5 V pulse is applied directly! to the
base of the BTI‘.

From the SPICE model located in spice. inf Ra = 420 Q. and ti"b = [.2 kn. The
high-to—low time can be estimated by

rpm.I =420-5 pF=2.l 118

The base current that must be supplied from the input voltage source is $12 It
or approximately 4 mA. The simulation results are shown in Fig. 16.7. I

It should be pointed out that the B11" of this example was driven with an ideal
voltage source, something that is not available in practice. HoweOer, the collector
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Initially charge toVDD

 
Figure 16.6 Circuit used in Ex, 16.].

5.0V

‘ Voltage across 5 1)? 
[IV

0s LDns 2.Clns 3.01:5 inns 5.0m:
.. viz) .vm Time

Figure 16.7 Simulation results for Eur. 16.1.

current supplied for an input voltage (the voltage applied to the base of the transistor) of

VDD is significantly larger than the drain current supplied using the MOSFET switch.

Modeling larger BITS using the 2 x 1 mode] can be accomplished using the A
(area) parameter in SPICE. For example, if you lay out a 2 x 2 BIT, that is, two emitter
contaets with two emitter "fingers." we simply set A = 2 and use the 2 x 1 model. For a
10 x 3 BJT we set .4 = 1.5. Here A can be thought of as the ratio of the large EST to the

size of the 2 x 1 BIT model. An example of the layout of a 5 x 2 BJT is shown in Fig,
16.8. When using the larger BIT models Eqs., (16.1) and (16.2) are modified by A.
The resistances now become

Rm 1% (16.3)
and
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R innpn 2
Q
A (1 5.4)

319

Here RI and Rh are the series resistances specified in the SPICE model usedt If A is not
Specified, SPICE assumes A = 1.
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Figure 16.8 Layout of a S x 2 junction—isolated NPN transistor.

\fihfi

The BIT capacitances result from the depletion capacitances of the implant regions and

from the forward-biased base-emitter junction {the’ storage capacimnce).
base—collector depletion capacitance is estimated either from the SPICE model or from
use of the M to prsubstrate depletion capacitance specified in the n—channel BSIM

mode]. The base-emitter ‘depletion capacitance is estimated using the depletion
capacitance from the p+ to n-well specified in the p—channel BSIM model.

The

More important than these depletion capacitances is a storage capacitance
associated with the base—emitter forward-biased diode. If the minority carrier lifetime of

the base-emitter junction is called IF. then, from Ch. 2,. the storage capacitance is given
by

_ In"
Cbehar‘TF V1"

0347

(16.5)

Here IE is the DC emitter current and VT is the thermal voltage (kaq). As the emitter
current increases, the storage capacitance increases. The §PICE mode] supplied in the
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file "spice.inf“ does not specify the 1; parameter, so simulations will not show charge

storage effects (such as the transistor not turning off until the stored charge is removed

from the base—emitter junction).

16.3 The BiCMOS Inverter

A BiCMOS inverter is shown in Fig. 16.9. One important aspect of the basic BiCMOS
inverter is that the output cannot go to VDD or ground, as was the case in the CMOS
inverter. This has the effect of lowering the noise margins of the logic. The maximum

output voltage is approximately VDD — 0.? V. while the minimum logic output voltage
is approximately"0.1l V. The 0.7 V drop for the high and low side comes from the
base-emitter voltage drop of Q2 and Q1. respectively. Caution should be exercised
when using the output of BiCMOS gates with CMOS logic. The low-output voltage of
0.7 V is very close to the threshold: voltage of the n-channel transistor. CMOS gates

with switching point voltages close to the threshold voltage are susceptible to noise.

To understand the operatitjn of the basic BiCMOS inverter, consider the case

when the input is grounded. MOSFETs M4 and M] are on, while M2 and M3 are off.
The BJT Q1 is off, its base being held at ground potential by M1. The base of Q2 is

held at VDD by M4. The output voltage is VDD —- 0.7 V or a logic high. When the

input of the BiCMOS inverter is held high. MOSFETS M3 and M2 are on, while M4
and M1 are off. The base of Q2 is held at ground potential. so it is off. Since M2 is on,

the output is connected to the base of Q1. This causes Q1 to turn on and pull the output
voltage down to 0.7 V.

 
Figure 16.9 Basic BiCMOS inverter showing parasitic collector and base resistances.
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Switching Characteristics

The delay associated with the BiCMOS inverter discharging a capacitance, Cmd.
consists of two parts; the delay in Ql turning on and the delay once 01 is on

discharging CW. The delay associated with discharging Cm. is given by

isn't. = Rm. - Ciand (16.6)

The delay asaociated with turning Ql on is comparable to the minority carrier lifetime

1,, which is in general well under 1 as. The MOSFET M2 is used to turn Q] on. A
general design rule can be applied to the sizing of M2. We require the effective

resistance of M2, R”2 to be equal to the base resistance of Q1. Rb. This is a very simple
method of sizing the transistors, which gives very good results.

The Ilow-tO-high delay-time can be estimated in much the same way as the
high-to-low delay. The delay in charging Cm is given by

fruit = Rum ' Crew = fast. (15.7)

The fact that the propagation delay-Limes are equal is a side benefit of the BiCMOS
inverter. The MOSFET M4 drives the base of Q2. Sizing M4's effective resistance

equal to the base resistance of' Q2 is a general design rule for the sizing of the
MOSFETs. MOSFETS M1 and M3's effective resistance can be made larger than M2
and M4's effective resistance because these MOSFETs simply hold the bases of Q1 and

Q2 at ground during the off period, In general, to attain a switching point voltage close
to VDDIZ. M2 and M4 are sized the same as M3. 

Example 16.2
Estimate and simulate the delay of the BiCMOS inverter (Fig. 16.10} driving a
10 pF load. Calculate the input capacitance of the inverter.

The propagation delays are simply given by

ism. = Iran = Rm Cloud = 420'10 pii‘: 4,2 us

The SPICE simulation results are shown in Fig. 16.1]. Notice how the output of

the BiCMOS inverter stays at approximately 0.7 V from the power and ground
rails.

The input capacitance is the sum of the input capacitances of the three
MOSFETs connected to the input, or

,-,. = 5 - 800%(2- 10+2‘ 10+ 16 _ 2): 86.4 W
2 um

This input capacitance can easily be driven from logic on chip without excessive
delay. The delay of this inverter driving a 10 pF load can be reduced by using
larger BJTs with corresponding larger MOSFET drivers.
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VDD

 

  

Vertical N‘P‘Ns drawn

without parasitics

Input

Figure 16.10 Circuit used in Ex. 16.2

05 5m; 10n5 15n5 20n5 25n5 30n5
. V(6) .v(3) Time

Figure 16.1] Simulation results of a BiCMOS inverter driving a 10 pF capacitive 10351.,

An important characteristic of the BJT has been neglected in the analysis

and in the SPICE models. The carrier lifetime, 1:, (resulting in a storage
capacitance), was not modeled, and the actual delays can be longer than

predicted by SPICE.-
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Full—Swing Bt'CMOS Inverters

Figures 16.12 and 16.13 Show two implementations of a full-swing BiCMOS inverter
[4. 5]. Consider the first inverter (Fig. 16.12) with its input grounded. MOSFETs M2
and M4 are off while MOSFET M5 is on. MOSF'ETs M1 and M3 can be thought of as

resistors. Since M5 is on, the base of Q2 is pulled to VDD. The transistor Q2 is on and

pulls the output to VDD — 0.7. MOSFET M3, which behaves like a resistor. then pulls
the output up to VDD. When the input to the inverter is high, M2 and M4 are on and
M5 is off. "This pulls the base of 02 to ground. turning it off. At the same time M2

turns on, with the output high, causing Q] to trim on. Q1 pulls the output doWn to 0.7
V. From there Ml. which behaves like a resistor. pulls the output down to ground.

Note that if M1 or M3 does not have a large effective resistance (long L). the circuit will

not operate correctly.

The inverter shown in Fig. 16.13 performs better (lower dynamic power

dissipation) than the inverter of (a) at the cost of more complicated circuit design. The
inverter Operation is similar to that given in (a) with the exception that switches M1 and

M3 are controlled by the output of the inverter. This topology improves performance by
making the MOSFET sizes less critical.

VDD

Input  
Figure 16.12 A wide~swing BiCMOS inverter.

16.4 Other BiCMOS Logic Gates

The NAND and NOR gates using BiCMOS technology [6, 7] are easily constructed

from the standard CMOS static logic gate. As seen in Fig. 16.14, blocks P, and P2 are
identical to the all CMOS NAND gate presented in Ch. 12 (Fig. 12.1). Node C
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