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basis of a prediction error amount such that the extraction
result obtained by said second object extraction section is
used as an object region when the prediction error caused by
said second object extraction section falls within a prede-
termined range, and the extraction result obtained by said
first object extraction section is used as an object region
when the prediction error exceeds the predetermined range.

15. 'lhe apparatus according to claim 11, wherein said
second object extraction section performs inter-flame pre-
diction in a sequence different flom an input flame sequence
such that a flame interval between the reference frame and
the current flame as the object extraction target is set to not
less than a predetermined number of flames.

16. An object extraction apparatus comprising:
a picture input section which inpu1s moving picture data

and shape data representing an object region on a
predetermined flame of a plurality of flames corre-
sponding to the moving picture data;

a segmentation section which segments a current frame
into a plurality of blocks;

a search section which searches a reference flame for a
similar block, for each of the blocks, which is similar
in figtrre represented by picttn'e data to a current block
and is larger in area than the current block, the refer—
ence flame being temporally difierent flom the current
flame;

a paste section which pastes shape data obtained by
extracting and reducing shape data of each similar
block from the reference flame on each block of the
current flame; and

an output section which outputs the pasted shaped data as
shape data of the current flame.

17. An object extraction apparatus comprising:
a picture input section which inputs picture data repre-

senting a picture including at least one object and a
background surrounding the object and shape data
representing the object;

a setting section which sets blocks on a contour portion of
the object, and searches for a similar block, for each of
the blocks, which is similar in graphic figure repre-
sented by the picture data to each block and is larger
than the block, flom the same picture to obtain a
plurality of similar blocks;

a replacement section which replaces the shape data of
each of the blocks with reduced shape data obtained by
reducing the shape data of each of the similar blocks;

a repeat section which repeats the replacement by a
predetermined number of times; and

an output section which outputs shape data obtained by
repeating the replacement as corrected shape data.

18. The apparatus according to claim 17, further com—
prising a second repeat section which repeats the searching
for the similar block and the predetermined number of
replacements of the shape data by a plurality of times while
decreasing a block size every repetition.

19.A method for extracting a moving object flom an input
moving picture, comprising the steps of:

determining a first background region common to a
current flame containing a target object to be extracted
flom a moving picture signal and a first reference frame
that temporally diflers from the current flame on the
basis of a difference between the current flame and the
first reference frame;

determining a second background region common to the
current flame and a second reference frame that tem—
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porally dill'ers flom the current flame on the basis of a
diflemnce between the current frame and the second
reference frame; and

extracting a region, in a picture on the current flame,
which belong to neither the first background region
not the sewnd background region as an object region,
the first background region and the second background
region indicating a background in the input moving
picture.

20. The method according to claim 19, which comprises
a step of determining pixels of the current flame as the
object region when pixels of one of the first and second
reference flames belongs to the object region, and deter-
mining the pixels of the current flame as the background
region when the pixels of one of the first and second
reference flames belongs to the background region, using a
predetermined shape of the object of one of the first and
second reference flames in a case of that the difi'erence

between the pixels of the current flame and the pixels the
one of the first and second reference flames is small.

21. The method according to claim 20, wherein the step
of determining the pixels of the current flame uses the
predetermined shape of the object, when the shape of the
object of one of the first and second reference flames has
already been extracted, and a shape of the block of the one
of the first and second reference flames which is created

flom the flame, floor which the shape of the object has been
extracted, by a block matching method, when the object
region is not extracted.

22. The method according to claim 19, further comprising
a step of correcting motion of a background on one of the
first and second reference flames or the current flame such

that the motion of the background between each of the first
and second reference flames and the current flame becomes
relatively zero.

23. The method according to claim 19, wherein the
background region determining step includes determining
the common background region using a predetermined
threshold value.

24. The method according to claim 23, wherein the
background region determining step includes setting the
threshold value to a larger value than the predetermined
threshold value when the difference of the current flame is

larger than a predetermined value, and to a smaller value
than it when the difference is smaller.

25. The method according to claim 23, wherein the
background region determining step includes dividing the
current flame into a plurality of regions, measuring a dif-
ference between each of the regions and each of correspond-
ing regions of one of the first and second reference flames,
and setting the threshold value to a larger value than a
predetermined value when the difierence is larger than a
predetermined value and to a smaller value when it issmaller.

26. The method according to claim 19, further comprising
the step ofpredicting aposition or shape of the object on the
current frame from a frame from which the object region has
already been extracted, and selecting the first and second
reference frames to be used by said background region
determining step on the basis of the position or shape of the
object on the current flame which is predicted by said
predicting step.

27. The method according to claim 19, which further
comprises a step of setting a figure surrounding the target
object on an initial flame of the moving picture signal, and
a step of setting on one of the first and second reference
flames a figure surrounding a region on each input flame of
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the moving picture signal which corresponds to an image
inside figure of one of the first and second reference frames
that temporally difl'ers from the input frame on the basis of
a correlation between the input frame and the image inside
figure, and said object region extracting step extracts a
region, in the image inside figure, which belongs to neither
the first background region nor the second background
region as an obiect region.

28. The method according to claim 26, wherein said
setting step sets a figure surrounding the target object on the
basis of an external input.

29. A method for extracting an object from an input
picture comprising the steps of:

setting a figure surrounding a target object on an initial
flame of a moving picture signal;

setting on an input frame a figure surrounding a region on
the input frame of the moving picture signal and
corresponding to an image inside figure of a reference
flame that temporally differs flom the input frame on
the basis of a correlation between the input frame and
the image inside figure;

determining a first background region common to a
current flame as an object extraction target and a first
reference flame that temporally differs flom the current
flame on the basis of a difi'erence between the current

flame and the first reference frame, and determining a
second background region common to the current
frame and a second reference frame that temporally
diflers from the current flame on the basis of a difl'er—
ence between the current flame and the second refer-

ence frame, the first background region and the second
background region indicating a background in the input
picture

extracting a region, in the image inside figure of the
current flame, which belongs to neither the first back—
ground region nor the second background region, as an
object region;

extracting an object region flom the image inside figure
on the current flame as the object extraction target by
using a method different from that used by said extract-
ing steps; and

selectively switching the extracting steps.
30. The method according to claim 29, further comprising

the step of extracting a feature value of a picture in at least
a partial region of the current frame as the object extraction
target from the current frame, and wherein said switching
step selectively switches said extracting steps on the basis of
the extracted feature value.

31. The method according to claim 29, wherein said
extracting an object region step includes predicting a posi-
tion or shape of the object on the current flame as the object,
using a frame, flom which an object region has already been
extracted, as a reference frame, to predict a position or shape
of the object on the current frame as an object extraction
target from the reference flame.

32. The method according to claim 31, wherein said
extracting steps are selectively switched and used in units of
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blocks of each frame on the basis of a prediction error
amount such that the extraction result obtained by said
extracting an object region step is used as an object region
when the prediction error caused by said extracting an object
region step falls within a predetermined range, and the
extraction result obtained by said extracting a region step is
used as an object region when the prediction error exceeds
the predetermined range.

33. The method according to claim 29, wherein said
extracting an object region step performs inter-frame pre—
diction in a sequence different flom an input frame sequence
such that a frame interval between a reference frame and the

current frame as the object extraction target is set to not less
than a predetermined number of flames.

34.Amethod of extracting an object from an input picture
comprising the steps of:

inputting moving picture data and shape data representing
an object region on a predetermined flame of a plurality
of flames constituting the moving picture data;

segmenting a currently processed flame into a plurality of
blocks;

searching for a similar block, for each of the blocks,
which is similar in figure represented by picture data to
the currently processed block and is larger in area than
the currently processed block, from the reference
flame;

pasting shape data obtained by extracting and reducing
shape data of each similar block from the reference
flame on each block of the currently processed flame;
and

outputting the pasted shaped data as shape data of the
currently processed frame.

35.A method ofextracting an object from an input picture
comprising:

inputting picture data and shape data representing an
object region on the picture;

setting blocks on a contour portion of the shape data;
searching for a similar block, for each of the blocks,

which is similar in graphic figure represented by the
picture data to each block and is larger than the block,
from the same picture;

replacing the shape data of each of the blocks with shape
data obtained by reducing the shape data of each of the
similar blocks;

repeating the replacement by a predetermined number of
times; and

outputting shape data obtained by repeating the replace—
ment as corrected shape data

36‘ The method according to claim 35, further comprising
a step of secondly repeating the searching for the similar
block and the predetermined number of replacements of the
shape data by a plurality of times while decreasing a block
size every repetition.
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computer storage medium having instructions stored therein causing one or more

computers to perform the method of claim 1.

15. (Currently Amended) A method of producing an image of a

portion of at least a portion of a photographic image onto a photographic receiver,

comprising thestepsrof:

a) receiving a digital image corresponding to the photographic image,

the digital image comprising including pixels;

b) computing a beliefmap of the digital I'mde; by using the pixels of
the digital image to determine a series of features; and using such features to

assign the g probability of the g location of a main subject of the digital image in

the belief map;

c) determining a crop window having a shape M and a zoom

factor, the shape and th_e zoom fee-tarmdetermining a size of the crop

window; and

d) locating the a relative optical position of a photographic image, a

lens assembly, and a photographic receiver in response to the belief map and

illuminating a portion of the photographic image of high subject content to

produce an image of such portion onto g the photographic receiver.

16. (Currently Amended) The method of claim 15 wherein stepe)

fiartheneempfises—the—steps-etl determining a crop window includes

Page 6 of 309
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i) computing a weighted center-of-mass of the belief map, th_e

weighted center-of-rnass weighted by the belief values of

the belief map;

ii) computing weighted central moments of the belief map,

relative to the center-of-mass and weighted by a weighting

function of each belief value of the beliefmap;

iii) computing an effective rectangular bounding box according

to the central moments; and

iv) determining a crop Window having a shape factor and a

zoom factor, the shape and fig zoom fee—tor factors

6's determining a size of the crop window.

17. (Currently Amended) The method of claim 15 wherein step-d)

{asthma-West"— locating the relative optical position of a

photographic image, a lens assemblyJ and a photographic receiver includes

i) selecting an initial position of the crop window at a location which

includes the center;of;mass;

ii) using the belief values corresponding to the crop window to select

the position of the crop window to include a portion of the image of high subject

content in response to the belief map; and

iii) cropping the digital image according to the position of the crop

window.

Page 7 of 309



Page 8 of 309

WW @W

Jiebo Luo

Appln. No. 09/736,825

18. (Currently Amended) The method of claim 16 wherein step—d)

fufiheeeompases—fiiesteps-ef— locating the relative optical position of a

photographic image, a lens assembly, and a photographic receiver includes

i) selecting a crop window of a rectangular shape and of an identical

aspect ratio to the (unempped) digital image; and

ii) selecting a zoom factor to determine the size of the crop window

such that it the crop window encompasses the effective bounding box.

19. (Currently Amended) The method of claim 16 wherein the

fl) weighting function instep-b) of comguting weighted central moments of the

: belief map is a linear weighting function.

20. (Currently Amended) The method of claim 16 wherein the

weighting function iii-steels) of computing weighted central moments of the

belief map is a constant function.

21. (Currently Amended) The method of claim 17 wherein step—b)

further—eem-paws—Hte—steps—e-f: comguting a beliefmap of the digital image

includes

i) calculating a subject content index value for the crop window

derived from the beliefvalues;
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ii) following a positioning pfeeedew process of repeating step-i)

 
selecting an initial position of the crog window at a location which includes the

center of the mass for at least two positions of the crop window; and

iii) using the subject content index values to select the crop window

osition.

22. (Original) The method of claim 15 wherein the crop window is

completely within the digital image.

23. (Currently Amended) The method of claim 16 wherein step-b)

Mber—cem-pfises—thestepofi-pesformmg-a computing a belief map of the digital

image includes clustering of the belief map to identify at least a cluster of highest

belief values corresponding to me main subject, a cluster of intermediate belief

values corresponding to secondary subjects, and a cluster of lowest beliefvalues

corresponding to the background.

24. (Currently Amended) The method of claim 23 wherein said

clustering includes setting said background portions to a zero belief value.

25. (Currently Amended) The method of claim 19 further comprising

positioning said th_e crop window such that the subject content index value of said

th_e crop window is at an optimum.

Page 9 of 309

 

 



Page 10 of 309

ww ow

Jiebo Luo

Appln. No. 09/736,825

26. (Currently Amended) The method of claim 17 further comprising

positioning said m crop window such that said th_e crop window includes all of

said main subject cluster.

% 27. (Currently Amended) The method of claim 26 further comprising
positioning said th_e crop window to include a buffer around said main subject

cluster.

28. (Currently Amended) A computer storage product having at least

one computer storage medium having instructions stored therein causing one or

more computers to perform the method of claim i_1_5. 

10
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l Amendments to the Abstract:
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A method ofproducing an image of at least a portion of a digital imagerthe-di-gital

imageeem-prisifig-pixela—eempfisiag—Ehe—Steps—efflhat includes pixels includes

a}—computing a belief map of the digital image, by using the pixels of the digital

image to determine a series of features; and using such features to assign the probability of

A 5 the location of a main subject of the digital image in the beliefmapeba— determining a
crop window having a shape and a zoom factor, the—shape—and—Eeem—fafier—detemfining

which determine a size of the crop window: and e—)—cropping the digital image to include a

portion of the image of high subject content in response to the beliefmap and the crop

window.

r-
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REMARKS

Favorable reconsideration of this application in view of the above amendments and

the following remarks is respectfiJlly requested. By this amendment, claims 1-7, 9—13, 15-21

and 23-28 have been amended. Applicants submit that no new matter has been added, and

formal acknowledgement of such is respectfully requested. Currently, claims 1 28 are

pending of which claims 1 and 15 are independent.

The Examiner is thanked for his indication of allowability of claims 2, 4—7, 9-11, 16,

18-21, and 23-25. Formal notice of such is solicited.

Claim 28 was rejected under 35 USC 112, second paragraph, as being indefinite for

failing to particularly point out and distinctly claim the subject matter which applicant

regards as his invention. Claim 28 has been amended to change “claim 1” to --claim 15--, as

suggested by the Examiner. Applicant submits that the amendment to claim 28 addresses the

Examiner’s concern, and overcomes this rejection. Accordingly, withdrawal of this rejection

is respectfully requested.

Claims 1, 3, 8, 12-15, 17, 22, and 26-28 were rejected under 35 USC 102(6) as

anticipated by Jia (US. Patent No. 6,430,320). This rejection is respectfully traversed.

Claims 1 and 15 are independent and claims 3, 8, and 12-14, and claims 17, 22, and

26-28 depend therefrom, respectively.

In general, this application relates to automatically cropping a digital image without

manual techniques, but rather based on scene content as indicated by a belief map.

Generally, a method of cropping a digital image having pixels to produce a cropped digital

image includes developing a beliefmap of a photographic image by using the pixels to

determine a series of features and using the features to assign a probability of a location of a

-12-
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main subject of the digital image in the belief map, and cropping the digital image to include

main subjects indicated by the belief map to produce the cropped digital image.

In one aspect, a method ofproducing an image of at least a portion of a digital image

includes providing a digital image having pixels, computing a belief map of the digital image,

determining a crop window having a shape and a zoom factor, and cropping the digital imagc

to include a portion of the image ofhigh subject content in response to the beliefmap and the

crop window. The beliefmap is computed by using the pixels of the digital image to

determine a series of features and using the features to assign a probability of a location of a

main subject of the digital image in the beliefmap. The shape and the zoom factors

determine a size of the crop window.

In another aspect, a method of producing an image of a portion of at least a portion of

a photographic image onto a photographic receiver includes receiving a digital image

including pixels that corresponds to the photographic image, computing a beliefmap of the

digital image, determining a crop window having a shape factor and a zoom factor, and

locating a relative optical position of a photographic image, a lens assembly, and a

photographic receiver in response to the beliefmap and illuminating a portion of the

photographic image ofhigh subject content to produce an image of such portion on the

photographic receiver. The belief map is computed by using the pixels of the digital image to

determine a series of features and using such features to assign a probability of a location of a

main subject of the digital image in the beliefmap. The shape and the zoom factors

determine a size of the crop window.

Jia relates to a system and method for automatically determining unwanted extraneous

material, i.e., background or scanner background information.

-13-
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Jia fails to describe of suggest the method of independent claim 1. Firstly, Jia fails to

describe or suggest “computing a belief map of the digital image by using the pixels of the

digital image to determine a series of features and using such features to assign a probability

to a location of a main subject of the digital image in the beliefmap,” as recited. In the

instant application, the beliefmap is created using MSD, for example, as described in the

specification at pages 6, 7, and 10.

In fact, there is m Mmap in Jia. Jia addresses cropping background from a

scanned document. In Jia, the background is assumed to be largely uniform, to have known

characteristics, and to form a clear boundary between the background and the real image.

Consequently, in Jia, a pixel of the scan line is checked against a reference background pixel,

is treated as an image pixel when the pixel color is different from the color of the reference

background pixel by more than a predetermined threshold value and when the color of the

adjacent pixel is also different from the color of the reference background pixel by more than

a predetermined threshold value, and is not cropped. (See Jia, col. 13, lines 38-39).

Otherwise, it is cropped. thus, there is no belief map in Jia, and no claimed “computing a

belief map of the digital image” in Jia.

Further, Jia fails to describe or suggest the claimed “cropping the digital image to

include a portion of the image of high subject content in response to the belief map and the

crop window” of independent claim 1. Since Jia does not provide a beliefmap, as explained

above, Jia cannot “crop[] the digital image to include a portion of the image ofhigh subject

content in response to the belief map and the crop window,” as claimed (emphasis added).

Also, in the instant application, the beliefmap uses the pixels of the original image to

determine features, uses these features to assign a probability as to the location of the main

subject of the digital image in the beliefmap, as recited above. In Jia, however, elements

-14-
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702, 710, 712, 714, 716, 718, 720 shown in Fig. 8 of Jia are the six (6) predetermined

boundary pixels used by the Jia system to crop an image. The cropped image then includes

only the portion of the original image located Within the six (6) boundary pixels, everything

else is trimmed away. (See Jia, col. 11, lines 5 - 14). Thus, Jia does not “crop the digital

image to include a portion of the image of high subject content in response to the belief 111a];

and the crop window,” as claimed (emphasis added). Therefore, Jia fails to describe or

suggest the subject matter of independent claim 1, and independent claim 1, and claims 3, 8,

and 12-14, are allowable over the cited art.

Similarly, as to independent claim 15, for at least the reasons presented above, Jia

fails to describe or suggest the “computing a beliefmap of the digital image by using the

pixels of the digital image to determine a series of features and using such features to assign a

probability of a location of a main subject of the digital image in the beliefmap,” as claimed.

There is no beliefmap in Jia; no beliefmap is computed. Therefore, independent claim 15,

and claims 17, 22, and 26-28 which depend therefrom, are allowable over the cited art.

Thus, Applicants submit that none of claims 1, 3, 8, 12—15, 17, 22, and 26-28 are

described or suggested by Jia, and accordingly, withdrawal of this rejection is respectfially

requested.

Claims 1, 8, and 14 were rejected under the judicially created doctrine of

obviousness—type double-patenting as being unpatentable over claims 44-48 of co—pending

Application Serial No. 09/490,915.

Firstly, Applicants do not understand this rejection. Applicants submit that this

rejection is more properly a provisional double-patenting rejection as two co-pending

applications are noted by the Examiner, and neither application has issued as a patent to date.

-15-
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Applicants hereby submit a draft Terminal Disclaimer. Upon an indication of

allowability of claims 1, 8, and 14, should such a terminal disclaimer disclaiming a portion of

a patent issuing from this application, which would extend beyond the term of any patent

issuing from co-pending Application Serial No. 09/490,915, become necessary, such a

document will be submitted. Accordingly, withdrawal of this rejection is respectfully

requested.

Applicants submit that all pending claims are in condition for allowance, and formal

notice of such is solicited. If the Examiner has any questions, the Examiner is respectfillly

requested to contact the undersigned at the number indicated below.

Respect 1y submitted,

  
Patrick J. Finnan

Registration No. 39,189

EDELL, SHAPIRO & FINNAN, LLC

1901 Research Boulevard, Suite 400

Rockville, Maryland 20850-3 1 64
(301) 424-3640

Hand Delivered: fl g- 2:!03-'
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Under the Paperwork Reduction Ac BTTQEE’no persons are required to respond to a coliection of information unless it displays a valid OMB control number.
TERMINAL DISCLAIMER TO OBVIATE A PROVISIONAL DOUBLE PATENTING DOCKEI Number (Optional)

REJECTION OVER A PENDING SECOND APPLICATION 81595RLO/0505.00180

In re Application of: Luo et al. RECEI\/ED
09/736,825 . ,

APR 0 3 7.903

 
 

 
   
 Application No.:

Filed: December 14, 2000

For: Automatically Producing An Image of a Portion of a Photographic Image Technology Center 2600

  

  The owner*,E‘:"_"‘_"_K°_d“_‘ffi"fTfi______ , of lgflmercent interest in the instant application hereby
disclaims, except as provided below, the terminal part of the statutory term of any patent granted on the instant
application, which would extend beyond the expiration date of the full statutory term defined in 35 U.S.C. 154 to
156 and 173 as shortened by any terminal disclaimer filed prior to the grant of any patent granted on pending
second Application Number leflgflé___________ , filed onJEEaWJE-_2929___, of any patent on the pending
second application.The owner hereby agrees that any patent so granted on the instant application shall be
enforceable only for and during such period that it and any patent granted on the second application are
commonly owned. This agreement runs with any patent granted on the instant application and is binding upon
the grantee, its successors or assigns.

In making the above disclaimer, the owner does not disclaim the terminal part of any patent granted on
the instant application that would extend to the expiration date of the full statutory term as defined in 35 U.S.C.
154 to 156 and 173 of any patent granted on the second application, as shortened by any terminal disclaimer
filed prior to the patent grant, in the event that any such granted patent: expires for failure to pay a maintenance
fee, is held unenforceable, is found invalid by a court of competent jurisdiction, is statutorily disclaimed in
whole or terminally disclaimed under 37 CFR 1.321, has all claims canceled by a reexamination certificate, is
reissued, or is in any manner terminated prior to the expiration of its full statutory term as shortened by any
terminal disclaimer filed prior to its grant.

 

  
  
  
  

  
  
  
  
  
  

  

  
Check either box 1 or 2 below, if appropriate.

 
 

[I For submissions on behalf of an organization leg, corporation. partnership, university, government agency,1' etc.), the undersigned is empowered to act on behalf of the organization.

I hereby declare that all statements made herein of my own knowledge are true and that all statements
made on information and belief are believed to be true; and further that these statements were made with the

knowledge that willful false statements and the like so made are punishable by fine or imprisonment, or both,
under Section 1001 of Title 18 of the United States Code and that such willful false statements may jeopardize
the validity of the application or any patent issued thereon.

2. The undersigned is an attorney or agent of record. DRAFT

Signature

 
  

  

   

  

 Patrick J. Finnan, Registration No. 39,189
 

  
Typed or printed name

Terminal disclaimer fee under 37 CFR 1.20(d) is included.  
 

WARNING: Information on this form may become public. Credit card information should not
be included on this form. Provide credit card information and authorization on PTO-2038.  

 *Statement under 37 CFR 3.73(b) is required if terminal disclaimer is signed by the assignee (owner).
Form PTO/SBl96 may be used for making this statement. See MPEP § 324.  

  
Burden Hour Statement: This form is estimated to take 0.2 hours to complete. Time will vary depending upon the needs of the individual case. Any comments on
the amount of time you are required to complete this form should be sent to the Chief Information Officer, US. Patent and Trademark Office, Washington, DC
20231. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Assistant Commissioner for Patents, Washington, DC 20231.
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|\ 4P” 0 2 2003 fig?
3I ' Atty. Dckt. 0505.0018C

IN THE LINITED‘sTTATES PATENT AND TRADEMARK OFFICE

In re the PATENT application of

Jiebo Luo, et al. Group Art Unit: 2625

Serial No.: 09/736,825 Examiner: Aaron W. Carter

Filed: December 14, 2000

For: AUTOMATICALLY PRODUCING AN IMAGE OF A RECE IVED
PORTION OF A PHOTOGRAPHIC IMAGE A PR 0 3 2003

Technology Center 2600
COMMISSIONER FOR PATENTS

Washington, DC. 20231

CHANGE OF FIRM NAME

Edell, Shapiro, Finnan & Lytle, LLC attorneys of record in the subject patent application,

have changed their name to:

EDELL, SHAPIRO & FINNAN, LLC

1901 Research Boulevard

Suite 400

Rockville, Maryland 20850-3164

Please note that only our firm name has been changed, our address and phone number remain

unchanged. Please send all future correspondence concerning this application to the new firm

name at the above address.

Respectfully submitted,

atrick J. Finnan

Registration No. 39,189

Hand—delivered: :l 1%! [1%

Page 18 of 309



Page 19 of 309

(fl

1| APR 0 2 2003 g
'1 I: is“

“rials. .ufig‘" Atty. Docket. No. 81595RLO
“my 0505.0013c

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re the PATENT application of

Jiebo Luo, et a1. Group Art Unit: 2625

Serial No.: 09/736,825 Examiner: Aaron W. Carter

Filed: December 14, 2000

For: AUTOMATICALLY PRODUCING AN MAGE OF A

PORTION OF A PHOTOGRAPHIC JMAGE RECEIVED

TRANSMITTAL LETTER APR 0 3 2393

COMMISSIONER FOR PATENTS Technology Center 2600
Washington, DC. 20231

Sir:

Transmitted herewith for filing in the above-identified application is an Amendment (16

Pages); Terminal Disclaimer (1 page); and Change of Firm Name (1 page).

It is believed that no fees are required at this time. However, Applicants hereby petition for

any extension of time that may be necessary to maintain the pendency of this application. The

Commissioner is hereby authorized to charge payment ofany additional fees required for the above-

identified application or credit any overpayment to Deposit Account No. 05-0460.

 
EDELL, SHAPIRO & FINNAN, LLC

1901 Research Blvd, Suite 400

Rockville, Maryland 20850-3164

(301) 424-3640

Hand-delivered: EH ZQ 03
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yJa-SWZZWS 83: 54 585-477-4545 BBB PATENT 14FLR PAGE 82/85

.-.. > .7 “LI-70'7" "'
7543.14 't' .' (L, a.

[”15" twirl "em l<
we may “We” .,-.- a81595RLO

Customer No. 01333

IN THE UNITED STA ES PATENT AND TRADEMARK OFFICE. 

In to Application of: ' Group Art Unit: 2625

Jiebo Luo Examiner: Aaron W. Carter
1 am may cnn this wort-am. m not

.lleul and EM 0! n on who damn I“ [ml
AN mos OF A manor: or A
PHOTOGRAPHIC IMAGE

Serial No. 09/736,825/
Filed 14 December 2000 _

 
Commissioner for Patents
P.O. Box 1450

Alexandxia, VA. 223 13-1450

Sir:

TERNIINAL DISCLAHVIER T0 OBVIATE A DOUBLE PATENTING
REJECTION OVER A PRIOR PATENT

The owner, Eaénan Keflgjompany ofthe entireyathe
instant application, hereby disclaims except as provided below, the terminal part ‘
of the statutory t ofany patent granted on the instant application, which would
extend beyonflézmexpiralion date of the full statutory term defined in 35 [ISO
154 to 156 and 173, as shortened by any terminal disclaimer, ofprior Patent No.

6545,743 The owner hen-ob?that any patent so granted on the instantWshall be enforoea e onl for and during such period that it and the
prior patent are commonly to .This agr ent runs With any patent granted

on the instant application and is bindinylpon the grantee. its successors or
assigns.

In making the above disclaimer, the owner doegtot disclaim the
terminal part ofany patent; granted on the instant application mt; would attend to
the expiration date of the full statutory term as definedin 35 U.c7S.C. 154 to 156
and 173 of the prior patent, as presently shortened by any temgnal disclaimer, in

the event that the prior patent hereafier: expires for failure to £721): maintenance
fee,‘'15 held unenforceable,‘15 found invalid by a court of compfitmifl jurisdiction, is
statutorily disclaimedin whole or terminally disdain-led undfi7§JFR 1.321, has
all claims canceled by a reexamination certificate,is reissuedfir“is in any manner

leS95an-di3-pfiorpmmtdoe g g
Received from < 535477 4646 > at 601013 8:49:51 AM [Eastern Daytlght Time] 5 E
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3%
81595RLO

Customer No. 01333

IN THE UNITED STATES PATENT AND :! Eé QEI'VIARK OFFICE

In re Application of: Group Art Unit: 2625

.Tiebo Inn Examiner: Aaron W. Carter

AUTOMATICALLY PRODUCING am..¢.mztrhm:.::°cm:£sm
AN IMAGE OF A PORTION OF A Danae and “ml: Dulce In “a m. on: m
PHOTOGRAPHIC IMAGE y

Serial No. 09l?36,825/ [ ' 12 1 p 3
Filed 14 December 2000

Commissioner fer Patents
P.O. Box 1450

Alexandria, VA. 22313-1450

Sir:

TEflilfléL QISCLAIMER TO OBVIATE A DOUBLE PATENTTNG
REJ- ECTION OVER A PENDING SEQOND éEPLECATION./

The ow (Eastman @mpany ofthe entire interest in the
instant application, hgeiy disclaims except as provided below, the tenniual part
of the stamto term ofany patent granted on the instant application, which would.

extend/beyond the expiration date of the full statutory term defined in 35 U.S.C.
154 to 156 and 173, as shortened by any terminal disclaimer filed prior to the

grant of any patent granted on pending second Application No. 0W5. The

owner hereby agrees that any patent so granted on the instant application shall be

enforceable/unfit and during such perio that it and.a.ny patent granted on the
second application are commonly ed. This agreement run ith any patent

granted on the instant application and is binding upon antee, its successors
or assigns. /

In making the above disclaimer, the owner does not disclaim the

terminal part of any patent granted on the instant application that would extend to

the expiration date of the fiill statutory term as defined in 35 U.S.C. 154 to 156

and 173 of any patent granted on the second application, as shortened by any

teirninal disclaimer filed prior to the patent grant on the second applicat'mn, in the

event that any patent granted on. the second application: expires for failure to pay

a. maintenance fee, is held unenforceable, is found invalid by a court of competent

A:\81595\kerm-dis-prior applidcc

Received from < 585 477 4646 > at 612103 8:49:51 AM [Eastern Daylight Time]
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jurisdiction, is statutorily disclaimed in whole or terminally disclaimed under 37
CFR 1.321, has all claims canceled by a. reexamination certificate, is reissued, or

is in any manner terminated prior to the expiration of its full statutory term as

shortened by any terminal disclaimer filed prior to its grant.

The undersigeréis an attorney of record. (If this box is not checked do
not use 5 form)

/

June 2, 2003
Date

Telephone: (585) 477-4653
Facsimile: (585) 477-4646
Jdas

  
Please charge the fee to Eastman Kodak Company Deposit Account

05-0225. (A duplicate copy ofthis request is enclosed)

A:\31595\tenn-dis~prlor appldoc "2

Received from < 585 4?? 4646 > at W03 8:49:51 AM [Eastern Daylighl Time]
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FACSIMILE TRANSMITTAL

EASTMAN KODAK COMPANY
PATENT LEGAL STAFF

343 STATE STREET

ROCHESTER, NEW YORK 1 4650-2201

DATE: June 2 3

TO: Examiner Aaron W Carter FAX N0. 703-822-9314
GROUP 2625

U.S. P BNT AND

ER_A.,DEMA_RK OFEICE

 

 

FROM: RA I MOND L. OWENS FAX NC. 585-477-4646
PHONE NO. figS-47’7-4653

RE: ULS. Serial No. 09/736,825 filed December 14, 2000
Jiebo Luo

Automatically Producing an Image of a Portion of a Photographic
Image

ATTORNEY DOCKET NO. 8 1 595RLO

Applicants submitted by facsimile on May 29, 2003, terminal disclaimers
in View of a copending patent application and a prior patent which were
requested by the Examiner in a phone conversation of that date. In
reviewing these documents it has come to Our attention that the
copending patent application and prior patent numbers were incorrect.
New terminal disclaimers with the correct numbers follow.

Total Pages Including Cover Sheet 5
 

Received from < 585 477 4646 > at Will 8:49:51 AM [Eastern Daylight Time]
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1%,
31595310

Customer No. 01333

  

IN THE UNITED STATES PATENT AND TRADE ARK OFFICE 

In re Application of: ' Group Art Unit: 2625

Jiebo Luo Examiner: Aaron W. Carter
x 11W mitt zine thin men-Wu Vol me

AUTOMATICALLY PRODUCING w imam. “amnion to an mm Boo-u-yucca. W um or a m sh. data nab NW
AN IMAGE or A PORTION or A
Pl-IOTOGRAPHIC IMAGE

Serial No. 09/736,825/
Filed 14 December 2000 .

 
Commissioner for Patents
P.O. Box 1450

Alexandria, VA. 22313-1450

Sir:

TERMINAL DISCLAM BVIATE A DOUBLE A ENTING
REJECTION OVE RIOR PATENT
 
 

The owner E/tman [Co/Company of the entire rye-(st in the
instant application, hereby disclaims except as provided below, the terminal part

of the statutory/term of any patent granted on the instant application, which would
extend beyond/the expiration date ofthe full statutory term definedm 35 US.C.
154 to 156 and 173, as shortened by any terminal disclaimer, ofpnor Patent No

6545,743. The owner hereby agrees that any patent so granted on the instant——_————-‘

application shall be enforceahl/onl for and during such period that it and the

prior patent are commonly 0):) .This agr ant runs with any patent granted
on the instant application andis bindjrylpon the grantee, its successors or
assigns.

In making the above disclaimer, the owner does not disclangthe
terminal part ofany patent granted on the instant application that would exgnd to
the expiration date of the full statutory term as defined'1n 35 U. S.C. 154 toIn156
and 173 of the prior patent, as presently shortened by any terminal disclaim,‘1n
the event that the prior patent hereafier: expires for failure to pay a maintenance
fee, is held unenforceable,‘15 found invalid by a court of competent jurisdigiog'is
statutorily disclaimed in whole or terminally disclaimed under 37 OFF. 1. 3§1, gas
all claims canceled by a reexamination certificate, is reissued, or is in any Emmet

A:\El l 595\tenn-dis-ptiur patentdoc

Received llom < 585 477 4646 > at 6W3 8:49:51 AM [Eastern Daylighl Time]
06/13/2003KJHCK OEFC:1814
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terminated prior to the expiratiOn of its full statutory term as shortened by any

terminal disclaimer filed prior to its grant.

The undersi?d'is an attorney ofrecord. (Ifthis box is not checked do0

not use?
rm)

  
June 2, 2003 I .—

Dato Ramfind L. Owens
Telephone: (585) 477—4653 Moms}; ofRecord
Facsimile: (585) 477-4646 ‘Registzafion No. 22,363
Idas /

Please charge the fee to Eastman Kodak Company Deposit Account

05-0225. (A duplicate copy ofthis request is enclosed)

AM 1595\termpdis-‘priorpumice

Received from < 585 47? 4646 > at 454303 8:49:51 AM [Eastem Daylight Time]
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Application No.

   
 
 

 
 
 

 
 

 
 

 
 
 

 

 

 
 

 09/736,825

Examiner

Aaron W Carter

All participants (applicant. applicant's representative, PTO personnel):

Applicant(s) ‘
LUO, JIEBO

E-k
Interview Summary

 

 

(1) Aaron W Carter. (3) .

(2) Raymond L. Owens, Reg. No.22 363 . (4) .
 

Date of Interview: 29 May 2003.

Type: EVE. Telephcnic b)|:| Video Conference
o)l:| Personal [copy given to: DD applicant 2)l:| applicant's representative]

 
Exhibit 'shown or demonstration conducted: d)l:| Yes e)|Zl No.

If Yes, brief description:

Claim(s) discussed:

Identification of prior art discussed:

Agreement with respect to the claims f)l:l was reached. g)l:| Was not reached. h)|ZI N/A.

Substance of Interview including description of the general nature of what was agreed to if an agreement was
reached, or any other comments: Attorney agreed to submit official Terminal Disclaimer for aggiicatien 09/490915 and
USPN 6 545 743. 

(A fuller description, if necessary, and a copy of the amendments which the examiner agreed would render the claims
allowable, if available, must be attached. Also, where no copy of the amendments that would render the claims
allowable is available, a summary thereof must be attached.)

THE FORMAL WRITTEN REPLY TO THE LAST OFFICE ACTION MUST INCLUDE THE SUBSTANCE OF THE

INTERVIEW. (See MPEP Section 713.04). If a reply to the last Office action has already been filed, APPLICANT IS
GIVEN ONE MONTH FROM THIS INTERVIEW DATE TO FILE A STATEMENT OF THE SUBSTANCE OF THE

INTERVIEW. See Summary of Record of Interview requirements on reverse side or on attached sheet.

Examiner Note: You must sign this form unless it is an &
Attachment to a signed Office action. Examiner’s signature, if required 

U S Patent and Trademark Office

PTO-413 (Rev. 04-03) Interview Summary Paper No. 10.
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   Application No. Applicant(s)

 
 

 

 

 09l736 ,8 25
ExaminerNotice ofAIIowabiIity LUO. JIEBO  

 
Aaron W Carter

-- The MAILING DATE of this communication appears on the cover sheet with the correspondence address--
All claims being allowable. PROSECUTION ON THE MERITS IS (OR REMAINS] CLOSED in this application. If not included
herewith (or previously mailed). a Notice of Allowance (PTOL-BS) or other appropriate communication will be mailed in due course. THIS
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308.

1. IX] This communication is responsive to 04f02/2003.

2. IX The allowed claim(s) is/are fl.

3. IE The drawings filed on 16 March 2001 are accepted by the Examiner.

4. El Acknowledgment is made ofa claim for foreign priority under 35 U.S.C. § 119(a)—(d) or (f).
a) [I All b) [:i Some* 0) El None of the:

1. I] Certified copies of the priority documents have been received.

2. [I Certified copies of the priority documents have been received in Application No.

3. El Copies of the certified copies of the priority documents have been received in this national stage application from the
International Bureau (PCT Rule 172(8)).

* Certified copies not received:

5. I: Acknowledgment is made of a claim for domestic priority under 35 U.S.C. § 119(e) (to a provisional application).
(a) CI The translation of the foreign language I rovisional application has been received.

6. [:1 Acknowledgment is made ofa claim for domestic priority under 35 U.S.C. §§ 120 and/or 121.

 

 

Applicant has THREE MONTHS FROM THE “MAILING DATE" of this communication to file a reply complying with the requirements noted
below. Failure to timely comply will result in ABANDONMENT of this application. THIS THREE-MONTH PERIOD IS NOT EXTENDABLE.

7. [I A SUBSTITUTE OATH OR DECLARATION must be submitted. Note the attached EXAMINER’S AMENDMENT or NOTICE OF
INFORMAL PATENT APPLICATION (PTO-152) WI 2 I: gives reason(s) why the oath or declaration is deficient.

8. D CORRECTED DRAWINGS must be submitted.

(a) El including changes required by the Notice of Draftsperson’s Patent Drawing Review ( PTO-948) attached
1) CI hereto or 2) CI to Paper No.

(b) I] including changes required by the proposed drawing correction filed , which has been approved by the Examiner.

(c) [:1 including changes required by the attached Examiner’s Amendment I Comment or in the Office action of Paper No.

 
Identifying indicia such as the application number (r “c 37 CFR 1.84(c)) should be written on the drawings in the front (not the back) ofeach sheet.

9. E] DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the
attached Examiner's comment regarding REQUIREI .. ;I IT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

Attachment(s)

1E] Notice of References Cited (PTO-892) 2i:| Notice of Informal Patent Application (PTO-152)
3D Notice of Draftperson's Patent Drawing Review (PTO-948) 4% Interview Summary (PTO-413), Paper No.1).
5]] Information Disclosure Statements (PTO-1449), F leer No._ 6i] Examiner‘s Amendment/Comment
7D Examiner's Comment Regarding Requirement to posit SKI Examiner's Statement of Reasons for Allowance

of Biological Material 9E] Other

  
.l S F-ZIIQII: and Traded-tori- Ultra?

PTO-37 (Rev. 04—03) Notice of Allowability Part of Paper No. 11 .
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Application/Control Number: 09/163,825 Page 2
Art Unit: 2625

DETAILED ACTION

1. This action is responsive to papers filed on April 2, 2003.

Response to Amendment

2. , In response to the applicant’s amendment received on April 2, 2003, all requested

changes to the claims have been entered.

Response to Arguments

3. Applicant’s arguments, see Amendment A, filed April 2, 2003, with respect to claims

have been fully considered and are persuasive. The 35 USC 102(e), 112 and Double Patenting

rejections of claims has been withdrawn.

Allowable Subject Matter

4. Claims 1-28 are allowed.

5. The following is an examiner’s statement of reasons for allowance: With respect to

claims 1- 28, none of the prior art, teach or fairly suggest computing a belief map of the digital

image, by using the pixels of the digital image to determine a series of features, and using such

features to assign a probability of a location of a main subject of the digital image in the belief

map. Although Jia (US 6,43 0,320) does disclose a method of automatically cropping an image

according to a belief of where in the image a main subject is located (column 13, lines 25-35 and

Page 28 of 309
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Application/Control Number: 09/7633,1925 Page 3
Art Unit: 2625

Fig. 8) he does not teach or fairly suggest the use of a belief map in which a probability of the

location of the main subject is assign.

Any comments considered necessary by applicant must be submitted no later than the

payment of the issue fee and, to avoid processing delays, should preferably accompany the issue

fee. such submissions should be clearly labeled “Comments on Statement of Reasons for

Allowance.”

Contact Information

6. Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Aaron W. Carter whose telephone number is 703.306.4060. The

examiner can normally be reached by telephone between 8am - 4:30pm (Mon. — Fri.).

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Bhavesh Mehta can be reached on 703.308.5246. The fax phone number for the

organization where the application or proceeding is assigned is 703.872.9314 for regular

communications.

Any inquiry of a general nature or relating to the status of this application or proceeding

should be directed to the receptionist whose telephone number is 703.306.0377.

Aaron W. Carter

Examiner

Art Unit 2625

Ma ’0

June 16, 2003

BHAVESH M. MEHTA

SUPERVISORY PATENT HAMMER
TECHNOLOGY CENTER 2800
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UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office

Q; I AddresECOMMISSIONER FOR PATENTSthan.“,. Po. Box 1450
Alexandria, mm 22313-1450
www.mpto 5W

NOTICE OF ALLOWANCE AND FEE(S) DUE

Patent Legal Staff
Eastman Kodak Company CARTER, AARON W
343 State Street

Rochester, NY 14650-2201
2625 3821-2811000

DATE MAILED: 06/18/2003

09/736,825 12! 14/2000 Jiebo Luo 8 l S‘JSWFN 8670

TITLE OF INVENTION: AUTOMATICALLY PRODUCING AN IMAGE OF A PORTION OF A PHOTOGRAPHIC IMAGE

nonprovisional $1300 $300 $1600 09! 1 8/200]

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT.
PRQSFQITIQN 9E mg, MEETS IsmTHIS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS.
THIS APPLICATION IS SUBJECT To WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP 1308.

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREEMES FROM THE
MAILING DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. THIS STATUTORY
EERIQD CAMEw.SEE 35 U.S.C. 151. THE ISSUE FEE DUE INDICATED ABOVE REFLECTS A CREDIT

FOR ANY PREVIOUSLY PAID ISSUE FEE APPLIED IN THIS APPLICATION. THE PTOL-85B (OR AN EQUIVALENT)
MUST BE RETURNED WITHIN THIS PERIOD EVEN IF NO FEE IS DUE OR THE APPLICATION WILL BE REGARDED AS
ABANDONED.

HOW TO REPLY TO THIS NOTICE:

1. Review the SMALL ENTITY status shown above.

If the SMALL ENTITY is shown as YES, verify your current If the SMALL ENTITY is shown as NO:
SMALL ENTITY status:

A. If the status is the same, pay the TOTAL FEE(S) DUE shown A. Pay TOTAL FEE(S) DUE shown above, orabove.

B. If the status is changed, pay the PUBLICATION FEE (if required) B. If applicant claimed SMALL ENTITY status before, or is now
and twice the amount of the ISSUE FEE shown above and notify the claiming SMALL ENTITY status, check the box below and enclose
United States Patent and Trademark Office of the change in status, or the PUBLICATION FEE and 1/2 the ISSUE FEE shown above.

El Applicant claims SMALL ENTITY status.
See 37 CFR 1.27.

II. PART B - FEE(S) TRANSMITTAL should be completed and returned to the United States Patent and Trademark Office (USPTO) with
your ISSUE FEE and PUBLICATION FEE (if required). Even if the fee(s) have already been paid, Part B - Fee(s) Transmittal should be
completed and returned. If you are charging the fee(s) to your deposit account, section "4b" of Part B - Fee(s) Transmittal should be
completed and an extra copy of the form should be submitted.

111. All communications regarding this application must give the application number. Please direct all communications prior to issuance to
Box ISSUE FEE unless advised to the contrary.

IMPORTANT REMINDER: Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of
maintenance fees. It is patentee's responsibility to ensure timely payment of maintenance fees when due.

Page 1 of 4
PTOL-SS (REV. 05-03) Approved for use through 04/30/2004.
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PART B - FEE(S) TRANSMITTAL

Complete and send this form, together with applicable fee(s), to: Mail Mail Stop ISSUE FEECommissioner for Patents
Alexandria, Virginia 22313-1450

Ea; (703)746-4000

1N3TRUCTJONS‘. This tori-n shou e used for transmitting the lSSUE. FEE and PUBLICATION F ‘ (if require L B ocks I through 4 shoul I: completed w are
op ropritite. All further correspondence including the Patent, advance orders and‘notification of maintenance fees Will e mailed to the current con-es Dndencc address asin icated unless corrected below or directed otherwise in Block 1, by (a) specifying a new correspondence address: and/or (b) indicating a separate " EB ADDRESS" formaintenance fee notifications.

 

 

     

 

     . - we! =5: rm ‘"P \v- mywmdwnsorm cte: eerti teate o mat mg can on y is use or omestic mm ings in I e

7590 06/18/2003 Fee(s) Transmittal. This certificate cannot be used for any otheraccompanying papers. Each additional paper. such as an assignment or

Patent Legal Staff formal drawmg, must have its own cenit‘icaie oftnailing or transmission.
Eastman Kodak Company Certificate at Mailing or Transmission

343 State Street I herebg certify that this Fee(s) Transmittal is being deposited with theUnited tales Postal Service with sufficient oslugc for first class mail in an
ROChCStEL NY 14650'2201 envelope addressed to the Box [Sine Fee address above, or being facsimiletransmitted to the USPTO. on the date indicated below.

  
APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION N0.

09/736,825 12/14/2000 Jiebc Luo 8159SWFN 8670
TITLE OF INVENTION: AUTOMATICALLY PRODUCING AN IMAGE OF A PORTION OF A PHOTOGRAPHIC IMAGE

APPLN. TYPE SMALL ENTITY ISSUE FEE PUBLICATION FEE TOTAL FEE(S) DUE
NO

nonprovisional $1300 $300 $1600 09/18/2003

CARTER, AARON W 2625 382-282000

   

 
 
 
 
 
 

 

2. For printing on the patent front page, list (1)
the names of up to 3 registered patent attorneys 1or agents OR, alternatively, (2) the name of a
single finri (having as a member a registered

l. Change of correspondence address or indication of "Fee Address" (37CFR 1463).

0 Change of cones ontlenee address (or Change of CorrespondenceAddress form PTO Bf 122) attached.

 

2
A . , . , attorney or agent) and the names of up to 2El "Fee Address" indication [or "Fee Address" Indication form -

PTOJSBMT; Rev 03-02 or more recent) attached. Use of a Customer registered Patent attorneys or agents' If no name 3
Number is required. is listed, no name Will be printed.

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type)

PLEASE NOTE: Unless an assignee is identified below. no assignee data will appear on the patent. Inclusion of assignee data is only appropriate when an assignment has
1

been previously submitted to the USPTO or is being submitted under separate cover. Completion of this form is NOT a substitute for f'i rig an assignment.
(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY arid STATE OR COUNTRY)

Please check the appropriate assignee category or categories (will not be printed on the patent] El individual El corporation or other private group entity El government
4a. The following fee(s) are enclosed: 4b. Payment of Fee(s):

D Issue Fee El A check in the amount of the fee(s) is enclosed.
El Publication Fee CI Payment by credit card. Form PTO—2038 is attached.

El Advance Order _ # ofCopies g TheICornn'tissioner is hereby authorized by char e the reduirctl fee(s , or credit any overpayment, to—— eposit Account Number (one use an extra copy 0 this form).____—.___———u-——-—--—-——-—-

Commissioner for Patents is requested to apply the Issue Fee and Publication Fee (if any) or to re-apply any previously paid issue fee to the application identified above.

 

 
 

 
 
  
  

 
 
  

 (Audiorized Signature) (Date) 

NOTE: The Issue lice and Publication l-‘ee (if required) will not he accepted from anyone

other than the applicant; a registered nttomegr or agent; or the assignee or other party ininterest as shown it the records of the United totes l atent and Trademark Office.
   Tins collection of information is re ujred y 3? CFR 1.3M. The information is required to
obtain or retain a benefit by the pit lie which is to file (and h the USPTD to process) an
application. Confidentiatity is governed by _35 U.S.C. 122 and 3 CFR 1.14. This collection is
estimated to take 12 minutes to corn lcte, including gathering, preparing. and submttting the
completed application form to the SPTO. Time Will vary depending upon the indiiridualease. Any comments on the amount of time you require to com etc this form and/or
suggestions for reducing this burden. should be sent to the Chief ln on-nuiion Officer, US.
Patent and Trademark Office, U.S. Department of Commerce, Alexandria, Vi inizi
223134450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADD ‘SS.
SEND TO: Commissioner for Patents, Alexandria, Virginia 22313—1450.

Under the Paperwork Reduction Act of 1995, no Eersons are required to respond to acollection of information unless it displays a valid OM control number.
   TRANSMIT THIS FORM WlTI-I FEE(S)

PTOL-SS (REV. 05-03) Approved for use through 04/30/2004. OMB 0651-0033 U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
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UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT 01" CUMME RC E
United States Patent and Trademark Office
Addxeaw:COm/IISSIONER FOR PATENTS

PO. Box 1450
Alexandria, Vu'ginin 21313-1450 
www.mto gov

09/736,825 12/14/2000 Jiebo Luo 81595WFN 8670

7590 06/18/2003

Patent Legal Staff CARTER, AARON W
Eastman Kodak Company

Rochester, N Y 14650-2201 2625

DATE MAILED: 06/18/2003

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)
(application filed on or after May 29, 2000)

The patent term adjustment to date is 334 days. If the issue fee is paid on the date that is three months after the

mailing date of this notice and the patent issues on the Tuesday before the date that is 28 weeks (six and a half

months) after the mailing date of this notice, the term adjustment will be 334 days.

If a continued prosecution application (CPA) was filed in the above-identified application, the filing date that

determines patent term adjustment is the filing date of the most recent CPA.

Applicant will be able to obtain more detailed information by accessing the Patent Application Information Retrieval

(PAIR) system. (http://pair.uspto.gov)

Any questions regarding the patent term extension or adjustment determination should be directed to the Office of

Patent Legal Administration at (703)305—1383.

Page 3 of 4
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UNITED STATES PATENT AND TRADEMARK Omen UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Addmm COMMISSIONER FOR PATENTS110.on 1450

Alexandria. Vuguu’'n 22313-1450wwwusptu gov

APPLICATION NO, FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

 
09/736,825 12/14/2000 Jiebo Lun 81595WFN 8670

7590 06/18/2003

Patent Legal Staff CARTER, AARON W
Eastman Kodak Company

Rochester, NY" 14650-2201 2625
UNITED STATES DATE MAILED: 06/18/2003  

Notice of Fee Increase on January 1, 2003

If a reply to a "Notice of Allowance and Fee(s) Due" is filed in the Office on or after January 1, 2003, then the

amount due will be higher than that set forth in the "Notice of Allowance and Fee(s) Due" since there will be an increase
in fees effective on January 1, 2003. SE Reyisiog ofRam and Trademark Eggs, for Fiscal m; 20113; Final Rule, 67 Fed.
Reg. 70847, 70849 (November 27, 2002).

The current fee schedule is accessible from: hIm'ZfWflL/Y uspggggflmajgghgflmiggs him

If the issue fee paid is the amount shown on the “Notice of Allowance and Fee(s) Due," but not the correct amount

in view of the fee increase, a "Notice to Pay Balance of Issue Fee" will be mailed to applicant. In order to avoid

processing delays associated with mailing of a "Notice to Pay Balance of Issue Fee," if the response to the Notice of
Allowance and Fee(s) due form is to be filed on or after January 1, 2003 (or mailed with a certificate of mailing on or
after January I, 2003), the issue fee paid should be the fee that is required at the time the fee is paid. If the issue fee was
previously paid, and the response to the "Notice of Allowance and Fee(s) Due" includes a request to apply a
previously-paid issue fee to the issue fee now due, then the difference between the issue fee amount at the time the
response is filed and the previously paid issue fee should be paid. See Manual of Patent Examining Procedure, Section
1308.01 (Eighth Edition, August 2001).

Questions relating to issue and publication fee payments should be directed to the Customer Service Center

of the Office of Patent Publication at (703) 305-8283.

Page 4 of 4
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Complete onpirsiiiid this form, together with applicable teem, to: Mail Mail Stop ISSUE FEE /
9,. Commissioner for Patents /Alexandria, Virginia 22313-1450

Ea; (703)746-4000

'INSTRUCTION : is rim 5 iflll d u ‘or trans-nimng 5 ES FEE 'PUBLI A _ FEE (i ”qt". . p
rip ropn'iile. All further oorrespondenee including the Potent. advance orders apd‘riout‘icauon ofniarntemnee lees will 7 A " Meme address as
in irated uni?” Cull'lectcd below or directed otherwise in Block I. by [a] spesifying s new correspondence address; ond’or (b) indieiinng it separate EE ADDRESS' formaintenance ee no Italians.

p

- ‘ T‘A ' /

SEP 1 02003 H rARTB- FEE(S)TRANSMI’ITAL g ‘26
  

 

   

 

 
  

  
  ‘ = - - ‘ " ' ' ‘ote: ' ocmicaleo matings-an any . u - or -mestlt:maiin.gso

7590 ué/IBIIOO! Fee(s) Trapsniltol. This eemfiqato cannot be used for Inny otheraoeorn anying papers. Each sddlttonsl paper, soon as an assignment or

Patent Legal Smff to drawing. must have It: own critil'ioue or mailing or Irsrsinmsion.
Eastman Kodak Company Certiflcute of Milling or Transmission

343 State Street I herehg certify Lint this Fags) Transmittal is being deposited with the01119:! tales Poem] Service with sufficient 5m e for ('35! class I ‘

Rochester, NY 14650-2201 with... mimic in Box Issue is ”Emilee... oinsflhltfi:Iransrnitted to the USPTO on the date initiated below.

 

 
/ .-

I

APPLICAHON N0. m FIRST NAMED INVENTOR A'lTORNEY pocxer no. CONFIRMATION N0.
99!?36.815 I film-300 iiebo Lin: B] SQSWFN 8670

TITLE OF INVENTION: AUTOMATICALLY PRODUCING AN IMAGE OF A PORTION OF A PHOTOGRAPHIC IMAGE

   

i

APPLN. TYPE SMALL ENTITY m PU BLICATION l-EE 10m FEE(S) DUE DATE DUEN0 5300nonplwisional 51300 51 I300 09!!!!2001

“——
CARTER, AARON W 2615 332432000

  

 

 
  

l. Chen e ol'correspondenoe address or indinn'on of ”Fee Address' (31CFR l. 63}.

CI Chan 3: ofeorte ndence oxidress (or Change of ConespondenceAddress form PT B!122)atlta£l1ed.

2. For printing on the patent front page. list (I)
the names of up to 3 registered patent. attorneys OWE
or agents OR, alternatively. (2) the name of a Lia0nd I" 115
single firm (having as a member 1 registered

_ _ , , . anomey or agent) and the name: of up to 2 1Cl “Fee Address" indication (or ”Fee Address“ Indication form in - d. gisrem patent attorneys or agents. II‘m name
Fligggfii’ii‘flliildm or more recent) attached. Use of I Customer is 1. I no n c will be prin l. 3  

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type)

PLEASE NOTE: Unless an “iii" is identified below, no assignee date will appear on Itiepotent. Inclusion or designee data is WI‘ appropriate when an assignment has1313been previously suimliUcd Lottie Sl’i‘D or is being submitted under sepame cover. Completion of this form is NOT unlistit'ute For I'I an miment.
(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STATE OR COUNTRY)
EASTMAN KODAK COMPANY

343 STATE STREET, ROCHESTER, NY 14650-2201
Plus: check the appropriate nssignee category or wtegories (will not be printed on the patent) D individuul “corporation or other private group entity Cl govemment
4a. The following fee(s) are enclosed: 4b. Payment of Fee“):

)3 [5513: Fee CI A check in the amount oftIIe fee(s) is enclosed.
x: Publicafim Fga El Payment by credit card. Fonn PTO—2038 is attached.

_ - x0111: Commissioner is here]: oufliorized h I: the I! u'rred fee 3 . or credit an n I
0 Advance Order it oI'CopIes Deposit Account Number 3' (m“‘2“ copy Iat’this form). 1' vapayl'nent, 0

Commissioner for Patents is roqu to apply the Issue Fee and Publication Fee (irony) or to I'l-appiy any plevimnly paid issue fee to the application identified above
  

  
   

  
 
 

  
 
  
 

 

e ssue econ u matron Fee(i Ill jun 11 accepts urn anyoneon," M m ”Kim" a mammal mm m a mi; 0, m mm” a, on,“ m in 09/11/2003 KBETEHIIE 00000025 050225 09736825 /
01 FC:1501 /1300.00 in
ca rciisoi / 300.00 in

inletest nsshow'n the rumrdsul' the United late: tent and T‘ndernatk Office.

Thls collection oi tniormatron Is HIE 5y 5'? EFE I! . :I Be Inionmlton I: required to
obtain or retain a benefit by the mlic which is to file (and the USF'I'O to process) Inaopliention. Confidmtiolity Is governed by .35 U.S.C. 122 and 3 CFR} . 14. 1111: collection is
ostimaled to taJtc lg minutes to corn lete including glittering, preparing. Ind submitting the
completed application form to the SFi'D. Time will vary depending upon the iniiiiriiliialuse. Any comments on Ilie amount of time you require to corn or: this form andror
suggertlorts for reducing this burden. should be sent to the Chief In onnstion Officer, l.).$.
Potent and Trade-mart Clifice, US. Department of (Immerse. Alexandria. VI turn
113114-550. DONQT 584D FEES OR COMPLETED FORMS TO THIS ADD SS.SEND TO: Cominissioner for Patents. Alexandria. Virginia 223 I 34450.

Under_tlie Paperwork Reduction Act of 1995. nmnons are required to respond to ncollection of information units: ildisplnysa valIdO control number.   
TRANSMIT THIS FORM WITH FEE(5)

PTOLc85 (REV. 05-01) Approved for use through 0430/2004. 0MB 0651-0033 U.S. Potent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
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Attorney Docket No. 0505.0018C

PATENT

 IN THE UNITED STATES PATENT AND TRADEMARK OFFICE . M
t4 04%}

In re application of MJiebo Luo, et a1. Examiner: Carter, Aaron W. Lad
SerialNo.: 09/736,825 AItUnit: zszRECElVF—D
Confirmation No.: 8670 OCT 0 7 2003

Filed: December 14, 2000 .. Technology Center 2600
For: Automatically Producing an Image of a Portion of a Photographic Image

  

Commissioner for Patents
PO. Box 1 45 0

Alexandria, Virginia 22313-1450

INFORMATION DISCLOSURE STATEMENT

UNDER 37 C.F.R. §1.97(d)

Pursuant to the duty imposed by 37 C.F.R. §1.56 to disclose information which

may be material to the patentability of the above-identified patent application, the

Applicant(s) would like to direct the Examiner's attention to the documents listed on the

enclosed Information Disclosure Citation Form (PTO/SB/OS). In accordance with this

duty of disclosure, Applicant(s) hereby submits the following information in

conformance with 37 C.F.R. §§1.97 and 1.98.
V
M Pursuant to 37 C.F.R. §l.98, a copy of each document cited in the attached

Form PTO/SB/08A is enclosed.

[:I The subject Information Disclosure Statement is being filed without
copies of the listed U.S. Patents and/or U.S. patent application
publications pursuant to the waiver of the requirement under 37 C.F.R.
§1.98(a)(2)(i) for applications filed afier June 30, 2003. Copies of the
listed foreign patent documents and/or non-patent literature are enclosed
herewith.

130.00HP

El No copies of the publications listed on the attached Form PTO/SB/08A are
being provided pursuant to 37 C.F.R. §1.98(d) because the publications
were previously cited by or submitted to the Office in prior Application lfiffiE/EODZSFELEKEl0000003709736035

01FC:1006

Page 35 of 309
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E]

D

a - * o
Attorney Docket No. 05 05.001 80

Serial No. 09/736,825

Page 2

Serial No. to which the above-identified application claims priority

under 35 U.S.C. §120.

Each document cited on the attached Form PTO/SB/O8A was cited in a

foreign search or examination report in a corresponding international
patent application.

Enclosed is a copy of a non-English publication(s) . Pursuant to

§609 of the M.P.E.P., Applicant submits the attached foreign search or
examination report, which cites such non-English language publication(s).

Enclosed is a copy of a non-English publication(s) . English

language publication (copy enclosed) claims priority from this non-
English publication.

Enclosed is an explanation of non-English publication(s) for which

an English translation is not available.

Enclosed is an English translation ofnon—English publication(s)
cited in the attached Form PTO/SB/O8A.

Enclosed is a copy ofpending patent Application Serial No.

This Information Disclosure Statement is filed after the period specified in 37

C.F.R. § 1.97(c), but on or before the payment of the issue fee.

In accordance with 37 C.F.R. §1.97(d) also enclosed is:

Page 36 of 309

K4 Fee under 37 C.F.R. §1.17(p) in the amount of$180.00; and

I:] Statement as specified in 37 C.F.R. §1.97(e):

B Each item of information contained in the Information
Disclosure Statement cited herein was first cited in a

connnunication from a foreign patent office in a

counterpart foreign application not more than three months
prior to the filing date of the Information Disclosure
Statement; g

E] No item of information contained in the Information
Disclosure Statement submitted herewith was cited in a

communication from a foreign patent office in a

counterpart foreign application, and, to the knowledge of
the undersigned, having made a reasonable inquiry, no item
of information contained in the Information Disclosure

Statement was known to any individual designated in 37
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Attorney Docket No. 0505 .0018C
Serial No. 09/736,825

Page 3

C.F.R. §1.56(c) more than three months prior to the filing
date of the Information Disclosure Statement.

It is respectfully requested that the Examiner consider the above-noted

information and return an initialed copy of the attached Form PTO/SB/08A to the

 

undersigned.

. Respectfully submitted by
Dated: [211ml 64 Mt gm} EDELL, SHAPIRO & FINNAN, LLC
EDELL, SHAPIRO & FINNAN, LLC By: WW
CUSTOMER No. 27896 Heather Menu
1901 Research Boulevard, Suite 400 Reg. No. 37,336
Rockville, MD 20850

(301) 424-3640
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PTO/SB/OSA (0800)

Complete ifKnown

A. lictttion Number 09/736,825

 
 
 

 

  

Substitute for form 1449A/PTO

 
  

INFORMATION DISCLOSURE

STATEMENT BY APPLICANT
emu mum _

(use as many sheets as necessary) Amen W, Carter
Attorney Docket Number 0505.0018C

' 1 Date of Publication of Cited
Examiner K.md Code' Document MM—DD-YYYY
Initials* (Ifknnwri)

 
  
  

 

  
  

FOREIGN PATENT DOCUMENTS

 
 

 
 

. . gn Patent Document - ~
Iflmals’“ N0} Name of Patentee or Applicant of Cited Dfate‘ ofPubhcatton

Office3 Number" Kind Code5 Document 0 €1th Document T67 MM-DD-YYYY(lflmown)

E l 158 454 Eastman Kodak Com-an l ItEElEDOl _
1 017 019 MENU-DOD _
0975 I46 Olizerzuuu _

= - —— ‘
- _-

_-
—_
_-

Si- ature

*EXAMINER: Initial if reference considered, whether or not citation is in confom-ience with MPEP 609. Draw lint: through citation if not in conformance
and not considered. Include copy of this form with next communication to applicant. 1/ 

' Unique citation designation number.
2 See attached Kinds of U.S. Patent Documents.
3 Enter Office that. issued the documcnl, by the two~|eller code {WIPO Standard STJ).
‘ Far Japanese patent documents. the indication oFtlic year oftlie reign ofllie Emperor must precede the serial number of the patent document.
‘ Kind of document by the appropriate symbols as indicated on the document under WPO Slnndnrd ST‘. 16 if possible.
° Applicant is to place a check marl-c here if English language Translation is attached.
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. Camiletei Known
Substitute for forrnl449B/PTO A licllinn Number 09/736,825

Filin Date December 14, 2000
INFORMATION DISCLOSURE Tim, etal.
STATEMENT BY APPLICANT

Examiner Name Aarron W, Carter
[use as man sheets as necessa )

—-_Anomeynockemumw

OTHER DOCUMENTS — NON PATENT LITERATURE DOCUMENTS

Include name ofthc authorJin CAPlTAL LETTERS), title of the article (when appmpn’alc), title of the item (book.
magazine, journal, serial, symposium, catalog, etc.), date, page(s). volume-issue number(s), publisher, city and/or country" where .ublishcd.

Communication pursuant to Article 96(‘23\EPC; European Patent Office; June 4, 2003.

 
Examiner
Si_ ature . I

*EXAMINER: Initial if reference considerefi. whether or not citation is in conformance with MPEP 609. Draw line through citation if not in ccnfonnance
and not considered. Include copy of this form with next communication to applicant.r

 

\_ '

x '

' Unique citation designation number.
2 Applicant is to place a check mark here if English language Translation attached.
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  _____——-—

EI EPNEPO/OED Europiiisches European Office européen
D-80298 Munchen Patentamt Patent Office des brevets

’3‘ +49 89 2399-0
TX 523 656 epmu d Directorate General 2 Direction Generals 2
 FAX +49 89 23994485 Generaldireldlcn 2

—| Telephone Numbers:

Parent, Yves Primary Examiner +49 es 2399-8631
KODAK INDUSTRIE, (substantive examination). ________________
Departement Brevets,
CRT - Zone Industrielle Formelltles Officer/Assistant +49 39 2399-2432
71102 Chalon—sur-Saéne I edex BREVETS ‘Fmamies and ”he'mm’s)_________.——-—

FRANCE

1 0 JUIN 2003

_.l

Aphti {non Not Ref. Date
01-04 654.6-2202 81595 04.06.2003

Applicant

EASTMAN KODAK COMPANY

 
 

 

 
 

 
 

 
 

  

 
  

 

 

Communication pursuant to Article 96(2) EPC

The examination of the above-identified application has revealed that it does not meet the requirements of the
European Patent Convention for the reasons enclosed herewith. If the deficiencies indicated are not rectified
the application may be refused pursuant to Article 97(1) EPC.

You are invited to file your'observations and insofar as the deficiencies are such as to be rectifiable. to correct
the indicated deficiencies within a period

of 4 months

from the notification of this communication. this period being computed in accordance with Rules 78(2) and
83(2) and (4) EPC.

One set of amendments to the description, claims and drawings is to be filed within the said period on separate
sheets (Rule 36(1) EPC).

Failure to comply with this invitation in due time will result in the application being deemed to be
withdrawn (Article 96(3) EPC).

 
MOORHOUSE D C

Primary Examiner
for the Examining Division

Enclosure(s): 7 page/s reasons (Form 2906)
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) BescheilerDtokoll (Anlage) CommunicatlonlMlnutes (Annex) Noflflcatloanroees-verbal (Annexe)D BI 1t AnmaldeANr;Jo 13:1:"1 0 4 . o 6 . 2 o 03 Slim 1 Application No.: 0 1 2 0 4 654 . 6
Dale Feuille Demands n“:  

The examination is being carried out on the tollowing application documents:

Description. pages:

1-16 as originally flied

Claims, No.:

1-28 as originally filed

Drawings, No.:

1-18 as originally filed

1. The following documents are cited :

D1 : EP-A-1 158 464

D2 : EP-A-1 O17 019

D3 : EP-A—0 975 146

D4 I US-A-5 732 161

2. Claims 1 to 7, 9, 14 to 21 and 23 lack clarity and / or support in the description,

and are therefore not allowable according to Article 84 EPC. The objections are

set oUt in detail below.

Claims 1 and 15

It is not clear from step (b) whether the "probability" is assigned separately to each

pixel, or is applied to some other sized region, such as on an image block basis.

Page 41 of 309
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) BeacheilerotokoII (Anlage) CommunlcatlonlMinutes (Anneat) Notification/Procés-verbal (Annexe)0 Datum Blatt Anmalde-Nr.:J Date 04 .06.2003 Sheet 2 ApplicationNo.: 01 204 654.6
Date Feullle Demands n“:

It is not clear what is meant by the following wording used in step (c): "a crop

window having a zoom factor". A zoom factor would appear to define an

operation to be carried out on a window, rather than defining the window itself.

Moreover, it is not clear how the said factors determine the size of the crop

window, since the said size us surely dependent on the size of the main subject

within the image.

In step (d), it is not clear whether “high subject content" refers to the previously

defined main subject, or to some other unspecified subject (as well).

Claims 2 and 16

In steps (I) and (ii), it is not at all clear, of what the centre of mass or weighted

central moments is/are calculated, since there is no mention previously of the

clustering operation. Thus, according to the present wording, the said steps could

be carried out on the entire image.

In step (iv), it is not clear, how the crop window is determined. Moreover, the

wording of this feature is objected to for reasons set out above with respect to

claims 1 and 15, step (c).

M

It is nor clear, how a location can "include" the centre of mass.

In step (ii), since step (I) specifies selecting an initial position, then it would appear

that step (ii) should specify "using to move the position ...".

Claims 4 and 18

The wording "uncropped" should be removed from parentheses (cf. Rule 29 (7)

EPC).

Further, it is not clear where in the description and drawings step (ii) finds support.

Claims 5 and 19

These claims should refer back to step (Li) of claims 2 and 16 respectively.
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BascheidIProtokorr (Anlage) Communication/Minutes (Annex) Notification/Procés-verbal (Annexe)

Datum Blatl Anmelde-Nr.:
Date 04 . O 6 . 2 O 0 3 Sheet 3 Application No; 0 l 2 O4 6 54 . 6
Date Feuille Demands n“: 

Claims 6 and 20

These claims should refer back to step (E) of claims 2 and 16 respectively.

Moreover, it is not clear where the feature in these claims is supported in the

description and drawings.

Claims 7 and 21

These claims should refer back to step (E) of claims 3 and 17 respectively.

Moreover, step (iii) covers more than selecting the crop window to optimize the

subject content. However, no other possibilities have been disclosed in the

originally filed application documents. Thus, claim 7, step (iii) lacks support in the

description.

Claims 9 and 23

These claims should refer back to step (E) of claims 2 and 16 respectively.

QamMa—ndZB

it is not at all clear, where in the description there is support for the use of more

than one computer to perform the method of claim 1.

The above lacks of clarity and support notwithstanding, as full an examination as

is possible in the circumstances has been carried outwith respect to the

requirements set out in Articles 52 to 56 EPC.

The subject-matter of claims 1, 3, 7 to 15, 17 and 21 to 28 lacks novelty with

respect to the disclosure of document D1, inasfar as the same contracting states

(DE, FR, GB) are designated. These claims are therefore not allowable according

to Articles 52 (1), 54 (3) and 54 (4) EPC.

in detail, document D1 discloses:

- A method of producing an image of at least a portion of a digital image,

comprising the steps of:

- a) providing a digital image having pixels (32);
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- b) computing a belief map of the digital image (Paragraph [0026], method

step 200/ Figure 3, claim 2);

- c) determining a crop window having a shape and a zoom factor (Paragraph

[0026], step 201 / Figure 3, claim 4); and

- d) cropping the digital image to include a portion of the image of high subject

content in response to the belief map and the crop window (Figure 4, paragraphs

[0038] and [0039], claim 10).

Thus, the subject-matter of claim 1 is known from document D1.

The features of claim 3 are also known from document D1, in particular claims 5

and 6 and steps 204 to 207 in Figure 3.

Likewise, the features of claim 7 are known from document D1, in particular

claims 5 and 6 and steps 204 to 207 in Figure 3.

The subject-matter of claim 8 is known from document D1, Figure 3, step 205;
paragraph [0035] and claim 7.

The subject-matter of claim 9 is known from document D1, Figure 3, step 202;

paragraphs [0027] and [0041] to [0045] and claim 8.

The subject-matter of claim 10 is known from document D1 , paragraph [0027] and
claim 9.

The subject-matter of claim 11 is known from document D1, Figure 3, step 210;

Figure 4, step 306; Figure 5, step 406; and paragraphs [0032], [0033] and [0054].

The subject-matter of claim 12 is known from document D1, paragraph [0055].

The subject-matter of claim 13 is known from document D1, paragraph [0056].

The subject—matter of claim 14 is known from document D1 paragraphs [0050]
and [0057].
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The subject-matter of independent claim 15 is known from document D1. In

addition to the passages cited in the context of claim 1, attention is also drawn to

paragraphs [0010], [0023] and [0034] and claims 1 to 3.

The features specified in claims 17 and 21 to 28 are the same as those specified

in claims 3 and 7 to 14 respectively, and thus the subject-matter of claims 17 and

21 to 28 lacks novelty, for reasons set out above.

5. The subject-matter of claim 1 lacks an inventive step, and is thus not allowable

according to Articles 52 (1) and 56 EPC.

Document D2 discloses steps (a) and (b) of claim 1. it does not disclose steps (0)

and (d). However, these steps merely represent an obvious use of the technique

disclosed in document D2, especially as they are traditionally done after

performing a procedure similar to steps (a) and (b) manually.

Thus, the subject-matter of claim 1 is rendered obvious by the disclosure of
document D2 taken alone.

Moreover, it is well known that the zoom of the cropped area and the shape

thereof influence the size of the cropped area and vice versa - see, for example,
document D4, column 10, line 65 to column 11, line 13.

Thus, the subject-matter of claim 1 is rendered obvious by the disclosures of
documents D2 and D4 in combination.

The additional features of claims 2, 4, 6, 16, 18 and 20 are rendered obvious by

the disclosure of document D3, Figures 6 and 7 and paragraphs [0048] to [0054].

The use of the MSD technique of document D2 in positioning a film sample is, by

analogy with the arguments presented above with respect to cropping, is an

obvious suggestion for one skilled in the photographic arts to make. Thus, the

subject—matter of claim 15 is rendered obvious by the disclosure of document D2.
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The additional features of claims 16, 18 and 20 are rendered obvious by the

disclosure of document D3, Figures 6 and 7 and paragraphs [0048] to [0054].

6. if, despite the above objections, the Applicant nevertheless wishes to proceed

further with the present application, then when filing amendments to overcome the

said objections, the following points should also be noted :-

The ultimately adopted independent claims should be divided in the proper two-

part form based on D2. (Rule 29 (1) (a) and (b) EPC). This requires inclusion in

the preamble, of at least those features known in combination from D2 as set out
above.

The opening pages of the description should be augmented to provide an

acknowledgement of the background art (Rule 27 (1) (b) EPC) as disclosed in D1,
D3 and D4.

The consistory clause forming the disclosure of the invention(s) as claimed,

should be brought into the agreement with the claim(s) of broadest scope (Rule
27(1) (c) EPC).

The "inclusion by reference" on page 6 must be deleted (Guidelines, 0-”, 4.18).

Bracketed reference numerals should be included throughout the claims as this

would improve their intelligibility (Rule 29 (7) EPC).

The references to application documents should be replaced by published

equivalents where they occur on pages 3 and 6.

Care should be taken to avoid giving rise to further objections by the inadvertent

addition of subject—matter (Article 123 (2) EPC), and to ensure that the claims re—

late to a single invention (Article 82 EPC).
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The Applicant is requested to file amendments by way of replacement pages. The

Applicant should also take account of the requirements of Rule 36 ( 1) EPC. In

particular, fair copies of the amendments should be filed in triplicate. Handwritten

amendments should be avoided according to Rules 36 (1) and 35 (10) EPC, in

particular with a view to avoiding mistakes in printing any patent which might
result from the present Application.
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the grant of a petition under 37 CFR 1.313(c)(2), or a continuing application under 37 CFR

l.53(b) (or a continued prosecution application (CPA) under 37 CFR 1.53 (d) if the CPA is for a

design patent and the prior application of the CPA is a design application) upon the grant of a

petition filed under the provisions of 37 CFR 1.313(c)(3). Alternatively, the other provisions of

37 CFR 1.313 may apply, e.g., a petition to withdraw the application from issue under the

provisions of 37 CFR 1.313(c)(1) may be filed together with an unequivocal statement by the

applicant that one or more claims are unpatentable over the information contained in the

statement. The information disclosure statement would then be considered upon withdrawal of

the application from issue under 37 CFR 1.313(c)(1).

Conclusion

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Aaron W Carter whose telephone number is (703) 306-4060. The

examiner can normally be reached on 7am - 3:30 am (Mon. - Fri).
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METHOD FOR AUTOMATICALLY CREATING CROPPED AND

ZOOMED VERSIONS OF PHOTOGRAPHIC IMAGES

BACKGROUND OF THE INVENTION

Field ofthe Invention

5 The invention relates generally to the field of digital image

processing and digital image understanding and more particularly to a process

and system for automatically creating cropped and zoomed versions of

photographic images.

Description ofthe Related Art

10 . For many decades, traditional commercial photo-finishing systems

have placed limits on the features offered to consumers to promote mass

production. Among those features that are unavailable conventionally, zooming

and cropping have been identified by both consumers and photofinishers as

extremely useful additional features that could potentially improve the quality of

 
15 the finished photos and the subsequent picture sharing experiences. With the

advent of, and rapid advances in digital imaging, many of the technical barriers

that existed in traditional photography no longer stand insurmountable.

Hybrid and digital photography provide the ability to crop

undesirable content from a picture, and magnify or zoom the desired content to

20 fill the entire photographic print. In spite of the fact that some traditional

cameras with zoom capability provide consumers greater control over composing

the desired scene content, studies have found that photographers may still Wish to

perform a certain amount of cropping and zooming when Viewing the finished

photograph at a later time. Imprecise viewfinders of many point-and-shoot

25 cameras, as well as simply second—guessing their initial compositions, are factors

in the desirability of zoom and crop. In addition, it maybe desirable to use some

other regular border templates such as ovals, heart shapes, squares, etc. In

another scenario, some people commonly referred to as "scrapbookers" tend to
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margins around the borders of an image. It does not examine the overall content

of the image. In practice, the XV program is effective in cropping out the dark

border generated due to imprecise alignment during the scanning process.

However, disastrous results can often be produced due to the apparent lack of

scene understanding. In some extreme cases, the entire image can be cropped.

Another conventional system, described by Bollman et al. in US.

patent No. 5,978,519 (incorporated herein by reference), provides a method for

cropping images based upon the different intensity levels within the image. With

this system, an image to be cropped is scaled down to a grid and divided into non-

overlapping blocks. The mean and variance of intensity levels are calculated for

each block. Based on the distribution of variances in the blocks, a threshold is

selected for the variance. All blocks with a variance higher than the threshold

variance are selected as regions of interest. The regions of interest are then

cropped to‘a bounding rectangle. However, such a system is only effective when

uncropped images contain regions where intensity levels are uniform and other

regions where intensity levels vary considerably. The effectiveness of such a

system is expected to be comparable to that of the XV program. The difference is

that the XV program examines the image in a line by line fashion to identify

uniform areas, while US. patent No. 5,978,519 examines the image in a block by

block fashion to identify uniform areas. In summary, both techniques cannot deal

with images with non-uniform background.

Problems to be Solved by the Invention

The major drawback of conventional techniques is that they do not

provide a system for having photographs automatically cropped or zoomed based

upon the main subject in the image except, using expensive manual techniques.

SUMMARY OF THE INVENTION

The invention comprises a method and computer program for

cropping a digital image that includes inputting a belief map of an image,

selecting a zoom factor and a crop window, clustering regions of the belief map to
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produces a higher sum ofbeliefs or repeat the positioning process and the moving

processes with a rotated image and determine if the rotated image produces a

higher sum of beliefs. Similarly, the selector, window mover and cropper can

repeat the processes with a second crop window and determine if the second crop

5 window produces a higher sum of beliefs.

ADVANTAGES OF THE INVENTION

One advantage of the invention lies in the ability to automatically

crop and zoom photographic images based upon the scene contents. With the

invention of the main subject of the image is identified and the cropping and

10 zooming is performed around this main subject. Therefore, the invention

produces high-quality zoomed or crops images automatically, regardless whether 
the background is uniform or not.

_‘ BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects, aspects and advantages will be 
15 better understood from the following detailed description of a preferred

embodiment of the invention with reference to the drawings, in which:

Figure 1 is a schematic architectural diagram of an embodiment of

the invention;

Figure 2 is a schematic architectural diagram of an embodiment of

20 the invention;

Figure 3 is a schematic architectural diagram of an embodiment of

the invention;

Figure 4 is a schematic architectural diagram of an embodiment of

the invention;

25 Figures 5 illustrates the application of the invention to a simulated

photograph;

Figure 6 illustrates the application of the invention to a simulated

photograph;
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on 31 December 1998 in the names of Jiebo Luo, Stephen Etz and Arnit Singhal,

and entitled "Method for Automatic Determination of Main Subjects in

Photographic Images" incorporated herein by reference. Main subject detection

provides a measure of saliency or relative importance for different regions that are

5 associated with different subjects in an image. Main subject detection enables a

discriminative treatment of the scene content for a number of applications related

to consumer photographic images, including automatic crop and zoom.

Conventional wisdom in the field of computer vision, which

reflects how a human observer would perform such tasks as main subject

10 detection and cropping, calls for a problem-solving path Via object recognition and

scene content determination according to the semantic meaning of recognized

objects. However, generic object recognition remains a largely unsolved problem

despite decades of effort from academia and industry.

The MSD system is built upon mostly low-level vision features
 

15 with semantic information integrated whenever available. This MSD system has a

number of sub-tasks, including region segmentation, perceptual grouping, feature

extraction, and probabilistic and semantic reasoning. In particular, a large number

of features are extracted for each segmented region in the image to represent a 
Wide variety of visual saliency properties, which are then input into a tunable,

20 extensible probability network to generate a belief map containing a continuum of

values.

Using MSD, regions that belong to the main subject are generally

differentiated from the background clutter in the image. Thus, automatic zoom

and crop becomes possible. Automatic zoom and crop is a nontrivial operation

25 that was considered impossible for unconstrained images, which do not

necessarily contain uniform background, without a certain amount of scene

understanding. In the absence of cement-driven cropping, conventional systems

have concentrated on simply using a centered crop at a fixed zoom

(magnification) factor, or removing the uniform background touching the image

30 borders. The centered crop has been found unappealing to customers.

The output of MSD used by the invention is a list of segmented

regions ranked in descending order of their likelihood (or belief) as potential main
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To reduce the degrees of freedom in determining the amount of

crop, in particular for making photographic prints, in one embodiment, the

invention restricts the set of allowable zoom factors {e.g., tol.5x, 2x, 3x, 4x, etc}.

This is based on the findings in the customer focus studies. Although one

5 ordinarily skilled in the art would recognize that the invention can be used with

any zoom factor. In one example, the default zoom factor is set at 1.5X.

The subject matter of the present invention relates to digital image

understanding technology, which is understood to mean technology that digitally

processes a digital image to recognize and thereby to assign useful meaning to

10 human understandable objects, attributes or conditions and then to utilize the

results obtained in the further processing of the digital image.

A block diagram of the overall sky detection system (e. g., the

digital image understanding technology) is shown in Figure 1. First, a digital

image 10 is digitally processed 20. The results 30 obtained from processing step

15 20 are used along with the original digital image 10 in an image modification step

40 to produce a modified image 50.

A more specific block diagram of the inventive sky detection

process is shown in Figure 2, which is discussed in relation to Figures 5-11.
 

Figures 5—11 illustrate the inventive process being applied to an original image
will}:3

20 shown in Figure 5.

In item 200, the image is input and a belief map is created using

MSD. The invention selects a zoom factor (e.g. 1.5X) and a cropped window, as

shown in item 201 (e. g. item 60 in Figure 6). This zoom factor can be selected by

an operator, or by an automatic method based directly on the main subject belief

25 map (e.g., an estimate of the size of the main subject). The crop window is

typically a rectangular window with a certain aspect ratio.

In item 202, regions of the belief map are clustered and the lowest

belief cluster (e.g., the background belief) is set to zero using a predefined

threshold. As discussed in greater detail below, sections of the image having a

30 belief value below a certain threshold are considered background sections. In

item 202 such sections are given a belief of zero for purposes of this embodiment

of the invention.
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Provided that the primary subjects are included, moving the

cropping window so that more of the secondary subjects are included would

increase the sum ofbelief values within the cropping window. Recall that the

primary subjects are indicated by the highest belief values and the secondary

5 subjects are indicated by belief values lower than those of the primary subjects but

higher than those of the background subjects. The goal is to find the cropping

window that has the highest sum ofbelief values while ensuring that the primary

subjects are completely included in the cropping window, i.e.,

7v = maXsum(w) ,we W

10 where Wdenotes the set of all possible cropping windows that satisfy all the

aforementioned constraints (e.g., those that are completely within the uncropped

image and those that encompass the entire primary subjects). Then, in item 212,

the image is actually cropped according to the cropped window calculated above, 
producing the cropped image 214 shown in Figure 10.

15 If decision box 208 does not produce an acceptable solution, the

image is rotated (e.g., by 90 degrees), as shown in item 206, and the processing

returns to item 205. At the second and greater pass through decision box 209, if

the cropped window has already been rotated and there is still not an acceptable 
;2 solution (from decision box 208), then the sum of the beliefs for the centroid—

20 based cropped window are computed for both orientations (e.g., original and 90

degrees), as shown in item 211. Then, the image is cropped according to the final

position of the higher belief of the two different orientations, as shown in item

213, producing the cropped image, as shown in item 215.

As would be known by one ordinarily skilled in the art given this

25 disclosure, the image can be rotated at any number of potential angles (e.g.

45°,180°, etc.) in item 206. Further, the decision box 209 can allow multiple

passes of the process described in items 205, 207 at different rotation angles in an

attempt to find the orientation having the highest sum of beliefs.

The simulated image example shown in Figures 5-11 illustrates the

30 progress the invention makes as it moves through the process shown in Figure 2.

One could formulate the problem as a global exhaustive search for the best
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(medium) to capture secondary subjects, or uncertainty, or salient regions of

background. Therefore, the invention can perform a k-means clustering with k =‘

3 on the MSD belief map to “quantize” the beliefs. Consequently, the belief for

each region is replaced by the mean belief of the cluster in that region. Note that a

5 k-means clustering with k = 2 essentially produces a binary map with two clusters,

“high” and “low,” which is undesirable for cropping based on earlier discussion.

There are two major advantages in performing such clustering or

quantization. First, clustering helps background separation by grouping low-

belief background regions together to form a uniformly low—belief (e.g., zero

10 belief) background region. Second, clustering helps remove noise in belief

ordering by grouping similar belief levels together. The centroiding operation

does not need such quantization (nor should it be affected by the quantization).

The main purpose of the quantization used here is to provide a threshold for the 
background.

15 The k—means clustering effectively performs a multi-level

thresholding operation to the belief map. After clustering, two thresholds can be

determined as follows:

threshold,0“, = (C + C
law mad

)/2, threshold =(C +C,,,g,,)/2high med

where {C C Clow! medg high } is the set of centroids (average belief values) for the three
 

20 clusters, and threshold,0", and thresholdhigh are the low and high thresholds,

respectively.

Regions with belief values below the lower threshold are

considered “background” and their belief values are set to zero in items 202, 302

and 402 discussed above. Regions with belief values above the higher threshold

25 are considered part of the main subject and need to be included in their entirety,

whenever possible. Regions with intermediate belief values (e.g., less than or

equal to the higher threshold and greater than or equal to the lower threshold) are

considered part of the “secondary subject” and will be included as a whole or

partially, if possible, to maximize the sum of main subject belief retained by the

30 cropping window. Note that the variance statistics on the three clusters can be

used to set the thresholds more accurately to reflect cluster dispersions.
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the algorithm leads to more interesting cropped pictures than simply placing the

main subjects (players) in the center of the cropped image (Figure 18). The

invention was able to do so because the trees are indicated to be of secondary

importance based on the belief map. It is obvious that the art taught by Bradley

5 and Bollman in US. Patent 5,978,519 would not be able to produce such a nicely

cropped image. In fact, both Bradley and Bollman (US. Patent 5,978,519) would

at best remove the lower lawn portion of the picture and keep the tree branches in

the upper-left of the uncropped image (Figure 18).

While the overall methodology of the invention is described above,

10 the invention can be embodied in any number of different types of systems and

executed in any number of different ways, as would be known by one ordinarily

skilled in the at. For example, as illustrated in Figure 12, a typical hardware

configuration of an information handling/computer system in accordance with the

invention preferably has at least one processor or central processing unit (CPU) 
5:5; 15 1200. For‘example, the central processing unit 1200 could include various

‘ image/texture processing units, mapping units, weighting units, adders,

subtractors, comparators, selectors, window movers, croppers, etc. Altematively,

as would be known by one ordinarily skilled in the art given this disclosure,

multiple specialized CPU’s (or other similar individual functional units) could
 

20 perform the same processing, mapping, weighting, adding, subtracting,

comparing, etc.

The CPU 1200 is interconnected via a system bus 1201 to a

random access memory (RAM) 1202, read-only memory (ROM) 1203,

input/output (l/O) adapter 1204 (for connecting peripheral devices such as disk

25 units 1205 and tape drives 1206 to the bus 1201), communication adapter 1207

(for connecting an information handling system to a data processing network) user

innrface adapter 1208 (for connecting a peripherals 1209, 1210 such as a

keyboard, mouse, microphone speaker and/or other user interface device to the

bus 1201), a printer 1212, and display adapter 1213 (for connecting the bus 1201

30 to a display device 1214). The invention could be implemented using the

structure shown in Figure 12 by including the inventive method within a computer

program stored on the storage device 1205. Such a computer program would act
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WHAT IS CLAIMED IS:

1. A method of cropping a digital image comprising:

inputting a belief map of a photographic image, said belief map

comprising a plurality of belief values, each belief value at each location in said

belief map indicating an importance of a photographic subject at said location,

wherein a photographic subject having a highest belief value comprises a main

subject;

selecting a crop window having a shape and a zoom factor, said

shape and zoom factor determining a size of said crop window;

positioning said crop window such that said crop window is

centered at a center-of-mass of said main subject;

movino said crop Window such that said crop window is

completel}: within said image; fizfifiwi
moving said crop window such that a sum of belief pf said crop

window is at a maximum; and

cropping said image according to said crop window.
 

2. The method in claim 1, further comprising moving said

crop window such that said crop window includes all of at least one main subject.

3. The method in claim 2, further comprising moving said

crop window to include a buffer around said main subject.

4. The method in claim 1, further comprising clustering

regions of said belief map to identify background subjects and secondary subjects.

5. The method in claim 4, wherein said clustering includes

setting said background portions to a zero belief value.

6. The method in claim 1, further comprising repeating said

moving processes with a rotated image and determining if said rotated image
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setting portions of said belief map having a lowest belief value to a zero belief

value.

14. The method in claim 9, further comprising moving said

crop window such that said crop window is completely within said image.

15. The method in claim 9, fuiflicr comprising moving said

crop window such that a sum ofbelief values of said crop window is at a

maximum.

16. The method in claim 9, further comprising moving said

crop window such that said crop window includes all of said main subject.

17. The method in claim 9, further comprising moving said

crop window to include a buffer around said main subject.

18. The method in claim 9, further comprising repeating said

moving processes with a rotated image and determining if said rotated image

produces a higher sum ofbeliefs.

19. The method in claim 9, further comprising repeating said

positioning process and said moving processes with a rotated image and

determining if said rotated image produces a higher sum of beliefs.

20. The method in claim 9, further comprising repeating said

processes with a second crop window and determining if said second crop window

produces a higher sum of beliefs.

21. A method of using a computer program operating on a

computer to crop an image comprising:

using said computer program to input a belief map of a

photographic image, said belief map comprising a plurality of belief values, each
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computer program to move said crop Window to include a buffer around said main

subject.

29. The method in claim 21, further comprising using said

computer program to repeat said move processes with a rotated image and using

said computer program to determine if said rotated image produces a higher sum

of beliefs.

30. The method in claim 21, further comprising using said

computer program to repeat said position process and said move processes with a

rotated image and using said computer program to determine if said rotated image

produces a higher sum of beliefs.

31. The method in claim 21, further comprising using said

computer program to repeat said processes with a second crop window and using

said computer program to determine if said second crop window produces a

higher sum ofbeliefs.
 

32. A system for cropping images comprising:

an input receiving a belief map of a photographic image, said belief

map comprising a plurality of belief values, each belief value at each location in

said belief map indicating an importance of a photographic subject at said

location, wherein a photographic subject having a highest belief value comprises a

main subject;

a selector choosing a crop window;

a window mover positioning said crop window such that said crop

winds .1 is centered around said main subject; and

a cropper modifying said image according to said crop window.

33. The system in claim 32, further comprising a second

selector selecting a zoom factor.
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In re Application of:

Jiebo Luo, et al

METHOD FOR AUTOMATICALLY

CREATING CROPPED AND

ZOOMED VERSIONS OF

PHOTOGRAPHIC IMAGES

Serial No. US 09/490,915

Filed 25 January 2000

Commissioner for Patents

Washington, DC. 20231

Sir:

Group Art Unit 2851
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PRELIMINARY AMENDMENT

Prior to examination of the above—identified application, please

amend the claims as follows:

In the Claims:

Please add new claims 43—48:
  

0 l -- 43. A method of cropping a digital image having pixels to\

produce a cropped digital image, comprising the steps of:

\ developing a belief map of a photographic image, by using such

pixels to determine a series of features, and using such features to assign the

probability of the location of a main subject of the digital image in the belief map;

and

l, cropping the digital image to include main subjects indicated byg

the belief map to produce the cropped digital image.
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Attorney Docket 79617RLO 
46. The method of claim 45 wherein the crop window is

completely within the digital image.

47. A method of cropping a digital image having pixels to

produce a cropped digital image, comprising the steps of:

a) developing a belief map of a photographic image, by using

such pixels to determine a series of features, and using such features to assign the

probability of the location of a main-subj ect of the digital image in the belief map;

b) performing a clustering of the belief map to identify at least

a cluster of highest belief values corresponding to man subject, a cluster of

intermediate belief values corresponding to secondary subjects, and a cluster of

Q \ lowest belief values corresponding to the background;
0) using the belief map to determine the center of the mass of

the belief map;

d) positioning a cropped window at a location which includes

the center of mass;

e) cropping the digital image to include at least the main

subject found in step b) to produce the cropped digital image by:

i) selecting the crop window to' have a shape and a

zoom factor, said shape and zoom factor determining a size of said crop window;

ii) moving the cropped window to a plurality of

positions and using the belief map values to select the position which has a high

probability of subject content; and

iii) cropping the digital image at the high probability

subject content position to produce the cropped digital image.

48. The method of claim 47 wherein the crop window is

completely within the digital image. --   
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cameras, as well as simply second—guessing their initial compositions, are factors

in the desirability of zoom and crop. In addition, it may be desirable to use some

other regular border templates such as ovals, heart shapes, squares, etc. In another

scenario, some people commonly referred to as “scrapbookers” tend to perform

more aggressive crop in making a scrapbook, e.g., cutting along the boundary of

objects.

There are significant differences in objectives and behaviors

between these two types of cropping, namely album-making and scrapbook

making, with the latter more difficult to understand and summarize. The

invention described below performs automatic zooming and cropping for making

photographic prints. One customer focus group study indicated that it would be

beneficial to provide customers a double set of prints —- one regular and one zoom.

Moreover, it is preferred that the cropping and zooming be done automatically.

Most customers do not want to think about how the zooming and cropping is

being done as long as the content and quality (e.g., sharpness) of the cropped and

zoomed pictures is acceptable.

There has been little research on automatic zoom and crop due to

the apparent difficulty involved in performing such a task. None of the known

conventional image manipulation software uses scene content in determining the

automatic crop amount. For example, a program entitled “XV”, a freeware

package developed by John Bradley at University of Pennsylvania, USA

(Department of Computer and Information Science), provides an ”autocrop"

function for manipulating images and operates in the following way:

the program examines a border line of an image, in all of the four

directions, namely from the top, bottom, left and right sides;

the program checks the variation within the line. In grayscale

images, a line has to be uniform to be cropped. In color images, both the spatial

correlation and spectral correlation have to be low, except for a small percentage

of pixels, for the line to be qualified for cropping. In other words, a line will not

be cropped if it contains a significant amount of variation;

if a line along one dimension passes the criterion, the next line

(row or column) inward is then examined; and
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magnification of prints made from film originals utilizing a fixed optical lens

instead of zoom lens. In U.S. Patent 5,872,619, Stephenson et al. describe a

method of printing photographs from a processed photographic filmstrip having

images of different widths measured longitudinally of the filmstrip and having

heights measured transversely of the filmstrip. This method uses a photographic

printer having a zoom lens and a printing mask to provide printed images having a

selected print width and a selected print height. In US. Patent 4,809,064, Amos et

a] descn'be an apparatus for printing a selected region of a photographic negative

onto a photosensitive paper to form an enlarged and cropped photographic print.

This apparatus includes means for projecting the photographic negative onto first

and second zoom lenses, each of the zoom lenses having an adjustable

magnification. In US. Patent 5,872,643, Maeda et al. describe a film reproducing

apparatus that can effectively perform zoom and crop. This apparatus includes an

image pick-up device which picks up a film frame image recorded on a film to

generate image data, an information reader which reads information about

photographing conditions of the film frame image, and a reproducing area

designator which designates a reproducing area of the film frame image.

However, the reproducing area of the film frame image is determined based on

pre-recorded information about the position of the main object, as indicated by

which zone of the photograph the automatic focusing (AF) operation in the

camera was on — part of the recorded information about photographing conditions.

In all the above-mentioned optical printing systems, the position of the

photographic film sample and magnification factor of the relay lens are pre—

selected.

SUMMARY OF THE INVENTION

According to the present invention, there is provided a solution to

the problems of the prior art. It is an object of the present invention to provide a

method for producing a portion of a photographic image by identifying the main

subject of the photographic image.

According to a feature of the present invention, there is provided

a method of producing an image of at least a portion of a digital image,
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Fig. 6 illustrates the application of the invention to a simulated

photograph;

Fig. 7 illustrates the application of the invention to a simulated

photograph;

5 Fig. 8 illustrates the application of the invention to a simulated

photograph;

Fig. 9 illustrates the application of the invention to a simulated

photograph;

Fig. 10 illustrates the application of the invention to a simulated

10 photograph;

Fig. 11 illustrates the application of the invention to a simulated

photograph;

Fig. 12 illustrates the application of the invention to a simulated

photograph;

15 Fig. 13 is an exemplary uncropped photograph;

Fig. 14 is a belief map ofthe image shown in FIG. 13;

Fig. 15 is a cropped version of the image shown in FIG. 13;

Fig. 17 is a belief map ofthe image shown in FIG. 16; and

Fig. 18 is a cropped version of the image shown in FIG. 16.

20 DETAILED DESCRIPTION OF THE INVENTION

 
The invention automatically zooms and crops digital images

according to an analysis of the main subject in the scene. Previously, a system for

detecting main subjects (e. g., main subject detection or “MSD”) in a consumer-

type photographic image from the perspective of a third-party observer has been

25 developed and is described in U.S. Patent Application Serial No. 09/223,860, filed

December 31, 1998, the disclosure of which is incorporated herein by reference.

Main subject detection provides a measure of saliency or relative importance for

different regions that are associated with different subjects in an image. Main

subject detection enables a discriminative treatment of the scene content for a

30 number of applications related to consumer photographic images, including

automatic crop and zoom.
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To some extent, this belief map reflects the inherent uncertainty for

humans to perform such a task as MSD because different observers may disagree

on certain subject matter while agreeing on other subject matter in terms of main

subjects. However, a binary decision, when desired, can be readily obtained by

using an appropriate threshold on the belief map. Moreover, the belief

information may be very useful for downstream applications. For example,

different weighting factors can be assigned to different regions (subject matters) in

determining the amount of crop.

For determination of crop, the invention uses the main subject

belief map instead of a binarized version of the map to avoid making a bad

cropping decision that is irreversible. Furthermore, using the continuous values of

the main subject beliefs helps trade—off different regions under the constraints

encountered in cropping. A binary decision on what to include and whatnot to

include, once made, leaves little room for trade-off. For example, if the main

subject region is smaller than the crop window, the only reasonable choice, given

a binary main subject map, is to leave equal amounts of margin around the main

subject region. On the other hand, secondary main subjects are indicated by lower

belief values in the main subject belief map, and can be included according to a

descending order ofbelief values once the main subject of highest belief values

are included. Moreover, if an undesirable binary decision on what to

include/exclude is made, there is no recourse to correct the mistake.

Consequently, the cropping result becomes sensitive to the threshold used to

obtain the binary decision. With a continuous-valued main subject belief map,

every region or object is associated with a likelihood of being included or a belief

value in its being included.

To reduce the degrees of freedom in determining the amount of

crop, and to limit the amount of resolution loss incurred in the zoom process, in

particular for making photographic prints, in one embodiment, the invention

restricts the set of allowable zoom factors to the range of [1.2, 4]. This is based on

the findings in the customer focus studies. Those skilled in the art would

recognize that the present invention could be used with any the zoom factor.

Page 77 of 309

.lulilfllfvilturlllitlh

u.LuH

.mmHut
nu.



Page 78 of 309

 
10

15

20

25

30

a. _4..

w _10_ W

in the form of a film sample position 9. The photographic film sample is

positioned in a gate device 36 which holds the film negative in place during the

exposure. The gate device 36 receives the film sample position 9 to position the

photographic film sample to adjust which portion of the imaging area of the

photograph will be printed.

Referring to Fig. la, a lamp house 34 provides the illumination

source which is transmitted through the photographic film sample 31 and focused

by a lens 12 onto photographic paper 38. The time integration device 13 opens

and closes a shutter for a variable length of time allowing the focused light from

the lamp house 34 to expose the photographic paper 38. The exposure control

device 16 receives a brightness balance value from the digital image processor 20.

The exposure control device 16 uses the brightness balance value to regulate the

length of time the shutter of the time integration device stays open.

A block diagram of the inventive cropping process (e.g., the digital

image understanding technology) is shown in Fig. 3, which is discussed in relation

to Figs. 5-12. Figs. 5-12 illustrate the inventive process being applied to an

original image shown in Fig. 5.

In item 200, the belief map is created using MSD. The present

invention automatically determines a zoom factor (6. g. 1.5X) and a crop window

80 (as shown in Fig. 7), as referred to in item 201 of Fig. 3. This zoom factor is

selected by an automatic method based directly on the main subj ect belief map

(e.g., an estimate of the size of the main subject). The crop window is typically a

rectangular window with a certain aspect ratio. After the zoom factor is

determined by the digital image processor 20, the value of the zoom factor is used

subsequently by the digital image processor 20 shown in Fig. 1. In Fig. 1a, the

zoom factor is used to communicate with the lens 12 to adjust the lens

magnification setting. This adjustment allows the lens 12 to image the appropriate

size of the photographic film sample 31 onto the photographic paper 38.

In item 201, regions of the belief map are clustered and the lowest

belief cluster (e.g., the background belief) is set to zero using a predefined

threshold. As discussed in greater detail below, sections of the image having a

belief value below a certain threshold are considered background sections. In
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Fig. 6 illustrates that the effective bounding rectangle 70 is

centered at approximately the top of the boy’s head and approximately

encompasses the region of high subject content. In general, the aspect ratio of the

original image is maintained. Therefore, a crop window 80 is determined in item

5 303 such that it is the smallest rectangle of the original aspect ratio that

encompasses the effective MBR 70.

In item 204, the initial position of the crop window p 80 is centered

at the centroid, as shown in Fig. 7.

The crop Window is 80‘then moved so that the entire crop window

10 is within the original image (e. g. item 205) as shown in Fig. 8. In item 206, the

crop window 80 is moved again so that all the regions of the highest belief values

(“main subject”) are included within the crop window and to create a margin 81,

as shown in FIG. 9. This process (e.g., 206) captures the entire subject of interest.

Therefore, as shown in Fig. 9, the top of the woman's head is included in the crop

15 window. Compare this to Fig. 8 where the top of the woman's head was outside

the crop window.

Decision box 207 determines whether an acceptable solution has

been found, i.e., whether it is possible to include at least the regions of the highest

 
belief values in the crop window.

 20 If an acceptable solution exists, the window is again moved, as

* shown in item 208, to optimize a subject content index for the crop window. The

preferred embodiment of the present invention defines the subject content index as

the sum of belief values within the crop window. It should be noted that the

present invention specifies higher numerical belief values corresponding to higher

25 main subject probability. Therefore, finding a numerical maximum of the sum of

the belief values is equivalent to finding an optimum ofthe subject content index.

This is shown in Fig. 10 where the secondary objects (e.g. flowers) are included

within the crop window 80 to increase the sum of beliefs. The sum of beliefs for a

crop Window is computed as follows.

30 sum(w)= Z 136100”,(x,y)ew
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One could formulate the problem as a global exhaustive search for the best

solution. The procedure used in the invention is considered a “greedy” searching

approach and is certainly more efficient than conventional processes.

The invention utilizes a built-in “k—means” clustering process to

5 determine proper thresholds of MSD beliefs for each application. The invention

also uses clustering, as discussed below to enhance the cropping process. In one

preferred embodiment, it is sufficient to use three levels to quantize MSD beliefs,

namely “high”, “medium”, and “low.” As would be known by one ordinarily

skilled in the art, the invention is not limited to simply three levels of

10 classification, but instead can utilize a reasonable number of classification levels

to reduce the (unnecessary) variation in the belief map. These three levels allow

for the main subject (high), the background (low), and an intermediate level

(medium) to capture secondary subjects, or uncertainty, or salient regions of

background. Therefore, the invention can perform a k-means clustering with

15 k = 3 on the MSD belief map to “quantize” the beliefs. Consequently, the belief

for each region is replaced by the mean belief of the cluster in that region. Note

that a k—means clustering with k = 2 essentially produces a binary map with two

clusters, “high” and “low,” which is undesirable for cropping based on earlier

discussion.

20 There are two major advantages in performing such clustering or

 
quantization. First, clustering helps background separation by grouping low—

belief background regions together to form a uniformly low—belief (e.g., zero

belief) background region. Second, clustering helps remove noise in belief

ordering by grouping similar belief levels together. The centroiding operation

25 does not need such quantization (nor should it be affected by the quantization).

The main purpose of the quantization used here is to provide a threshold for the

background.

The k—means clustering effectively performs a multi-level

thresholding operation to the belief map. After clustering, two thresholds can be

30 determined as follows:

Page 80 of 309



Page 81 of 309

W W"
_17_

A computer program product may include one or more storage

medium, for example; magnetic storage media such as magnetic disk (such as a

floppy disk) or magnetic tape; optical storage media such as optical disk, optical

tape, or machine readable bar code; solid-state electronic storage devices such as

5 random access memory (RAM), or read—only memory (ROM); or any other

physical device or media employed to store a computer program having

instructions for practicing a method according to the present invention.

While the invention has been described in terms of preferred

embodiments, those skilled in the art will recognize that the invention can be

10 practiced with modification within the spirit and scope of the appended claims.

The subject matter of the present invention relates to digital image

understanding technology, which is understood to mean technology that digitally

processes a digital image to recognize and thereby assign useful meaning to

human understandable objects, attributes or conditions and then to utilize the

15 results obtained in the further processing of the digital image.

The invention has been described in detail with particular reference

to certain preferred embodiments thereof, but it will be understood that variations

and modifications can be effected within the spirit and scope of the invention. 
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iii) cropping the digital image according to the position of the

crop window.

4. The method of claim 2 wherein step (1) further comprises

the steps of:

i) selecting a crop window of a rectangular shape and of an

identical aspect ratio to the (uncropped) digital image; and

ii) selecting a zoom factor to determine the size of the crop

window such that it encompasses the effective bounding box.

5. The method of claim 2 wherein the weighting function in

step b) is a linear weighting function.

6. The method of claim 2 wherein the weighting function in

step b) is a constant function. 
7. The method of claim 3 wherein step b) further comprises

the steps of:

i) calculating a subject content index for the crop window 
derived from the belief values;

ii) following a positioning procedure of repeating step i) for at

least two positions of the crop window; and

iii) using the subject content index values to select the crop

Window position.

8. The method of claim 1 wherein the crop window is

completely w' iin the digital image.

9. The method of claim 2 wherein step b) further comprises

the step of performing a clustering of the belief map to identify at least a cluster of

highest belief values corresponding to main subject, a cluster of intermediate
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image, a lens assembly, and a photographic receiver in response to the belief map

and illuminating a portion of the photographic image of high subject content to

produce an image of such portion onto the photographic receiver.

16. The method of claim 15 wherein step 0) further comprises

the steps of:

i) computing a weighted center-of—mass of the belief map,

weighted by the belief values of the belief map;

ii) computing weighted central moments of the belief map,

relative to the center—of—mass and weighted by a weighting

function of each belief value of the belief map;

iii) computing an effective rectangular bounding box according

to the central moments; and

iv) determining a crop window having a shape and a zoom

factor, the shape and zoom factor determining a size of the

crop window.

@ The method of claim 15 wherein step d) further comprises
the steps of:

i) selecting an initial position of the crop window at a location

which includes the center of mass;

ii) using the belief values corresponding to the crop window to

select the position of the crop window to include a portion of the image ofhigh

subject content in response to the belief map; and

iii) cropping the digital image according to the position of the

crop window.

18. The method of claim 16 wherein step (1) further comprises

the steps of:

i) selecting a crop window of a rectangular shape and of an

identical aspect ratio to the (uncropped) digital image; and

ii) selecting a zoom factor to determine the size of the crop
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fig } The method of claim 17 further comprising positioning said
M

crop window such that said crop window includes all of said main subject cluster.

("2/7. “a The method of claim 26 further comprising positioning said-.._./

crop window to include a buffer around said main subject cluster.

@ A computer storage product having at least one computer
storage medium having instructions stored therein causing one or more computers

to perform the method of claim 1.
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Summary of Record of Interview Requirements

Manual of Patent. Examining Procedure {MPEP}. Section 71am. Substance of Interview Must be Made of Record
A complete written statement as to the substance of any facade-face. video conference. or telephone interview with regard to an application must be made of record in the
application whether or not an agreement with the examiner was reached at the interview.

Title 31 Code of Federal Regulations (CFR) § 1.133 Interviews
Paragraph (b)

in every instance where reconsideration is requested in view of an interview with an examiner. a complete written slalement of the reasons presented at the interview as
warranting favorable action must be filed by the applicant. An interview does not remove the necessity for reply to Office action as specified in §§ 1.111. 1,135. (35 U.S.C. 132)

37 CFR §1.2 Business to be transacted in writing.
All business with the Patent or trademark Office should lac llanuuulud in writing. The personal attendance of applicants or their nltnrnnyn or :Ignnlc at the Patent and
Trademark Office is unnecessary. The action of the Patent and Trademark Office will be based exclusively on the written record in the Office. No attention will be paid to
any alleged oral promise. stipulation. or understanding in relation to which there. indisagreement or doubt. 

The action of the Patent and Trademark Office cannot be based exclusively on the written record in the Office if that record is itself
incomplete through the failure to record the substance of interviews.

It is the responsibility of the applicant or the attorney or agentto make the substance of an interview of record in the application file. unless
the examiner indicates he or she will do so. It is the examiner's responsibility to see that such a record is made and to correct material inaccuracies
which bear directly on the question of patentabillty.

Examiners must complete an interview Summary Form for each interview held where a matter of substance has been discussed during the
interview by checking the appropriate boxes and filling in the blanks. Discussions regarding only procedural matters. directed solely to restriction
requirements for which interview recordation is othenvise provided for in Section 312.01 of the Manual of Patent Examining Procedure. or pointing
out typOgraphical errors or unreadable script in Office actions or the like. are excluded from the interview recordation procedures below. Where the
substance of an interview is completely recorded in an Examiners Amendment. no separate interview Summary Record is required.

The Interview Summary Form shall be given an appropriate Paper No, placed in the right hand portion of the file. and listed on the
"Contents" section of the file wrapper. In a personal interview. a duplicate of the Fon'n is given to the applicant (or attorney or agent] at the
conclusion of the interview. In the case of a telephone or videoconference interview. the copy is mailed to the applicant's correspondence address
either with or prior to the next official communication. If additional correspondence from the examiner is not likely before an allowance or if other
circumstances dictate. the Form should be mailed promptly afterthe interview rather than with the next official communication.

The Form provides for recordation of the following information:
— Application Number (Series Code and Serial Number)
— Name of applicant
- Name of examiner
— Date of interview

— Type of interview (telephonic. video-conference. or personal)
— Name of participant(s) (applicant. attorney or agent. examiner. other PTO personnel. etc.)
— An indication whether or not an exhibit was shown or a demonstration conducted
— An identification of the specific prior art discussed
— An indication whether an agreemenlwas reached and if so. a description ofthe general nature of the agreement (may be by

attachment ofa copy of amendments or claims agreed as being allowable). Note: Agreement as to allowabillty is tentative and does
not restrict further action by the examiner to the contrary.

— The signature of the examiner who conducted the interview (if Form is not an attachment to a signed Office action)

it is desirable that the examiner orally remind the applicant of his or her obligation to record the substance of the interview of each case. it
should be noted. however. that the Interview Summary Form will not normally be considered a complete and proper recordation of the interview
unless it includes. or is supplemented by the applicant or the examiner to include. all ofthe applicabie items required below concerning thesubstance of the interview.

A complete and proper recordation of the substance of any interview should include at least the following applicable items:
1) A brief description of the nature of any exhibit shown or any demonstration conducted,
2) an identification of the claims discussed.
3) an identification of the specific prior art discussed.
4) an identification of the principal proposed amendments of a substantive nature discussed. unless these are already described on the

Interview Summary Form completed by the Examiner.
5) a brief identification of the general thrust of the principal arguments presented to the examiner.

(The identification of arguments need not be lengthy or elaborate. A verbatim or highly detailed description ofthe arguments is not
required. The identification of the arguments is sufficient if the general nature or thrust of the principal arguments made to the
examiner can be understood in the context of the application file. Of course. the applicant may desire to emphasize and fully
describe those arguments which he or she feels were or might be persuasive to the examiner.)

6) a general indication of any other pertinent matters discussed. and
7) if appropriate. the general results or outcome of the interview unless already described in the Interview Summary Form completed bythe examiner.

Examiners are expected to carefully review the applicant's record of the substance of an interview. lfthe record is not complete and
accurate. the examiner will give the applicant an extendable one month time period to correct the record.

Examiner to Check for Accuracy

lf-the claims are allowable for other reasons of record. the examiner should send a letter setting forth the examiner's version of the
statement attributed to him or her. Ifthe record is complete and accurate. the examiner should place the indication. “Interview Record OK" on the
paper recording the substance of the interview along with the date and the examiner’s initials.
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zoom lens and a printing mask to provide printed images
having a selected print width and a selected print height. In
U.S. Pat. No. 4,809,064, Amos et al. describe an apparatus
for printing a selected region of a photographic negative
onto a photosensitive paper to form an enlarged and cropped
photographic print. This apparatus includes means for pro-
jecting the photographic negative onto first and second zuuui
lenses, each of the zoom lenses having an adjustable mag-
nification. In U.S. Pat. No. 5,872,643, Maeda et al. describe
a film reproducing apparatus that can effectively perform
zoom and crop. This apparatus includes an image pick-up
device which picks up a film frame image recorded on a film
to generate image data, an information reader which reads
information about photographing conditions of the film
frame image. and a reproducing area designator which
designates a reproducing area of the film frame image.
However, the reproducing area of the film frame image is
determined based on pre-recorded information about the
position of the main object, as indicated by which zone of
the photograph the automatic focusing (AF) operation in the
camera was on—part of the recorded information about
photographing conditions. In all the above—mentioned opti-
cal printing systems, the position of the photographic film
sample and magnification factor of the relay lens are pre—
selected.

SUMMARY OF THE INVENTION

According to the present invention, there is provided a
solution to the problems of the prior art. It is an object of the
present invention to provide a method for producing a
portion of a photographic image by identifying the main
subject of the photographic image.

According to a feature of the present invention, there is
provided a method of producing an image of at least a
portion of a digital image, comprising the steps of:

a) providing a digital image having pixels;
b) computing a belief map of the digital image, by using

the pixels of the digital image to determine a series of
features, and using such features to assign the probability of
the location of a main subject of the digital image in the
belief map;

c) determining a crop window having a shape and a zoom
factor, the shape and zoom factor determining a size of the
crop window; and

d) cropping the digital image to include a portion of the
image of high subject content in response to the belief map
and the crop window.

ADVANTAGEOUS EFFECT OF THE
INVENTION

One advantage of the invention lies in the ability to
automatically crop and zoom photographic images based
upon the scene contents. The digital image processing steps
employed by the present invention includes a step of iden-
tifying the main subject within the digital image. The present
invention uses the identified main subject of the digital
image to automatically zoom and crop the image. Therefore,
the present invention produces high-quality zoomed or
cropped images automatically, regardless whether the back-
ground is uniform or not.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects, aspects and advantages
will be better understood from the following detailed
description of a preferred embodiment of the invention with
reference to the drawings, in which:
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FIG. 1 is a schematic diagram of a system embodiment of
the invention;

FIG. 2 is a schematic architectural diagram of an embodi-
ment of the invention;

FIG. 3 is a schematic architectural diagram of an embodi-
ment of the invention;

FIG. 4 is a schematic architectural diagram of an embodi-
ment of the invention;

FIG. 5 illustrates the application of the invention to a
simulated photograph;

FIG. 6 illustrates the application of the invention to a
simulated photograph;

FIG. 7 illustrates the application of the invention to a
simulated photograph;

FIG. 8 illustrates the application of the invention to a
simulated photograph;

FIG. 9 illustrates the application of the invention to a
simulated photograph;

FIG. 10 illustrates the application of the invention to a
simulated photograph;

FIG. 11 illustrates the application of the invention to a
simulated photograph;

FIG. 12 illustrates the application of the invention to a
simulated photograph;

FIG. 13 is an exemplary uncropped photograph;
FIG. 14 is a belief map of the image shown in FIG. 13;
FIG. 15 is a cropped version of the image shown in FIG.

13;

FIG. 17 is a belief map of the image shown in FIG. 16;
and

FIG. 18 is a cropped version of the image shown in FIG.
16.

DETAILED DESCRIPTION OF THE
INVENTION

The invention automatically zooms and crops digital
images according to an analysis of the main subject in the
scene. Previously, a system for detecting main subjects (e.g.,
main subject detection or “MSD") in a consumer-type
photographic image from the perspective of a third-party
observer has been developed and is described in U.S. patent
application Ser. No. 09/223,860, filed Dec. 31, 1998, the
disclosure of which is incorporated herein by reference.
Main subject detection provides a measure of saliency or
relative importance for different regions that are associated
with difierent subjects in an image. Main subject detection
enables a discriminative treatment of the scene content for a

number of applications related to consumer photographic
images, including automatic crop and zoom.

Conventional wisdom in the field of computer vision,
which reflects how a human observer would perform such
tasks as main subject detection and cropping, calls for a
problem-solving path via object recognition and scene con-
tent deterrnination according to the semantic meaning of
recognized objects. However, generic object recognition
remains a largely unsolved problem despite decades of cfiort
from academia and industry.

The MSD system is built upon mostly low—level vision
features with semantic information integrated whenever
available. This MSD system has a number of sub—tasks,
including region segmentation, perceptual grouping, feature
extraction, and probabilistic and semantic reasoning. In
particular, a large number of features are extracted for each
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In item 200, the belief map is created using MSD. The
present invention automatically determines a zoom factor
(e.g. 1.5x) and a crop window 80 (as shown in FIG. 7). as
referred to in item 201 of FIG. 3. This zoom factor is

selected by an automatic method based directly on the main
subject belief map (e.g., an estimate of the size of the main
subject). Tire crop window is typically areetangular window
with a certain aspect ratio. After the zoom factor is deter-
mined by llre digital image processor 20, the value of the
zoom factor is used subsequently by the digital image
processor 20 shown in FIG. 1. In FIG. 1a. the zoom factor
is used to communicate with the lens 12 to adjust the lens
magnification setting. This adjustment allows the lens 12 to
image the appropriate size of the photographic film sample
31 onto the photographic paper 38.

In item 201, regions of the belief map are clustered and
the lowest belief cluster (e.g., the background belief) is set
to zero using a predefined threshold. As discussed in greater
detail below, sections of the image having a belief value
below a certain threshold are considered background sec-
tions. In item 202 such sections are given a belief of zero for
purposes of this embodiment of the invention.

Then, in item 202 the centroid, or center-of—mass (used
interchangeably hereon forth), of nonzero beliefs are com-
puted. More specifically, in FIG. 5 the subject having the
highest belief in the belief map is the woman and the stroller.
FIG. 7 illustrates that the centroid of this subject is approxi-
mately the top of the baby's head.

The centroid (2,9) of a belief map is calculated using the
following procedure:

2 = Z x.bel(x.~. M). y = Z y.bet(x.-. m.

where x, and y, denote that coordinates of a pixel in the
belief map and bel(x,-,yi) represents the belief value at this
pixel location.

Before the crop window is placed, a proper crop window
is determined in item 203. Referring to FIG. 4. there is
shown a block diagram of a method that automatically
determines a zoom factor in response to the belief map. In
item 301, two second-Order central moments, on and c”,
with respect to the ceatcr-of—mass, are computed using the
following procedure:

2 (x.- — if x bel(xr. yr) 2 (y.- - 3')2 X bel(Xr. If)

”y” ‘ 23mm. y.)
CR:

2 59‘0“: Yr)

Note that these two terms are not the conventional central

moments that are computed without any weighting func-
tions. In the preferred embodiment, a linear weighting
function of the belief values is used. However, the conven-
tional central moments, or central moments by a nonlinear
function of the belief values, can also be used.

An effective bounding rectangle (MBR) of the regions of
high subject content can be calculated using the following
procedure, where the dimensions of the MBR are calculated
by:

DEM Dy=2XW3Xny

FIG. 6 illustrates that the effective bounding rectangle 70
is centered at approximately the top of the boy’s head and
approximately encompasses the region of high subject con-
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tent. In general, the aspect ratio of the original image is
maintained. Therefore, a crop window 80 is determined in
item 303 such that it is the smallest rectangle of the original
aspect ratio that encompasses the efiective MBR 70.

In item 204, the initial position of the crop window p 80
is centered at the centroid, as shown in FIG. 7.

The crop window is 80 then moved so that the entire crop
window is within the original image (e.g. item 205) as
shown in FIG. 8. In item 206, the crop window 80 is moved
again so that all the regions of the highest belief values
(“main subject") are included within the crop window and to
create a margin 81, as shown in FIG. 9. This process (e.g.,
206) captures the entire subject of interest. Therefore, as
shown in FIG. 9, the top of the woman’s head is included in
the crop window. Compare this to FIG. 8 where the top of
the woman’s head was outside the crop window.

Decision box 207 determines whether an acceptable solu-
tion has been found, i.e., whether it is possible to include at
least the regions of the highest belief values in the crop
window.

If an acceptable solution exists, the window is again
moved, as shown in item 208, to optimize a subject content
index for the crop window. The preferred embodiment of the
present invention defines the subject content index as the
sum of belief values within the crop window. It should be
noted that the present invention specifies higher numerical
belief values corresponding to higher main subject probabil—
ity. Therefore, finding a numerical maximum of the sum of
the belief values is equivalent to finding an optimum of the
subject content index. This is shown in FIG. 10 where the
secondary objects (e.g. flowers) are included within the crop
window 80 to increase the sum ofbeliefs. The sum ofbeliefs

for a crop window is computed as follows.

sum(w)= Z bel(x, y),(Lylfiw

where bel(x, y) represents the belief value at a given pixel
location (x, y) within the crop window w.

Provided that the primary subjects are included. moving
the crop window so that more of the secondary subjects are
included would increase the sum of belief values within the
crop window. Recall that the primary subjects are indicated
by the highest belief values and the secondary subjects are
indicated by belief values lower than those of the primary
subjects but higher than those of the background subjects.
The goal is to find the crop window that has the highest sum
of belief values while ensuring that the primary subjects are
completely included in the crop window, i.e.,

W = maxsum(w),WEW

where W denotes the set of all possible crop windows that
satisfy all the aforementioned constraints (e.g., those that are
completely within the uncropped image and those that
encompass the entire primary subjects).

Then, in item 212 (in place of item 209, not shown), the
position of the center of the crop window is used to calculate
the translational component of the film sample position 9.
The gate device 36, shown in FIG. 1a, receives the film
sample position 9 and uses this information to control the
position of the photographic film sample 31 relative to the
lens 12. Those skilled in the art will recognize that either or
both of the lens 12 and the photographic film sample 31 may
be moved to achieve the centering of the effective cropped
image region on the photographic paper 38.
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as magnetic disk (such as a floppy disk) or magnetic tape;
optical storage media such as optical disk, optical tape, or
machine readable bar code; solid—state electronic storage
devices such as random access memory (RAM), or read-
only memory (ROM); or any other physical device or media
employed to store a computer program having instructions
for practicing a method according to the present invention.

While the invention has been described in terms of

preferred embodiments. those skilled in the art will recog-
nize that the invention can be practiced with modification
within the spirit and scope of the appended claims.

The subject matter of the present invention relates to
digital image understanding technology. which is under-
stood to mean technology that digitally processes a digital
image to recognize and thereby assign useful meaning to
human understandable objects. attributes or conditions and
then to utilize the results obtained in the further processing
of the digital image.

The invention has been described in detail with particular
reference to certain preferred embodiments thereof, but it
will be understood that variations and modifications can be

etfected within the spirit and scope of the invention.
PARTS LIST

 

9 film sample position
10 source digital image11 zoom factor
12 lens
13 time integration device
20 digital image processor
31 photographic film sample32 film scanner
34 lamp house
36 gate device
38 photographic paper
40 general control computer
50 monitor device
60 input control device
80 crop window
til margin
99 cropped digital image

200 image and belief map
201 decision box for performing clustering of the belief map
202 decision box for computing the center-of-mass
203 decision box for determining a zoom factor and a crop window
204 decision box for positioning the crop window
205 decision box moving a window
206 decision box for moving a window to contain the highest belief
207 decision box for determining if a solution exists
208 decision box for moving a window to optimize the sum of beliefs
209 decision box for cropping the image
210 cropped image
211 decision box for mopping the image
300 belief map
301 decision box for computing weighted central moments of the belief

map with respect to the center-of-mass
302 decision box for computing an elfective bounding rectangle (MBR)

of the main subject content
303 decision box for determining a zoom factor and a crop window that

encompasses the MER 

What is claimed is:

1. A method of producing an image of at least a portion
of a digital image, comprising:

a) providing a digital image having pixels;
b) computing a belief map of the digital image by using

the pixels of the digital image to determine a series of
features and using such features to assign a probability
of a location of a main subject of the digital image in
the belief map;

0) deterrrtining a crop window having a shape factor and
a zoom factor, the shape and the zoom factors deter-
mining a size of the crop window; and

Page 130 of 309

5

10

15

20

25

30

35

4o

45

50

55

60

65

12

d) cropping the digital image to include a portion of the
image of high subject content in response to the belief
map and the crop window.

2. The method of claim 1 wherein determining the crop
window includes

i) computing a weighted center-of-mass of the belief map,
weighted by belief values of the belief map;

ii) computing weighted central moments of the belief map
relative to the ccnter-of—mass and weighted by a
weighting function of each belief value of the belief
map;

iii) computing an efi'ective rectangular bounding box
according to the central moments; and

iv) determining a crop window having a shape and a zoom
factor. the shape and the zoom factors determining a
size of the crop window.

3. The method of claim 1 wherein cropping the digital
image includes

i) selecting an initial position of the crop window at a
location which includes a center of mass;

ii) using belief values corresponding to the crop window
to select the position of the crop window to include a
portion of the image of high subject content in response
to the belief map; and

iii) cropping the digital image according to the position of
the crop window.

4. The method of claim 2 wherein cropping the digital
image includes

i) selecting a crop window of a rectangular shape and of
a similar aspect ratio to the digital image; and

ii) selecting a zoom factor to determine the size of the
crop window such that the crop window encompasses
the effective bounding box.

5. The method of claim 2 wherein the weighting function
of computing a belief map is a linear weighting function.

6. The method of claim 2 wherein the weighting function
of computing a belief map is a constant function.

’7. The method of claim 3 wherein computing a belief map
includes

i) calculating a subject content index value for the crop
window derived from the belief values;

ii) following a positioning procedure of repeating select—
ing an initial position of the crop window for at least
two positions of the crop window; and

iii) using the subject content index values to select the
crop window position.

8. The method of claim 1 wherein the crop window is
completely within the digital image.

9. The method of claim 2 wherein computing a belief map
includes clustering of the belief map to identify at least a
cluster of highest belief values corresponding to the main
subject, a cluster of intermediate belief values corresponding
to secondary subjects, and a cluster of lowest belief values
corresponding to background.

10. The method of claim 9 wherein clustering includes
setting background portions to a zero belief value.

11. The method of claim 5 further comprising positioning
the crop window such that the subject content index of the
crop window is at an optimum.

12. The method of claim 3 further comprising positioning
the crop window such that the crop window includes all of
the main subject cluster.

13. The method of claim 12 further comprising position-
ing the crop window to include a buffer around the main
subject cluster.
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(57) ABSTRACT

A method, image recognition system, computer program,
etc., for detecting sky regions in an image comprise classi-
fying potential sky pixels in the image by color, extracting
connected components of the potential sky pixels, eliminat-
ing ones of the connected components that have a texture
above a predetermined texture threshold, computing desaru-
ration gradients of the connected components, and compar-
ing the desaturation gradients of the connected components
with a predetermined desaturation gradient for sky to iden-
tify true sky regions in the image.
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METHOD FOR DETECTING SKY IN
IMAGES

CROSS-REFERENCE TO RELATED

APPLICATIONS)

Reference is made to commonly assigned copending
application Ser. No. 09/450,366, entitled “Determining Ori—
entation of Images Containing Blue Sky” and filed in the
name of Jiebo Luo, which is assigned to the assignee of this
application.

FIELD OF THE INVENTION

The invention relates generally to the field of digital
image processing and digital image understanding, and more
particular to a system for detecting which regions in pho-
tographic and other similar images are of the sky and more
particularly to a sky detection system based on color
classification, region extraction, and physics-motivated sky
signature validation.

BACKGROUND OF THE INVENTION

Sky is among the most important subject matters fre-
quently seen in photographic images. Detection of sky can
often facilitate a variety of image understanding,
enhancement, and manipulation tasks. Sky is a strong indi-
cator of an outdoor image for scene categorization (e.g.,
outdoor scenes vs. indoor scenes, picnic scenes vs. meeting
scenes, city vs. landscape, etc). See, for example M. Szum-
mer and R. W. Picard, “Indoor-Outdoor Image
Classification,” in Pmc. IEEE Intl. Workshop on Content-
based Access of Image and Video Database, 1998 and A.
Vailaya, A. Jain, and H. J. flung, “On Image Classification:
City vs. Landscape,” in Proc. IEEE Int]. Workshop on
Content-based Access ofImage and Wdza Database, 1998
(both of which are incorporated herein by reference). With
information about the sky, it is possible to formulate queries
such as “outdoor images that contain significant sky" or
“sunset images" etc. (e.g., see I. R. Smith and C.-S. Li,
“Decoding Image Semantics Using Composite Region
Templates," in Proc. IEEE Int]. Workshop on Content-based
Access of Image and Video Database, 1998, incorporated
herein by reference). Thus, sky detection can also lead to
more effective conlcnl-bascd image retrieval.

For recognizing the orientation of an image, knowledge of
sky and its orientation may indicate the image orientation for
outdoor images (contrary to the common belief, a sky region
is not always at the top of an image). Further, in detecting
main subjects in the image, sky regions can usually be
excluded because they are likely to be part of the back-
ground.

The most prominent characteristic of sky is its color,
which is usually light blue when the sky is clear. Such a
characteristic has been used to detect sky in images. For
example, US. Pat. No. 5,889,578, entitled “Method and
Apparatus for Using Film Scanning Information to Deter-
mine the Type and Category of an Image” by F. S. Jamzadeh,
(which is incorporated herein by reference) mentions the use
of color one (“light blue”) to detect sky without providing
further description.

US. Pat. No. 5,642,443, entitled, “Whole Order Orien-
tation Method and Apparatus” by Robert M. Goodwin,
(which is incorporated herein by reference) uses color and
(lack of) texture to indicate pixels associated with sky in the
image. In par1icu1ar, partitioning by chromaticity domain
into sectors is utilized by Goodwin. Pixels with sampling
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zones along the two long sides of a non-oriented image are
examined. If an asymmetric distribution of sky colors is
found, the orientation of the image is estimated. The orien-
tation of a whole order of photos is determined based on
estimates for individual images in the order. For the whole
order orientation method in Goodwin to be successful, a
sufficiently large group of characteristics (so that one with at
least an 80% success rate is found in nearly every image), or
a smaller group of characteristics (with greater than a 90%
success rate —which characteristics can be found in about

40% of all images) is needed. Therefore, with Goodwin, a
very robust sky detection method is not required.

In a work by Saber et a]. (E. Saber, A. M. Tekalp, R.
Eschbach, and K. Knox, “Automatic Image Annotation
Using Adaptive Color Classification”, CVGIP: Graphical
Models and Image Processing, vol. 58, pp. 115—126, 1996,
incorporated herein by reference), color classification was
used to detect sky. The sky pixels are assumed to follow a
2D Gaussian probability density function (PDF). Therefore,
a metric similar to the Mahalonobis distance is used, along
with an adaptively determined threshold for a given image,
to determine sky pixels. Finally, information regarding the
presence of sky, grass, and skin, which are extracted from
the image based solely on the above-mentioned color
classification, are used to determine the categorization and
annotation of an image (e.g., “outdoor”, “people”).

Recognizing that matching natural images solely based on
global similarities can only take things so far. Therefore,
Smith, supra, developed a method for decoding image
semantics using composite regions templates (CRT) in the
context ofcontent-based image retrieval. With the process in
Smith, after an image is partitioned using color region
segmentation, vertical and horizontal scans are performed
on a typical 5x5 grid to create the CRT, which is essentially
a 5x5 matrix showing the spatial relationship among
regions. Aguming known image orientation, a blue
extended patch at the top of an image is likely to represent
clear sky, and the regions corresponding to skies and clouds
are likely to be above the regions corresponding to grass and
trees. Although these assumptions are not always valid,
nevertheless it was shown in Smith, supra, that queries
performed using CRTs, color histograms and texture were
much more effective for such categories as “sunsets” and
“nature”.

PROBLEMS TO BE SOLVED BY THE
INVENTION

The major drawback of conventional techniques is that
they cannot diiferentiate other similarly colored or textured
subject matters, such as a blue wall, a body of water, a blue
shirt, and so on. Furthermore, some of these techniques have
to rely on the knowledge of the image orientation. Failure to
reliably detect the presence of sky, in particular false posi-
tive detection, may lead to failures in the downstream
applications.

SUMMARY OF THE INVENTION

The invention provides a robust sky detection system
which is based on color hue classification, texture analysis,
and physics-motivated sky trace analysis. The invention
utilizes hue color information to select bright, sky colored
pixels and utilizes connected component analysis to find
potential sky regions. The invention also utilizes gradient to
confirm that sky regions are low in texture content and
segments open space, defined as smooth expanses, to break
up adjacent regions with similar sky color beliefs but
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dissimilar sky colors. The invention also utilizes gradient to
determine the zenith-horizon direction and uses a physics-
motivated sky trace signature to determine if a candidate
region fits a sky model.

More specifically, the invention can take the form of a
method, image recognition system, computer program, etc.,
for detecting sky regions in an image and comprises clas-
sifying potential sky pixels in the image by color, extracting
connected components of the potential sky pixels, eliminat-
ing ones of the connected components that have a texture
above a predetermined texture threshold, computing desatn-
ration gradients of the connected components, and compar-
ing the desaturation gradients of the connected components
with a predetermined desaturation gradient for sky to iden—
tify true sky regions in the image.

The desaturation gradients comprise desaturation gradi-
ents for red, green and blue trace components of the image
and the predetermined desaturation gradient for sky
comprises, from horizon to zenith, a decrease in red and
green light trace components and a substantially constant
blue light trace component.

The color classifying includes forming a belief map of
pixels in the image using a pixel classifier, computing an
adaptive threshold of sky color, and classifying ones of the
pixels that exceed the threshold comprises identifying a first
valley in a belief histogram derived from the belief map. The
belief map and the belief histogram are unique to the image.

The invention also determines a horizontal direction of a

scene within the image by identifying a first gradient parallel
to a width direction of the image, identifying a second
gradient perpendicular to the Width direction of the image
and comparing the first gradient and the second gradient.
The horizontal direction of the scene is identified by the
smaller of the first gradient and the second gradient.

ADVANTAGES OF THE INVENTION

One advantage of the invention lies in the utilization of a
physical model of the sky based on the scattering of light by
small particles in the air. By using a physical model (as
opposed to a color or texture model), the invention is not
likely to be fooled by other similarly colored subject matters
such as bodies of water, walls, toys, and clothing. Further,
the inventive region extraction process automatically deter—
mines an appropriate threshold for the sky color belief map.
By utilizing the physical model in combination with color
and texture filters, the invention produces results which are
superior to conventional systems.

The invention works very well on 8-bit images fi'om
sources including film and digital cameras after pre-
balancing and proper dynamic range adjustment. The sky
regions detected by the invention show excellent quatial
alignment with perceived sky boundaries.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects, aspects and advantages
will be better understood from the following detailed
description of a preferred embodiment of the invention with
reference to the drawings, in which:

FIG. 1 is a schematic architectural diagram of one
embodiment of the invention;

FIG. 2 is a schematic architectural diagram of one
embodiment of the invention;

FIGS. 3A—3B are schematic diagrams illustrating the
colors of daylight and twilight, respectively, in a clear sky;

FIGS. 4A—4D show is a three-dimensional graphical
illustration of the cluster of blue sky in color space and the
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respective color planes that produce the cluster and the
respective color planes thar produce the cluster;

FIG. 5 is a graphical illustration of the receiver operating
characteristic (ROC) of sky color classification;

FIG. 6 is a schematic architectural diagram of the region
extraction portion of the invention;

FIG. ’I is a graphical illustration of the threshold deter-
mination for sky color beliefs according to the invention;

FIGS. 8A—8B are graphical illustrations of typical distri—
butions of gradient magnitudes in a sky region;

FIG. 9 is a schematic architectural diagram of the trace
analysis performed by the invention;

FIG. 10A is a graph showing a typical trace of clear sky;
FIG. 10B is a graph showing a typical trace of a blue wall;
FIG. 11A is a graph showing a typical trace of mixed sky

and clouds;

FIG. 11B is a graph showing a typical trace of water;
FIGS. 12A—12H illustrate different stages of images pro—

cessed by the invention; and
FIGS. ISA—13H illustrate different stages of images pro-

ce§ed by the invention.

DETAILED DESCRIPTION OF THE
INVENTION

As shown above, a robust sky detection process needs to
go beyond color and texture. Specifically, a physical model
of the sky is desirable, if possible, to differentiate true sky
regions from other similarly colored and textured subject
matters. The invention described below provides a robust
sky detection process that differentiates true sky regions
from other similarly colored and textured subject matters.

In this application, sky detection comprises identifying all
the pixels in an image that correspond to the unoccluded part
of the sky. Furthermore, sky detection assigns each indi—
vidual segmented regions a probability that it contains sky.
It is left to the subsequent conventional procesing of the
image understanding system to either utilize the probability
representation or convert it into a orig: decision. Some
important features of the invention include a robust sky
detection process based on color hue classification, texture
analysis, and physics-motivated sky trace analysis; utiliza-
tion of color hue information to select bright, sky colored
pixels; utilization of connected component analysis to find
potential sky regions; utilization of gradient to confirm that
sky regions are low in texture content (i.e., open space);
utilization of open space segmentation to break up adjacent
regions with similar sky color beliefs and dissimilar sky
colors; utilization of gradient to determine the zenith-
horizon direction; and utilization of a physics-motivated sky
trace signature to determine if a candidate region fits a sky
model.

The subject matter of the present invention relates to
digital image understanding technology, which is under-
stood to mean technology that digitally processes a digital
image to recognize and thereby assign useful meaning to
human understandable objects, attributes or conditions and
then to utilize the results obtained in the further processing
of the digital image.

A block diagram of the overall sky detection system (e.g.,
the digital image understanding technology) is shown in
FIG. 1. First, a digital image 10 is digitally processed 20.
The results 30 obtained from processing step 20 are used
along with the original digital image 10 in an image modi-
fication step 40 to produce a modified image 50.
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A more specific block diagram of the inventive sky
detection process is shown in FIG. 2. The inventive method
comprises three main stages. In the first main stage (e.g.,
item 201), color classification is performed by a multi-layer
back-propagation neural network trained in a bootstrapping
fashion using positive and negative examples, that is dis—
cussed in detail below. The output of the color classification
is a map of continuous “behet” values, which is preterabte
over a binary decision map.

In the next main stage, a region extraction process (e.g.,
item 202) automatically determines an appropriate threshold
for the sky color belief map by finding the first valley point
encountered moving from lower beliefs to high beliefs in the
belief histogram, and performs a connected component
analysis. In addition, open space detection (e.g., item 204) is
incorporated to (1) rule out highly textured regions and (2)
separate sky fi'om other blue—colored regions such as bodies
of water. Taking the intersection between pixels with supra-
threshold belief values, and the connected components in the
open-space map creates seed regions. For pixels with sub-
threshold belief values, the continuity in belief values as
well as continuity in color values guide region growing from
the seed regions.

Finally, in the third main stage, the sky signature valida—
tion process (e.g‘, items 205—209) estimates the orientation
of sky by examining vertical/horizontal gradients for each
extracted region, extracting 1D traces within the region
along the estimated borizon-lo-zenith direction, determining
(by a set of rules discussed below) whether a trace resembles
a trace from the sky, and finally computing the sky belief of
the region based on the percentage of traces that fit the
physics-based sky trace model. In one embodiment, the
invention identifies the horizontal direction of a scene within
the image by identifying a first gradient parallel to a width
direction of the image and a second gradient perpendicular
to the width direction of said image, where the smaller of the
first gradient and the second gradient indicate the horizontal
direction of the scene.

More wecifically, in FIG. 2, an input image is received in
digital form 200. The pixels are then classified into sky-
colored and non sky—colored pixels 201, using the inventive
color classification process, as discussed below. Using the
connected component analysis also discuged below, a spa-
tially contiguous region of sky-colored pixels is extracted
202. Gradient operators are overlaid on every interior pixel
of the connected component (or “region”) to compute hori-
zontal and vertical gradient values 203. The pixels near the
boundary of the connected component are preferably
excluded in one embodiment because they often represent
the large-magnitude transition between the sky and other
subject matters, for example, at the horizon.

The average horizontal and vertical gradient values, Gx
and Gy, are computed using all the interior pixels of the
region. Anumber of tests will disqualify a candidate region
based on excessive texture. Thus, if either gradient value is
above a pre-determined high threshold Thigh, indicating that
the region is highly textured, the region is not considered a
sky region. it |Gzl and lel are almost identical, the region is
also not considered a sky region. Furthermore, if the color
(hue) distribution of all the pixels in the candidate region
does not fit the expected characteristic of a sky region, the
region is also not considered a sky region.

The invention recognizes that, the 3D shape of the sky
color distribution should resemble a tilted ellipsoid with its
long axis approximately along the luminance direction,
which is partially a result of the desaturation elfect, as
discussed in detail below.
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6
If the region passes the low texture test 204, the possible

direction of zenith to horizon orientation is determined 205.
If not, processing returns to item 202 to analyze the next
potential region of pixels that has sky color. In particular, the
gradient in the red channel is examined. If |Gx|>le|, there
is an indication of a landscape image. Otherwise, the image
is most likely a portrait image. Furthermore, for a landscape
image, if Ux<U, there is an indication of an upright image,
otherwise it is most likely an upside-down image. For a
portrait image, it Uy<U, there is an indication ot a tettstde-up
image, otherwise it is most likely a rightsidevup image.

Traces are then extracted across a candidate sky region
along the horizon-zenith direction 206. For each trace, a
plurality of sky-trace signatures 207 are measured to deter-
mine whcther each trace likely comes from a sky region. The
likelihood 208, or belief that a candidate region is sky, is
determined by the voting from all the extracted sky traces.
If the overall belief of a candidate region is above a
pre-determined threshold 209, the candidate region is
declared a sky region 210. Processing then returns to analyze
all candidate regions in the same fashion (e.g., processing
returns to item 202). In the case where detected sky regions
disagree on the sky orientation, the overall orientation of the
image is decided by the results fi'om larger, higher belief sky
regions. Regions with conflicting sky orientations are
rejected.

It is almost axiomatic that, to the human visual system, the
sky is blue, grass is green, dirt is gray/red/brown, and water
is blue/green. However, what is actually recorded in a digital
image is somewhat ditIerent. This is true not only for sky
regions that contain warm colors associated with sunrise and
sunset, but also for sky regions that appear more blue than
their color records indicate. To confound even more the

problem, color balance of the whole image can be off due to
the error introduced during image capture and in other stages
of the imaging chain.

The blue appearance of the sky in a color image is the
results of human physiology and psychology, as well as
physics—the red and green component at a blue-appearing
sky pixel can be more intense (by a small percentage) than
the blue component. In addition, clear, unclouded sky is
usually the brightest subject matter in an image, although the
sun itself, illuminated clouds, snow, ice or some man-made
objects can be brightened than the blue sky. The sun radiates
most brightly in the orange-yellow wavelength. The wave—
length selective scattering of air particles disperses the blue
light component of the sun ray’s much more strongly than
the longer wavelength according to Rayleigb’s law, which
states that scattering is inversely proportional to the fourth
power of the wavelength (e.g., see C. F. Bohren and D. R.
Hufifman, Absorption and Scattering of Light by Small
Particles, New York, John Wiley and Sons, 1983, incorpo-
rated herein by reference). The color of the sky is, indeed,
largely composed of violet (to which our eyes are not very
sensitive) and further a fair amount ofblue, 3 little green and
very little yellow and red—the sum of all these components
is sky-blue (e.g., see M. Minnaert, The Nature ofLight and
Color in the OpenAir: New York: 1954, incorporated herein
by referent»).

However, the blue appearance of the sky is not uniform.
Sky often appears desaturated toward the horizon. When one
looks at the clear sky directly overhead with the sun otf to
the side, the scattered blue light dominates and the sky
appears as deep blue. As one shifts the gaze towards a distant
horizon, the various selective factors tend to equalize and the
sky appears desaturated to almost white.

There are a number of interesting efiects regarding the
distribution of light in the sky, e.g., halos, mirages, and
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rainbows. Among them, the light intensity increases fromthe zenith to the horizon while at the same time the color

changes from deep blue to white. This etfect arises primarily
from the great thickness of the layer of air between our eyes
and the horizon. Although the small particles of the air
scatter the blue rays by preference, the scattered rays are
weakened most in their long path from the scattering par—
ticles to our eyes. Because of a very thick stratum of air, the
scattering and attenuation efi'ects counteract each other.

Suppose a small particle at a distance s from a given spot
scatters the fraction eds {where s is the color-dependent
scattering factor and d5 is the size or the particle). The
amount of light is weakened in the ratio c-sx before reaching
that given spot. The light received from an infinitely thick
layer of air (a reasonabic approximation) would consist of
the sum of contributions [rout all the particles ds. that is,

just—“dz,0

which is equal to one. Evidently, the amount of received
light is then independent of s, and thus the color of the light.

Therefore, the sky close to the horizon shows the same
brightness and color as a white screen illuminated by the
sun. Moreover, the layers of air close to the ground may
contain more floating large particles of dust, which scatter
fight of all colors equally intensely and make the color of the
light whiter (even when the layer of air cannot be considered
to be of infinite thickness).

If the observer is facing away from the sun, when the
sunshines behind the observer of laterally, the concentric
distribution of the light can be approximately parallel to the
horizon because of the position of the sun (high above the
horizon) as well as the observer’s limited view. If the
observer looks in the direction of die sun (one should stand
in the shadow of a building near the edge of the shadow), the
brightness of the sky increases rapidly close to the sun and
even becomes dazzling, its color becoming more and more
white. In photographic images, it is extremely unlikely that
one would take a picture of the direct sun light, except at
sunrise or sunset, when the sun is on the horizon and the
intensity of the light is much weaker.

While the blue sky can be considered as the finest
example of a uniform gradation of color, twilight’s exhibit
much more dramatic color gradation in a similar form of
concentric distribution of constant brightness and color, as
illustrated in FIGS. 3A—B. More specifically, FIGS. 3A—B
illustrate the diflerent colors, which are seen at the eastern
horizon as the sun sets (e.g., daylight vs. twilight) in the
western horizon. Although it is not the focus of this inven-
tion to detect twilight sky, these unique signatures of the
twilight sky can be exploited in a more general sky detection
process. In fact, when one of the features used in the
invention was turned 011', the pI'OOCS successfully detected
the twilight sky in FIG. 3B, as discussed below.

It is also important to look at the factors determining the
color of the water, which is often indistinguishable from that
of the sky. Part of the light our eye receives from water is
reflected by the surface; it acts like a mirror when it is
smooth, and the color of the water is blue, gray according to
the color of. the sky. The color of the sea (or any large open
body of water) in the distance is about the same as that of the
sky at the height of 20° to 30°, and darker than the sky
immediately above the horizon. This is because only part of
the light is reflected when our gaze falls on the slopes of
distant wavelets (e.g., see Minnaert, supra).

Apart from reflection, deep water has a “color of its
own”~—-the color of the light scattered back from below. The
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8
depth of the deep water and similar deep water can be
considered so great that practically no light retums form the
bottom of it. The “color of its own" is to be attributed to the

combined elfects of scattering and absorption in the water.
The color of deep, almost pure water is blue due to the
absorption by the water in the orange and red parts of the
spectrum, after the light penetrates the water and is scattered
back again.

For the purpose of sky detection, one important issue is to
differentiate bodies of blue (usually deep) water, whether
they co-appear with the sky or not, from the sky. The factors
of great concern are the absorption of orange and red
components of the light by the water. The waves and
undulations of such deep water bodies create small surfaces
of various slopes. In general, the color is darker when our
gaze falls on a surface more perpendicular to the gaze or
closer to us. However, the changes are primarily in bright—
ness instead of hue.

Turning now to color classification, mentioned briefly
above (e.g., item 201 in FIG. 2), the invention first trains a
color classifier specifically for clear, light—blue sky seen at
daytime for simplicity and clarity. Sky regions which con-
tain the warm colors associated with sunrise and sunset are

not be lumped in with the blue-sky and gray-sky regions that
form the background in many outdoor scenes. In the context
of the invention, the color-based detection identifies all
candidate blue sky pixels, which are then screen as regions
for spatial signatures consistent with clear sky.

Neutral network training is then utilized to complete the
training of the color classifier. The initial training set
includes images having ideal blue sky characteristics, gray
sky images, and non-sky (primarily indoor) images. All blue
sky pixels were included aspositive examples, and negative
examples were included by sampling from among all pixels
that are neither blue sky nor water.

A feedforward neural network was constructed with two

hidden layers, containing 3 or 2 neurons, and a single output
neuron (e.g., see Howard Demuth and Mark Beale, Marlab
Neural Network Toolbox, The Math Works, Inc., 1998). The
hidden layer neurons had tangent-sigmoidat transfer
frmctions, while the output neuron’s transfer frmction was
log-sigmoidal. The network was trained using Levenberg-
Marquardt backpropagation to classify pixel values as ideal
blue sky or non-sky (e.g., see Howard Demuth and Mark
Beale). The target responses are a=1 for ideal blue sky pixels
and 21:0 for non-sky.

The color classifier, so trained, outputs a belief value
between 0 and 1 for each pixel processed, 1 indicating a
pixel highly likely to be blue sky and 0 indicating a pixel not
very likely to be blue sky. To help visualize the invention’s
response to points in the (r,g,b) input space, a regularly-
spaced grid of (r,g,b) triplets from example images pro—
cessed with the invention is shown in FIG. 4A, with each
color plane shown separately in FIGS. 4A—4D.

Points producing a blue-sky belief great that 0.1 are
marked by “." in FIG. 4A. The projections of this distribu-
tion onto the three planes are also shown (marked by “0”).
Note that the distribution is highly elongated along the
direction of luminance, and starts to diverge a bit towards
lower luminance. For a specific input image, each pixel is
classified independently, and a belief map is created by
setting the brightness of each pixel proportional to its belief
value. Examples of such belief maps are shown in FIGS.
12E—F and 13E—F.

Apixel—level receiver operating characteristic (ROC) of
the inventive color classifier is shown in FIG. 5. This curve

shows the true positive and false positive performance if the
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processing in the color classifier was immediately followed
by a hard threshold at a variety of levels.

Conventionally, the global threshold is not dynamic and is
found by locating the position on the curve closest to the
upper left—hand corner of the graph shown in FIG. 5. For
example, using a threshold of 0.0125 gives correct detection
of 90.4% of bluesky pixels, but also detects (incorrectly)
13% of non-blue-sky pixels. Among those detected non-
hlue—sky pixels. water accounts for a significmt portion. To
the contrary, the invention does not employ a predefined
“hard" threshold, but instead performs a region-extraction
process before validating each region against a set of sky
signatures. This process is discussed in detail below with
respect to FIG. 7.

More specifically, the inventive region extraction process
(e.g., item 202 discumed above) automatically determines
an appropriate threshold for the sky color belief map by
finding the first valley point encountered moving from lower
beliefs to higher beliefs in the belief histogram, and then
performs a connected component analysis, as shown in FIG.
7. In addition, with the invention, the connected components
are refined to produce a region—level representation of the
sky segments, which facilitates sky signature validation that
is otherwise impossible at the pixel level.

In FIG. 6, more detail is given for the region extraction
process 202 (in FIG. 2). For a belief map 71, where the value
ofeach pixel is proportional to the belief of that pixel having
a sky color, a global threshold 72 is determined in an
adaptive fashion, as discussed below with respect to FIG. 7.
A binary map 73 is created using this threshold, whereas a
“1” pixel is considered as a candidate sky pixel and a “0"
pixel is considered as a non-sky pixel. Connected
components, which are regions of spatially contiguous “1”
pixels, are uniquely labeled 74 to produce spatially sepa-
rated nonzero regions of sky color. Note that non—sky pixels
are labeled to “O” (referred to herein as “unlabeled”) regard-
less of their connectivity. Each connected component of sky
color is refined 75 using two operations, which are discussed
in greater detail below, to produce the connected compo—
nents of sky color 76. An open space map 77 (which is also
discussed below) is combined with the connected compo-
nents to produce the candidate sky regions that are output by
item 202 in FIG. 2.

FIG. 7 illustrates the inventive process for dynamically
determining the global threshold. First, a histogram of the
belief values is obtained form the belief map of sky color.
Next, the histogram is smoothed to remove noise (e.g.,
producing the cart shown in FIG. 7). The first significant
valley (e.g., “First valley" in FIG. 7) is found in the
smoothed histogram. In a simple image where there is a
distinctive sky region and everything else is distinctively
non-sky, the histogram has only two peaks and one valley in
between. In complex images there are sky, water and other
blue regions. Therefore, the invention utilizes a difl'erent
histogram for each image, which permits a dynamic thresh-
old to be created for each individual image processed by the
invention.

In Saber, supra, the last valley in the smoothed histogram
was used to adjust a universal threshold in a maximum
likelihood estimation (MLE) scheme based on the assump—
tion that the true sky region in an image always has the
highest probability. However, in some cases, a blue-colored
non—sky region may have higher sky belief in terms of color.
Therefore, the invention retains all sky-colored regions for
further analysis and rules out non-sky regions that happen to
have sky colors in the alter stages of the sky detection
process. Therefore, the belief value at which the first valley
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is located is chosen as the global threshold. As mentioned
above, this threshold is determined adaptively for each
individual image to accommodate diiferent shades of sky as
well as the image capturing conditions.

The first of the two refinement operations, discussed in
item 75 above, is region splitting. Region splitting is used to
split spatially connected bluish (potential sky) regions that
belong to different objects but otherwise have similar belief
values in terms of having sky color. For example, such a
region could be blue cloth against blue sky. Such regions
may have similar beliefs (in being typical colors of sky) and
thus are not separable in the belief map.

However, such regions have different shades of blue
colors and thus are separable using a general—purpose color
segmentation processes, such as an adaptive k—means pro—
cessing (e.g., see J. Luo, R. T. Gray, and H.-C. Le “Towards
a Physics-Based Segmentation of Photographic Color
Images,” in Proc. IEEE Int. Conf. Image Process, 1997,
incorporated herein by reference). The invention utilizes this
process and splits a labeled region of sky color into two or
more regions (with unique new labels) if the region is a
conglomerate of multiple regions indicated by the color
segmentation pmcess.

In another embodiment of the invention, an open-space
detection process 77 (described in J. Warnick, R. Mehrotra
and R. Senn, US. Pat. No. 5,901,245, “Method and system
for detection and characterization of open space in digital
images,” incorporated herein by reference) can be used
instead of a general-purpose color segmentation process.
Open space is defined a smooth and contiguous region in an
image. It is very useful for placing a desired caption or
figurative element in an image.

The automatic open-space detection process mentioned
above (Wamick, supra) is based on two separate stages of
operation. First, after a proper color space transformation is
performed, a gradient—based activity map is computed and a
proper threshold is determined according to a multi-region
histogram analysis. In the second stage, a connected com-
ponent analysis is performed on the binary activity map to
fill voids and small regions are discarded. The open-space
process as implemented in Wamick, supra, is both efi‘ective
and eficient. Its speed is only a fraction of that required for
the color segmentation process. In addition, open-space
detection provides additional confirmation of the smooth-
ness of the candidate regions. Therefore, in this preferred
embodiment, the invention utilizes the open-space detection
process. Thus, open space detection is incorporated to (1)
rule out highly textured regions and (2) separate sky from
other blue-colored regions such as bodies of water.

The second refinement operation performed in item 75 of
FIG. 6 comprises region growing. The inventive region
growing process is used to fill in holes and extend bound—
aries. This is especially useful where “marginal" pixels may
have sky-color belief values that barely fail the global
threshold but are close enough to the belief values of the
neighboring pixels that have passed the initial global thresh-
old.

With the invention a “growing threshold” is used to rebel
such marginal pixels to a connected component if the
diiference in belief values between an “unlabeled” pixel and
its neighboring “labeled” pixel is smaller than a second
threshold for region growing. More specifically, seed
regions are created by taking the intersection between pixels
with supra-threshold belief values and the connected com-
ponents in the open-space map. For pixels with sub-
threshoid belief values, region growing is guided by the
continuity in belief values as well as continuity in color
values. Small, isolated sky regions are ignored.
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In the sky signature measures, which are discussed above
in item 207 in FIG. 2, one-dimensional traces are extracted
within the region along the horizon—to—zenith direction. The
invention automatically determines the sky orientation
based on the distribution of both vertical-horizontal gradi—
ents in each extracted region.

More specifically, the invention uses the red signal to
determine the sky orientation, because of the physics—
motivatod model of sky. As discussed above, with the
physics-motivated model of sky, the amount of light scat—
tering depends on the wavelength of the light and the
scattering angle. In general, the desaturation effect towards
the horizon is caused by the increase in red light and green
light relative to blue light. Furthermore, the present inven—
tors have determined that blue light stays relatively
unchanged along the horizon-zenith direction. The change in
the green signal may not be as pronounced as in the red
signal. Therefore, the red signal provides the most reliable
indication of the desaturation efl'ect. Consequently, the
uneven gradient distribution is most observable in the red
signal.

Because of the desaturation effect, sky has low gradient in
the horizon-zenith direction, but is essentially constant in the
perpendicular direction. When the position of the sun is high
above the horizon, the concentric distribution of the scat-
tering light can be approximated by horizontal strips of
different color regions (e.g., see FIG. 3, barring lens fallolI
eEed). Therefore, the distribution of gradient has different
characteristics in horizontal and vertical directions, as
shown by FIGS. 8A and 8B (which are parallel and perpen—
dicular to the horizon, respectively), where mean1<<mean2.

After regions extraction 202 and orientation determina-
tion 205, the sky signature validation process extracts one-
dimensional traces within the region along the determined
horizon-to-zenith direction 206, determines by a set of rules
whether the trace resembles a trace fi'om the sky 207, and
finally computes the sky belief of the region by the percent-
age of traces that fit the physics-based sky trace model 208,
as discussed above.

Based on the analysis of numerous one-dimensional
traces from sky as well as a few other typical sky-colored
subject matters in images, the invention includes models to
quantify these traces. In particular, traces extracted along the
horizon-zenith direction reveal a signature of sky traces
shown in FIG. 10A. The blue signal of a key trace tends to
be constant across the sky; the green signal and red signal
gradually decrease away from the horizon; the red signal
decreases faster than the green signal. More specifically, all
the three signals can be approximated by lower—order poly-
nomials (e.g., quadratic polynomials). The micro-variations
in the three signals are not correlated. In comparison, a few
other blue-colored subject matters do not exhibit such a
signature. To the contrary, in FIG. 10B, there is shown a
typical trace of a blue wall in a flash-fired picture, where the
three signals change smoothly in parallel.

Similarly, FIG. 118 shows a typical trace through a body
of water, where the three signals are highly correlated in
local variations. Both of these two cases indicate that the

changes are mostly in luminance. Furthermore, as illustrated
in FIG. 11A, in mixed sky where (white) clouds are present
together with clear blue sky, the red and green signals jump
high in the clouds while the blue signal stays the same to
create a neutral cloud region. Typically, the red signal jumps
up by a larger amount than the green signal in the clouds.

FIG. 9 is a flowchart illustrating the processing of the
input trace. More specifically, in item 100, an extracted trace
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is analyzed with respect to the trace models shown in FIGS.
10A—11B. First a quadratic polynomial fit 102 is computed
for the three signals: red, green and blue, respectively. The
quadratic polynomial is given as y=f(x)==c1+c2‘x+c3"x2where x denotes the index of the one-dimensional trace and

y is the code value of the corresponding signal.
Next1 n plurality of features (“signatures”) are computed

based on either the raw trace or the fitted trace 102. Features
are classified 103 so that a trace can be characterized as a

blue sky trace 104, or a non-blue-sky trace (a mixed sky
trace 105, a water trace 106, or “unknown" 107). In the
example shown below, ten measure (“signatures” are com—
puted for each extracted sky trace. However, one ordinarily
skilled in the art could prepare any number of such signa—
tures in light of this disclosure.

The first signature regards the offset of the fitting qua-
dratic polynomial. The ofl‘sets are related to the mean values
in red, green, and blue channels. This signature feature
requires the average blue component to be above the average
red and green components. Due to the specific way a trace
is extracted, this features actually translates into the require-
ment that the blue component is the strongest at the most
blue side of the trace. C-lauguage—Iike pseudo code for such
a logical statement follows:

it (cb[1]>a{1}+BR_orrsnmacb[11>cg[1]-nr_orrsrzraacg
[l]>cr[l]—RG_0FF‘SEI') aigl=1

where

# define BLOFFSET ID
it define BGioFFSE'I‘ 5
# define RG_0FI"SET 5

Instead of using the above crisp rule, it may be advanta—
geous to use a trapezoidal fuzzy scoring function of con—
tinuous values with a cutoif point with a certain HUGEPEN—
ALTY if this condition is violated.

The second exemplary signature regards the slope of the
fitting quadratic polynomial. In general, due to the specific
way a trace is extracted, the slopes of R613 signals are
negative. This feature requires that the blue signal decreases
(if so) slower than the red and green signals. On the other
hand, monotonic increase (positive slope) is also allowed by
this feature. C-language-like pseudo code for such a logical
statement follows.

if (cb[2]>cg[2]&&cb[2]>cr[2]) aigl—l;

if (!sig2&&sig2bg&&sig2br) sig2=1;

This is implemented as a crisp rule. Exception is granted
to relax the strict condition of sig2 to two more loosely
defined conditions sigag and sig2br when sig2 is not
satisfied.

The third signature regards the similarity or parallelism
among the fitted signals. Pseudo code for such a logical
statement follows.

if ((rgdist<brdist&&bgdist<brdiat)||(rgdist<bgdist&&rgdist<brdist))
aigflul;

Note that rgdist is used to indicate the difference (“distance”)
between two fitted red and green signals. It is determined in
the following way. First, one of the two signals is shifted
appropriately such that the shifted signal has the same value
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at the starting point as the unshifled signal. Let the filled red
and green signals be

'(XHr'fd-Z'H-J3x250‘)=Clg+92gx+cgax2 (7)

then

I(x)=r(x)+(c,H—c,')=c.a+c',x+c32+c3xw3x’ (8)

such that i(0)-g(0).
Next, the ditfercnce or distance between the fitted red and

green signals is given by

'EdiEEIKL/ZPEWZN (9)

where L is the total length of the trace. In other words, this
feature measures the difference between two fitted signalsby
the distance at two midpoints when one of them is shifted so
that both signals have the same starting value. The other two
terms, bgdist and brdist, are defined in a similar fashion. One
possibility here is not to use the absolute values such that
sign information is used in conjunction with the absolute
difference.

The fourth signature regards red-green similarity. The red
and green signals should be reasonably similar. Pseudo code
for such a logical statement follows

ir (rgdiakMAXRGDlSI’) sig4=1;

where
# define MAXRGDIST 15

The fifth signature regards low nonlinearity. All the three
signals should have low nonlineaiity. Pseudo code for such
a logical statements follows.

if (an: (cb[3])<MA)mONL[N'EARlTY&&fabs
(cg[3]) <MAXNON1JN'EARITY&&faha (crfSDdt/lAXNON—
LINEARITY) aig5=1;

where
#define MAXNONLINEARITY 0.05

Instead of using the above crisp rule, it may be advanta-
geous to use a sigmoid fuzzy scoring frmction of continuous
values with a cutoff point with a certain HUGEPENALTY if
this condition is violated. The sixth signature regards red-
green—blue correlation for large modulation. Pseudo code for
such a logical statement follows.

if (largesignaliz&oorr_yg>0.5&&oorr_br<0.3&&oorr_bg<0.3)
aig6=1; [Ired-grn-hluc correlation for large modulation

else if (llarge:ignal&&eon_rg>0.2&&eon_br<0.4&&oerr_
bg<0.4) sigtS—l; [Ired-g'm-hlue correlation for small modulation

else if (largesignal—n—l) aig6=1; ”red-gm—hlue correlation formicro modulation

if (largcsignallv1&&cnrr~rg>0.9&&corr_tg>5‘eorr_
br&&oon_rg>5‘corr_bg) aig6=—1; ”significantly higher red-
gm correlation

where oorr-xy denotes the correlation coefiicient between
signal at and y. Again, instead of using the above crisp rule,
it may be advantageous to use a sigmoid fuuy scoring
flmction of continuous values with a cutoff point with a
certain HUGEPENALTY if this condition is violated

(s>0.95). The seventh signature regards red-green-blue simi-
larity or near parallelism. Pseudo code for such a logical
statement follows.

if (rgdiat<MmDIST&&bgdial<MlNDlST&&brdist<MmDISI)
sig7=0;
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where

#define MINDIST 1.5
As before, instead ofusing the above crisp rule, it may be

advantageous to use a sigmoid fuzzy scoring frmction of
continuous values with a cutnfi' point with a certain
HUGEPENALTY if this condition is violated (90.95.

The eighth signature regards negative red/green slope.
Pseudo code for such a logical statement follows.

if (adz]>0ANch{2]>n) aig8=0;

This is implemented as a crisp rule.
The ninth signature regards goodness of the fit. Pseudo

code for such a logical statement follows.

it (rchisq>MAXCI-USQ_R&&gchisq>MAXCl-HSQ_
G&&bchiaq>MAXCHlSO_fi) sig9=0;

where
#define MAXCHISQ,R 50
#define MAXCHISQ_G 25
#define MAXCHISQ_B 100

where CHISQ denotes a x—square fitting error.
Also, instead of using the above crisp rule, it may be

advantageous to use a sigmoid fuzzy scoring frmction of
continuous values with a cutotf point where a certain
HUGEPENALTY if. this condition is violated (s<0.1).

Signature ten regards the decrease in red and green
signals. Pseudo code for such a logical statement follows.

sigA-rdcc‘gdec;

where rdec indicates whether the red signal decreases
(monotonically). In particular, rdec is determined using the
fitted red signal by taking two samples first x1 at Va“ point
and second x2 at W" point of the total length, respectively
Pseudo code for such a logical statement follows.

if (1241) rdec=1;

else

rdcc=0

the other term gdec is determined in a similar fashion for the
green signal. This is implemented as a crisp rule. Note that
sigA=1 if and only if rdec—1 and gdecel.

These ten features are integrated in the current rule—based
process as a crisp decision; a given trace is only declared a
sky trace when all the condition are satisfied, i.e.,

if (aigl&&aig2&&aig§&&aig4&&sig§&&eig6!-
0&&sig7&&si38&&sigfi&&aiga) akyaignature=1;

Or, in a fuzzy logic-based algorithm,

if (sig1>EWECHVEZERO&&sig2>EFFECHVEZERO&&
sigJ>EFFECITVEZERO&&Sig4>EFFECHVEZERO&&
aigS>EFFECI‘IVEZERO&&faha(aig6)>EFFECI’IVEZERO)
&&aig7>EFFECHVEZERO&&aigE>EFFECflVEZERO&&
nymwncnvezanoaaaiybamcnvnmo) skylig-
natnre=(lig1+sig2+ . . . +aig9+aigA)/10

Where
#define EFFECTIVEZERO 0.1

Upon examination of all candidate traces, which are
mostly (e.g., 95%) of sky-colored pixels, the sky belief of
the region is computed as the percentage of traces that
satisfy the physics-based sky trace model. A sky-colored
region is declared as non-sky if the sky belief is below a
threshold (empirically determined at 0.25 in this example for
general purposes).
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FIGS. 12A—13H illustrate the invention's performance on
various images. More specifically, FIGS. 12A—B and ISA—B
illustrate original images to be processed. FIGS. 12C—D and
13C—D represent the results of the color classification pro-
cess of the invention shown in item 201 in FIG. 2, discussed
above. FIGS. 12E—F and 13E—F illustrate the result of the

open space map (item 77 in FIG. 6) produced by the
invention. FIGS. 126—11 and 13G~H illustrate the inven—
ticn’s determination of the sky regions as white portions and
non-sky regions as black portions. The brightness level in
FIGS. 12C—D and 13C—D is proportional to the sky color
beliefs, however the brightness level in 12E—F and 13E—F
merely indicates separated label regions.

The invention works well on RGB images produced by
such sources as film and digital cameras. The detected sky
regions show excellent alignment to perceptual boundaries.
The few examples shown in FIGS. 12A—12H demonstrate
the performance of the invention. The sky and the sea are
correctly separated and the true sky region is detected in
FIG. 12G. The image in FIG. 12B is an example where the
mumplion of sky at the top is invalid but the sky is
nevertheless correctly detected by the proposed process
based on correct determination of the sky orientation. A
smooth blue object in FIG. 13A and a textured table cloth in
FIG. 133 are correctly rejected, respectively, by the inven-tion.

Given the etfectiveness of the inventive sky signature
validation process, it is possible to relax the color classifi-
cation stage to include other off-blue shades of the sky, such
as the shades at sunset or sunrise. In contrast to overcast sky,
cloudless sky at sunset or sunrise exhibits similar scattering
etfect as the counterpart during the day. The main difierence
is the warm color tint from the rising or setting sun.

AZD planar fit of a candidate region is an alternative way
of conducting sky validation. For regions that have holes,
the weighting factor at hole locations can be set to zero so
that only the sky—colored pixels contribute to the planar fit.
It may be necessary to require that the holes can only be due
to bright neutral objects (clouds) to limit the potential
increase of false positive detection.

Therefore, the invention comprises a system for sky
detection that is based on color classification, region
extraction, and physics-motivated sky signature validation.
The invention works very well on 8-bit images from sources
including film and digital cameras after pre-balancing and
proper dynamic range adjustment. The detected sky regions
also show excellent spatial alignment with perceived sky
boundaries.

As mentioned above, the invention utilizes a physical
model of the sky based on the scattering of light by small
particles in the air. By using a physical model (as opposed
to a color or texture model), the invention is not likely to be
fooled by other similarly colored subject matters such as
bodies of water, walls, toys, and clothing. Further, the
inventive region extraction process automatically deter—
mines an appropriate threshold for the sky color belief map.
By utilizing the physical model in combination with color
and texture filters, the invention produces results that are
superior to conventional systems.

While the invention has been described in terms of

preferred embodiments, those skilled in the art will recog-
nize that the invention can be practiced with modification
within the spirit and scope of the appended claims.

What is claimed is:
l. A method of detecting sky regions in an image com-

prising:
classifying potential sky pixels in said image by color;

extracting connected components of said potential sky
pixels;
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eliminating ones of said connected components that have

a texture above a predetermined texture threshold;
computing desaturation gradients of said connected com—

ponents; and
comparing said desaturation gradients of said connected

components with a predetermined desaturation gradient
for sky to identify true sky regions in said image.

2. The method in claim 1, wherein said desaturation
gradients comprise desalination gradients for red, green and
blue trace components of said image.

3. The method in claim 1, wherein said predetermined
desaturation gradient for sky comprises, from horizon to
zenith, a decrease in red and green light trace components
and a substantially constant blue light trace component.

4. The method in claim 1, wherein said classifying com-
prises;

forming a belief map of pixels in said image using a pixel
classifier;

computing an adaptive threshold of sky color; and
classifying ones of said pixels that exceed said threshold

as said potential sky pixels.
5. The method in claim 4, wherein said computing of said

adaptive threshold comprises identifying a first valley in a
belief histogram derived from said belief map.

6. The method in claim 5, wherein said belief map and
said belief histogram are unique to said image.

7. The method in claim 1, further comprising determining
a horizontal direction of a scene within said image by:

identifying a first gradient parallel to a width direction of
said image;

identifying a second gradient perpendicular to said width
direction of said image; and

comparing said first gradient and said second gradient,
said horizontal direction of said scene being identified
by the smaller of said first gradient and said second
gradient.

8. A method of detecting sky regions in an image com-
prising: computing desaturation gradients of regions in said
image; and

comparing said desaturation gradients of said regions with
a predetermined desaturation gradient for sky to iden-
tify true sky regions in said image.

9. The method in claim 8, further comprising classifying
potential sky regions in said image by color.

10. The method in claim 8, furthercomprising eliminating
ones of said regions that have a texture above a predeter-
mined texture threshold.

11. The method in claim 8, wherein said desaturation
gradients comprise desaturation gradients for red, green and
blue trace components of said image.

12. The method in claim 8, wherein said predetermined
desaturation gradient for sky comprises, from horizon to
zenith, a decrease in red and green light trace components
and a substantially constant blue light trace component.

13. The method in claim 9, wherein said classifying
comprises:

forming a belief map of pixels in said image using a pixel
classifier;

computing an adaptive threshold of sky color; and
classifying ones of said pixels that exceed said threshold

as said potential sky pixels.
14. The method in claim 13, wherein said computing of

said adaptive threshold comprises identifying a first valley in
a belief histogram derived from said belief map.

15. The method in claim 14, wherein said belief map and
said belief histogram are unique to said image.
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16. The method in claim 8, further comprising determin-
ing a horizontal direction of a scene within said image by:

identifying a first gradient parallel to a width direction of
said image;

identifying a second gradient perpendicular to said width
direction of said image; and

comparing said first gradient and said second gradient,
said horizontal direction of said scene being identified
by the smaller of said first gradient and said second
gradient.

17. An image identification system comprising:
a color classifier classifying potential sky pixels in said

image by color;
an extractor identifying connected components of said

potential sky pixels;
a first comparator eliminating ones of said connected

components that have a texture above a predetermined
texture threshold;

a logic unit computing desaturation gradients of said
connecth components; and

a second comparator comparing said desaturation gradi-
ents of said mnnccted components with a predeter-
mined desaluration gradient for sky to identify true sky
regions in said image.

18. The image identification system in claim 17, wherein
said dcsaturalion gradients comprise desaluratinn gradients
for red, green and blue trace components of said image,

19. ”the image identification system in claim 17, wherein
said predetermined desalination gradient for sky comprises.
from horizon to zenith, a decrease in red and green light
trace components and a substantial constant blue light trace
component.

20. The image identification system in claim 17, wherein
said color classifier includes:

a pixel classifier fonrtir‘rg a belief map of pixels in said
image;

a second logic unit computing an adaptive threshold of
sky color, and

a third mmparator clmifying ones of said pixels that
exceed said threshold as said potential sky pixels.

21. The image identification system in claim 20, wherein
said second logic unit identifies a first valley en a betief
histogram derived ti-om said belief map to computer said
adaptive threshold.

22. The image identificalion system in claim 21. wherein
said belief map and said belief histogram are unique to said
image.

23. The image identification system in claim 17, further
comprising:

a horizontal identification unit that identifies a first gra-
dient parallel to a width direction of said image and a
second gradient perpendicular to said width direction ot‘
said image,

a third comparator comparing said first gradient and said
second gradient, said horizontal direction of said com-
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parator identifying said scene by identifying the smaller
of said first gradient and said second gradient.

24. A method of using and a computer program running
on a computer system to detect sky regions in an image, said
method comprising:

using said computer program to classify potential sky
pixels in said image by color;

using said computer program to extract concerned ml't'l-
ponents of said potential sky pixels;

using said computer program to eliminate ones of said
connect components that have a texture above a pre—
determined texture threshold;

using said computer program to computer desaturation
gradients of said connected components; and

using said computer program to compare said desatura-
lion gradients of said connected components with a
predetermined desatnratiorr gradient for sky to identify
true sky regions in said image.

25. The method in claim 24, wherein said desamration
gradients comprise desaturation gradients for red, green and
blue trace components of said image.

26. The method in claim 24, wherein said predetermined
desaturation gradient for sky comprises, from horizon to
zenith, a dcccasc in red and green light trace components
and a substantially constant blue light trace component.

27. The method in claim 24, wherein said using of said
computer program to classify comprises:

using said computer program to form a belief map of
pixels in said image using a pixel classifier;

using said computer program to compute an adaptive
threshold of sky color, and

using said computer program to classify ones of said
pixels that exceed said threshold as said potential sky
pixels.

28. The method in claim 27, wherein said using of said
computer program to computer said adaptive threshold
comprises using said mmputcr program to identify a first
valley in a belief histogram derived from said belief map.

29. The method in claim 28, wherein said belief map and
said belief histogram are unique to said image.

30. The method in claim 24, further comprising using said
computer program to determine a horimntal direction of a
scene within said image by:

using said computer program to identify a first gradient
parallel to a width direction of said image;

using said computer program to identify a second gradient
perpendicular to said width direction of said image; and

using said computer program to comparing said first
gradient and said second gradient, said horizontal
direction of said scene being identified by the smaller
of said first gradient and said second gradient.

*estsre
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METHOD FOR DIVIDING IMAGE

BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention relates to a method for dividing image by
descending number of color, and more particularly, to a
method for dividing image in accordance with inflection on
a distribution curve of image pixel versus color coordinate.

2. Description of the Prior Art
When a traditional technology is used to divide an image,

pixels of similar color are classified into a cluster region, so
an image can be classified into a plurality of cluster regions.
Finally, if any pixel is not classified into one of the existed
cluster regions, determine the distance between the color of
the pixel and that of every existed cluster region. Then joint
the pixel to the eidsted cluster that has the shortest distance
of color to the pixel, in other words, the pixel is classified
into the cluster. So the color of the pixel is replaced with the
color of the color of the existed cluster that has shortest

distance to the pixel mentioned above. So all the pixels of
the image are classified into the plurality of cluster regions.

The color histogram of an image is frequently used in
dividing an image into a plurality of cluster regions, espe—
cially the color of a region having a local maximum within
the color histogram is assigned as the principal color of the
cluster region. When dividing an image into several cluster
regions, the relation between the image mentioned above
and its color histogram is shown in FIG. 1. The image 1
includes a plurality of pixels, and the statistic for the number
of pixel having a color on color coordinate acquires its color
histogram 2. Then find a first local maximum value 3, and
set up first threshold value 4. Next, by the same way, a
second local maximum value 5, its second threshold value 6,
the third local maximum value 7, its third threshold value 8,
the fourth local maximum value 9, and its fourth threshold
value 10. Every local maximum value is actually a value on
the color coordinate. Subsequently, mign the color of the
pixel having the local maximum value to be the color of the
pixels of the cluster region enclosing the pixel having the
local maximum value. In other words, the principle color of
a cluster region is assigned to be the color of the pixel
enclosed by the cluster region, which having the local
maximum value. Next, calculate the distance from the color
of the pixel beyond the plurality of cluster regions to the
plurality of local maximum values. So a plurality of distance
is acquired, then select a minimum distance from the plu-
rality of distance. The principle color of the cluster region
having the minimum distance to the pixel beyond the
plurality of cluster regions is assigned as the color of the
pixel beyond the plurality of cluster regions. Then it is
defined that the pixel beyond the plurality of cluster regions
is joint to a cluster region which having minimum distance
to the pixel. Also, it is defined that, the pixel is classified to
a cluster regiour Proceeding with the steps mentioned above
continuously until all the pixels of the image is classified
into one of the existed cluster regions. Through the steps
mentioned above, thus obtain a plurality of cluster regions
which including all pixels of image 1. For example, as
shown in FIG. 1, the first cluster region 13 in image 1
includes the pixels having the color the same as the principle
color of the first local maximum value 3 illustrated in the

color histogram 2. Similarly, the second cluster region 15 in
image 1 includes the pixels having the color the same as the
principle color of the second local maximum value 5 illus-
trated in the color histogram 2. The third cluster region 17
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in image 1 includes the pixels having the color the same as
the principle color of the first local maximum value 7
illustrated in the color histogram 2. The fourth cluster region
19 in image 1 includes the pixels having the color the same
as the principle color of the fourth local maximum value 9
illustrated in the color histogram 2.

The colorful image dividing method mentioned above is
a technology utilizing a moving window to look for a local
maximum value in the color histogram. Because the
colorful—image dividing method mentioned above dom not
analysis the color histogram according to the feature ofcolor
distribution, thus the obtained principle colors does not frilly
match the color distribution of the image. Furthermore, the
size of the moving window as well as the threshold values
are the fixed values set up by the user, i.e., the window size
and the threshold values are not set up according to the
actual color distribution. So the exactly color distribution
can not be obtained, and the resulted color division does not
actually fit the color distribution of the colors on the image.
Also, the division does not fit the actual color disu'rbution,
so the resulted principle color of the cluster region is not
correct. In conclusion, the traditional method mentioned
above can not properly reduce the number of color of the
image.

SUMMARY OF THE INVENTION

According to the prior art mentioned above, the tradi-
tional method utilized to divide a pie-processed image
utilize the manually determined threshold value as the
criterion when dividing the image, so it is impossible to
divide the image according to the characteristic of color
distribution of the pus-processed image. Thus the traditional
method can not divide the image correctly.

A purpose of the present invention is to avoid using the
fixed threshold value to divide the image, instead, the
present invention uses the convex portion of a function to
obtain the plurality of cluster regions. The frmction men-
tioned above is obtained by a smoothed histogram of the
image, so the cluster regions are acquired according to the
characteristic of the distribution of color of the pre-
processed image. The present invention is used to divide a
pro-processed image into a plurality of cluster regions, such
that all the pixels of the pro-processed image are classified
into any one of the plurality of cluster regions. In other
words, the pre—processed image is divided into a plurality of
cluster regions.

According to the purpose mentioned above, the method
used to divide an image is disclosed herein. The method
divide an image into a plurality of cluster regions, each has
its own principle color, and every pixel of the image is
classified into one of the plurality of cluster regions. The
method mentioned above includes the following steps.

At first, acquire a three dimensional histogram of the
image by counting the number of pixels of the image based
on three dimensional color coordinate. Then smooth the

three dimensional histogram by a numerical diffusion
method to obtain a function. The function can be a normal

distribution probability function. Next, define a plurality of
cluster regions on the image, thus the pixels within the
plurality of cluster regions correspond to convex portion of
the function. Subsequently, assign the color of each pixel of
the image as aprinciple color of a first cluster region among
the plurality of cluster regions. The principle color is equal
to average of all pixels within the cluster region, the average
is equal to A/B, wherein A is summation of color of pixels
within the first cluster region, and B is equal to the number
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ofpixels vvilhin the first cluster region. The color of the pixel
is represented by the three color coordinate, and each of the
plurality of cluster regions have a corresponding principle
color. Finally, joint an unclassified pixel to a cluster region
of the plurality of cluster regions according to minimum
distance from the unclassified pixel to the plurality of cluster
regions. The unclassified pixel is outside the plurality of
cluster regions before this joint step, after all pixels of the
image have being jointed to one of the plurality of cluster
regions, the image is divided into the plurality of cluster
reg'ons.

BRIEF DESCRIPTION OF THE DRAWINGS

The above features of the present invention will he more
clearly understood from consideration of the following
descriptions in connection with accompanying drawings in
which:

FIG. 1 illustrates the relation between the divided image
and the histogram utilized to define the cluster regions of the
image, furthermore the pixels defined by a local maximum
value and its threshold on the histogram related to a corre-
sponding cluster region;

FIG. 2 illustrates the steps utilized to divide an image
according to one preferred embodiment of the present inven-
tion;

FIG. 3 illustrates the steps utilized to divide an pre-
processed image according to the other preferred embodi-
ment of the present invention, in which the pre-processed
image is processed according to three color series respec-
tively to acquire color distribution;

FIG. 4 illustrates the steps utilized to add the divided
image according to the other preferred embodiment of the
present invention, in which the divided images according to
the three color coordinates are added, and Ike pixel of the
added image each has 3-dimensiona1 color coordinate.

DESCRIPTION OF THE PREFERRED
EMBODIMENT

At first, in the preferred embodiment of the present
invention, the statistic method is used to analyze the colorful
image, thus a plurality of cluster regions can be defined
according to the actual distribution of a plurality of colors.
Subsequently, calculate the average value of the color of the
pixels within every individual cluster region, and take the
average value as the principle color of the individual cluster
region. In the present invention, because the window size
and the threshold value are not manually set up, the resulted
color distribution stands for the exact feature of the color

distribution of the image. The method proposed in the
preferred embodiment of the present invention mentioned
above is detailed below in FIG. 2. Firstly, as shown in step
30 “get a 3-dimensional histogram from an image pixels’
distribution on 3-dimensional coordinate”, analyze the
3-dimensional distribution of pixels of an image, and get a
3—dirneusional histogram of the image. The first step men—
tioned above analyze. every pixel of the image according to
the pixel’s color composition, and get a corresponding
position in a 3-dimensional coordinate (such as color coor-
dinate: RGB, HSV orYUV . . . etc.). After all the pixels of
the image of have been processed by the step mentioned
above, calculating the number of pixels on every position of
the 3—dimensional color coordinate. Thus the color histo-
gram of the image is acquired.

The following step is step 31 “estimate probability density
function by diffusion smoothing method”, which uses a

Page 159 of 309

10

15

20

30

35

45

50

55

60

65

4

numerical dilIusion method to calculate the probability
density function of the 3-dimensional histogram of the
image. The obtained probability density function is a func-
tion inverse proportional to the nature log of a squared
coordinate. For example, the one dimensional probability
density function can be expressed ase‘fl’z, which is known
as the normal distribution that is a well-known probability
density flmction. Besides, the numerical dilfusion method is
a method frequently used in thermodynamics, whereas the
numerical diifusion method is used to smooth the color

histogram of the colorful image in the preferred embodiment
of the present invention.

The next step—step 32 “acquire the convex portion to
define the cluster region of the colorful image”, is used to
acquire a pluralily of the cluster regions of the minrful
image by determining the convex portion of the probability
density. The relation between the convex portion (above
threshold value) of the histogram and the cluster region of
the colorful image had been illustrated in FIG. 1. Similar to
foregoing description about the convex portion and the
cluster region, in the preferred embodiment of the present
invention, a plurality of cluster regions can be obtained by
proceeding with the histogram of the colorful image by step
32. Thus the colorful image is divided into a plurality of
cluster regions. The next step is step 33 “average the value
of color of pixels by the number of pixels within every
individual cluster region". The aim ofstep 33 is to determine
the principle color of every individual cluster region, and
then assign the principle color as the color of every pixel
within the cluster region. So the value of color ofevery pixel
within a qrecific cluster region is assigned as the value of the
principle color on the color coordinate. In step 33, the
average is performed as the follow description. Assume a
cluster region includes a number (n1) of first pixels having
first color coordinate (c1) and a number (n2) of second
pixels having second color coordinate (c2). Step 33 is to
divide the summation of the value of color of all pixels
within a cluster region by the summation of the number of
the first pixel and the second pixel, in other words, the result
can be expressed as (c1xnl+c2><n2)/(n1+n2). The summa-
tion of the value of color of all pixels within a cluster region
can be obtained by multiplying the value of color of the first
pixel by the number of the first pixel plus multiplying the
value of color of the second pixel by the number of the
second pixel.

The principle color of every existed cluster region of the
image can be obtained by performing step 33, and the pixels
belonging to none of the existed cluster region should be
processed with step 34. Step 34 “classify every pixel outside
any one of endsted cluster regions into any one of the existed
cluster region” is to classify the pixels outside any erdsted
cluster region into any one of the existed cluster regions. The
method used in step 34 is continuously classify the pixel
outside the existed cluster region into any one of the existed
cluster regions till all the pixels are classified. In the pre—
ferred embodiment of the present invention, a pixel outside
any one of the existed cluster regions can be classified into
a cluster region as the description below. Determine the
minimum distance from the color of the unclassified pixel to
the principle color of every existed cluster region; then
classify the unclassified pixel into the cluster region that has
the minimum distance to the pixel. Continue the classifying
step mention above till all the unclassified pixels are clas—
sified (icint) to one of the existed cluster regions. The
division of the image is finished after step 34 had been
performed. Because the number of color of the colorful
image having been divided by the method in the present
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invention is reduced, the present invention can also be used
to reduce the number of color of a colorful image when
dividing the image.

It is noted that although the preferred embodiment of the
present invention mentioned above is to proceed with col-
orful image, however it can be used to process the monotone
image. During processing a monotone image, the variation
of the present invention for the monotone image is to process
the gray level of the monotone image. In spite of the
variation mentioned above, the method utilized to divide a
colorful image is basically the same as the method utilized
to divide a monotone image. In other words, if the image is
composed of a single color, the step 30 “get a 3-dimensional
histogram from an image pixels’ distribution on
3-dimensional coordinate” should be replaced with the step
“get a gray level histogram from an image pixels’ distribu-
tion on gray level coordinate”. In the following steps, the
“colorful image” should be replaced with the “single color
image”, and then the method shown in FIG. 2 that isutilized
to process a colorful image can be used to process a
monotone image.

Because the method utilized in dividing a monotone
image is basically the same as that utilized in dividing a
colorful image, the step utilized to divide the monotone
image is not shown in figure due to the similarity to FIG. 2.
The method utilized in dividing a monotone image is to
divide a monotone image into a plurality of cluster regions
such that every pixel ofthe monotone image is classified into
any one of the cluster regions. The method used to divide the
monotone image includes basically the following steps. At
first, the statistic method is used to analyze the monotone
image, thus a plurality of cluster regions can be defined
according to the actual distribution of a plurality of colors.
Subsequently, calculate the average value of the gray level
of the pixels within every individual cluster region, and take
the average value as the principle gray level of the individual
cluster region. Next, step “get a gray level histogram from
an image pixels’ distribution on every position of gray level
coordinate"7 analyze the gray level distribution of pixels of
an image, and get a gray level histogram of the image. The
first step mentioned above analyze every pixel of the image
according to the pixel’s gray level, and get a corresponding
position in a gray level coordinate. After all the pixels of the
image have been processed by the step mentioned above,
calculate the number ofpixels on every position of the gray
level coordinate. Thus the gray level histogram of the image
is acquired. The following step is “estimate probability
density frmction by diffusion smoothing method”, which
uses a numerical dilfusion method to calculate the probabil-
ity density function of the gray level histogram of the image.
The next step “acquire the convex portion to define the
cluster region of the monotone image”, is used to acquire a
plurality of cluster regions of the monotone image by
determining the convex portion of the probability density
frmction. Thus the monotone image is divided into a plu—
rality of cluster regions. The next step is step “average the
gray level value of pixels by the number of pixels within
every individual cluster region”. The aim of the step men-
tioned above is to determine the principle gray level of every
individual cluster region, and then assign the principle gray
level as the gray level of every pixel within the cluster
region. So the gray level value of every pixel within a
specific cluster region is assigned as the gay level value on
the gray level coordinate. In foregoing step, the average is
performed by the follow description. Assume a cluster
region includes a number (n1) of first pixels having first gray
level (g1) and a number (n2) of second pixels having second
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gray level (g2). The foregoing step is to divide the summa-
tion of the gray level value of all pixels within a cluster
region by the summation of the number of the first pixel and
the second pixel, in other words, the result can be expressed
as (glxn1+g2xn2)/(nl+n2). The summation of the gray
level value of all pixels within a cluster region can be
obtained by multiplying the gray level value of the first pixel
by the number of the first pixel plus multiplying the gray
level value of the second pixel by the number of the second
pixel. The principle gray level ofevery existed cluster region
of the image can be obtained, and the pixels belonging to
none of the existed cluster region should be processed with
the following step: classify every pixel outside any one of
existed cluster regions into any one of the existed cluster
regions. The step “classify every pixel outside any one of
existed cluster regions into any one of the existed cluster
regions” is to classify the pixels outside any existed cluster
region into any one of the existed cluster regions. The
method mentioned above is continuously classify the pixel
outside the existed cluster region into any one of the existed
cluster regions till all the pixels are classified. In the pre-
ferred embodiment of the present invention, a pixel outside
any one of the existed cluster regions can be classified into
a cluster region as the description below. The method
mentioned above is used to process the monotone image
according to the present invention.

The other preferred embodiment of the present invention
is used to divide the colorful image by the other way, which
uses the method that is utilized to divide a monotone image.
The other preferred embodiment of the present invention
firstly divide the image based on a first primary color
coordinate (such as Red coordinate), subsequently, divide
the image based on a second primary color coordinate (such
as Green coordinate), next, divide the image based on a third
primary color coordinate (such as Blue coordinate). In the
following step, acquire the 3-dimensional coordinate of
every pixel from the pixel’s position relating to the three
independent coordinates (such as R coordinate, G
coordinate, and B coordinate), so the three-dimensional
color coordinate of a pixel is acquired, and every pixel is
then colorful. Thus the division of the colorful image
relating to the three color coordinates is finished. Because
the method utilized to divide a one-color image is the same
as that utilized in the other preferred embodiment of the
present invention. The only difierence is that the other
preferred embodiment of the present invention respectively
process the colorful image based on the three primary colors
so as to acquire the distribution of every pixel of the colorful
image in the three primary colors. So the method according
to the preferred embodiment of the present invention is not
illustrated in figure, instead, the method mentioned in the
other preferred embodiment is described.

The method proposed by the other preferred embodiment
of the present invention mentioned above is to divide a
colorful image into a plurality of cluster rey'ons, such that
the pixel of the colorful image is joint to any one of the
plurality of cluster regions. The method proposed by the
other preferred embodiment of the present invention
includes the following steps.

Firstly, divide the pro-processed image (colorful image
before processing) according to the first color coordinate by
the steps as follows: Firstly, analyze the first color distribu-
tion of pixels of an image, and get a first histogram of the
image. The step mentioned above analyze every pixel of the
image according to the pixel’s value on the first color
coordinate, and get a corresponding position in the first
coordinate. After all the pixels of the image have been
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processed by the step mentioned above, calculate the num-
ber of pixels on every position of the first color coordinate.
Thus the first color histogram of the image is acquired. The
following step uses a numerical ditfusion method to estimate
the first function of the first color histogram of the image.
Next, by determining the convex portion of the first
function, a plurality of cluster regions of the image based on
the first color coordinate are acquired. Thus the image is
divided into a plurality of the first type cluster regions. The
next step is to divide the total Value of the pixels on the first
color coordinate by the number of pixels within every
individual first type cluster region. The aim of the step
mentioned above is to determine the first principle color of
every individual first type of cluster region, and then assign
the first principle color as the value of the first color
coordinate of every pixel within the first type cluster region.
So the first color coordinate value of every pixel within a
specific first type cluster region is assigned as the first color
coordinate value on the first color coordinate. In the fore-

going step, the average is performed by the follow descrip-
tion. Assume a first type cluster region includes a number
(n1) of first pixels having first color coordinate (p1) and a
number (n2) of second pixels having second color coordi-
nate (p2). Then divide the summation of the first color
coordinate value of all pixels within a cluster region by the
summation of the number of the first pixel and the second
pixel, in other words, the result can be expressed as (plx
n1+p2xn2)/(nl+n2). The summation of the value of the first
color coordinate of all pixels within a first type cluster region
can be obtained by multiplying the value of the first color
coordinate of the first pixel by the number of the first pixel
plus multiplying the value of the second color coordinate of
the second pixel by the number of the second pixel. The first
principle color of every existed cluster region of the image
can be obtained, and the pixels belonging to none of the
existed cluster region should be processed with the follow-
ing step. Classify every pixel outside any one of the existed
first type cluster reg'ons into any one of the existed first type
cluster regions. The step mentioned above is to classify the
pixels outside any existed first type cluster region into any
one of thc existed first type cluster regions. The method
mentioned above is to continuously classify the pixel outside
the existed first type of the first type cluster reg'on into any
one of the existed first type cluster regions till all the pixels
are classified. In the other preferred embodiment of the
present invention detailed above, a pixel outside all the
existed first type cluster regions can be classified into a first
type cluster region.

In the following step of the other preferred embodiment of
the present invention, the pre-processed image (colorful
image before processing) is divided according to the second
color coordinate by the steps as follows. Firstly, analyze the
second color distribution of pixels of an image, and get a
second histogram of the image. The step mentioned above
analyze every pixel of the image according to the pixel’s
value on the second color coordinate, and get a correspond-
ing position in the second coordinate. After all the pixels of
the image have been procesed by the step mentioned above,
calculate the number of pixels on every position of the
second color coordinate. Thus the second color histogram of
the image is acquired. The following step uses a numerical
diflusion method to estimate the second function of the
second color histogram of the image. Next, by determining
the convex portion of the second function, a plurality of
cluster regions of the image based on the second color
coordinate are acquired. Thus the image is divided into a
plurality of the second type cluster regions. The next step is
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8
to divide the total value of the pixels on the second color
coordinate by the number of pixels within every individual
second type cluster region. The aim of the step mentioned
above is to determine the second principle color of every
individual second type of cluster region, and then assign the
second principle color as the value of the second color
coordinate of every pixel within the second type cluster
region. So the second color coordinate value of every pixel
within a Specific second type cluster region is assigned as the
second color coordinate value on the second color coordi-

nate. In the foregoing step, the average is performed by the
follow description. Assume a second type cluster region
includes a number (n1) of first pixels having second color
coordinate (ql) and a number (n2) of second pixels having
second color coordinate (q2). Then divide the summation of
the second color coordinate value of all pixels within a
cluster region by the summation of the number of the first
pixel and the second pixel, in other words, the result can be
expressed as (q1xn1+q2xn2)/(n1+n2). The summation of
the value of the second color coordinate of all pixels Within
a second type cluster region can be obtained by multiplying
the value of the second color coordinate of the first pixel by
the number of the first pixel plus multiplying the value of the
second color coordinate of the second pixel by the number
of the second pixel. The second principle color of every
existed cluster region of the image can be obtained, and the
pixels belonging to none of the existed cluster region should
be processed with the following step. Classify every pixel
outside any one of the existed second type cluster regions
into any one of the existed second type cluster regions. The
step mentioned above is to classify the pixels outside any
existed second type cluster region into any one of the existed
second type cluster regions. The method mentioned above is
to continuously classify the pixel outside the existed second
type of the second type cluster region into any one of the
existed second type cluster regions till all the pixels are
clasified. In the other preferred embodiment of the present
invention detailed above, a pixel outside all the existed
second type cluster regions can be classified into a second
type cluster region.

In the next step of the other preferred embodiment of the
present invention, the pre—processed image (colorful image
before processing) is divided according to the third color
coordinate by the steps as follows. Firstly, analyze the third
color distribution of pixels of an image, and get a third
histogram of the image. The step mentioned above analyze
every pixel of the image according to the pixel’s value on the
third color coordinate, and get a corresponding position in
the third coordinate. After all the pixels of the image have
been processed by the step mentioned above, calculate the
number of pixels on every position of the third color
coordinate. Thus the third color histogram of the image is
acquired. The following step uses a numerical dilfusion
method to estimate the third function of the third color

histogram of the image. Next, by determining the convex
portion of the third function, a plurality of cluster regions of
the image based on the third color coordinate are acquired.
Thus the image is divided into a plurality of the third type
cluster regions. The next step is to divide the total value of
the pixels on the third color coordinate by the number of
pixels within every individual third type cluster region. The
aim of the step mentioned above is to determine the third
principle color of every individual third type of cluster
region, and then assign the third principle color as the value
of the third color coordinate of every pixel within the third
type cluster region. So the third color coordinate value of
every pixel within a specific third type cluster region is



Page 162 of 309

US 6,483,940 B1
9

migned as the third color coordinate value on the third color
coordinate. In the foregoing step, the average is performed
by the follow description. Assume a third type cluster region
includes a number (:11) of first pixels having third color
coordinate (1'1) and a number (n2) of third pixels having
third color coordinate (r2). Then divide the summation of the
third color coordinate value of all pixels within a cluster
region by the summation of the number of the firsl pixel and
the second pixel, in other words, the result can he expressed
as (r1xnl+r2xn2)/(n1+n2). The summation of the value of
the third color coordinate of all pixels within a third type
cluster region can be obtained by multiplying the value of
the third color coordinate of the first pixel by the number of
the first pixel plus multiplying the value of the third color
coordinate of the second pixel by the number of the second
pixel. The third principle color of every existed cluster
region of the image can be obtained, and the pixels belong-
ing to none of the existed cluster region should be processed
with the following step. Classify every pixel outside any one
of the existed third type cluster regions into any one of the
existed third type cluster regions. The step mentioned above
is to classify the pixels outside any existed third type cluster
region into any one of the existed third type cluster regions.
The method mentioned above is to 00an uously classify the
pixel outside the existed third type of the third type cluster
region into any one of the existed third type cluster regions
till all the pixels are classified. In the other preferred
embodiment of the present invention detailed above, a pixel
outside all the existed third type cluster regions can be
classified into a third type cluster region.

After the foregoing three steps utilized to process the first
color coordinate, the second color coordinate, and the third
color coordinate have been performed, the pro-processed
image is divided according to the three color coordinates
mentioned above. For example, as shown in FIG. 3, the
pre-processed image 40 having processed by the first-color
processing step 41 produces the first color distribution 42.
Although the step 41 divide the image according to the first
color, dilIerent coordinate relates to dilIerent color in spite
of the same color series. Although the pro-processed image
is divided according to the first color series, the cluster
regions in the divided image can have diflerent color. In
other words, though the image is divided according to a first
series, the principle color of each cluster region is different
to each other. For example, when the pro-processed image is
divided according to the rod primary color, there can be a
cluster region of heavy red and the other cluster region of
light red.

In the foregoing example, assume the result of the divi-
sion is first color distribution 42 having a first region R1 (of
a first principle color) and a second region R2 (of a second
principle color R2). In the example of the preferred embodi-
ment of the present invention, assume the pro-processed
image 40 is divided according to a second-color processing
step 43, and the result is second color distribution 44
[including region (31 and I32). In addition, assume the
preprocessed image 49 is divided acmrding to a second-
color processing step I15, and the result is second color
distribution 46 (including region BI and BZ). Though there
are only two principle colors in the divided image according
to one color series in foregoing example, when it is used in
realistic application, the divided image should have a plu-
rality of principle colors.

After the pro-processed image had processed by the steps
mentioned above, every pixel of the divided image corre-
sponding to different colors is added. In other words, every
pixel corresponding to the first color coordinate (e.g., red
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color series), the second color coordinate (e.g., green color
series), and the third color coordinate (blue color series) is
added. Because the three color coordinates are mutual

independent. so the cotoroftlte added pixel is 3-dimcnsional
such as (R, G. B). In the foregoing operation. the addition of
different color coordinates is performed by logic "AND"
operation, and the visual result is the mixture of the colors
in the three color coordinates.

In the preferred embodiment of the present invention
illustrated in FIG. 3, after the pre—processed image has been
divided according to the three primary color coordinates, the
color distribution in each color coordinate is shown as 42,
44, and 46 respectively. Refer to FIG. 4, the three color
coordinates of every pixel in the divided image (such as first
color distribution 42, second color distribution 44, and third
color distribution 46) corresponding to the three prime color
coordinates is added by the adding process 48, then the color
of the pixel in the added image is3-dimensional. So the pixel
of the divided image 50 has three color coordinates, and the
color of each pixel is the superposition of the three colors.

The divided image 50 is the result of dividing the image
according to three-color coordinates, and there are regions of
ditferent colors in the divided image 50, and the regions
mentioned above are RZGlBl, RlGlBl, R1G2B1,
RIGZBZ, RZGZEtZ, RZGIBZ. The color of the pixel within
a region is the principle color of the region enclosing the
foregoing pixel, such as the color of the pixel of region
1226181 is equal to the mixture of the following colors:
principle color of region R2, principle color of region 61,
and principle color of region Bl. In addition, the first
function, the second function, and the third function in the
preferred embodiment of the present invention can be prob—
ability density function, furthennore, can be normal distri-
bution probability density function.

One preferred embodiment of the present invention is
used to smooth 3 three (or one) dimensional histogram to
acquire probability density function, whereas, the probabil-
ity density function that can be used in not confined to the
examples illustrated in the embodiment.

As will be understood by persons skilled in the art, the
foregoing preferred embodiment of the present invention is
illustrative of the present invention rather than limiting the
present invention. Having described the invention in mm-
nection with a preferred embodiment, as long as the prin-
ciple used to divide tht: image is the same as that disclosed
herein, the modification will now suggest itself to those
skilled in the art. While the preferred embodiment of the
invention has been illustrated and described, it Will be
appreciated that various changes can be made therein with-
out departing from the spirit and scope of the invention.

What is claimed is:

1. A method for dividing an image composed of pixels
into a plurality of cluster regions, wherein each pixel is
classified into one of said plurality of cluster regions, said
method comprising:

acquiring a three dimensional histogram of said image by
counting the number of pixels of said image in three
dimensional color coordinate;

smoothing said three dimensional histogram by a numeri-
cal diffusion method to obtain a function;

defining a plurality of cluster regions on said image,
wherein pixels within said plurality of cluster regions
correspond to a convex portion of said function;

assigning the color of each pixel of said image as a
principle color of a first cluster region among said
plurality of cluster regions, said principle color being
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equal to an average of all pixels within said cluster
region, said average being equal to A/B, wherein A is
a summation of color of pixels within said first cluster
region, and B is equal to the number of said pixels
within said first cluster region, the color of said pixel
being represented by said three color coordinate, each
of said plurality of Cluster regions having a correspond-
ing principle color; and

jointing nn unclassified pixel to one of said plurality of
cluster regions according to minimum distance from
said unclassified pixel to said plurality of cluster
regions, said unclamified pixel being outside said plu-
rality of cluster regions before said jointing step, after
all pixels of said image being jointed to one of said
plurality of cluster regions, said image being divided
into said plurality of cluster regions.

2. The method as claim 1,wherein said image is a colorful
image.

3. The method as claim 1, wherein said function is a
probability density fimclion.

4. The method according to claim 3, wherein said prob-
ability density function is a normal distribution probability
density frmction.

5. A method for dividing a colorful image composed of
pixels into a plurality ofclustcr regions, wherein each pixel
is classified into one of said plurality of cluster regions, said
method comprising:

acquiring a three dimensional histogram of said colorful
image by counting Lhc number of pixels ofsaid colorful
image in three dimensional cotor coordinate;

smoothing said three dimensional histogram by a numeri-
cal diffusion method to obtain a probability density
fimction;

defining a plurality of cluster regions on said image,
wherein pixels within said plurality of cluster regions
correspond to a convex portion of said probability
density;

assigning the color of each pixel of said colorful image as
a principle color of a first cluster region among said
plurality of cluster regions, said principle color being
equal to an average of all pixels within said cluster
region, said average being equal to A/B, wherein A is
a summation of color of pixels within said first cluster
region, and B is equal to the number of pixels within
said first cluster region, the color of said pixel being
represented by said three color coordinate, each of said
plurality of cluster regions having a corresponding
principle color; and

jointing an unclassified pixel to one of said plurality of
cluster reg'ons according to minimum distance from
said unclassified pixel to said plurality of cluster
regions, said unclassified pixel being outside said plu-
rality of cluster regions before said jointing step, after
all pixels of said colorful image being jointed to one of
said plurality of cluster regions, said colorful image
being completely divided into said plurality of cluster
regions.

6. The method as claim 5, wherein said probability density
function is a normal distribution probability density func-
tion.

7. Amethod for driving an image composed of pixels into
a plurality of cluster regions, wherein each pixel of said
image is classified into one of said plurality of cluster
regions, said method comprising:

acquiring a histogram of said image by counting the
number of pixels of said image in a gray level;
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smoothing said histogram by a numerical dill'usion

method to obtain a function;
defining a plurality of cluster regions on said image,

wherein pixels within said plurality of cluster regions
correspond to a convex portion of said function;

assigning the gray level of each pixel of said image as a
principle gray level of a first cluster region among said
plurality of cluster regions, said principle gray level
being equal to an average of all pixels within said
cluster region, said average being equal to A/B,
wherein Ais a summation of gray level ofpixels within
said first cluster region, and B is equal to the number of
pixels within said first cluster region, the color of said
pixel being represented by said three color coordinate,
each of said plurality of cluster regions having a
corresponding principle gray level; and

jointing an unclassified pixel to one of said plurality of
cluster regions according to minimum distance from
said unclassified pixel to said plurality of cluster
regions, said unclassified pixel being outside said plu-
rality of cluster regions before said jointing step, after
all pixels of said image being jointed to one of said
plurality of cluster regions, said image being divided
into said plurality of cluster regions.

8. The method as claim 7, wherein said image is a
monotone image.

9. The method as claim 7, wherein said function is a
probability density flmetion.

10. The method as claim 9, wherein said probability
density function is a normal distribution probability density
function.

11. A method for dividing an image composed of pixels
into a plurality of cluster regions, wherein each pixel is
classified into one of said plurality of cluster regions, said
method comprising:

acquiring a first histogram of said image by counting the
number of pixels of said image in a first color coordi—
nate;

smoothing said first histogram by a numerical diifusion
method to obtain a first function;

defining a plurality of cluster regions on said image,
wherein pixels within said plurality of cluster regions
correspond to a convex portion of said first function;

assigning the color of first color coordinate of each pixel
of said image as a first principle color of a first cluster
region among said plurality ofcluster regions, said first
principle color being equal to an average of all pixels
within said cluster region, said average being equal to
NE, wherein Ais a summation of first color coordinate
of pixels within said first cluster region, and B is equal
to number of said pixels within said first cluster region,
the color of said pixel being represented by said three
color coordinate, each of said plurality of cluster
reg-ions having a corresponding first principle color;

jointing an unclamified pixel to one of said plurality of
cluster regions according to minimum distance from
said unclassified pixel to said plurality of cluster
regions, said unclassified pixel being outside said plu—
rality of cluster regions before said jointing step, after
all pixels of said image being jointed to one of said
plurality of cluster regions, said image being divided
into said plurality of cluster regions;

acquiring a second histogram of said image by counting
the number of pixels of said image in a second color
coordinate;

smoothing said second histogram by a numerical diffusion
method to obtain a second function;
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defining a plurality of cluster regions on said image,
wherein pixels within said plurality of cluster regions
correspond to a convex portion of said second function;

assigning the color of second color coordinate of each

number of pixels of said image in a third color coor-

14

third principle color being equal to an average of all
pixels within said cluster region, said average being
equal to A/B, wherein A is a summation of the third
color coordinate of pixels within said third cluster

pixel of said image as a second principle color of a 5 region, B is equal 10 “13 number 0f said pixels within
second cluster region among said plurality of cluster said third cluster region, the C0101' 0f Said pixel being
regions, said second Pdflcipk, color being equal to an represented hy said three mlnr coordinate, each of said
average of all pixels within said cluster region, said plurality OECI‘ISICI regions hivmgacomspofldinglhifd
average being equal to A/B, whereinA is a summation PWJCIPI'= “0101'; am
of the second color coordinate of pixels within said 10 jointing an unclassified pixel to one of said plurality of
second cluster region, and B is equal to the number of 61115161” regions according l0 minimum distance from
pixels within said second cluster region, the color of said unclassified pixel to said plurality of cluster
said pixel being represented by said three color regions, said unclassified pixel being outside said plu—
coordinate, each of said plurality of cluster regions rality of cluster resions before said jointing step. after
having a corresponding second principle color; 15 all pixels of said image being jointed to one Of said

jointing an unclassified pixel to one of said plurality of plurality 0f cluster regions, 531d image being divided
cluster regions according to minimum distance from ““0 53"“ plurality 0f cluster ”31°35; “d
said unclassified pixel to said plurality of cluster trans-forming every pixel from said first 001‘” coordinate,
regions, said unclassified pixel being outside said plu- 531d second 0010‘" coordinate, and said third 00101'
rality of cluster mgions befimz, said jomfing step, after 20 coordinate to three linear independent coordinates
all pixels of said image being jointed to one of said resaectivsly tolacquire every pixelofsaidimage having
plurality of cluster regions, said image being divided a three dimensronal coordinate, said image being com-
into said plurality of cluster regions; posed of a first color of said first color region, a second

acquiring a third histogram of said image by counting the 25 color of said second color region, and a third color ofsaid third color region.
12. The method as claim 11, wherein said image is a

. . . . . . . colorful image.
smoothing sud thud '35“)ng by a numerical drfi'usron 13. The method according to claim 1.1, wherein said first

method ‘0 obtain a third function; _ . function, said second frmction and said third function are
defining a plurality of cluster regions on said image, 30 pmbabfljty density function;

wherein Pixels Within said 21““th 9f 91135!“ regions 14. The method according to claim 13, wherein said
COUCSPODd '0 a 001W“ P0111011 0f SW1 third fund-1°11; probability density functions are normal distribution prob-

assigning the color of third color coordinate of each pixel ability density functions.

dinate;

of said image as a third principle color of a third cluster
region among said plurality of cluster regions, said
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PRODUCING AN IMAGE OFA PORTION OF
A PHOTOGRAPHIC IMAGE ONTO A

RECEIVER USING A DIGITAL IMAGE OF
THE PHOTOGRAPHIC IMAGE

CROSS REFERENCE TO RELATED
APPLICATIONS

Reference is made to commonly assigned U.S. patent
application Ser. No. 09/490,915 flledlan. 25, 2000, filed Jan.
25, 2000 entitled “Method for Automatically Creating
Cropped and Zoomed Versions of Photographic Images" by
.Iiebo Luo et al., and assigned U.S. patent application Ser.
No. 091223.860, filed Dec. 31, 1993 entitled “Method for
Automatic Determination of Main Subjectsin Photographic
Images" by licbo Luo et al., the disclosures of which are
incorporated herein by reference.

FIELD OF THE INVENTION

The invention relates to producing an image of a portion
of a photographic image onto a receiver by using digital
image processing.

BACKGROUND OF THE INVENTION

For many decades, traditional commercial photofinishing
systems have placed limits on the features offered to con-
sumers to promote mass production. Among those features
that are unavailable conventionally, zooming and cropping
have been identified by both consumers and photofinishers
as extremely useful additional features that could potentially
improve the quality of the finished photographs and the
subsequent picture sharing experiences. With the advent of,
and rapid advances in digital imaging, many of the technical
barriers that existed in traditional photography no longer
stand insurmountable.

Hybrid and digital photography provide the ability to crop
undesirable content from a picture, and magnify or zoom the
desired content to fill the entire photographic print. In spite
of the fact that some traditional cameras with zoom caps
biiity provide consumers greater control over composing the
desired scene content, studies have found that photographers
may still wish to perform a certain amount of cropping and
zooming when viewing the finished photograph at a later
time. Imprecise viewfinders of many pointvand-shoot
cameras, as well as simply second-guessing their initial
compositions, are factors in the desirability of zoom and
crop. In addition, it maybe desirable to use some other
regular border templatcs such as ovals, heart shapes,
squares, ctc. In another scenario, some people commonly
referred to as "scrapbookcrs” tend to perform more. aggres-
sive crop in making a scrapbook, e.g., cutting along the
boundary of objects.

There are significant difl'erences in objectives and behav-
iors between these two types of cropping, namely album-
making and scrapbook making, with the latter more diflicult
to understand and summarize. The invention described

below performs automatic zooming and cropping for mak-
ing photographic prints. One customer focus group study
indicated that it would be beneficial to provide customers a
double set of prints—one regular and one mom. Moreover,
it is preferred that the cropping and morning he done
automatically. Most customers do not want to think about
how the zooming and cropping is being done as long as the
content and quality (e.g., sharpness) of the cropped and
zoomed pictures is acceptable.

There has been little research on automatic zoom and crop
due to the apparent difficulty involved in performing such a
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task. None of the known conventional image manipulation
software uses scene content in determining the automatic
crop amount. For example, a program entitled “XV”, a
freeware package developed by John Bradley at University
of Pennsylvania, USA (Department of Computer and Infor-
mation Science). provides an “autocrop” function for
manipulating images and operates in the Eoliowing way:
1. The program examines a border line of an image, in all of

the four directions, namely fiom the top, bottom, left and
right sides;

2. The program checks the variation within the line. In
grayscaic images, a line has to be uniform to be cropped.
In color images, both the spatial correlation and spectral
correlation have to be low, except for a small percentage
of pixels, for the line to be qualified for cropping In other
words, a line will not be cropped if it containsa significant
amount of variation;

3. If a line along one dimension passes the criterion, the next
Line (routr or column) inward is then examined; and

4. The final cropped image is determined when the above
recursive process stops.
This program essentially tries to remove relatively homo-

geneous margins around the borders of an image. It does not
examine the overall content of the image. In practice, the XV
program is eilcctive in cropping out the dark border gener-
ated due to imprecise alignment during the scanning pro—
cess. However, disastrous results can often be produced due
to the apparent lack of scene understanding. In some
extreme cascs,-thc entire image can be cropped.

Another conventional system, described by Bollman et al.
in US. Pat. No. 5,978,519 provides a method for cropping
images based upon the diifercnt intensity levels within the
image. With this system, an image to be cropped is scaled
down to a grid and divided into non-overlapping blocks. The
mean and variance of intensity levels are calculated for each
block. Based on the distribution of variances in the blocks,
a threshold is selected for the variance. All blocks with a
variance higher than the threshold variance are selected as
regions of interest. The regions of interest are then cropped
to a bounding rectangle. However, such a system is only
effective when uneropped images contain regions where
intensity levels are uniform and other regions where inten-
sity leveis vary considerably. The effectiveness of such a
system is expected to be comparable to that of the XV
program. The difference is that the XV program examines
the image in a line by line fashion to identify uniform areas,
while Bollman examines the image in a block by block
fashion to identify uniform areas. In summary. both tech-
niques cannot deal with images with non-uniform back-
ground.

Sorne optical printing systems have the capability of
changing the optical magnification of the relay lens used in
the photographic copying process. In U.S. Pat. No. 5,995,
201, Sakaguchi describes a method of varying the efi'ective
magnification of prints made from film originals utilizing a
fixed optical lens instead of zoom lens. In U.S. Pat. No.
5,872,619, Stephenson el al. describe a method of printing
photographs from a processed photographic filmstrip having
images of difierent widths measured longitudinally of the
filmstrip and having heights measured transversely of the
filmstrip. This method uses a photographic printer having a
zoom lens and a printing mask to provide printed images
having a selected print width and a selected print height. In
U.S. Pat. No. 4,809,064, Amos et al. describe an apparatus
for printing a selected region of a photographic negative
onto a photosensitive paper to form an enlarged and cropped
photographic print. This apparatus includes means for pro-
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jecting the photographic negative onto first and second zoom
lenses, each of the zoom lenses having an adjustable mag-
nification. In US. Pat. No. 5,872,643, Maeda et al. describe
a film reproducing apparatus that can effectively perform
zoom and crop. This apparatus includes an image pick-up
device which picks up a film frame image recorded on a film
to generate image data, an information reader which reads
information about photographing conditions of the film
frame image, and t1 reproducing urea designator which
designates a reproducing area of the film [tame image.
However, the reproducing area of the film frame image is
determined based on pore—recorded information about the
position of the main object, as indicated by which zone of
the photograph the automatic focusing (AF) operation in the
camera was on—part of the recorded information about
photographing conditions. It! all the above mentioned opti-
cal printing systems. the position of the photographic film
sample and magnification factor of the relay lens are pro»
selected.

SUMMARY OF THE INVENTION

It is an object of the present invention to provide a method
for producing a portion of an image from a photographic
image by identifying the main subject of the photographic
image.

This object is achieved by a method of producing an
image of at least a portion of a photographic image onto a
photographic receiver, comprising the steps of:

a) receiving a digital image corresponding to the photo-
graphic image, the digital image comprising pixels; and

b) locating the relative optical position of a photographic
image, the lens, and the photographic receiver in
response to pixels of the digital image and illuminating
a portion of the photographic image of my: subject
content to produce an image of such portion onto the
photographic receiver.

ADVANTAGES

One advantage of the invention lies in the ability to
automatically crop and zoom photographic images based
upon the scene contents. The digital image processing steps
employed by the present invention includes a step of iden-
tifying the main subject within the digital image. The present
invention uses the identified main subject of the digital
image to automatically mom and crop the image. Therefore,
the present invention produces high-quality zoomed or
cropped images automatically, regardless whether the back-
ground is uniform or not.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects, aspects and advantages
Will he better understood from the following detailed
description of a preferred embodiment of the invention with
reference to the drawings, in which:

FIG. 1 is a schematic diagram of a system embodiment of
the invention;

FIG. 2 is a schematic architectural diagram of an embodi-
ment of the invention;

FIG. 3 is a schematic architectural diagram of an embodi-
ment of the invention;

FIG. 4 is a schematic architectural diagram of an embodi-
ment of the invention;

FIG. 5 is a schematic architectural diagram of an embodi—
ment of the invention;
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FIG. 6 illustrates the application of the invention to a
simulated photograph;

FIG. 7 illustrates the application of the invention to a
simulated photograph;

FIG. 8 illustrates the application of the invention to a
simulated photograph;

FIG. 9 illustrates the application of the invention to a
simulated photograph;

FIG. ll] illustrates the application of the invention to a
simulated photograph;

FIG. 11 illustrates the application of the invention to a
simulated photograph;

FIG. 12 illustrates the application of the invention to a
simulated photograph;

FIG. 13 is an exemplary uncropped photograph;
FIG. 1‘: is a belief map of the image shown in FIG. 13;
FIG. 15 is a cropped version of the image shown in FIG.

13;
FIG. 16 depicts another uncropped photograph;
FIG. 17 is a belief map of the image shown in FIG. 16;

and

FIG. 18 is a cropped version of the image shown in FIG.16.

DETAILED DESCRIPTION OF THE
INVENTION

The invention automatically zooms and crops digital
images according to an analysis of the main subject in the
scene. Previously, a system for detecting main subjects (e.g.,
main subject detection or “MSD” in a consumer-type
photographic image from the perspective of a third—party
observer has been developed and is described in US. patent
application SUI. No. 09/223,860, filed Dec. 31, 1998, the
disclosure of which is incorporated herein by reference.
Main subject detection provides a measure of saliency or
relative importance for ditferent regions that are associated
with diil‘erent subjects in an image. Main subject detection
enables a discriminative treatment of the scene content for a
number of applications related to consumer photographic
images, including automatic crop and zoom.

Conventional wisdom in the field of computer vision,
which reflects how a human observer would perform such
tasks as main subject detection and cropping, calls for a
problem-solving path via object recognition and scene con-
tent determination according to the semantic meaning of
recognized objects. However, generic object recognition
remains a largely unsolved problem despite decades of effort
from academia and industry.

The MSD system is built upon mostly low-level vision
{natures with semantic information integrated whenever
available. This MSD system has a number of sub-tasks,
including region segmentation, perceptual grouping, feature
extraction, and probabilistic and semantic reasoning. In
particular, a large number of features are extracted for each
segmented region in the image to represent a wide variety of
visual saliency properties, which are then input into a
tunable, extensible probability network to generate a belief
map containing a continuum of values.

Using MSD, regions that belong to the main subject are
generally dilferentiated from the background clutter in the
image. Thus, automatic zoom and crop becomes possible.
Automatic zoom and crop is a nontrivial operation that was
considered impossible for unconstrained images, which do
not necessarily contain uniform background, without a cer-
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Iain amount of scene understanding. In the absence of
content-driven cropping, conventional systems have con-
centrated on simply using a centered crop at a fixed zoom
(magnification) factor, or removing the uniform background
touching the image borders. The centered crop has been
found unappealing to customers,

The output of MSD used by the invention is a list of
segmented regions ranked in descending order of their
likelihood (or belief) as potential main subjects for a generic
or speed—1:: applicationfl'h'm list can be readily converted into
a map in which the brightness of a region is proportional to
the main subject beliefof the region. Therefore, this map can
be called a main subject “belief” map. This “belief’ map is
more than a binary map that only indicates location of the
determined main subject. The associated likelihood is also
attached to each region so that regions with large values
correspond to regions with high confidence or belief of
being part of the main subject.

To some extent, this belief map reflects the inherent
uncertainty for humans to perform such a task as MSD
because different observers may disagree on certain subject
matter while agreeing on other subject matter in terms of
main subjects. However, a binary decision, when desired,
can be readily obtained by using an appropriate threshold on
the belief map. Moreover, the belief information may be
very useful for downstream applications. For example, dif-
ferent weighting factors can be assigned to different regions
(subject matters) in determining the amount of crop.

For determination of crop, the invention uses the main
subject belief map instead of a binarized version of the map
to avoid making a bad cropping decision that is irreversible.
Furthermore, using the continuous values of the main sub-
ject beliefs helps trade—off difl'erent regions under the con-
straints encountered in cropping. Abinary decision on what
to include and what not to include, once made, leaves little
room for trade-off. For example, if the main subject region
is smaller than the crop window, the only reasonable choice,
given a binary main subject map, is to leave equal amounts
ofmargin around the main subject region. On the other hand,
secondary main subjects are indicated by lower belief values
in the main subject belief map, and can be included accord-
ing to a descending order of belief values once the main
subject of highest belief values are included. Moreover, if an
undesirable binary decision on what to include/exclude is
made, there is no recourse to correct the mistake.
Consequently, the cropping result becomes sensitive to the
threshold used to obtain the binary decision. With a
continuous-valued main subject belief map, every region or
object is associated with a likelihood of being included or a
belief value in its being included.

To reduce the degrees of freedom in determining the
amount of crop, in particular for making photographic
prints, in one embodiment, the invention restricts the set of
allowable zoom factors to {1.5x, 2x, 3x, 4x}. This is based
on the findings in the customer focus studies. Those skilled
in the art would recognize that the present invention could
be used with any the zoom factor. In one example, the
default zoom factor is set at 1.5 x.

“Digital image understanding technology” as used herein
means technology which is specifically designed to exclu-
sively perform on a digital image representing at least a
por1ion of an original scene captured by an image capture
device other than a copier or scanner, the functions of:

(i) digitally processing such digital image (other than by
color and/or luminance, i.e., non-spatial analysis of
color) to recognize and thereby assign useful meaningto:
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6
a human understandable object other than (a) a human-

created graphic object, including without limitation,
a diagram, chart, alphanumeric character, mark,
symbol, pattern and any combination of the
foregoing, (b) the entire original scene, or (c) any
part of such original scene completely designated by
a human in such original scene;

an object attribute (including without limitation,
characteristics, movement or direction. of such
human undemtandable object) insuch original scene
(other than for using such object attribute to control
the functions, including image signal processing
functions, of the image capture device); or

a scene condition (other than for using such scene
condition to control the functions, including image
signal processing functions, of the image capture
device) of such original scene; and

(ii) based on the results of step (i) and in accordance with
such useful meaning, modifying, transforming,
compressing, expanding, enhancing, editing,
classifying, formatting, transmitting, or storing the
digital image representing at least a portion of the
original scene, or causing an operation other than
image processing to be performed.

General Description of an Optical Printer System
Application

Referring to FIG. 1, the following description relates to an
optical printing system. A photographic film sample 31 is
received by a film scanner 32 which produces a source
digital image 10 relating to the spatial density distribution of
the photographic film sample. This source digital image is
received by a digital image processor 20. The digital image
processor 20 may be connected to a general control com—
puter 40 under operator control from an input control device
60. The monitor device 50 displays diagnostic information
about the optical printing system. The general control com-
puter 40 keeps track of the lens magnification setting.

Referring to FIG. 2, a zoom factor 1.1, which corresponds
to the lens magnification setting may also received by the
image processor 20 from the general control computer 40
under operator control. The image processor 20 receives the
source digital image 10 and uses the zoom factor 1.1 and the
source digital image 10 to calculate the proper position for
the photographic film sample in the form of a film sample
position 9. The photographic film sample is positioned in a
gate device 36 which holds the film negative in place during
the exposure. The gate device 36 receives the film sample
position 9 to position the photographic film sample to adjust
which portion of the imaging area of the photograph will be
printed.

Referring to FIG. 1, a lamp house 34 provides the
illumination source which is transmitted through the pho-
tographic film sample 31 and focused by a lens 12 onto
photographic paper 38. The time integration device 13 opens
and closes a shutter for a variable length of time allowing the
focused light from the lamp house 34 to expose the photo-
graphic paper 38. The exposure control device 16 receives a
brightness balance value from the digital image processor
20. The exposure control device 16 uses the brightness
balance value to regulate the length of time the shutter of the
time integration device stays open.

Ablock diagram of the inventive cropping process (e.g.,
the digital image understanding technology) is shown in
FIG. 3, which is discussed in relation to FIGS. 6—12. FIGS.
6—12 illustrate the inventive process being applied to an
original image shown in FIG. 6.



Page 179 of 309

US 6,545,743 B1
7

In item 200, the belief map is created using M80. The
invention selects a zoom factor (e.g. 15x) and a crop
window 80 (as shown in FIG. 7), as referred to in item 201
of FIG. 3. This zoom factor may be selected by an operator,
or by an automatic method based directly on the main
subject belief map (e.g., an estimate of the size of the main
subject). The crop window is typically a rectangular window
with a certain aspect ratio. If the zoom factor is selected by
the operator, the value of the zoom factor is sent from the
general control computer 40 to the digital image processor
20 Shown in FIG. 1. For both the operator selected case or
the main subject belief map case, the zoom factor is used to
communicate with the lens 12 to adjust the lens magnifica-
tion setting. This adjustment allows the lens 12 to image the
appropriate size of the photographic film sample 31 onto the
photographic paper 38.

In item 202, regions of the belief map are clustered and
the lowest belief cluster (e.g., the background belief) is set
to zero using a predefined threshold. As discussed in greater
detail below, sections of the image having a belief value
below a certain threshold are considered background sec-
tions. In item 202 such sections are given a belief of zero for
purposes of this embodiment of the invention.

”then, in item 203 the centroid, or center-of—mass, of
nonzero beliefs are computed and, as shown in item 204, the
crop window position is centered at the centroid, as shown
in FIG. 7. More specifically, in FIG. 6 the subject having the
highest belief in the belief map is the woman and the stroller.
FIG. 7 illustrates that the centroid of this subject is approxi—
mately the top of the baby’s head.

The centroid (it, 9) of a belief map is calculated using the
following procedure:

2 = Z Irbelm, yo. 9 = Z y:beI<x.-. m.

where x,- and y,- denote that coordinates of a pixel in the
belief map and bel(x,-, yb) represents the belief value at this
pixel location.

The crop window is then moved so that the entire crop
window is within the original image (e.g. item 205) as
shown in FIG. 8. In item 207, the crop window 80 is moved
again so that all the regions of the highest belief values
(“main subject”) are included within the crop window and to
create a margin 81, as shown in FIG. 9. This process (e.g.,
207) captures the entire subject of interest. Therefore, as
shown in FIG. 9, the top of the woman’s head is included in
the crop window. Compare this to FIG. 8 where the top of
the woman’s head was outside the crop window.

Decision box 208 determines whether an acceptable solu-
tion has been found, i.e., whether it is possible to include at
least the regions of the highest belief values in the crop
window.

If an acceptable solution exists, the window is again
moved, as shown in item 210, to optimize a subject content
index for the crop window. The preferred embodiment of the
present invention defines the subject content index as the
sum of belief values within the crop window. It should be
noted that the present invention specifies higher numerical
belief values corresponding to higher main subject probabil-
ity. Therefore, finding a numerical maximum of the sum of
the belief values is equivalent to finding an optimum of the
subject content index. This is shown in FIG. 10 where the
secondary objects (e.g. flowers) are included within the crop
window80 to increase the sum of beliefs. The sum of beliefs
for a crop window is computed as follows.
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where be1(x, y) represents the belief value at a given pixel
location (x, y) within the crop window w.

Provrded that the primary subjects are included, mov1ng
the crop window so that more of the secondary subjects are
included would increase the sum of belief values within the

crop window. Recall that the primary subjects are indicated
by the highest belief values and the secondary subjects are
indicated by belief values lower than those of the primary
subjects but higher than those of the backgron subjects.
The goal is to find the crop window that has the highest sum
of belief values while ensuring that the primary subjects are
completely included in the crop window, i.e.,

W = maxsum(w),weW

where W denotes the set of all possible crop windows that
satisfy all the aforementioned constraints (e.g., those that are
completely within the uncropped image and those that
encompass the entire primary subjects).

Then, in item 212, the position of the center of the crop
window is used to calculate the translational component of
the film sample position. The film sample position is then
calculated in item of block 213. The gate device 36, shown
in FIG. 1, receives the film sample position 9 and uses this
information to control the position of the photographic film
sample 31 relative to the lens 12. Those skilled in the art will
recognize that either or both of the lens 12 and the photo-
graphic film sample 31 may be moved to achieve the
centering of the elfective cropped image region on the
photographic paper 38.

Referring to FIG. 3, if decision box 208 does not produce
an acceptable solution, the digital image is rotated by 90
degrees, as shown in item 206, and the processing returns to
item 205. At the second and greater pass through decision
box 209, if the crop window 80 has already been rotated by
90 degrees and there is still not an acceptable solution (from
decision box 208), then the sum of the beliefs for the
centroid-based crop window 80 are computed for both
orientations (e.g., original and 90 degrees), as shown in item
211. Then, the position of the center of the crop window is
used to calculate the translational component of the film
sample position 9 and the rotational component of the film
sample position 9 is set to 90 degrees. The gate device 36,
shown in FIG. 1, receives the film sample position 9 and
uses this information to control the position of the photo-
graphic film sample 31 relative to the lens 12. The gate
device 36 then rotates the photographic film sample 31 by 90
degrees.

As would be blown by one ordinarily skilled in the art
given this disclosure, the photographic film sample may be
rotated at an arbitrary angles (e.g. 45°,180°, etc.) in item
206. Further, the decision box 209 can allow multiple passes
of the process described in items 205, 207 at dilIerent
rotation angles in an attempt to find the orientation having
the highest sum of beliefs.

The simulated image example shown in FIGS. 6—12
illustrates the progress the invention makes as it moves
through the process shown in FIG. 3. One could formulate
the problem as a global exhaustive search for the best
solution. The procedure used in the invention is considered
a “greedy" searching approach and is certainly more effi-
cient than conventional processes.
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FIGS. 4 and 5 illustrate variations of the process shown in
FIG. 3 of determining the film sample position 9. FIG. 4
compares a landscape crop with aportrait crop, regardless of
the initial (not necessarily the correct) picture orientation.
The second variation in FIG. 5 creates a series of “ring-
around" cropped versions with a zoom factor series (e.g.,
{1x, 1.5x, 2x, 3x, and 4x}) for presentation to a human
operator.

More specifically, in FIG. 4 items 300-303 are substan-
tially identical to items 200—203 in FIG. 3. In item 304, the
crop window 80 is positioned centered at the centroid
without any rotation. Simultaneously, in a parallel process-
ing step, the position of the crop window 80 is centered at
the centroid with a rotation (e.g., 90 degree rotation). In
items 306 and 307 the optimal crop window 80 is
determined, as discussed above with respect to FIG. 3. This
produces cropped images 308 and 309. In item 310 the better
(e.g., higher sum of beliefs) of the two cropped images is
selected and the corresponding translational and rotational
components of the film sample position 9 are recorded.

Referring to FIG. 5, items 400—407 are substantially
identical to items 300—307 discussed above. However, in the
process shown in FIG. 5, decision box 410 observes the
cropped images 408, 409 produced by the parallel process-
ing in items 404—407 and determines whether an acceptable
level has been attained. If the processing in item 410
determines that a difl’erent zoom factor or a ditferent crop
window 80 should be evaluated, processing returns to item
401. This process is repeated until an acceptable result is
produced, ending in item 411. In similar fashion, the corre-
sponding translational and rotational components of the film
sample position 9 are recorded.

The invention utilizes a built-in “k-means" clustering
process to determine proper thresholds of MSD beliefs for
each application. The invention also uses clustering, as
discussed below to enhance the cropping process. In one
preferred embodiment, it is sufficient to use three levels to
quantize MSD beliefs, namely “high”, “medium”, and
“low.” As would be known by one ordinarily skilled in the
art. the invention is not limited to simply three levcis of
classification, but instead can utilize a reasonable number of
classification levels to reduce the (unnecessary) variation in
the belief map. These three levels allow for the main subject
(high), the background (low), and an intermediate level
(medium) to capture secondary subjects, or uncertainty, or
salient regions of background. Therefore, the invention can
perform a k-means clustering with k-3 on the MSD belief
map to “quantize” the beliefs. Consequently, the belief for
each region is replaced by the mean belief of the cluster in
that region. Note that a k—means clustering with k—Z essen-
tially produces a binary map with two clusters, “ 'gh” and
“low,” which is undesirable for cropping based on earlier
discussion.

There are two major advantages in performing such
clustering or quantization. First, clustering helps back-
ground separation by grouping low-belief background
regions together to form a uniformly low-belief (e.g., zero
belief) background region. Second, clustering helps remove
noise in belief ordering by grouping similar belief levels
together. The centroiding operation does not need such
quantization (nor should it be allotted by the quantization).
The main purpose of the quantization used here is to provide
a threshold for the background.

The k-means clustering effectively performs a multi-level
thresholding operation to the belief map. After clustering,
two thresholds can be determined as follows:

Wholdlaw=(claw+cmdium)lzx thashOIdhi‘h=(cmdiun-+Ckighyz
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where {C,,,,, (imam, CAM} is the set of centroids (average
belief values) for the three clusters, and threshold,“ and
thresholdm-gh are the low and high thresholds, respectively.

Regions with belief values below the lower threshold are
considered “background" and their belief values are set to
zero in items 202, 302 and 402 discussed above. Regans
with belief values above the higher threshold are considered
part of the main subject and need to be included in their
entirety, whenever possible. Regions with intermediate
beliefvalues (e.g., less than or equal to the higher threshold
and greater than or equal to the lower threshold) are con-
sidered part of the “secondary subject" and will be included
as a whole or partially, if possible, to maximize the sum of
main subject belief values retained by the crop window.
Note that the variance statistics on the three clusters can be
used to set the thresholds more accurately to reflect cluster
dispersions.

The invention initializes the k-means process by finding
the maximum value belmn-mm and minimum values helm-
I'm'mum of the belief map, computing the average value
helmmg: of the maximum and minimum values for item in
the belief map, and setting the initial centroids (denoted by
a superscript of 0) at these three values, i.e.,

Clowoclbe’ninlmium: anrllumu=bdmdiflmw Chlgh°=belnlnzinum

Other ways of initialization may apply. For more about the
k-means process, see Sanka, Hlavac, and Boyle, Image
ProcesirtgAnalysis, and Machine Vision, PWS Publishing,
1999 pagse 307—308. For typical MSD belief maps, the
k-means process usually converges in fewer than 10 itera-
tions.

In applications where a zoom version of the cropped area
is desired, there are two scenarios to consider. First, the
zoom version effectively requires higher spatial resolution
than the highest resolution of the original data. However, a
visible loss of image sharpness is 1&er of concern in the
situation. Second, the zoom version elIectively requires
lower spatial resolution than the highest resolution of the
original data. In both cases, the invention uses an interpo-
lation process to resample the data in order to retain a
maximum amount of image detail. In general, edge or
detail-preserving image interpolation processes such as
cubic-spline interpolation are preferred because they tend to
preserve the detail and sharpness of the original image
better.

Example consumer photographs and their various
cropped versions are shown in pictures “house” (e.g., FIGS.
13—15) and “volleyball" (FIGS. 16—18). More specifically,
FIGS. 13 and 16 illustrate uncropped original photographic
images. FIGS. 14 and 17 illustrate belief maps, with lighter
regions indicating higher belief values. As would be known
by one ordinarily skilled in the art given this disclosure, the
light intensity variations shown in FIGS. 14 and 17 are
readily converted into numerical values for calculating the
sum of the belief values discussed above. Finally, FIGS. 15
and 18 illustrate images cropped according to the invention.

For the “house” picture, both Bradley and Bollrnan (U.S.
Pat. No. 5,978,519) would keep the entire image and not be
able to produce a cropped image because of the shadows at
the bottom and the tree extending to the top border of the
uncropped image (FIG. 13). There are no continuous flat
background regions extending from the image borders in
this picture, as required by U.S. Pat. No. 5,978,519.
Similarly, the top of the tree in FIG. 16 would not be cropped
in the system disclosed in U.S. Pat. No. 5,978,519.

Secondary subjects can lead to a more balanced cropped
picture. For the "volleyball" picture (FIG. 16), the inclusion
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of some parts of the tree by the algorithm leads to more
interesting cropped pictures than simply placing the main
subjects (players) in the center of the cropped image (FIG.
18). The invention was able to do so because the trees are
indicated to be of secondary impedance based on the belief
map FIG. 17. It is obvious that the art taught by Bradley and
Rnllman in U S Pat No 5,978,519 would not he able tn
produce such a nicely cropped image. In fact, both Bradley
and Bellman (US. Pat. No. 5,978,519) would at best remove
the entire lower lawn portion of the picture and keep the tree
branches in the upper-left of the uncropped image.

A computer program product may include one or more
storage medium, for example; magnetic storage media such
as magnetic disk (such as a floppy disk) or magnetic tape;
optical storage media such as optical disk, optical tape, or
machine readable bar code; solid—state electronic storage
devices such as random access memory (RAM), or read-
onlyr memory (ROM); or any other physical device or media
employed to store a computer program having instructions
for practicing a method according to the present invention.

While the invention has been described in terms of
preferred embodiments, those skilled in the art will recog—
nize that the invention can be practiced with modification
within the spirit and scope of the appended claims.

 
PAKISUSI‘ 

9 film sample position
10 source digital image11 zoom factor
12 less
13 time inlegrah'nn device
20 digital image processor
31 photographic film sample32 film scanner
34 lamp house
36 gate devicc
38 photographic paper
40 general control computer50 monitor device
on input cannot device
80 crop window
81 margin

200 image and belief map2.01 decision box for zoom factor selecn'on
202 decision box for clustering regions
203 decision box for computing centroids
204 decision box for positioning the crop window
205 decision box moving a window
206 decision box for rotating the image
207 decision box for moving a window with the highest belief
208 decision box for determining if a solution em'sts
209 decision box for determining if the image is rotated
210 decision box for computing the sum of beliefs
211 decision box for computing the sum of beliefs
300 image and belief map
301 decision box for selecting a zoom factor and crop window
302 decision box for setting the background belief to 0
303 decision box for computing the centroid of nonzero beliefs
304 decision box for positioning the crop window
305 decision box for positioning Hie crop window
306 decision box for determining the optimal crop
307 decision box for determining the optimal crop
308 cropped image #1
309 cropped image #2
310 decision box for selecting the better crop
311 cropped image
400 image and belief map
401 decision box for selecting a zoom factor and crop window

402 decision box for setting the background belief to 0
403 decision box for computing the centroid of nonzero beliefs
404 decision box for positioning Lhe crop window
405 decision box for positioning Lhe crop window
406 decision box for determining the optimal crop
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continued 

PARTS LIST 
407
408
409
410

decision box for determining the optimal crop
cropped image #11
cropped image {in + 1
decision box for selecting a different zoom factor or different cropwindow

411 dectston box for ending the process 

What is claimed is:

1.Amethod ofproducing an image of a portion of at least
a portion of a photographic image onto a photographic
receiver, comprising the steps of:

a) receiving a digital image corresponding to the photo-
graphic image, the digital image comprising pixels;

b) developing a belief map of the digital image, by using
pixels of the digital image to determine a series of
features, and using such features to assign the prob-
ability of the location of a main subject of the digital
image in the belief map;

c) selecting a crop window of a size and shape;
d) selecting an initial position of the crop window;
e) using the belief values corresponding to the crop

window to select the position of the crop window; and
f) locating the relative optical position of a photographic

image, the lens, and the photographic receiver in
response to the position of the crop window within the
digital image and illuminating a portion of the photo-
graphic image to produce an image onto the photo-
graphic receiver.

2. A method as set forth in claim 1 wherein step c) further
comprises the steps of:

i) receiving a magnification factor; and
ii) using the magnification factor to select the size of the

crop window.
3. A method as set forth in claim 1 wherein step e) further

comprising the steps of:
i) calculating a subject content index for the crop window

derived from the belief values;
ii) following a positioning procedure of repeating step i)

for at least two positions of the crop window; and
iii) use the subject content index values to select the crop

window position.
4. Amethod as set forth in claim 3 wherein step d) further

comprises the steps of:
i) using the belief map to determine the center of the mass

of the belief map; and
ii) using the center of mass of the belief map to select the

initial position of the crop window.
5. The method of claim 4 wherein the crop window is

completely within the digital image.
6. The method of claim 3 further comprising repeating

said positioning procedure with a rotated image and deter-
mining if said rotated image produces a higher subject
content index.

7. The method of claim 3 further comprising repeating
said positioning procedure with a second zoom factor and a
second crop window and determining if said second zoom
factor and said second crop window produces a higher
subject content index.

8. The method of claim 7 wherein said zoom factor is

selected according to a size of said main subject cluster.
9. The method of claim 3 further comprising positioning

said crop window such that the subject content index of said
crop window is at an optimum.



Page 182 of 309

US 6,545,743 B1
13

10. The method of claim 1 wherein step b) further
comprises the step of performing a clustering of the belief
map to identify at least a cluster of highest belief values
corresponding to main subject, a cluster of intermediate
belief values corresponding to secondary subjects, and a
cluster of lowest belief values corresponding to the back-
ground.

1.1. The method of claim 10 wherein said clustering
includes setting said background pnrtinns in a mum halicfvalue.

12. The method of claim 10 further comprising position-
ing said crop window such that said crop window includes
all of said main subject cluster.
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13. The method of claim 10 further comprising position-
ing said crop window to include a bufi'er around said main
subject cluster.

14. A computer storage product having at least one
computer storage medium having instructions stored therein
causing one or more computers to perform the method of
claim 1.
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BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention relates to a method and system for auto-
mated detection of clustered mierocalcifieations from digital
images Without reduction of radiologist sensitivity.

2. Discussion of Background
Mammography, along with physical examination, is the

current procedure of choice for breast cancer screening.
Screening mammography has been responsible for an esti-
mated 30 to 35 percent reduction in breast cancer mortality
rates. However, in 1996 approximately 185,700 new breast
cancer cases were diagnosed and 44,300 women died from
this disease. Women have about a 1 in 8 chance of being
diagnosed with breast cancer, and 1 in 30 will die of thisdisease in her lifetime.

Although mammography is a well—studied and standard-
ized methodology, for 10 to 30 percent ofwomen diagnosed
with breast cancer, their mammograms were interpreted as
negative. Additionally, only 10 to 2.0 percent of patients
referred for biopsy based on mammographic findings prove
to have cancer. Further, estimates indicate the malignancies
mised by radiologists are evident in two-thirds of the
mammograms retrospectively. Missed detections may be
attributed to several factors including: poor image quality,
improper patient positioning, inaccurate interpretation, fib—
roglandular tissue obscuration, subtle nature of radiographic
findings, eye fatigue, or oversight.

To increase sensitivity, a doubic reading has been sug-
gested. Howuver, the growing increase in the number of
screening mammograms makes this option unlikely.
Alternatively, a computer-aided diagnosis (CAD or CADx)
system may act as a “second reader” to assist the radiologist
in detecting and diagnosing lesions. Several investigators
have attempted to analyze mammographic abnormalities
with digital computers. However, the known studies are
believed to have achieved rates of true—positive detections
versus false-positive detections that are undesirably low.

Microealcifications represent an ideal target for autO»
mated detection because subtle microealcillcations are often

the first and sometimes the only radiographic findings in
early, curable breast cancers, yet individual microcalciilca-
lions in a suspicious cluster have a fairly limited range of
radiographie appearances. Between 30 and 50 percent of
breast carcinomas detected radiographically demonstrate
microcalcifications on mammograms, and between 60 and
80 percent of breast carcinomas reveal microcalciftcations
upon microscopic examination. Any increase in the detec-
tion rate of microcalcilicalions by mammography will lead
to further improvements in its eflicacy in the detection of
early breast cancer.
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Although the promise of CAD systems is to increase the
ability of physicians to diagnose cancer, the problem is that
all CAD systems fail to detect some regions of interest that
could be found by a human interpreter. However, human
interpreters also miss regions of interest that are subse—
quently shown to be indicators of cancers. Missing a region
that is associated with a cancer is termed a false negative
error while associating a normal region with a cancer is
termed a false positive error.

It is not yet clear how CAD system outputs are to be
incorporated by practicing radiologists into their mammm
graphic analyses. No existing CAD system can claim to find
all of the suspicious regions detected by an average
radiologist, and they tend to have unacceptably high false
positive error rates. However, CAD systems are capable of
finding some suspicious regions that may he missed by
radiologists.

SUMMARY OF THE INVENTION

Accordingly, an object of this invention is to provide a
method and system for automated detection of clustered
microcalcifications from digital mammograms.

These and other objects are achieved according to the
invention by providing a novel method and system [or
automated detection of clustered microcolcificalions from

digital mammograms in which a digital mammogram is
obtained, parameters necessary for cropping the digital
mammogram image are optimized, the digital mammogram
is cropped based on the optimized cropping parameters to
select breast tissue [or further analysis, parameters necessary
for detecting clustered microcalcilications are optimized,
and clustered microcalcifications in the cropped digital
mammogram are detected based on the optimized clustered
microcalcification detection parameters.

The detected clustered microcalcifications are then stored

as a detections image, the detections image is processed for
display, and a computer-aided detection image is produced
for review by a radiologist.

The radiologist first reviews the original mammograms
and rcportsa set of suspicious regions of interest. 51. A CAD
system, or more particularly, the CAD system of the
invention, operates on the original mammogram and reports
a second set of suspicious detections or regions of interest,
52. The radiologist then examines the set 52. accepts or
rejects members ofSZ assuspicious, thus forming a third set
of suspicious detections, SS, that is a subset of set 82. The
radiologist then creates a fourth set of suspicious detections,
S4, that is the union of sets 81 and S2, for subsequent
diagnostic workups. CAI) system outputs are thereby incor—
porated with lhc radiologist‘s mammograpbic analysis in a
way that optimizes the overall sensitivity of detecting true
positive regions of interest.

Other objects and advantages of the invention will be
apparent from the following description, the accompanying
drawings and the appended claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a flow diagram illustrating the automated system
for the detection of clustered microcaieifications in a digital
mammogram;

FIGS. 2 and 3 are flow diagrams illustrating the autocropr
ping method and system of the invention;

FIGS. 4—10 are flow diagrams illustrating in more detail
the autocropping method and system of the invention;

FIG. 11 is a flow diagram illustrating in greater detail the
clustered microealcification detector of the invention;
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FIG. 12 is a schematic diagram illustrating a 3x3 cross—
shaped median filter of the invention;

FIG. 13 is a three-dimensional plot of a Difference of
Gaussians (DOG) filter kernel;

FIG. 14 is a cross-sectional view through the center of the
DOG filter kernel of FIG. [3;

FIG. .15 is a [tow diagram illustrating the global thresh—
clding portion of the microcalciflcation detection system;

FIG. 16 is a flow diagram illustrating the dual local
thresholding of the invention;

FIG. 17 is a flow diagram illustrating combining the
results of global and dual-local thresholding;

FIG. 13 is a flow diagram illustrating the sloping local
threshoiding of the invention;

FIG 19 is a flow diagram illustrating the clustering
method of the invention;

FIG. 20 is a schematic diagram illustrating the clustering
method of the invention;

FIG. 21 is a flow diagram illustrating the feature compu-
tation process of the invention;

FIG. 22 is a flow diagram illustrating a classifier having
one discriminant function per class;

FIG. 23 is a schematic diagram illustrating a mulli—layer
perceptron neural network for a two-class classifier;

FIG. 24 is a histogram of testing results after detection
and classification;

FIG. 25 is a flow diagram illustrating the parameter
optimization method of the invention;

FIG. 26 is a plot of a free response receiver operating
characteristic curve of the invention before classifying
detections;

FIG. 27 is a plot of a free response receiver operating
characteristic curve of the invention after clamifying detec—
tions;

FIG. 28 is a plot of probability density functions showing
the relationship between the probabilities of false negative
and false positive detections;

FIG. 29 is a plot of probability density functions showing
the relationship between the probabilities of true negative
and true positive detections:

FIG. 30 is a Venn diagram showing the relationship
between radiologist and CAD system detections; and

FIG. 31 is a flow diagram illustrating a method for
incorporating computer-aided diagnosis detections with
those of a human interpreter for optimal sensitivity.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

Referring now to the drawings, wherein like reference
numerals designate identical or corresponding parts
throughout the several views, and more particularly to FIG.
1 thereof, there is shown a flow diagram illustrating a
sequence of steps performed in order to detect the locations
of clusters of microcalcifications within a digital mammo-
gram.

In a first step 100, a digital mammogram is obtained using
hardware such as digital mammography systems, or by
digitizing mammography films using laser or charge—
coupled device (CCD) digitizers. In an optimized cropping
step 200, a rectangular analysis region containing breast
tissue is segmented from the digital mammogram image and
a binary mask corresponding to the breast tissue is created
for use in later processing steps to decrease the time required
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[or processing the mammogram image. The binary mask is
also used to limit detections to areas of the image containingbreast tissue.

Clustered microcalcifications are detected in a clustered

mierocalcificaticn detection step 309. After first filtering the
chopped image with a median litter to reduce noise. the
image is filtered using an optimized ditfcrencc of Gaussians
(DUG) filter to enhance the microcaleificalions. The Do?-
filtered image is then subjected to optimized threshold tests
to detect potential microcalcilications. The detected micro-
calcifications arc shnmk to single-pixel representations and
detections outside of the breast area are removed. The

remaining mierocalcificalions are grouped into clusters.
Features are then computed for the clusters. Detected clus-
ters are classified as either suspicious or non-suspicious in a
classification step 494].

The parameters used by the autncmpping, clustered
microcalcification detection, and classification steps 200,
300, 400 are optimized in a parameter-optimizing step 500.
The parameters are optimized by parameter—optimizing
means that uses a genetic algorithm (GA) so as to maximize
the true-positive detection rate while minimizing the false-
positive detection rate. Of course, other optimization
schemes may be used as well.

The detected clustered microcalcilications are stored in a

list of image coordinates. The detection results are processed
in a processing Step 600 by simply adding an ofl'set to each
of the microcalcification coordinates to account for transla-

tion of the coordinates incurred as a result of the cropping
procedure. Detected clustered microcalciflcations are indi-
cated on the digital mammogram by means of rectangles
drawn around the clustered microcalcifications in a display
step 700. Other indicators may be used such as, for example,
arrows pointing to suspected microcalcifications, or ellipses
around suspected microcalcifications.
Acquiring a Digital Representation of a Mammogram

One method of obtaining digital mammograms comprises
digitizing rndiologic films by means of a laser or charge—
coupiad device (CCU) scanner. Digital images obtained in
this manner typically have a samplespacing of about 100nm
per pore], with a gray—level resolution of ID to 12 bits per
pixel. In one embodiment of the present invention, radio-
iogic films are scanned using a Model CXSIZT digitizer
manufactured by Radiogr apltic Digital Imaging of Compton,
California, to produce digital images having 50 um spacing
per pixel and 12 bits of gray-level resolution per pixel.
Another possible input source for digital images is a digital
mammography unit from Trex Medical Corporation of
Danbury, Connecticut, which has a spatial resolution of
about 45 lten-t per pixel and a graydevel resolution of 14 bits
per pixei.

The digital images are stored as digital representations of
the original mammogram images on computenreadable stor-
age media. In a preferred embodiment, the digital represen-
tations or images are stored on a 2 GB hard drive of a
general—purpose computer such as a PC having dual Pentium
Il® microprocessors running at 200 MHZ, 512 MB of RAM
memory, a ViewSonic PT813® monitor, a pointing device,
and a Lexmark Optra 81625® printer. The system operates
within a Windows NT® operating system.
Autocropping

As may be seen in FIGS. 2 and 3, a digital mammogram
image 190 is first cropped to segment an analysis region 296
from the image and produce a binary mask 298 correspond-
ing to breast tissue in the analysis region. Preferably, the
cropping is performed automatically, although it could be
cropped manually. The image is cropped as a preliminary
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step because the breast tissue does not cover the whole
radiographic film. Focusing the processing of the image on
only that portion of the image which contains breast tissue
reduces the time required to process the image. Also, other
items appearing on the film, such as labels and patient
information, are excluded from consideration, and false-
positive indications lying outside of the breast tissue area are
eliminated.

Referring to FIGS. 4 through 10, the autooropping process
will be described in detail. The image is first subsampled
from 50 ‘um to 400 rim to reduce the amount of data to be
processed in step 202. Of course, the image may be down—
sampled to other resolutions as desired. Not all of the
original image data is needed to reliably segment the breast
tissue from the remainder of the image. Subsampling every
eighth pixel in both the horizontal and vertical directions
reduces the amount of data by 64 times. For purposes of
segmenting the breast tissue from the rest of the image, the
consequent loss of resolution is immaterial.

Awhile border twenty pixels in width is added around all
sides of the subsampled image in step 204. White corre—
sponds to the maximum pixel value possible given the
number of bits used to represent each pixel. For images
having 12 bits of gray-scale resolution, the maximum gray—
scale value is 4095. The bordered image is then thresholded
in step 206 with a relatively high threshold value such that
most of the breast tissue is guaranteed to be less than the
threshold to produce a binary image. In one embodiment of
the invention, the threshold is set equal to a predetermined
percentage of the gray-scale value of a pixel near the top
middle portion of the image. The thresholded image is then
inverted, that is, ones become zeroes and zeroes become
ones, in step 208. The inverted image is then dilated in step
210. Dilation is a morphological operation in which each
pixel in a binary image is turned on, that is, set to a value of
one, if any of its neigaboring pixels are on. If the pixel is
already on, it is left on.

In step 212 the dilated image is cropped to the size of the
largest blob. Blobs are contiguous gmups of pixels having
the value one. This step 212 removes bright borders from the
subsample-d mammogram representation while ensuring that
none of the breast area is reduced. Other techniques that
threshold to find the border have a very difficult time dealing
with bright areas in the breast adjacent to the border such as,
for example, when breast implants are visible in the image.
Pixels from the original image, resulting from step 202,
corresponding to the locations of the pixels in the cropped
blob, are selected for subsequent processing. Note that this
is a simple subset of pixels from the input image.

The image from step 212 is histogram equalized in step
214. The average brightness of the image will vary widely
from mammogram to mammogram. Moreover, ditferent
digitizers having different optical density characteristics are
an additional source of variability in brightness levels in the
digital representation of the mammogram. The breast mask
that is the output of the autocropper is mainly delined by
means of a region-growing algorithm that requires a single
contrast setting to work properly. However, it has been
determined experimentally that a single contrast setting will
not work for a wide range of image inputs. Therefore, each
image is mapped into a normalized image space using an
automatic histogram enhancement process, after which a
single contrast setting works well.

First, a histogram of the image is obtained. Typically,
most of the data in the breast area will be in the lower

histogram bins (corresponding to gray-scale values of about
0—1000), with borders and labels being in the higher bins
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(corresponding to gray—scale values of about 4000—4095) [or
12-bit data. The upper and lower bin values that contain the
typical breast data are determined. The lower bin value is the
first highest peak encountered when going from the lowest
gray-scale value toward the highest gray-scale value. The
upper bin is the last zero-value bin encountered when going
from the highest gray-scale level Inward the lowest gray—
scale value. Then the data are reduced to an eight-bit
representation and linearly stretched over the range of the
data type. For example, values in the lower bins are set to
zero. Values of data in the upper bins are set to 255. The rest
of the data are then linearly mapped between the lower and
upper bins.

After the image has been histogram equalized, the equal—
ized image may be considered to be a matrix. The image
matrix is divided into left and right halves, of equal size if
possible, and the brighter side is selected in a step 216. The
sums of all the pixels in the left and right halves are
computed. The sum values are then compared and the side
having the greater sum is the brighter side.

Prior to region growing the brighter side, algorithm vari—
ables are initialized in step 218. The size of the region—grown
mask is preliminarily checked in step 220. If it is large
enough, then the mask is acceptable. Otherwise, processing
continues to find the mask. The side of the image to be
region grown is selected in step 222. In step 224 this region
is searched to find its maximum gray—scale value. This
maximum value is used to find a pixel to start a region-
growing algorithm. Region growing is the process of group-
ing connected pixels sharing some like characteristic. The
choice of characteristic influences the resultant region. The
input to a region growing function is a gray-scale image and
a starting point to begin growing. The output is a binary
image with ones indicating pixels within the grown region,
i.e., blobs. Region growing will create a single blob, but that
blob may have within it internal holes, that is, pixels that are
ofiE'. To grow a blob, each of the four nearest neighbors of a
pixel of interest are looked at. The contrast ratio is computed
for each nearest neighbor pixel. If the contrast ratio is less
than a contrast ratio threshold, then the neighbor pixel is set
to a one in a binary mask image. Otherwise, the neighbor
pixel is set to zero. The region growing algorithm spirals
outwardly from the starting or seed pixel, progressively
looking at nearest neighbor pixels until done. To those
skilled in the art, it is clear that other region growing
algorithms may also be applied.

In step 226, region growing begins with the pixel iden-
tified from the previous step 224 to produce a binary mask.
The size of the mask resulting from step 226 is computed in
step 228 and checked in step 230. There may be three points
of failure for this approach. First, the brightest point in the
search region may be an artifact outside the breast.
Therefore, if the resulting mask is not large enough (50
pixels), then the search region is moved closer to the side of
the image and searched again. This is repeated three times,
each time lowering the contrast value threshold. This cor—
responds to the path taken through steps 232 and 234.
Second, the side selection approach may be in error.
Therefore, if a valid breast mask is not found in the first side
searched, then the other side of the equalized image is
searched. This corresponds to the path taken through steps
236 and 238. Third, if a valid breast mask is not found on
either side, then the whole breast is thresholded and the

largest object is taken to be the breast mask in step 240.
Since a constant contrast value is used in the region—

growing algorithm, some masks will be too large. Typically,
there will be “tails" along the edge of the digitized mam-
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mogram image where extra light leaked in while the original
mammogram film was being digitized. The tails are reduced
by applying a series of erodes and then a series of dilates to
the image. Erosion is a morphological operation in which
each pixel in a binary image is turned 01f unless all of its
neighbors are on. If the pixel is already 01f, it is left elf. But
first, the holes in the mask must be filled in or the multiple
erodes may break the mask into diSjomt sections. 'l'hus,
holes in the mask are closed in step 242 by means of a
majority operation. The majonty operation is a morphologi—
cal operation in which each pixel in a binary image is turned
on if a majority of its neighboring pixels are on. If the pixel
is already on, it is left on.

However, another problem is that some smaller breast
masks can not undergo as many erodes as can larger breast
masks. Therefore, as a fail-safe measure, the sum of the
breast mask is taken before and after the erodes and dilates.

If the size is reduced too much (i.e., by more than 50%), the
original mask before the morphological operators is used.
Thus, a duplicate copy of the mask is made in step 244
before the mask is eroded and dilated in steps 246 and 248,
respectively. The size of the resultant mask is then computed
in step 250 and compared with the size of the mask from step
242 in step 252. If the new size is less than half the old size,
then the duplicate mask, from step 244, is selected in step
254 for subsequent processing. Otherwise, the resultant
mask from step 248 is used.

The original image (from step 202) is then cropped to the
size of the breast mask just found (either from step 242 or
step 248) in step 256. In case the resulting mask is too small
for subsequent processing, acrop adjustment is always made
in step 258. The adjustment comes in the form of increasing
the size of the breast mask bounding box by including
additional pixels from the original image in the cropped
image.

The cropped image is then automatically histogram
enhanced in step 260 as previously described above in
connection with step 214. This enhanced image is passed
through a loose region growing step 262 to produce a
generous mask. This means that the image is subjected to a
lower threshold to yield more “on" pixels. This mask is then
subjected to hole—closing, eroding, and dilating in steps 264,
266, and 268, respectively, as above, but to a lesser degree.

The same steps described above are repeated one final
time in steps 270 through 276, but the crop adjustments are
less and the contrast value is increased for a tight region
growing step 276. This light region growing step 276 can
alford the higher contrast value since it will be region
growing in just the cropped image. This results in a parsi-
monious estimate of breast tissue. The resulting mask is
segmented to find the largest object in step 278 and its
bounding box shrunk to just enclose the object in step 280.
There may still be some holes in the breast mask. Therefore,
after crop adjustments in step 282, the mask is inverted in
step 284 and the largest object is found in step 286. This
largest object is extracted and then inverted in step 288 to
obtain the penultimate mask.

The final mask is obtained by closing holes in the pen-
ultimate mask with multiple majority operalions and dila-
tions in step 290. 'lhe image is then cropped to the size of
the resulting mask and the autocropping is complete. An
important result from the autocropper is the oifset of the
cropped image. This is the pixel location in the original
image that corresponds to the pixel in the upper left pixel of
the cropped image. Keeping track of all the cropping and
crop adjustments determines this offset value.

The output of the autocropping process is a rectangular
array of pixels representing a binary mask wherein the pixels
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corresponding to breast tissue are assigned a value of one
while the remainder of the pixels are assigned a value of
zero. Put another way, the binary mask is a silhouette of the
breast made up of ones while the background is made up ofzeroes.

Parameters of the autocmpper may be optimized to obtain
better breast masks. The procedure is described below in the
optimization section.
Detection of Clustered Minrnnalnifications

Turning now to FIG. 11, there is seen therein a flow
diagram illustrating in greater detail the clustered microcal-
cification detection system 300 of the invention.

That portion of the digital representation of the mammo-
gram corresponding to the analysis region 296, designated a
cropped sub—image 302, produced in the cropping step 200,
is first processed to reduce noise in a noise reduction step
310 to reduce digitization noise that contributes to false
detections of microcalcifications. The noise-reduced image
is then filtered using an optimized target-size-dependent
dilIerence of Gaussiaus (DOG) spatial kernel in step 320 to
enhance differences between targets and background, thus
creating global and local maxima in the filtered image. The
optimized DOG-filtered image is then thresholded in step
340 to segment maxima that represent potential detections of
microealcifieations.

The detected maxima are converted to single-pixel coor-
dinate representations in a conversion step 350. The coor-
dinate representations of the detected maxima are compared
with the binary mask of the analysis area in a first false—
positive removal step 360 to remove false detections outside
the breast mask area. The remaining coordinate representa—
tions in the analysis area are clustered in a clustering step
370. Features are computed for the remaining clusters in a
feature computation step 380 and used to remove non—
suspicious detections in a classifying step 400 (FIG. 1). The
remaining detections are outputted as detected clustered
microcalcifications in an outputting step 600 in the form of
cluster coordinates.

Turning now to a more detailed discussion of the steps in
the clustered microcalcification detection process, the digital
mammogram image is first filtered to reduce noise in the
image. Although the main limitation in image quality should
be the granularity of the film emulsion, noise is introduced
from the process of digitization. This noise may later be
detected as a pseudocalcification. In this system, a cross-
shaped median filter is used because it is well known to be
extremely etfective at removing single—pixel noise. The
median filter is a non-linear spatial filter that replaces each
pixel value with the median of the pixel values Within a
kernel of chosen size and shape centered at a pixel of
interest. Referring to FIG. 12, it may be seen that the cross
shape is formed by the set of pixels which include the center
pixel and its four nearest neighbors. The cross shape pre-
serves lines and comers better than typical block—shaped
median fillers and limits the possible substitution to the four
nearest neighbors, thereby reducing the potential for edge
displacement.

Al'ter noise has been reduced, the image is tlltered with an
optimized DoG kernel to enhance microcalcifieations. Fil—
tering is accomplished by convolving the noise-reduced
image with the DoG kernel. In an alternative embodiment,
filtering is accomplished by first obtaining the fast Fourier
transforms (FFTs) of the noise-reduced image and the DoG
kernel, then multiplying the FPTS together, and taking the
inverse FFT of the result.

The DOG kernel was chosen because neurophysiological
experiments provide evidence that the human visual path—
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way includes a set of “channels” that are spatial frequency
selective. Essentially, at each point in the visual field, there
are size-tuned filters or masks analyzing an image. The
operation of these spatial receptive fields can be approxi-
mated closely by a D06.

The 2—D Gaussian mask is given as:

szryzG(x, y) = (:2 2n
(1)

where c normalizes the sum ofmask elements to unity, x and
y are horizontal and vertical indices, and c is the standard
deviation. Using Equation 1, the diflerence of two Gaussians
with different or yields:

”M1 (2)
DaG(x, y) = E10 1

4

3:212— czn

It has been shown that when 02-1601, then the DoG filter’s
response closely matches the response of human spatial
receptive filters. Therefore, with motivation from human
physiology, let the ratio of the D06 standard deviation
constants be 1:1.6. Then, for a target of size (average width)
1 pixels, use 02=t/2 and, from the rule of thumb, 01=02/1.6.

Since microcalcifications typically range from 100 to 300
pm in diameter, potential target sizes for the 50 ,um digitized
mammograms correspond to 2 to 6 pixels. It has been found
that a DoG kernel constructed using an optimization tech-
nique for selecting the target size parameter, such as the GA
detailed below, has an optimized target size of t=6.01 pixels.
The targetsize t will vary depending on such factors as the
resolution and scale of the image to be processed. The
impulse rewonse of a DOG filter having t=6.01 pixels and
(:t2=l..6c[1 is shown in FIGS. 13 and 14.

Once the noised—reduced cropped image has been DoG
filtered to enhance differences between targets and
background, the DOG-filtered subimage contains dilferences
in gray levels between potential microcalcifications and
background. Although microcalcifications tend to be among
the brightest objects in DOG-filtered subimages, they may
exist within regions of high average gray levels and thus
prove diflicult to reliably segment. The thresholding process
used in one embodiment of the invention that generally
addresses these concerns involves pair-wise pixel “AND-
ing” of the results of global histogram and locally adaptive
thresholding. However, the preferred embodiment of the
invention uses sloping local thresholding.

Since targets tend to exist within an image’s higher gray
levels, then the global threshold may be approximated by
finding the level which segments a preselected percentage of
the corresponding higher pixel levels in the image histo—
gram. An embodiment of a global thresholding method is
illustrated in FIG. 15. Locally adaptive thresholding may be
implemented by varying the high and low thresholds based
on the local pixel value mean and standard deviation. An
embodiment of a dual—local thresholding method is illus—
trated in FIG. 16.

After computing the image histogram, p(rk), the gray level
threshold, g, used to segment a preselected upper fraction, 1",
of the histogram, is found using:

(3)
;:1— k

”w
Ptrk)=0

where rk is the k"I gray level, Oégégmu, and gm” is the
maximum gray level in the image.
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The locally adaptive thresholds, [,0 and [M7 are found using

11.. wkiaoututzyfiflmtzy) (4)
and

Itsktpmtxyflmmy) (5)

where k,,, and k,"- are used to preselect the multiple of
oqu). the local standard deviation of gray-level
intensities, and MNN(x,y) is the local gray—level mean of the
NxN neighborhood centered on the pixel at (x,y) of the
DOG-filtered image. Other neighborhood shapes, such as
rectangular, circular, and ellipsoidal, may also be used.
Pixels whose brightness or gray-level value falls within the
threshold interval, that is, t,o<brightness<t,u., are set equal to
one. Optimization of 1', km, km, and N is discussed below in
connection with the parameter-optimizing process. The
results of the global thresholding process may be combined
with the results of the local thresholding step by logically
ANDing them as shown in FIG. 17. Alternatively, either
thresholding method may be used alone.

The preferred thresholding means are illustrated in FIG.
18 wherein it may be seen that an NxN window is centered
at a pixel x,y in the input image p(x,y). The mean, [4(x,y),
and standard deviation, o(x,y), of the digital mammogram
image pixels under the window are computed. A local
threshold value, T(x,y), is computed as:

T(ny)=A+B/l(&y)+C°(sy) (6)

where values for N, A, B, and C are computed during a
parameter optimization stage, discussed below. Values for
T(x,y) are computed for every x,y location in the image.

The digital mammogram has also been DoG filtered,
producing an image d(x,y). Each pixel of the DOG-filtered
image d(x,y) is compared to the threshold value T(x,y).
Pixels in the locally thresholded image 15 x,y) are set to one
where values of the DOG—filtered image are greater than the
threshold, and set to zero elsewhere.

The advantage of this novel local sloping thresholding
method over prior art thresholding methods is that the
threshold is computed from the pixels in a pre-DoG—tiltcred
image rather than from a post—DoG-filtered image. This
eliminates the need for background trend correction. In
conventional local thresholding, the threshold is computedas:

T(my)=B#(r.y)+C(m) (7)

from the mean and stande deviation of the DoG-filtered

image. The problem of using a local threshold computed
from the DOG-filtered image is that DoG-filtered images
typically have mean values close to zero and standard
deviations significantly affected by the presence of targets.

Local thresholds computed from the statistics of the
DOG—filtered image sufi'er from the following adverse
effects. First, since the mean value is close to zero, a degree
of freedom is lost in the computation of the threshold, which
becomes essentially a function of the standard deviation.
Second, the absolute brightness of the input image is lost. To
keep many spurious detections from occurring, it is desir
able to have high thresholds in bright regions. However, the
information about the local mean of the input image is not
available in the DOG—filtered image. Finally, the standard
deviations of DOG-filtered images are increased by detec—
tions of targets. This is so because when local bright spots
of proper size exist in the original image, large gray-scale
values result in the DOG-filtered image. Thus, the presence
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of targets in a region increases the local standard deviation
thereby raising the threshold of that region. 'Ihe higher
threshold reduces the probability of passing a bright spot to
subsequent processing stages.

The novel local thresholding method just described solves
the above problems by computing thresholds from the input
image. which are then applied to the DOG-filtered image.
Additionally, the threshold computed here includes an offset
lerrn A, which is independent of the local image mean.

After thresholding, detections are converted to single-
pixel representations by computing the centroid or center of
gravity of groups of contiguous pixels found by the thresh—
olding process. Detections are thus represented as single
pixels having a value of logical one while the remaining
pixels have a value of logical zero.

False—positive detections outside of the breast area are
removed by logically AN'Ding the binary mask from the
autocropper with the single-pixel representations of the
detections.

Calcifications associated with malignancies usually occur
in clusters and can be extensive. The cluster detection

module identifies clusters based on a clustering algorithm as
depicted in FIG. 19. Specifically, a suspicious cluster is
declared when at least pCsm-n or more detected signals are
separated by less than a nearest neighbor distance, dm.
Optimization of stmi,| and dm is discussed below in
connection with the parameter optimizing process. FIG. 20
illustrates the clustering process for the case wherein
‘quM=5 and dm=4.

Additional false-positive clustered microcalcifications are
removed by means of a classifier, detailed below. Features
are extracted for each of the potential clustered microcalci—
fications as shown in FIG. 21. The eight features computed
for each of the potential clustered microcalcifications in a
preferred embodiment are:

1. The larger eigenvalue (A1) of the covariance matrix of
the points in a cluster;

2. The smaller eigenvalue (L) of the covariance matrix of
the points in a cluster;

3. The ratio of the smaller eigenvalue of the covariance
matrix to the larger eigenvalue of the covariance matrix
of the points in a cluster. Equivalent to the ratio of the
minor axis to the major axis of an ellipse fitted to cover
the points in a cluster;

4. Linear density calculated as the number of detected
microcalcifications divided by the maximum interpoint
distance;

5. Standard deviation of the distances between points in a
cluster;

6. Mean minus median of the distances between points in
a cluster;

7. Range of points in cluster calculated as maximum
interpoint distance minus the minimum interpoint dis-
tance; and

8. Density of a cluster calculated as the number of
detections divided by the area of a box just large
enough to enclose the detections.

Of course, other features could be computed for the
potential microcalcification clusters, and the invention is not
limited to the number or types of features enumerated
herein.
Classifying Detections

The cluster features are provided as inputs to the classifier,
which classifies each potential clustered microcalcification
as either suspicious or not suspicious. In practice, the
clustered microcalcification detector is only able to locate
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regions of interest in the digital representation of the original
mammogram that may be associated with cancer. In any
detector, there is a tradeoff between locating as many
potentially suspicious regions as possible versus reducing
the number of normal regions falsely detected as being
potentially suspicious. CAI) systems are designed to provide
the largest detection rates possible at the expense of detect—
ing potentially significant numbers of regions that are actu-
ally normal. Many of these unwanted detections are
removed from consideration by applying pattern recognition
techniques.

Pattern recognition is the process of making decisions
based on measurements. In this system, regions of interest or
detections are located by a detector, and then accepted or
rejected for display. The first step in the process is to
characterize the detected regions. Toward this end, multiple
measurements are. computed from each of the detected
regions. Each measurement is referred to as a feature. A
collection of measurements for a detected region is referred
to as a feature vector, wherein each element of the vector
represents a feature value. The feature vector is input to a
discriminant function.

Referring to FIG. 22, there may be seen therein a classifier
having a feature vector x applied to a set of discriminant
functions g(x). The classifier shown in FIG. 22 is designed
with one discriminant function per class. A discriminant
function computes a single value as a function of an input
feature vector. Discriminant functions may be learned from
training data and implemented in a variety of functional
forms. The output of a discriminant function is referred to as
a test statistic. Classification is selecting a class according to
the discriminant function with the greatest output value. The
test statistic is compared to a threshold value. For values of
the test statistic above the threshold, the region or detection
associated with the feature vector is retained and displayed
as potentially suspicious. When the test statistic is below the
threshold, the region is not displayed.

Many methods are available for designing discriminant
functions. One approach considered for this invention is a
class of artificial neural networks. Artificial neural networks
require training, whereby the discriminant function is
formed with the asistance of labeled training data.

In a preferred embodiment, the classification process is
implemented by means of a multi-layer pcrceptron (MLP)
neural network (NN). Of course, other classifier means
could be used such as, for example, a statistical quadratric
clasificr. Only potential clustered microcalcificalions clas-
sified as suspicious are retained for eventual designation for
a radiologist. Alternatively, it may be desirable to iteratively
loop between MLP NN analysis of the individual microcal—
cification detections and the microcalcification clusters.

Referring to FIG. 23, a schematic diagram of an MLP NN
may be seen therein. The MLP NN includes a first layer of
J hidden layer nodes or perocptrons 410, and one output
node or peroeptron 420 for each class. The preferred
embodiment of the invention uses two output nodes, one
each for the class of suspicious detections and the class of
non-suspicious detections. Of course, more or fewer classes
could be used for classifying clusters of microcalcifications.

Each computed feature x, is first multiplied by a weight ww.
where i is an index representing the 1'“ feature vector
clement, andj is an index representing the j”' first layer node.
The output y]. of each first layer perceptron 410 is a nonlinear
function of the weighted inputs and is given by:
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(8)d

yj =f[Z(w.;,—xw.-)]i=1

where (1 represents the total number of features x,- and f(') is
typically a saturating nonlinearity. In this embodiment,
f(')=lanh{°). The first layer or hidden layer node outputs y}.
are then mulliplied by :1 Fur-{ind layer of weights “m and
applied to the output layer nodes 420. The output of an
output layer node 420 is a nonlinear function of the weighted
inputs and is given by:

(9)I

co) = I[Z (qu xxp]j=l

where k is an index representing the k‘" output node.
The hyperbolic tangent function is used in a preferred

embodiment of the system because it allows the MLP NN to
be trained relatively faster as compared to other functions.
However, functions other than the hyperbolic tangent may
be used to provide the outputs from the perceptrons. For
example, linear functions may be used, as well as smoothly
varying nonlinear frrnetions, such as the sigmoid function.

The weight values are obtained by training the network.
Training consists of repeatedly presenting feature vectors of
known class membership as inputs to the network. Weight
values are adjusted with a back propagation algorithm to
reduce the mean squared error between actual and desired
network outputs. Desired outputs of z_1 and 12 for a suspi-
cious input are +1 and —1, respectively. Desired outputs of
z1 and 2.2 for non—suspicious inputs are —1 and +1, respec-
tively. Other error metrics and output values may also be
used.

In this embodiment of the system, the MLP NN is
implemented by means of software running on a general—
purpose computer. Alternatively, the MLP NN could also be
implemented in a hardware configuration by means readily
apparent to those with ordinary skill in the art.

After training, each detected clustered mierocalcification
is classified as either suspicious or not suspicious by means
forming the diflerence zl—zz, then comparing the difference
to a threshold, 6. For values of zl—z2 greater than or equal
to the threshold 6, i.e., zl—ZQEB, the classifier returns a value
of +1 for suspicious clustered microcalcifications, and for
values of z1—2Q<0, the classifier returns a value of —1 for
non-suspicious clustered microealcifications.

In order to arrive at optimum values for the respective
weights, and the number of first layer nodes, the MLP NN
was trained with a training set of feature vectors derived
from a database of 978 mammogram images.

To develop and test the CAD system of the invention,
truth data was first generated. Truth data provides a catego—
rization of the tissue in the digital images as a function of
position. Truth data was generated by certified radiologists
marking tnrth boxes over image regions associated with
cancer. In addition to the mammogram images, the radiolo—
gists also had access to patient histories and pathology
reports.

The radiologists identified 57 regions of interest, contain—
ing biopsy-confirmed cancers associated with clustered
microcalcifications, by means of truth boxes. All 978 images
were then processed by the microcalcification detector of the
invention to produce a plurality of feature vectors, a subset
of which were associated with the 57 truth boxes. Halfofthe
subset feature vectors were randomly chosen, along with

Page 222 of 309

10

15

20

25

30

35

4s

50

55

60

65

14

about three times as many feature vectors not associated
with clustered microcalcifications, to comprise the training
set of feature vectors. The MLP NN, having a predetermined
number of hidden nodes, was then trained using the training
set. The remaining feature vectors were used as a test
database to evaluate the performance of the MLP NN after
training. Training of the MLP NN was can-led out by means
of the Levenberg-Marquardt back propagation algorithm.

Alternatively, the MLP NN can be trained with other
learning algorithms and may have nonlinearities other than
the hyperbolic tangent in either or both layers. In an alter-
native embodiment with sigmoidal output nodes, the Bayes
optimal solution of the problem of classifying clustered
microcalcification detections as either suspicious or non-
suspicious may be obtained.

In one run of the preferred embodiment during testing,
before application of the MLP NN classifier to eliminate
false-positive clustered microcalcifications, the detection
procedure found about 93% of the true~positive clustered
microcalcifrcations in both the training and test databases
while indicating about 10 false—positive clustered microcal-
cifications per image. It was found that after an MLP NN
classifier having 25 first layer nodes was used with the
respective optimum weights found during training, 93% of
the true—positive detections were retained while 57% of the
false-positive detections were successfully removed. Refer—
ring to FIG. 24, there may be seen a histogram of the results
of testing on the testing database after classification by the
MLP NN. Of course, the MLP NN of the invention may be
operated with more or fewer first layer nodes as desired.
Displaying Dctcctions

After the locations of clustered microcalcifications have
been determined, they are indicated on the original digitized
mammogram image, or a copy of the original image, by
drawing rectangular boxes around microcalcifications.
Other means for indicating the locations of microcalcifica—
Lions may be used, such as, for example, placing arrows in
the image pointing at detections or drawing ellipses aroundthe detections.

The locations of clustered microcalcifications are passed
to the display detections procedure as a list of row and
column coordinates of the upper left and lower right pixels
bounding each of the clusters. The minimum row and
column coordinates and maximum row and column coordi-
nates are computed for each cluster. Bounding boxes defined
by the minimum and maximum row and column coordinates
are added to the original digitized image, by means well
known in the art. The resulting image is then stored as a
computer-readable file, displayed on a monitor, or printed as
a hard-copy image, as desired.

In one embodiment of the system, the resulting image is
saved to a hard disk on a general-purpose computer having
dual Pentium II® processors and running a Windows NT®
operating system. The resulting image may be viewed on a
VGA or SVGA monitor, such as a ViewSonic P'I‘Sl3®
monitor, or printed as a hard-copy gray-scale image using a
laser printer, such as a Lercrnark Optra 81625®. Of course,
other hardware elements may be used by those with ordinaryskill in the art.

Optimizing the Parameters
Genetic algorithms (GAS) have been successfully applied

to many diverse and diflicult optimization problems. A
preferred embodiment of this invention uses an implemen-
tation of a GA developed by Houck, et al. (“A Genetic
Algorithm for Function Optimization,” Tech. Rep., NCSU-
IE TR 95-09, 1995), the entire disclosure of which is
incorporated by reference herein, to find promising param-
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eter settings. The parameter optimization process of the
invention is shown in FIG. 25. This is a novel application of
optimization techniques as compared to current computer-
aided diagnosis systems that require hand tuning by experi-ment.

GAs search the solution space to maximize a fitness
(objective) function by use of simulated evolutionary opera-
tors such as mutation and sexual recombination. In this
embodiment, the fitness function to be maximized reflects
the goals of maximizing the number of true-positive detec—
tions while minimizing the number of false—positive detec-
tions. GA use requires determination of several issues:
objective function design, parameter set representation,
population initialization, choice of selection function, choice
of genetic operators (reproduction mechanisms) for simu-
lated evolution, and identification of termination criteria.

The design of the objective function is a key factor in the
performance of any optimization algorithm. The function
optimization problem for detecting clustered microcalcifi-
cations may be described as follows: given some finite
domain, D, a particular set of cluster detection parameters,
x={t,f,k,o, kngtCsm-nfim} where x e D, and an objective

function fab,:D—>5L where 53 denotes the set of real
numbers, find the x in D that maximizes or minimizes fear
When sloping local thresholdiug is used in the cluster
detector, the parameters N, A, B, and C are optimized.
Radiologic imaging systems may be optimized to maximize
the TP rate subject to the constraint of minimizing the FP
rate. This objective may be recast into the functional form
shown in the following equation:

—FPIX). 719(1) ET?“ (10)
FPWW‘ otherwisefobjll) = {

where maximization is the goal. For a particular set of
cluster detection parameters, if the minimum acceptable TP
rate, TPm-n, is exceeded, the objective function returns the
negative of the FP rate. Otherwise, if the TP rate falls below
Tme the objective function returns a constant value,
FPPendya—IO. Other objective functions may also be used.

Since a real-valued GA is an order of magnitude more
ellicient in CPU time than the binary GA, and provides
higher precision with more Consistent results across
replications, this embodiment of the invention uses a
floating—point representation of the GA.

This embodiment also seeds the initial population with
some members known beforehand to be in an interesting
part of the search space so as to iteratively improve existing
solutions. Also, the number of members is limited to twenty
so as to reduce the computational cost of evaluating objec-
tive functions.

In one embodiment of the invention, normalized geomet-
ric ranking is used, as discussed in greater detail in Houck,
ct 81., supra, for the probabilistic selection process used to
identify candidates for reproduction. Ranking is less prone
to premature convergence caused by individuals that are far
above average. The basic idea of ranking is to select solu—
tions for the mating pool based on the relative fitness
between solutions. This embodiment also uses the default

genetic operation schemes of arithmetic crossover and non-
uniform mutation included in l-Iouck1 et al.'s GA.

'lhis embodiment continues to search for solutions until

the objective function converges. Alternatively, the search
could be terminated after a predetermined number of gen-
erations. Although termination due to loss of population
diversity and/or lack of improvement is efficient when
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crossover is the primary source of variation in a population,
homogeneous populations can be succeeded with better
(higher) fitness when using mutation. Crossover refers to
generating new members of a population by combining
elements fi'om several of the most fit members. This corre-

sponds to keeping solutions in the best part of the search
space. Mutation refers to randomly altering elements from
the most fit members. This allows the algorithm to exit an
area of the search space that may be just a local maximum.
Since restarting populations that may have converged proves
useful, several iterations of the GA are run until a consistent
lack of increase in average fitness is recognized.

Once potentially optimum solutions are found by using
the GA, the most fit GA solution may be further optimized
by local searches. An alternative embodiment of the inven-
tion uses the simplex method to further refine the optimized
GA solution.

The autocrnpping system may also benefit from optimi-
zation of its parameters including contrast value, number of
erodes, and number of dilates. The method for optimizing
the autocropper includes the steps of generating breast
masks by hand [or some training data, selecting an initial
population, and producing breast masks for training data.
The method further includes the steps of measuring the
percent of overlap of the hand—generated and automatically-
generated masks as well as the fraction of autocroppecl
breast tissue outside the hand-generated masks. The method
further comprises selecting winning members, generating
new members, and iterating in a like manner as described
above until a predetermined objective function converges.

In FIGS. 26 and 27, there may be seen therein free
response receiver operating characteristic curves for the
system of the invention for the outputs of the optimized
microcalcification detector and the classifier, respectively.
FIG. 26 represents the performance of the optimized detec-
tor before classifying detections, while FIG. 27 represents
the performance of the system after classifying detections.

Although the GA has been described above in connection
with the parameter optimization portion of the preferred
embodiment, other optimization techniques are suitable such
as, for example, response surface methodology. Of course,
processing systems other than those described herein may be
optimized by the methods disclosed herein, including theGA.

Incorporating Cad System Outputs for Optimal Sensitivity
Performance metrics for detection of suspicious regions

associated with cancer are often reported in terms of sensi-
tivity and specificity. Sensitivity measures how well a sys-
tem finds suspicious regions and is defined as the percentage
of suspicious regions dctcctcd fi'om the total number of
suspicious regions in the cases reviewed. Sensitivity is
defined as:

TP
TP+ FN

(l1)
Sensitivity:
 

where TP is the number of regions reported as suspicious by
a CAD system that are associated with cancers, and FN is the
number of regions that are known to be cancerous that are
not reported as suspicious. Specificity measures how well
the system reports normal regions as normal. Specificity is
defined as:
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TN
FP+TN

(12) 
Specificity:

where TN represents regions correctly identified as not
suspicious and FP represents regions reported as suspiciousthat are not cancerous.

Current CAD systems increase specificity by reducing FP.
However, FI’ and TP are coupled quantities. That is, a
reduction of FF leads to a reduction of TR This implies that
some of the suspicious regions that could have been detected
are missed when the objective is to maintain high specificity.

FIGS. 28 and 29 illustrate relationships between the
quantities TP, FP, TN, and FN. A measurement from a
screening mammography image is represented by test
statistic, x. The probability density function of x is repre-
sented by p(x) and the decision threshold is represented by
B. If x is greater than 6, asuspicious region is reported. Areas
under the probability density functions represent probabili-
ties of events. From FIG. 28 observe that increasing the
threshold reduces the probability of FF decisions. However,
observe from FIG. 29 that increasing the threshold simul—
taneously reduces the probability of TP decisions.

Another metric that exists for CAD systems is positive
predictive value (PPV), which is defined as the probability
that cancer actually exists when a region of interest is
labeled as suspicious. PPV can be calculated from the
following equation: TP

TP
TP+FPPPV = (13)
 

Note that increasing TP or reducing FP increases PPV.
Radiologists and computers find dilferent suspicious

regions. FIG. 30 is a Venn diagram depicting a possible
distribution of suspicious regions for man and machine
detections. Some suspicious regions are found solely by a
human interpreter or radiologist, some solely by a CAD
system, some are found by both, and some are not found byeither.

Referring to FIG. 31, there may be seen a preferred
method for incorporating the outputs of a CAD system, and
more particularly for the CAD system of the invention, with
the observations of a human interpreter of a screening
mammography image 10 for optimal sensitivity, wherein a
radiologist examines the screening mammography image 10
in a step 20 and reports a set of suspicious regions 30
designated as S 1. The CAD system then operates on the
image 10 in a step 40 and reports a set of suspicious regions
50 designated as $2. The radiologist then examines set $2
and accepts or rejects members of set 82 as suspicious in a
step 60, thereby forming a third set of suspicious regions 70
denoted as S3, which is a subset of $2. The radiologist then
creates in a step 80 a set of workup regions 90 denoted as S4
which is the union of sets 81 and S3. The workup regions 90
are then recommended for further examination such as
taking additional mammograms with greater resolution,
examining the areas of the breast tissue corresponding to the
workup regions by means of ultrasound, or performing
biopsies of the breast tissue.

While the invention has been described in connection

with detecting clustered microcalcifications in
mammograms, it should be understood that the methods and
systems described herein may also be applicable to other
medical images such as chest x-rays.

While the methods herein described, and the forms of
apparatus for carrying these methods into etIecl, constitute
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preferred embodiments of this invention, it is to be under-
stood that the invention is not limited to these precise
methods and forms of apparatus, and that changes may be
made in either without departing from the scope of the
invention which is defined in the appended claims.

What is claimed is:

1. A method for automatically segmenting a desired
region in a digital mammogram image from undesired
regions, comprising the steps of:

normalizing the brightness values of the pixels in said
digital mammogram image to produce a normalized
image;

selecting a seed pixel in said normalized image;
region growing said normalized image striding from said

seed pixel to produce a region-grown mask;
closing holes in the region—grown mask to produce a

closed mask;
eroding the closed mask to produce an eroded mask; and
dilating the eroded mask to produce a dilated mask.
2. The method according to claim 1 wherein said step of

normalizing comprises the steps of:
obtaining the histogram for the digital mammogram

image;
determining the range of histogram bins containing sub-

stantially all of the digital mammogram pixels corre-
sponding to said desired region;

setting the pixels below said range to a minimum bright—
ness level;

setting the pixels above said range to a maximum bright-
ness level; and

linearly mapping the brightness values of the pixels in
said range between said minimum and maximum
brightness levels.

3. The method according to claim 1 wherein said step of
selecting comprises the steps of:

dividing said digital mammogram into a plurality of
substantially equally-sized regions;

determining which of said equally-sized regions is bright-
est; and

selecting a pixel in said brightest equally-sized region
which has a maximum brightness for that region.

4. The method according to claim 1 wherein said region
growing step comprises the steps of:

computing the contrast ratio with respect to said seed
pixel of one of the four nearest neighbor pixels of said
seed pixel;

comparing said contrast ratio with a threshold value: and
setting the corresponding pixel in said region-grown mask

to a predetermined value based on the outcome of said
comparing step.

5. The method according to claim 1 further comprising the
step of:

cropping the digital mammogram image to the largest
rectangle that just encloses the digital mammogram
pixels corresponding to the dilated mask.

6. A method for segmenting an area of a digital mammo-
gram image corresponding to breast tissue from the remain-
der of the image, comprising the steps of:

storing a digital representation of said digital mammo-
gram image;

enhancing the digital representation to produce an
enhanced image in which the contrast of the area of the
mammogram image corresponding to breast tissue is
increased;
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threslrolding the enhanced image to produce a binary
image comprising a seed pixel;

region growing said seed pixel in said binary image to
produce a mask;

closing holes in said mask;
eroding said mask; and
dilating said mask.

7. The method according to claim 6 further comprising the
step of:

cropping said digital representation to the size of the
largest object in said mask.

8. Asystem for automatically segmenting a desired region
in a digital mammogram image from undesired regions,
comprising:

normalizing means for normalizing the brigiilness values
of the pixels in said digital mammogram image to
produce a normalized image;

seed-selecting means [or selecting a seed pixel in said
normalized image;

region—growing means for region growing said normal-
[zed image starting from said seed pixel to produce a
region-grown mask:

hole~closing means for closing holes in the region-grown
mask to produce a closed mask;

erosion means {or eroding the closed mask to produce aneroded mask; and

dilation means for dilating the eroded mask to produce adilaled mask.

9. The system according to claim 8 wherein said normal—
izing means comprises:

histogram means for obtaining the histogram for the
digital mammogram image;

range doten'nining means for determining the range of
histogram bins containing substantially all of the digital
mammogram pixels corresponding to said desired
region;

means for setting the pixels below said range to a mini—
mum brightness level;

means for setting the pixels above said range to a maxi-
mum brightness level; and

Linear mapping means for linearly mapping the brightness
values of the pixels in said range between said mini-
mum and maximum brimatness levels.

10. The system according to claim 8 wherein said seed-
selecting means comprises:

7-2:? "__.‘.'-"_""—rifldflwmfwft‘mF—u—H—v .
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means for dividing said digital mammogram into a plu-
rality of substantially equally—sized regions;

means for determining which of said equally-sized
regions is brightest; and

means for selecting a pixel in said brightest equally-sized
region which has a maximum brightness for that
region.

1!. The svsiem according to claim 8 wherein said region-
10 growing means comprises:
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means for computing the contrast ratio with respect to
said seed pixel of one of the four nearest neighbor
pixels of said seed pixel;

means for comparing said contrast ratio with a threshold
value; and

means for setting the corresponding pixel in said region-
grown mask to a predetermined value based on the
outcome of said comparing step.

12. The system according to claim 8 further comprising:
cropping means for cropping the digital mammogram

image to the largest rectangle that just encloses the
digital mammogram pixels corresponding to the dilatedmask.

13. A system for segmenting an area of a digital mam—
mogram image corresponding to breast tissue from the
remainder of the image, comprising:

storage means for storing a digital representation of said
digital mammogam image;

image enhancement means [or enhancing the digital rep-
rosentarion to produce an enhanced image in which the
contrast of the area of the mammogram image corre—
sponding to breast tissue is increased;

thresholding means for thresholding the enhanced image
to produce a binary image comprising a seed pixel;

region growing means [or region growing said seed pixel
in said binary image to produce a mask;

hole closing means for closing holes in said mask;
erosion means for eroding said mask; and
dilation means for dilating said mask.
14. The system according to claim 13 further comprising:
cropping means for cropping said digital representation to

the size of the largest object in said mask.

**=r*1<
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(54) Locating the position and orientation of multiple objects with a smart platen

(57) The present invention is an intelligent scanning aligned in a predetermined fashion in accordance with
system (20) for processing a digital input image to au- atemplate. The scanning apparatus (26) of the present
tomatically characterize a plurality of objects therein. invention not only enables the scanning of a plurality of
The system then employs the characterizations as the objects, but does so in an intelligent manner so as to
basis for rudimentary image editing operations so as to enable further processing and manipulation of the im-
produce adigital document. Inthe digital document, the ages associated with the objects to create an output
objects may be derotated, shifted, cropped orotherwise document.
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Description

[0001] This invention relates generally to an image input system, and more particularly to the automatic characteri-
zation and editing of a plurality of image objects placed on the platen of an image input device.
[0002] To improve the efficiency of scanning systems and digital copiers, it is desirable to produce a single scanned
image composed of several separate objects (e.g., photographs) laid side by side, but preferably not touching, on the
platen of the input scanner. To facilitate automated editing ofthe objects, it is necessary to identify the position, shape
and rotation angle of each object. Such a capability can enhance productivity by decreasing the time required for
scanning multiple objects and by automating rudimentary editing operations
[0003] Heretofore, a number of patents and publications have disclosed image segmentation and structured images,
the relevant portions of which may be briefly summarized as follows:
[0004] US-A-5,485,568 to Venable et al., issued January 16. 1996, and hereby incorporated by reference, discloses
a method and apparatus for representing a complex color raster image as a collection of objects in a structured image
format - a hierarchical, device—independent format. A structured image document. generated using the techniques
described by Venable, is a representation of data that may be rendered into a raster image. The data includes simple
raster images as well as a hierarchical collection of subobjects and raster processing operations. The possible data
types for objects in the structured image include a raster image, text, graphics, image processing description, and files
containing multiple image representations.
[0005] In "MANAGING AND REPRESENTING IMAGE WOFIKFLOW IN PHEPFtESS APPLICATIONS", Technical
Association of the Graphic Arts (TAGA) Vol, 1. 1995 Proceedings pp. 373—385, hereby incorporated by reference for
its teachings, Venable et al. teach the use of structured images to manage prepress workflow. An operation such as
gang scanning is described as a means for capturing several photographs roughly aligned on a scanner platen.
[0006] In accordance with the present invention, there is provided an imaging apparatus, including:

an image input device, said image input device producing a digitized image including representations of each of
a plurality of objects imaged by said device;
a programmable computer capable of processing the digitized image, said computer including a first memory for
storing at least a portion of the digitized image and program memory for the storage of executable code suitable
for causing said computer to execute image processing operations on the digitized image,
said computer, in accordance with preprogrammed instructions, identifying the plurality of objects within the digi-
tized input image, modeling shapes representing boundaries of each of the plurality of objects, and characterizing
each of the plurality of objects by parameters including shape. position and orientation; and
said computer automatically composing an output document including a representation of at least one of the plu-
rality of objects.

[0007] In accordance with another aspect of the present invention, there is provided A digital copying apparatus,
including:

an image input device having a transparent platen, said image input device producing a digitized image including
representations of each of a plurality of objects placed on the platen;
a programmable computer capable of controlling the operation of the digital copying apparatus and of processing
the digitized image, said computer including a first memory for storing at least a portion of the digitized image and
program memory for the storage of executable code suitable for causing said computer to execute image process-
ing operations on the digitized image, said computer, in accordance with preprogrammed instructions, identifying
the plurality of objects within the digitized input image, modeling shapes representing boundaries of each of the
plurality of objects, and characterizing each of the plurality of objects by parameters including shape, position and
orientation, and said computer automatically composing an output document including a representation of at least
one of the plurality of objects;
a user interface, said user interface comprising a display to depict the output document and a plurality of user
selectable option, wherein said computer further includes preprogrammed instructions to update the display in
accordance with a selection of the user selectable options; and
a printing engine to produce. in accordance with the output document, a substrate bearing marks in accordance
with representations contained in the output document.

[0008] The present invention is directed to a system intended to accomplish the automatic determination of inde-
pendent regions or segments for objects within a scanned image. The invention further provides a user interface and
document templates to facilitate the automatic placement of the plurality of objects at positions within a digital document
so that the document may be rendered, stored or transmitted. Thus, the present invention combines a number of
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graphics and image processing techniques into an automated, user-friendly application for productivity enhancement.
The application can enhance productivity by decreasing the time required for scanning multiple images, by automating
corrections for alignment of multiple images, and even automatically placing multiple images in the document template.
[0009] The present invention accomplishes these objectives by:

1) locating a plurality of independent objects within the image
2) modeling the shape of the identified objects (e.g., rectangle)
3) creating a structured image description identifying the location, shape and orientation of each object within the
image.

[0010] One aspect of the invention deals with a basic problem in digital image processing. that of identifying plural
objects within a digitized image. The solution to this problem is then leveraged so as to enablethe automated recognition
and placement of objects to compose a digital document. The techniques described herein enable a userto expediently
scan a plurality of distinct documents or objects in a single scanning operation, automatically separate those objects
by recognizing them as independent objects within the digitized image, and recomposing a digital document using one
or more of the recognized objects. Another aspect of the present invention allows for the automatic creation of a struc-
tured image representation of the digitized image so that the image objects may be easily extracted and further proc—
essed, independently.

[0011] The techniques described above are advantageous because they improve the efficiency of a scanning proc-
ess, allowing multiple original documents to be scanned at one time, as well as the document composition process by
recomposing the documents into a single document using a predetermined template. In addition, the techniques allow
for automatically characterizing physical attributes (e.g., location, shape and orientation) of the objects without user
intervention.

[0012] An embodiment of the present invention will now be described with reference to the accompanying drawings,in which:

Figure 1 is an illustration of the equipment that forms an image processing system serving as one embodiment for
the present invention;
Figure 2 is a block diagram of the various components comprising the system of Figure 1;
Figure 8 is a flowchart illustrating the general processing steps carried out on the system of Figures 1 and 2 in
accordance with the present invention;
Figures 4-7 are detailed flow charts illustrating the processing steps carried out in accordance with various em—
bodiments of the present invention;
Figure 8 is an illustrative example of a portion of a digital document;
Figure 9 is an illustration of the output of the system of Figure 1 when an input image is processed in accordance
with the present invention;
Figure 10 is an exemplary user interface screen associated with one embodiment of the present invention;
Figure 11 is an example of an image containing multiple objects obtained by a scanning operation; and
Figure 12 is a comparative illustration of deskewing and derotation operations as applied to an image segment.

[0013] For a general understanding of the present invention, reference is made to the drawings. In the drawings, like
reference numerals have been used throughout to designate identical elements. In describing the present invention,
the following term(s) have been used in the description.
[0014] The term "data" refers herein to physical signals that indicate or include information. When an item of data
can indicate one of a number of possible alternatives. the item of data has one of a number of "values." For example,
a binary item of data, also referred to as a "bit," has one of two values, interchangeably referred to as “1' and "0" or
"ON" and "OFF" or "high'I and "low." A bit is an "inverse" of another bit if the two bits have different values. An N-bit
item of data has one at 2N values. A "multi-bit" item of data is an item of data that includes more than one bit.

[0015] 'Memory circuitry" or I‘memory' is any circuitry that can store data, and may include local and remote memory
and input/output devices. Examples include semiconductor FtOMs, FlAMs, and storage medium access devices with
data storage media that they can access. A "memory cell" is memory circuitry that can store a single unit of data, such
as a bit or other n-ary digit or an analog value,
[0016] A signal "indicates" or "selects" one of a set of alternatives it the signal causes the indicated one of the set
of alternatives to occur. For example. a signal can indicate one bit set in a sequence of bit sets to be used in an
operation, in which case the signal causes the indicated bit set to be used in the operation.
[0017] An "image“ is a pattern of physical light. An image may include characters, words, and text as well as other
features such as graphics. A text may be included in a set of one or more images, such as in images of the pages of
a document. An image may be processed so as to identify specific "objects" within the image, each of which is itself
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an image. A object may be of any size and shape and has "physical attributes" or characteristics including, but not
limited, to position, shape and orientation.
[001 B] An item of data "defines" an image when the item of data includes sufficient information to produce the image.
Forexample, a two-dimensional array can define all or any part of an image, with each item of data in the array providing
a value indicating the color of a respective location of the image
[0019] An item of data “defines" an image set when the item of data includes sufficient information to produce all the
images in the set.
[0020] Each location in an image may be called a "pixel". In an array defining an image in which each item of data
provides a value, each value indicating the nnlnr of a location may he called a "pixel value". Each pixel value is a bit
in a "binary form' of an image, a gray scale value in a 'gray scale form” of an image, or a set of color space coordinates
in a "colorcoordinate form" ol arr image, ll re binary form, gray scale form, and color coordinate form each being a two-
dimensional array defining an image.
[0021] An operation performs "image processing" when it operates on an item of data that relates to part of an image.
[0022] Pixels are "neighbors" or "neighboring'l within an image when there are no other pixels between them and
they meet an appropriate criterion for neighboring it the pixels are rectangular and appear in rows and columns within
a two-dimensional image, each pixel may have 4 or 8 neighboring pixels, depending on the criterion used.
[0023] An "edge" occurs in an image when two neighboring pixels have sufficiently different pixel values according
to an appropriate criterion for the occurrence of an edge between them. The terms "edge pixel" or "boundary pixel"
may be applied to one or both of two neighboring pixels between which an edge occurs.
[0024] An "image characteristic" or "characteristic" is a measurable attribute of an image. An operation can “measure“
a characteristic by producing data indicating the characteristic using data defining an image. A characteristic is meas-
ured "for an image" it the characteristic is measured in a manner that is likely to produce approximately the same result
each time it occurs.

[0025] A "version" of a first image is a second image produced using an item of data defining the first image. The
second image may be identical to the first image, or it may be modified by loss of resolution, by changing the data
defining the first image, or by other processes that modify pixel values of the first image.
[0026] An "image input device" is a device that can receive an image and provide an item of data defining a version
of the image. A "scanner" is an image input device that receives an image by a scanning operation, such as by scanning
a document. A scanner may have a transparent surface (platen) or equivalent means to support a document during
scanning. Other well-known image input devices include digital cameras, facsimile machines, and video recorders
having the capability to store data signals representative of the intensity of light reflected from the surface of objects
at which the device is directed.

[0027] An "image output device" is a device that can receive an item of data defining an image and provide or render
the image as output. A "display" is an image output device that provides the output image in human viewable form,
and a "printer'l is an image output device that renders the output image in a human viewable, hard copy form.
[0023] Fleferring now to Figures 1 and 2, depicted therein is a smart platen system 20 in which the present invention
finds particular use. System 20 includes a computer 22 capable of receiving digital data representing an image of an
original document 24 placed upon a platen of scanner 26. Computer 22, initially stores the digital input data from
scanner 26 in memory 52 (9.9., RAM or magnetic disk storage) where the image may subsequently be accessed. In
addition to the digital data, memory 52 may also include program memory for the storage of object code suitable for
directing the processor to execute image processing operations in accordance with the invention described herein.
Computer 22 has associated therewith a user interface (U/l) 28 including one or more user input devices 30, such as
a keyboard, a keypad, a mouse, trackball, stylus or equivalent pointing device, etc.
[0029] Also part of system 20 is an image output device such as printer 34 which may include a laser-driven, xero-
graphic printing engine as found in a number of commercially available printers. In a preferred embodiment, system
20 is employed to process the digital image data received as input from a scanner 26, utilizing image processing
software running in processor 50, so as to produce an output file that may be rendered by printer 34, stored in memory
50, and/or transmitted to another device via network 40.
[0030] Although system 20 is depicted as a plurality of interconnected units, it will be appreciated that the system
may also comprise what is commonly referred to as a "digital copier", In such an embodiment, the components of
system 20 are integrated within a common housing, and the user interface (including display and input devices) may
have a significantly different appearance. An example of such a color digital copying system in which the present
invention may find particular use is the Xerox 5775 Digital Color Copier, controlled via a touch—screen color video
monitor that shows the progression of operations. It will be appreciated that the document placed upon the scanner
platen in system 20 preferably includes a plurality of photographs or other objects represented by marks on a substrate
surface, so that such objects may be scanned by a single scanning operation. For example, a particular embodiment
to which the following description will be directed is a single scanned image representative of several separate pho-
tographs laid side by side on the platen of scanner 26, but not touching or overlapping. In accordancewith the’present
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invention it is desired to automatically identify the position. shape and rotation angle of each original photograph.
[0031] Given an input image generated by scanning several separate photographs laid side by side on the scanner
platen, the present invention automatically identities at least the position, shape and orientation angle of each photo-
graph. As shown in the flow chart of Figure 3, the process carried out by computer 22 during the processing of the
input image includes three general steps. First, at step 100 the objects within the image are located and boundaries
of the object are generally identified. Once the objects are located, the shape of the objects is modeled at step 200.
Having located the objects and modeled their shape, a structured image representing the image and objects therein
can be created as represented by step 300. The structured image preferably includes data representing not only the
image data itself, but data representing the location, shape or orientation of each object, or some combination thereof,
Alternatively, the output may be a page description language format or equivalents formats suitable for storing the
image information in a retrievable form.
[0032] in a preferred embodiment of the present invention, the scanned input image (or a lower resolution version
thereof) is loaded into a memory frame buffer (FlAM) where it is analyzed in accordance with the previously described
steps. For purposes of the following detailed description, it is assumed that objects do not occlude one another and
that the background of the image is contiguous. These simplifying assumptions are intended for purposes of explanation
only and are not intended as limitations of the invention. One skilled in the art will appreciate that the invention described
herein is extensible so as not to require operation only within the boundaries of such assumptions,
[0033] As depicted by the flow chart of Figure 4, the object location step 100 is performed by first identifying the
background region of the input image 102, characterizing the background region 104, and then using the characteristic
of the background region as a seed, identifying all the pixels representing the background region with an adaptive seed
fill algorithm 106. Background pixels are pixels not associated with any objects, or more simply, they are pixels repre-
sentative of those regions lying outside of the objects, the values of which are controlled by the "background" against
which the objects are placed during scanning (e.g., the underside of the platen cover). One embodiment employs the
average color of a small region in the upper left-hand corner of the scanned image as an initial estimate of the back-
ground color. Alternatively, other sampling operations may be employed to determine the background color as de—
scribed, for example, in US—A-5,282,091 for a Programmable Apparatus for Determining Document Background Level
by Farrell.
[0034] Once the background color is characterized at step 104, an adaptive algorithm is preferably applied to monitor
the background color and to accurately identify the objects. An example of a seed fill algorithm suitable for use in the
present invention is described in Graphics Gems l, A. Glassner Ed., Academic Press, pp. 275-277, 1990, hereby
incorporated by reference. An adaptive algorithm is required because the background pixels may have significant color
variation resulting from a variation in illumination over the platen area. The adaptive seed fill algorithm is applied to
the scanned color image data using an initial seed point characterized by the background, for example, the upper—left
corner of the image. Generally, the adaptive seed fill algorithm fills a binary frame buffer with a mask indicating all
contiguous pixels identified as background pixels. in a simple embodiment, represented by step 112, a pixel is consid-
ered to be a background pixel if its color falls within a small distance a of the current average background pixel value.
This distance is calculated as an Euclidean metric in red, green, blue (HGB) color space

)2d = soar ( (Pr-AdAvgr)2+(Pg-AdAvgg)2+(Pb-AdAvgb l:

where Pk, AdAvgk are. respectively, the RGB components of the pixel under test and the average background value.
and d is the distance measurement. The value of e is fixed and empirically determined in one embodiment. The test
conducted at step 112 is:
[0035] if d<e, then pixel P is a background pixel, else pixel P is a foreground pixel.
[0036] The average background color is adaptively modified at step 114 by taking the average value of the last N
pixels that have been classified as background. For efficiency, the system preferably calculates the adaptive average
using the equation:

AdAvg' = (N*AdAvg—AdAvg+LastVal)/N,

where AdAvg' is the modified average, AdAvg is the previous adaptive average, LastVal is the value of the last pixel
identified as background, and N is the averaging window. Clearly. this is not a true running average, but it tracks the
running average adequately and is more computationally efficient than a strict running average calculation. Alterna-
tively, the value of s can be adaptively modified. For example. E might be based on the standard deviation of the last
several pixels identified as background, etc.
[0037] It will be appreciated that alternative methods for the detection of background regions may be employed, and
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that the process of obtaining a binary map distinguishing the objects from the background may be accomplished using
a simplified thresholding operation based upon the background color. In a preferred embodiment. the background color
may be a function of the color of the platen cover, such as a white cover, As a further example, the 5775 Digital Color
Copier employs a spectrally reflective platen cover that results in a bluish background color that may be detected and
distinguished from the objects.
[0036] Having identified all background pixels and created a binary mask representative of the background regions,
the process at step 120 is executed to smooth noisy edges in the background mask using morphological filtering, More
specifically, a morphological closure filter is preferably applied to the background mask to eliminate single pixel noise
and to smooth object edges. Subsequently, contiguous foreground regions are located. step 122. thereby identifying
the objects. Objects are identified by scanning the background mask generated by the adaptive seed fill operation
(step 106). Starting with the upper left hand pixel, the mask is searched in a scan line fashion for a pixel not classified
in the mask as a background pixel - thus identifying pixels associated with a foreground object. The use of the seed
fill algorithm for identifying the background assures that foreground objects are closed, or in other words, complete
boundary is formed about the perimeter of the object.
[0039] At step 124, the boundary of an object is identified by tracing its edge. The boundary of the foreground object
is traced using a simple 8-connected edge traversal which provides an ordered-set of points tracing the edge of the
object, Such an edge traversal operation employs a contour tracing operation to generate a chain code in a manner
similar to word or character based recognition systems. An B-connected process is described, for example, by Ft.
Bozinovic et at. in "Off—Line Cursive Script Word Recognition", lEEE Transactions on Pattern Analysis and Machine
Intelligence, Vol. 11, No. 1 (January 1989). Once the edge is traced, all pixels associated with the object in the mask
are marked as background so they will not be processed a second time, the object is added to the foreground object
list and then the scanning of step 122 is continued as indicated by test step 126. Subsequent to completing the fore-
ground scanning to identify all objects, a review of the identified objects may be completed as represented by step
180, In many cases, the scanned image may contain undesirable foreground objects; such objects can be eliminated
from the object list at this step, In one embodiment, the review of the object list may simply eliminate small objects as
unlikely images. For example, in a scan of a yearbook page each image has associated with it a text caption that is
not to be classified as image data. Such captions consist of many, small perimeter objects, so that by measuring the
perimeter length of the traced edges, it is possible to eliminate objects having a perimeter smaller than a specified
length, where the threshold length may be predetermined empirically.
[0040] Once the objects have been located, as described with respect to step 100, the next general step, step 200,
is to model the shape of the object. For purposes of simplicity, the following description will treat rectangular-shaped
objects, however, it will be appreciated that the description is extensible to other polygons and even to shapes having
portions thereof represented by curves (e.g., circular or elliptical objects). The result or output from step 100 is pref-
erably a set of edge traces, in the form of linked lists, that identify bounding pixels about each object within the scanned
image. These traces can be used to extract each object, but orientation is not yet determined To improve the quality
of the object extraction, the object traces are fitted toa model shape. Orientation information, etc., may then be extracted
from the fitted parameters. In the described embodiment the object traces are fit to a rectangular model, however, other
shapes are possible.
[0041] One method of fitting the edge traces to a rectangular shape is a least—squares approach to fit to a rectangle.
To accomplish the least-squares fitting, the edge trace is first decomposed into four sets of points, each corresponding
to one of the four sides of the rectangular object. The decomposition into four sets of points can be accomplished in
several ways as described below
[0042] The first method has two principal parts. (a) categorizing the edge points into a set of bins associated with a
single line, and (b) performing recognition on the bins for rotated shapes. Referring now to Figure 5, where the first
decomposition method is depicted In detail, step 204 calculates the slope at each point along the edge trace. Step 204
preferably accomplishes the slope angle calculation by performing a linear regression on a small window of neighboring
edge points. For example, 2 points lying on either side of the edge point for which the slope is being determined. The
angle of the line passing through the center of each point is determined using linear regression in a small window
centered on each point, Each regression requires 4 additions per point in the window, plus 2 subtractions, 2 multipli-
cations, and an arctangent calculation, however, the regression algorithm may be further optimized to remove most of
the addition operations. In a preferred embodiment, which reduces the computational complexity, a sample of the edge
pixels are employed for slope angle calculations and sorting, thereby reducing the number of calculations necessary
to categorize the edge pixels.
[0043] Next, at step 206, the process constructs a list of slope categories or bins. The slope categories are con-
structed for each edge point by calculating the magnitude of the difference in the slope angle between the current point
along the edge (e.g., point B in Figure B) and the preceding point (e.g., point A in Figure 8). If the difference is less
than the value TOLERANCE (determined empirically to be i 5 degrees in one embodiment), then the point is assigned
to the same slope category as the preceding point, otherwise a new slope category is created and the point is assigned

Page 231 of 309



Page 232 of 309

10

15

20

25

30

35

4o

45

50

55

EP 0 975 146 A1

to it. Fleferring to Figure 8, the above-described process would assign points A, B and C to a first slope category, points
D, E, F. G and H to a second slope category and points I, J to yet another slope category. Finally, if the slope category
for the last edge point has approximately the same slope angle as the first slope category, then all points within the
first and last slope categories are joined together into a single category.
[0044] Once the slope categories are established at step 206, and stored in a data structure. they are then sorted
at step 208 and ordered according to the number of edge points assigned to each category For rectangular objects.
the top four slope categories, those containing the most edge points, should correspond to points along the four edges
of the rectangle. The top slope categories are then selected at step 210. It will be appreciated that one would use the
top six categories for hexagonal objects, and similarly the top three categories for triangular objects, etc.
[0045] Alternatively, steps 208 and 210 may be replaced by a step that processes the slope angle categories or bins
by simple, or even statistical elimination, wherein those categories with few entries are removed. For example, an
empirically determined threshold of 5 pixels may be applied sothat only bins having more than 5 pixels with a common
angle are kept. Subsequently, an average angle for a category may be determined using simple linear regression of
all the points assigned to a particular category. With the average angle determined, afurlher refinement of the categories
would be possible, combining those categories having substantially common angles. In particular, each category is
checked and if adjacent categories are substantially collinear, the categories are joined. Thus each of the remaining
bins or categories represents a set of collinear points lying along an edge. The edge points assigned to each of the
remaining slope angle categories represent the edge trace decomposed into the four sides of the rectangle. It will be
appreciated that this alternative is broadly directed to the process of “filtering“ or refining the categories to identify
those representing the actual edge of the objects. Accordingly, equivalent methods of accomplishing the refinement
of the categories are contemplated.
[0046] This first method of characterizing the object boundaries is computationally intensive due to the measurement
of the average slope at each edge point. In the alternative embodiment mentioned previously, to improve speed, the
edge trace may be sampled to reduce the total number of points that must be processed and categorized.
[0047] It will be further appreciated that it may be possible, from an analysis of the ordered categories, to identify
the shape. For example. a statistically significant difference in the number of points between athird and fourth category,
or the complete lack of a forth category, are indicative of a triangular-shaped object.
[0045] Referring to Figure 6, depicted therein is the second method by which the object shapes may be modeled.
After retrieving the edge trace list data at step 202, step 252 calculates the center of mass of the object. Although there
are a number of well-known methods for calculating the center of mass of the object, in the case of rectangular objects
a straightfon/vard approach would be averaging the (x,y) coordinates of the edge points. Next, the edge point closest
to the center of mass would be located at step 254. The closest point will be the approximate center of the long side
of the rectangle. Referring again to Figure 8, the angle 6 from the center-of-mass (CofM) to the center point (La/2) is
the approximate rotation angle (9) of the rectangle.
[0049] Once the rotation angle is determined, it is employed in step 256 to determine the approximate length of the
minor axis of the rectangle at step 258. In particular, the distance from the center-of—mass to the average position of
all edge points that lie in the angular range e-AA to 6+AA is determined. This distance is an approximate measure of
one-half the minor axis length Lb of the rectangle. AA is an empirically determined value on the order of approximately
5 degrees. Step 260 approximates the length of the major axis (La) in much the same manner. The distance from the
center»of—mass to the average position (9+90)+AA is an approximate measure of one-half the length of the major axis
La of the rectangle. Having approximated the orientation angle and the lengths of the major and minor axes, step 264
calculates an angular range (as measured with respect to the centerof—mass) for each side of the rectangle that en-
compasses only those edge points associated with that side:

6!)

(Tb: atan2(La,Lb) half angle width of major axis;
B'a : 904-)b half angle width of minor axis;
8b: B'b'TOL where TOL=0.95 to avoid corners;
ea: e'a*TOL where TOL=0.95 to avoid corners;

and

b) Flange1: (e+eb) to (e-eb)

Flange2 : ((e+90)+ea) to ((6+90)-6a)
Rangea: ((e+180)+eb) Io ((6+180)—9b)
Hange4: ((8+270)+Ba) to ((6+270)-Ba)
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Once the angular range ls determined. step 266 finds all the edge points that lie within each of the tour angular ranges
(relative to the center-of-mass) determined above. thereby identifying the edge points corresponding to each side of
the rectangle. It will be appreciated that this technique is less sensitive to edge-noise than the first method described
above.

[0050] Once the edge trace has been decomposed into four sets of points. each set corresponding to one of the four
sides of the rectangle, a least squares calculation for fitting the points to rectangle is evaluated at step 280. A rectangle
can be described as tour mutually perpendicular lines defined by the equations:

y=u0+flx,

y:ot1+Yx,

y=oc2+|3x,

y=cc 3+ Yx,

where BF'1- A least squares fit yields the titted parameters:
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where (xH, yki) is the F“ edge point of the k“ side, and nk is the number of edge points associated with the k‘fh side.
Subsequently, once the least squares fit yields the fitted parameters ([3, a0, (1,, (X2, 063). they are converted at step 282
the into four coordinate pairs marking the corners of the rectangle. Moreover. the rotation angle of the rectangular
object is accurately represented by the slope parameter )3.
[0051] Yet another alternative method for fitting the edge traces to a shape is a method employing binary moments
for fast image bounding Using the binary mask generated as described with respect to step 106 (e.g., the adaptive
seed algorithm), or alternatively with a simple thresholding operation, the image is rendered in a binary bitmap form
where each pixel value is a O or 1 indicating background or non—background regions. Once the borders are detected
for an object using the binary mask, the alternative embodiment depicted in Figure 7 employs secondorder binary
moments to fit a shape (e.g., rectangle) to the object.
[0052] Referring to Figure 7. depicted therein is a generalized flowchart representing the steps of the binary moment
boundary finding technique. At step 100, the object edges are located and recorded as previously described. thereby
providing as an input a linked list of boundary or edge pixels referred to as an edge trace, step 290. Using the boundary
list. the second order moments are calculated (step 292) in an efficient manner using the equation:

u '= EEPUJWII = Z(2p(i,j)j’)i‘ . 22m,“
where p(i,}) is the image pixel value at image coordinates (i,j) and p1(i) is the 1* order moment of the 11’" scan line.
Because the object boundary pixels are previously determined, the process can be simplified and the rightmost and
left-most boundary pixels for a particular scanline are used for the fat order (absolute) moment calculations.
[0053] Subsequently, the 2nd order (central) moments (”700 ”701- mm, m”, mm and moz) are calculated using the
let order moments and the following equations:

and

“iiifit lerw
[0054] Having determined the 2nd order moments. they are employed to characterize an ellipse and from the ellipse
the bounding box about the object, step 294. In particular, the center of the ellipse (x. y), the lengths of each axis (a
and b) and the rotation angle (9) are determined. The bounding box for the rectangular object is determined as a
rectangle centered at (x,y) with sides of length 2a and 2b, rotated by an angle 9. While this renders a bounding box
slightly larger than the object, this is done so as to provide a safety margin for the calculation, and to avoid cropping
a portion of the object. It a tighter bounding box is desired, the rectangle would be characterized with sides of length
2008 and 20th, where or is set equal to J5/2 or a slightly smaller value to accomplish edge trimming or cropping (e.g.,
on the order of one or more pixels).
[0055] After each object has been modeled as a shape (e.g., rectangle), a structured image is created as described,
for example, in USA-5,485,568 to Venable et al. The structured image consists of one "child" structured image for
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each object detected using one of the methods described above. The structured image definition contains attributes
that specify which rectangle of the scanned image contains the object data, and also the rotation angle required to
correct for any orientation skew. Figure 9 is an example of a structured image created in accordance with the previously
described processes. the structured image containing a pair of rectangular-shaped image objects.
[0056] In one embodiment of the present invention. depicted in Figure 10, the structured image is designed such
that when rendered, all objects are de-rotated and laid out in a grid fashion. In particular, Figure 10 illustrates a user
Interface 400 that may be employed with various aspects of the previously described object shape recognition method
to provide an intelligent or “smart" platen scanning system. The smart scanning system represented by Figure 10
preferably provides a means by which a user can interface with a digitizing scanner to efficiently obtain digitized rep-
resentations of objects placed on platen 24 of a scanner
[0057] For example, referring to Figure 10 in conjunction with Figure 1. a user may place a number of photographs
on the scanner platen. Once placed thereon, the user may then select an operation from region 410 of Figure 10 to
cause the computer system 22 to initiate scanning by scanner 26. Although not specifically shown, it will be appreciated
that various methods for initiating the digitization of the objects may be employed, including. but not limited to, keyboard
entry, touch-sensitive screen selection, depression of a remote switch or even triggering of a platen sensor by a user
closing the platen cover. As depicted in Figure 10, after the "Gang & Edit'I (412) or equivalent scanning selection is
made, system 20 scans the objects placed on platen 24 and temporarily stores the data in the file using the information
reflected in region 420 of the user interface screen. For example, the various image objects (A, B, C and D) may be
found within an image as illustrated in Figure 11. Once the image is scanned, it is analyzed as described above to
identify the image objects. The image objects may then be manipulated by the smart scanning system to automatically
orient and position the images, for example they may be automatically placed in a predefined template and rendered,
such as the representation depicted in region 430 of the user interface. It will be appreciated that a user may also be
given additional edit capability with respect to the template, for example, to add captions to the objects or to include
titles 432 and subtitles 434 as illustrated. Input for such text-based editing would be accomplished via the user interface
options depicted in region 440.
[0058] It will be appreciated by those skilled in the art that by defining the boundaries of the objects in an image
accurately a derotation operation may be employed to more accurately deskew the object. For further illustration of
this advantage reference may be had to Figure 12. Depicted therein is an object 0 within an image segment I. In a
typical deskewing operation, the orthogonal boundaries of the image are determined as illustrated by bounding box
500 and the image is deskewed to produce the image indicated as 504 including the object 0'. It will be appreciated
that in order to deskew the image that is not clearly defined by boundaries, the entire image area must be rotated.
leading to both a larger deskewed image area and the need to create pixels to fill in regions 508. The present invention,
by accurately defining the boundaries and orientation of the object, avoids the need to incorporate regions larger than
the object in the derotation operation. Thus, the pixels representing the object itself are the only pixels that are derotated
to produce the 0' output image.
[0059] Also enabled by the smart scanning system would be image editing capabilities as illustrated in region 450
of the user interface. Having identified each of the objects within the image, it is possible to isolate the objects, create
separate images therefrom, and to then individually process the images. Thus the individual image objects automati-
cally placed within the template of region 430 may be individually selected, manipulated, scaled (button 452), rotated
(button 454) or cropped (button 456). It will be appreciated that the scaling, rotation and cropping operations are in
addition to those which are preferably automatically applied by the system as the result of the previously described
object recognition methods.
[0060] For example, the image scaling button, illustrated with cross-hatching to depict selection, will allow the user
to move a cursor (not shown) to select an object (6.9., image object D) and then to drag a side or corner of the object
so as to scale the image object. To facilitate the editing of the objects, control points such as those illustrated about
the boundary of image object D (436) may be employed in a manner well-known to those who design user interfaces.
[0061] As noted, a predefined template may be used to automatically I'place" image objects in relative positions on
a document or page thereof. it will be appreciated that such templates may be in the form of a structured image definition,
so that the template can be used to specify a different layout for the structured image to be generated. ThusI a family
seeking to put its photographs in a "digital photo album" may be able to create a template describing a page similar to
that shown in region 430 of the user interface. The template would then be used to automatically organize individual
images or plural objects within a larger document image.
[0062] In a preferred embodiment, the output of the smart scanning system would be a structured image document
format as described by Venable et al. in US-A-5,485,568. An important characteristic of structured images is the ability
to store image processing operations in their description. This means that the structured image can contain image
processing operations other than simple object deskewing attributes. For example, automatic image enhancement
operations may be included within the structured image such that the objects identified can be individually enhanced.
Alternatively, the smart scanning system output may take the form of a digital document in one of many well-known
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page description languages.
[0063] Once the "page" composed in window 430 in the condition desired by the user. the user may save the image
by selecting the "Save Edited Image" button 460. More importantly, a user may then print or otherwise distribute the
composed page(s).
[0064] Although the various embodiments of the present invention have been described with respect to the smart
scanning system. it will be appreciated that the acquisition of images, and the printing and distribution of the composed
pages can be accomplished via networks or on a walk—up digital copier. For example, a user may have photographs
automatically scanned by a film processor, and a digitized stamp sheet sent to the user via a network. The stampsheet,
being in a structured image format could then be processed using the smart scanning system to produce pages of a
digital photo album with one or more objects on each page.
[0065] In recapitulaticn, the present invention Is an intelligent scanning apparatus for processing a digital input image
to automatically characterize a plurality of objects therein, and to employ the characterization as the basis for rudimen-
tary image editing operations so as to produce a digital document. In the digital document, the objects may be derotated,
shifted. cropped or otherwise aligned in a predetermined fashion in accordance with a template. The scanning appa-
ratus of the present invention not only enables the scanning of a plurality of objects, but does so in an intelligent manner
so as to enable further processing and manipulation of the images associated with the objects,

Claims

1. An imaging apparatus, including:

an image input device (26), said image input device producing a digitized image including representations of
each of a plurality of objects imaged by said device;
a programmable computer (20) capable of processing the digitized image, said computer including a first
memory (52) for storing at least a portion of the digitized image and program memory (52) for the storage of
executable code suitable for causing said computer to execute image processing operations on the digitized
Image,

said computer, in accordance with preprogrammed instructions, identifying the plurality of objects within the
digitized input image, modeling shapes representing boundaries of each of the plurality of objects, and char-
acterizing each of the plurality of objects by parameters including shape, position and orientation; and
said computer automatically composing an output document including a representation of at least one of the
plurality of objects.

2. The apparatus of claim 1, further including a user interface (34) for displaying a representation of the output doc-
ument incorporating the representation of at least one of the plurality of objects wherein one of the parameters of
the at least one object has been altered.

3. The apparatus of claim 1 or claim 2, wherein the position of the representation ofthe object is shifted to a predefined
position in the output document.

4. The apparatus of claim 2, wherein only the representation of the object is derotated so as place a derotated rep—
resentation of the object in the output document.

5. The apparatus of any of the preceding claims, wherein said image input device includes a surface (24) upon which
the plurality of objects are placed for digitization.

6. The apparatus of any of the preceding claims, wherein the first memory is a frame buffer.

7. The apparatus of any of the preceding claims, wherein the first memory is a data storage media accessible by said
programmable computer.

8. The apparatus of any of the preceding claims, further including template memory for storing at least one template
for controlling the position and orientation of the representation of the at least one object during composition of
the output document.

9. The apparatus of claim 8, wherein the at least one template is stored in the form of a structured image.
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10. The apparatus of any of the preceding claims, further including:

a user interlace, said user interface comprising a user input device (30) responsive to a user selection and a
display (34) to depict the output document in conjunction with user selectable options;
wherein said computer further includes preprogrammed instructions to update the display in accordance with
a selection of the user selectable options.

11. The apparatus of claim 10. wherein the programmable computer, in conjunction with the display, provide user
selectable options to:

select at least one object in the output document;
alter at least one parameter of the selected object; and
store, in memory, a version of the output document after a user has altered a parameter 01‘ at least one objecttherein.

12. The apparatus of claim 10 or claim 11 , wherein the user selectable options are selected from the group consisting of:

inserting textual content into the output document; defining a storage location for the output document; storing
the output document;
scaling the representation of the at least one object;
rotating the representation of the at least one object;
cropping the representation of the at least one object;
altering the colorization of the representation of the at least one object; and
enhancing the representation of the at least one object.

13. A digital copying apparatus, including:

an image input device (26) having a transparent platen (24), said image input device producing a digitized
image including representations of each of a plurality of objects placed on the platen;
a programmable computer (20) capable of controlling the operation of the digital copying apparatus and of
processing the digitized image. said computer including a first memory (52) for storing at least a portion of the
digitized image and program memory (52) forthe storage of executable code suitable for causing said computer
to execute image processing operations on the digitized image, said computer. in accordance with prepro-
grammed instructions, identifying the plurality of objects within the digitized input image, modeling shapes
representing boundaries of each of the plurality of objects, and characterizing each of the plurality of objects
by parameters including shape, position and orientation, and said computer automatically composing an output
document including a representation of at least one of the plurality of objects;
a user interface, said user interface comprising a display (34) to depict the output document and a plurality oi
user selectable optionI wherein said computer further includes preprogrammed instructions to update the dis»
play in accordance with a selection of the user selectable options; and
a printing engine to produce, in accordance with the output document, a substrate bearing marks in accordance
with representations contained in the output document.

14. The digital copying apparatus of claim 13, wherein the digitized image is a color image and wherein the marks
placed on the substrate are marks of at least two distinct colors.

15. The apparatus of claim 13 or claim 14, wherein said user interface comprises a user input device (90) responsive
to a user selection and a display to depict the output document in conjunction with user selectable options; and

wherein said programmable computer further includes preprogrammed instructions to update the display in
accordance with a selection of the user selectable options.

16. The apparatus of claim 15, wherein the programmable computerI in conjunction with the display, provide user
selectable options to:

select at least one object in the output document;
alter at least one parameter of the selected object; and
store, in memory, a version of the output document after a user has altered a parameter of at least one object
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inserting textual content into the output document;
defining a storage location tor the output document;
storing the output document;
scaling the representation of the at least one object;
rotating the representation of the at least one obiect;
cropping the representation oi the at least one object;
altering the oolorizetion of the representation of the at least one object; and
enhancing the representation of the at least one object.
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Description

FIELD OF THE INVEN110N

[0001] The invention relates generally to the field of digital image processing and. more particularly. to locating
main subjects. or equivalently, regions of photographic interest in a digital image.

BACKGROUND OF THE INVENTION

[0002] In photographic pictures. a main subject is defined as what the photographer tries to capture in the scene.
The first-party truth is defined as the opinion of the photographer and the third-party truth is defined as the opinion from
an observer other than the photographer and the subject (if applicable). In general. the first-party truth typically is not
available due to the lack of specific knowledge that the photographer may have about the people. setting. event. and
the like. On the other hand, there is. in general. good agreement among third-party observers if the photographer has
successfully used the picture to communicate his or her interest in the main subject to the viewers. Therefore. it is pos-
sible to design a method to automatically perform the task of detecting main subjects in images.
[0003] Main subject detection provides a measure of saliency or relative importance for different regions that are
associated with different subjects in an image. It enables a discriminative treatment of the scene contents for a number
of applications. The output of the overall system can be modified versions of the image. semantic information. and
action.

[0004] The methods disclosed by the prior art can be put in two major categories. The first category is considered
"pixel-based" because such methods were designed to locate interesting pixels or "spots" or "blocks". which usually do
not correspond to entities of objects or subjects in an image. The second category is considered "region-based"
because such methods were designed to locate interesting regions. which correspond to entities of objects or subjects
in an image.
[0005] Most pixel-based approaches to region-of-interest detection are essentially edge detectors. V. D. Gesu, et
al.. "Local operators to detect regions of interest," Pattern Recognition Letters. vol. 18. pp. 1077-1081. 1997. used two
local operators based on the computation of local moments and symmetries to derive the selection. Arguing that the
performance of a visual system is strongly influenced by information processing done at early vision stage. two trans-
forms named the discrete moment transform (DMT) and discrete symmetry transform (DST) are computed to measure
local cemral moments about each pixel and local radial symmetry. In order to exclude trivial symmetry cases. nonuni-
form region selection is needed. The specific DMT operator acts like a detector of prominent edges (occlusion bound-
aries) and the DST operator acts like a detector of symmetric blobs. The results from the two operators are combined
via logic "AND" operation. Some morphological operations are needed to dilate the edge-like raw output map generated
by the DMT operator.
[0006] Ft. Milanese. Detecting salient regions in an image: From biology to implementation. PhD thesis. University
of Geneva. Switzerland. 1993. developed a computational model of visual attention. which combines knowledge about
the human visual system with computer vision techniques The model is structured into three major stages. First. mul-
tiple feature maps are extracted from the input image (for examples. orientation. curvature. color contrast and the like).
Second. a corresponding number of "conspicuity" maps are computed using a derivative of Gaussian model. which
enhance regions of interest in each feature map. Finally. a nonlinear relaxation process is used to integrate the conspi-
cuity maps into a single representation by finding a compromise among inter-map and infra-map inconsistencies. The
effectiveness of the approach was demonstrated using a few relatively simple images with remarkable regions of inter-
est.

[0007] To determine an optimal tonal reproduction, J. Ft. Boyack. et al.. US. Patent No. 5.724.456. developed a sys-
tem that partitions the image into blocks. combines certain blocks into sectors, and then determines a difference
between the maximum and minimum average block values for each sector. A sector is labeled an active sector it the
difference exceeds a pre-determined threshold value. All weighted counts of active sectors are plotted versus the aver-
age luminance sector values in a histogram. which is then shifted via some predetermined criterion so that the average
luminance sector value of interest will fall within a destination window corresponding to the tonal reproduction capability
of a destination application.
[0008] In summary. this type of pixel-based approach does not explicitly detect region of interest corresponding to
semantically meaningful subjects in the scene. Flather. these methods attempt to detect regions where certain changes
occur in order to direct attention or gather statistics about the scene.
[0009] X. Marichal. et al.. "Automatic detection of interest areas of an image or of a sequence of images." in Proc.
IEEE Int. Conf. Image Process. 1996. developed a fuzzy logic-based system to detect interesting areas in a video
sequence. A number of subjective knowledge-based interest criteria were evaluated for segmented regions in an
image. These criteria include: (1) an interaction criterion (a window predefined by a human operator); (2) a border cri-
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terion (rejecting of regions having large number of pixels along the picture borders); (3) a face texture criterion (de-
emphasizing regions whose texture does not correspond to skin samples); (4) a motion criterion (rejecting regions with
no motion and low gradient or regions with very large motion and high gradient); and (5) a continuity criterion (temporal
stability in motion). The main application of this method is for directing the resources in video coding. in particular for
videophone or videoconference. It is clear that motion is the most effective criterion for this technique targeted at video
instead of still images. Moreover. the fuzzy logic functions were designed in an ad hoc fashion. Lastly, this method
requires a window predefined by a human operator. and therefore is not fully automatic.

[0010] W. Osberger. et al.. "Automatic identification of perceptually important regions in an image," in Proc. IEEE
Int. Conf Pattern Recognition. 1998, evaluated several features known to influence human visual attemion for each
region of a segmented image to produce an importance value for each feature in each region. The features mentioned
include low-level factors (contrast. size. shape. color. motion) and higher level factors (location, foreground/background.
people. context). but only contrast. size. shape. location and foreground/background (determining background by deter-
mining the proportion of total image border that is contained in each region) were implemented. Moreover. this method
chose to treat each factor as being of equal importance by arguing that (1) there is little quantitative data which indicates
the relative importance of these different factors and (2) the relative importance is likely to change from one image to
another. Note that segmentation was obtained using the split-and-merge method based on 8 x 8 image blocks and this
segmentation method often results in over-segmentation and blotchiness around actual objects.
[0011] 0. Huang. et al.. "Foreground/background segmentation of color images by integration of multiple cues." in
Proc. IEEE Int. Conf. Image Process. 1995. addressed automatic segmentation of color images into foreground and
background with the assumption that background regions are relatively smooth but may have gradually varying colors
or be lightly textured. A multi-level segmentation scheme was devised that included color clustering. unsupervised seg-
mentation based on MDL (Minimum Description Length) principle. edge-based foreground/background separation. and
integration of both region and edge-based segmentation. In particular. the MDL-based segmentation algorithm was
used to further group the regions from the initial color clustering. and the four corners of the image were used to adap-
tively determine an estimate of the background gradient magnitude. The method was tested on around 100 well-com-
posed images with prominent main subject centered in the image against large area of the assumed type of uncluttered
background.
[0012] T. F. Syeda-Mahmood. "Data and model-driven selection using color regions," Int. J. Comput. Vision. vol. 21,
no. 1. pp. 9-36. 1997. proposed a datadriven region selection method using color region segmentation and region-
based saliency measurement. A collection of 220 primary color categories was pre-defined in the form of a color LUT
(look-up-table). Pixels are mapped to one of the color categories, grouped together through connected component
analysis. and further merged according to compatible color categories. Two types of saliency measures. namely self
saliency and relative saliency. are linearly combined using heuristic weighting factors to determine the overall saliency.
In particular, self—saliency included color saturation. brightness and size while relative saliency included color contrast
(defined by CIE distance) and size contrast between the concerned region and the surrounding region that is ranked
highest among neighbors by size. extent and contrast in successive order.
[0013] In summary. almost all of these reported methods have been developed for targeted types of images: video-
conferencing or TV news broadcasting images. where the main subject is a talking person against a relatively simple
static background (Osberg. Marichal); museum images. where there is a prominent main subject centered in the image
against large area of relatively clean background (Huang); and toy-world images, where the main subject are a few dis-
tinctively colored and shaped objects (Milanese. Syeda). These methods were either not designed for unconstrained
photographic images. or even if designed with generic principles were only demonstrated for their effectiveness on
rather simple images. The criteria and reasoning processes used were somewhat inadequate for less constrained
images. such as photographic images.

SUMMARY OF THE INVENTION

[0014] It is an object of this invention to provide a method for detecting the location of main subjects within a digitally
captured image and thereby overcoming one or more problems set forth above.
[0015] It is also an object of this invention to provide a measure of belief for the location of main subjects within a
digitally captured image and thereby capturing the intrinsic degree of uncertainty in determining the relative importance
of different subjects in an image. The output of the algorithm Is in the form of a list of segmented regions ranked in a
descending order of their likelihood as potential main subjects for a generic or specific application. Furthermore. this list
can be converted into a map in which the brightness of a region is proportional to the main subject belief of the region.
[0016] It is also an object of this invention to use ground truth data. Ground truth. defined as human outlined main
subjects. is used to feature selection and training the reasoning engine.
[0017] It is also an object of this invention to provide a method of finding main subjects in an image in an automatic
manner.
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[0018] It is also an object of this invention to provide a method of finding main subjects in an image with no con-
straints or assumptions on scene contents.
[0019] It is further an object of the invention to use the main subject location and main subject belief to obtain esti-
mates of the scene characteristics.

[0020] The present invention comprises the steps of:

a) receiving a digital image:
b) extracting regions of arbitrary shape and size defined by actual objects from the digital image;
0) grouping the regions into larger segments corresponding to physically coherent objects:
d) extracting for each of the regions at least one structural saliency feature and at least one semantic saliency fea-
ture: and.

e) integrating saliency features using a probabilistic reasoning engine into an estimate of a belief that each region
is the main subject.

[0021] The above and other objects of the present invention will become more apparent when taken in conjunction
with the following description and drawings wherein identical reference numerals have been used. where possible, to
designate identical elements that are common to the figures.

ADVANTAGEOUS EFFECT OF THE INVENTION

[0022] The present invention has the following advantages of:

a robust image segmentation method capable of identifying object regions of arbitrary shapes and sizes. based on
physics-motivated adaptive Bayesian clustering and non-purposive grouping;
emphasis on perceptual grouping capable of organizing regions corresponding to different parts of physically
coherent subjects:
utilization of a non-binary representation of the ground truth. which capture the inherent uncertainty in determining
the belief of main subject. to guide the design of the system;
a rigorous, systematic statistical training mechanism to determine the relative importance of different features
through ground truth collection and contingency table building;
extensive. robust feature extraction and evidence collection;
combination of structural saliency and semantic saliency. the latter facilitated by explicit identification of key fore-
ground— and background- subject matters:
combination of self and relative saliency measures for structural saliency features: and.
a robust Bayes net-based probabilistic inference engine suitable for integrating incomplete information.

BRIEF DESCRIPTION OF THE DRAWINGS

[0023]

Fig. 1 is a perspective view of a computer system for implementing the present invention;
Fig. 2 is a block diagram illustrating a software program of the present invention:
Fig. 3 is an illustration of the sensitivity characteristic of a belief sensor with sigmoidal shape used in the present
invention:
Fig. 4 is an illustration of the location PDF with unknown-orientation. Fig. 4(a) is an illustration of the PDF in the
form of a 2D function, Fig. 4(b) is an illustration of the PDF in the form of its projection along the width direction.
and Fig. 4(a) is an illustration of the PDF in the form of its projection along the height direction;
Fig. 5 is an illustration of the location PDF with known-orientation. Fig. 5(a) is an illustration of the PDF in the form
of a 20 function, Fig. 5(b) is an illustration of the PDF in the form of its projection along the width direction, and Fig.
5(a) is an illustration of the PDF in the form of its projection along the height direction:
Fig. 6 is an illustration of the computation of relative saliency for the central circular region using an extended neigh-
borhood as marked by the box of dotted line;
Fig. 7 is an illustration of a two-level Bayes net used in the present invention; and.
Fig. 8 is block diagram of a preferred segmentation method.

DETAILED DESCRIPTION OF THE INVEN110N

[0024] In the following description, the present invention will be described in the preferred embodiment as a soft-
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ware program. Those skilled in the art will readily recognize that the equivalent of such software may also be con-
structed in hardware.

[0025] Still further. as used herein. computer readable storage medium may comprise. for example: magnetic stor-
age media such as a magnetic disk (such as a floppy disk) or magnetic tape; optical storage media such as an optical
disc. optical tape, or machine readable bar code; solid state electronic storage devices such as random access memory
(RAM). or read only memory (ROM); or any other physical device or medium employed to store a computer program.
[0026] Referring to Fig. 1. there is illustrated a computer system 10 for implementing the present invention.
Although the computer system 10 is shown for the purpose of illustrating a preferred embodiment. the present invention
is not limited to the computer system 10 shown. but may be used on any electronic processing system. The computer
system 10 includes a microprocessor based unit 20 for receiving and processing software programs and for performing
other processing functions. A touch screen display 30 is electrically connected to the microprocessor based unit 20 for
displaying user related information associated with the software. and for receiving user input via touching the screen. A
keyboard 40 is also connected to the microprocessor based unit 20 for permitting a user to input information to the soft-
ware. As an alternative to using the keyboard 40 for input, a mouse 50 may be used for moving a selector 52 on the
display 30 and for selecting an item on which the selector 52 overlays. as is well known in the art.
[0027] A compact disk-read only memory (CD-ROM) 55 is connected to the microprocessor based unit 20 for
receiving software programs and for providing a means of inputting the software programs and other information to the
microprocessor based unit 20 via a compact disk 57. which typically includes a software program. In addition. a floppy
disk 61 may also include a software program. and is inserted into the microprocessor based unit 20 for inputting the
software program. Still further. the microprocessor based unit 20 may be programmed. as is well know in the art. for
storing the software program internally. A printer 56 is connected to the microprocessor based unit 20 for printing a
hardcopy of the output of the computer system 10.
[0028] Images may also be displayed on the display 30 via a personal computer card (PC card) 62 or. as it was for-
merly known. a personal computer memory card international association card (PCMCIA card) which contains digitized
images electronically embodied the card 62. The PC card 62 is ultimately inserted into the microprocessor based unit
20 for permitting visual display of the image on the display 30.
[0029] Referring to Fig. 2. there is shown a block diagram of an overview of the present invention. First. an input
image of a natural scene is acquired and stored SO in a digital form. Then. the image is segmented 82 into a few regions
of homogeneous properties. Next, the region segments are grouped into larger regions based on similarity measures
34 through non-purposive perceptual grouping. and further grouped into larger regions corresponding to perceptually
coherent objects SS though purposive grouping (purposive grouping concerns specific objects). The regions are eval-
uated for their saliency SB using two independent yet complementary types of saliency features - structural saliency
features and semantic saliency features. The structural saliency features. including a set of low-level early vision fea-
tures and a set of geometric features. are extracted 88a. which are further processed to generate a set of self saliency
features and a set of relative saliency features. Semantic saliency features in the forms of key subject matters. which
are likely to be part of either foreground (for example. people) or background (for example. sky. grass). are detected 88b
to provide semantic cues as well as scene context cues. The evidences of both types are integrated 810 using a rea-
soning engine based on a Bayes net to yield the final belief map of the main subject S12.
[0030] To the end of semantic interpretation of images. a single criterion is clearly insufficient. The human brain.
furnished with its a priori knowledge and enormous memory of real world subjects and scenarios. combines different
subjective criteria in order to give an assessment of the interesting or primary subject(s) in a scene. The following exten-
sive list of features are believed to have influences on the human brain in performing such a somewhat intangible task
as main subject detection: location. size. brightness. colorfulness. texturefulness. key subject matter, shape. symmetry.
spatial relationship (surroundedness/occlusion). borderness. indoor/outdoor. orientation. depth (when applicable). and
motion (when applicable for video sequence).
[0031] In the present invention. the low-level early vision features include color. brightness. and texture. The gec-
metric features include location (centrality). spatial relationship (borderness. adjacency. surroundedness. and occlu-
sion). size. shape. and symmetry. The semantic features include flesh. face. sky. grass. and other green vegetation.
Those skilled in the art can define more features without departing from the scope of the present invention.

82: Region Segmentation

[0032] The adaptive Bayesian color segmentation algorithm (Luo et al.. "Towards physics-based segmentation of
photographic color images." Proceedings of the IEEE International Conference on Image Processing. 1997) is used to
generate a tractable number of physically coherent regions of arbitrary shape. Although this segmentation method is
preferred. it will be appreciated that a person of ordinary skill in the art can use a different segmentation method to
obtain object regions of arbitrary shape without departing from the scope of the present invention. Segmentation of arbi-
trarily shaped regions provides the advantages of: (1) accurate measure of the size. shape. location of and spatial rela-
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tionship among objects: (2) accurate measure of the color and texture of objects; and (3) accurate classification of key
subject matters.

[0033] Referring to Fig. 8. there is shown a block diagram of the preferred segmentation algorithm. First. an initial
segmentation of the image into regions is obtained $50. A color histogram of the image is computed and then parti-
tioned into a plurality of clusters that correspond to distinctive, prominent colors in the image. Each pixel of the image
is classified to the closest cluster in the color space according to a preferred physics-based color distance metric with
respect to the mean values of the color clusters (Luo et al.. "Towards physics-based segmentation of photographic color
images," Proceedings of the IEEE International Conference on Image Processing. 1997). This classification process
results in an initial segmentation of the image. A neighborhood window is placed at each pixel in order to determine
what neighborhood pixels are used to compute the local color histogram for this pixel. The window size is initially set at
the size of the entire image 862. so that the local color histogram is the same as the one for the entire image and does
not need to be recomputed. Next. an iterative procedure is performed between two alternating processes: re—computing
SS4 the local mean values of each color class based on the current segmentation. and re-classifying the pixels accord-
ing to the updated local mean values of color classes 856. This iterative procedure is performed until a convergence is
reached 860. During this iterative procedure. the strength of the spatial constraints can be adjusted in a gradual manner
858 (for example, the value of p. which indicates the strength of the spatial constraints. is increased linearly with each
iteration). After the convergence is reached for a particular window size. the window used to estimate the local mean
values for color classes is reduced by half in size 862. The iterative procedure is repeated for the reduced window size
to allow more accurate estimation of the local mean values for color classes. This mechanism introduces spatial adap-

tivity into the segmentation process. Finally. segmentation of the image is obtained when the iterative procedure
reaches convergence for the minimum window size SS4.

4 :Pr I to in

[0034] The segmented regions may be grouped into larger segments that consist of regions that belong to the
same object. Perceptual grouping can be non-purposive and purposive. Referring to Fig. 2, non-purposive perceptual
grouping S4 can eliminate over-segmentation due to large illumination differences. for example, a table or wall with
remarkable illumination falloff over a distance. Purposive perceptual grouping $6 is generally based on smooth. nonco-
incidental connection of joints between parts of the same object. and in certain cases models of typical objects (for
example. a person has head. torso and limbs).
[0035] Perceptual grouping facilitates the recognition of high-level vision features. Vlmhout proper perceptual group-
ing. it is difficult to perform object recognition and proper assessment of such properties as size and shape. Perceptual
grouping includes: merging small regions into large regions based on similarity in properties and compactness of the
would-be merged region (non-purposive grouping): and grouping parts that belong to the same object based on com-
monly shared background. compactness of the would-be merged region. smoothness in contour connection between
regions. and model of specific object (purposive grouping).

83: Feature Extragign

[0036] For each region. an extensive set of features. which are shown to contribute to visual attention, are extracted
and associated evidences are then computed. The list of features consists of three categories - low-level vision fea-
tures. geometric features. and semantic features. For each feature. either or both of a self-saliency feature and a rela-
tive saliency feature are computed. The self-saliency is used to capture subjects that stand out by themselves (for
example. in color. texture. location and the like). while the relative saliency is used to capture subjects that are in high
contrast to their surrounding (for example. shape). Furthermore. raw measurements of features. self salient or relatively
salient, are converted into evidences. whose values are normalized to be within [0, 1.0]. by belief sensor functions with
appropriate nonlinearity characteristics. Referring to Fig. 3. there is shown a sigmoid-shaped belief sensor function
used in the present invention. A raw feature measurement that has a value between a minimum value and a maximum
value is mapped to a belief value within [0. 1]. A Gaussian-shaped belief sensor function (not shown) is also used for
some features. as will be described hereinbelow.

Strugjirgl saliency feat rfi

[0037] Structural saliency features include individually or in combination self saliency features and relative saliency
features.

[0038] Referring to Fig. 6. an extended neighborhood is used to compute relative saliency features. First. a mini-
mum bounding rectangle (MBR) 14 of a region of concern 10 (shown by the central circular region) is determined. Next.
this MBR is extended in all four directions (stopping at the image borders wherever applicable) of the region using an
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appropriate factor (for example, 2). All regions intersecting this stretched MBFt 12, which is indicated by the dotted lines,
are considered neighbors of the region. This extended neighborhood ensures adequate context as well natural scala-
bility for computing the relative saliency features.
[0039] The following structural saliency features are computed:

- contrast in hue (a relative saliency feature)

[0040] In terms of color, the contrast in hue between an object and its surrounding is a good indication of the sail-
ency in color.

Ilhue 'hue surroundin ll
contrasfcalar = Z T—g' (1)

neighborth surraundlng

where the neighborhood refers to the context previously defined and henceforth.

- colorfulness (a self-saliency feature) and contrast in colorfulness (a relative saliency feature)

[0041] In terms of colorfulness, the contrast between a colorful object and a dull surrounding is almost as good an
indicator as the contrast between a dull object and a colorful surrounding. Therefore, the contrast in colorfulness should
always be positive. In general, it is advantageous to treat a self saliency and the corresponding relative saliency as sep-
arate features rather than combining them using certain heuristics. The influence of each feature will be determined
separately by the training process. which will be described later.

colorfulness = saturation (2)

[saturatton- saturatton sum ”Mr—ma
contrastwmmmeas = saturation

(3)
surrounding

- brightness (a self-saliency feature) and contrast in brightness (a relative saliency feature)

[0042] In terms of brightness, the contrast between a bright object and a dark surrounding is almost as good as the
contrastbetween adark object and a bright surrounding. In particular. the main subject tends to be lit up in flash scenes.

brightness = luminance (4)

Dirt fatness-or fitness

comrasrbrfghtness = I 9' ’Q surmundlngl (5)
br’gh39955 surrounding

- texturefulness (a self—saliency feature) and contrast in texturefulness (a relative saliency feature)

[0043] In terms of texturefulness. in general, a large uniform region with very little texture tends to be the back-
ground. On the other hand. the contrast between a highly textured object and a nontextured or less textured surround-
ing is a good indication of main subjects. The same holds for a non-textured or less textured object and a highly textured
surrounding.

texturefulness = texture_energy (6)

m, t _W00 as texturefulness " texturefufness
(7)

surroundlng

- location (a sell-saliency feature)

[0044] In terms of location, the main subject tends to be located near the center instead of the peripheral of the
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image. though not necessarily right in the center of the image. In fact, professional photographers tend to position the
main subject at the horizontal gold partition positions.

[0045] The centroid of a region alone is usually not sufficient to indicate the location of the region without any indi-
cation of its size and shape. A centrality measure is defined by computing the integral of a probability density function
(PDF) over the area of a given region. The PDF is derived from a set of training images. in which the main subject
regions are manually outlined. by summing up the ground truth maps over the entire training set. In other words. the
PDF represents the distribution of main subjects in terms of location. A more important advantage of this centrality
measure is that every pixel of a given region. not just the centroid. contributes to the centrality measure of the region to
a varying degree depending on its location,

. 1

centrality = N— Z PDF= MSD_[gca[ion(Xr Y) (3)
R (xlyiea

where (x.y) denotes a pixel in the region Ft, N; is the number of pixels in region Fl, and PDFMSD [Damon denotes a 2D
probability density function (PDF) of main subject location. If the orientation is unknown. the PDT= is symmetric about
the center of the image in both vertical and horizontal directions, which results in an orientation-independent centrality
measure. An orientation-unaware PDF is shown in Fig. 4(a) and the projection in the width and height directions are
also shown in Fig. 4(b) and Fig. 4(c). respectively. If the orientation is known. the PDF is symmetric about the center of
the image in the horizontal direction but not in the vertical direction. which results in an orientation-aware centrality
measure. An orientation-aware PDF is shown in Fig. 5(a) and the projection in the horizontal and vertical directions are
also shown in Fig. 5(b) and Fig. 5(c). respectively.

- size (a self saliency feature)

[0046] Main subjects should have considerable but reasonable sizes. However. in most cases. very large regions
or regions that span at least one spatial direction (for example, the horizontal direction) are most likely to be background
regions. such as sky. grass. wall. snow. or water. In general, both very small and very large regions should be dis-
counted.

 

0 ffs>s4

—fl ifs>s3ands<s453—52

size: 1 ifs>sZands<s3 (9)

s—sl ifs>slands<52
s2—s1

0 ifs<sl

where st. s2. s3. and 54 are predefined threshold (51 < s2 < s3 < $4).
[0047] In practice. the size of a region is measured as a fraction of the entire image size to achieve invariance to
scaling.

re for:
size = .g—Pm (10)

Image pm“

[0048] In this invention. the region size is classified into one of three bins, labeled "small." "medium" and "large"
using two thresholds 52 and as. where 52 < 53.

- shape (a self-saliency feature) and contrast in shape (a relative saliency feature)

[0049] In general. objects that have distinctive geometry and smooth contour tend to be man-made and thus have
high likelihood to be main subjects. For example. square. round. elliptic. or triangle shaped objects. In some cases, the
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contrast in shape indicates conspicuity (for example. a child among a pool of bubble balls).

[0050] The shape features are divided into two categories. self salient and relatively salient. Self salient features
characterize the shape properties of the regions themselves and relatively salient features characterize the shape prop-
erties of the regions in comparison to those of neighboring regions.
[0051] The aspect ratio of a region is the major axis/minor axis of the region. A Gaussian belief function maps the
aspect ratio to a belief value. This feature detector is used to discount long narrow shapes from being part of the main
subject.
[0052] Three different measures are used to characterize the convexity of a region: (1) perimeter-based - perimeter
of the convex hull divided by the perimeter ol region; (2) area-based - area of region divided by the area of the convex
hull; and (3) hyperconvexity - the ratio of the perimeter-based convexity and area-based convexity. In general. an object
of complicated shape has a hyperconvexity greater than 1.0. The three convexity features measure the compactness
of the region. Sigmoid belief functions are used to map the convexity measures to beliefs.
[0053] The rectangularity is the area of the MBR of a region divided by the area of the region. A sigmoid belief func-
tion maps the rectangularity to a belief value. The circularity is the square of the perimeter of the region divided by the
area of region. A sigmoid belief function maps the circularity to a belief value.
[0054] Relative shape-saliency features include relative rectangularity, relative circularity and relative convexity In
particular, each of these relative shape features is defined as the average difference between the corresponding self
salient shape feature of the region and those of the neighborhood regions. respectively. Finally, a Gaussian function is
used to map the relative measures to beliefs.

- symmetry (a self-saliency feature)

[0055] Objects of striking symmetry. natural or artificial, are also likely to be of great interest. Local symmetry can
be computed using the method described by V. D. Gesu, et at. "Local operators to detect regions of interest," Pattern
Recognition Letters. vol. 18. pp. 1077-1081. 1997.

- spatial relationship (a relative saliency feature)

[0056] In general, main subjects tend to be in the foreground. Consequently. main subjects tend to share bounda-
ries with a lot of background regions (background clutter). or be enclosed by large background regions such as sky,
grass. snow, wall and water. or occlude other regions. These characteristics in terms of spatial relationship may reveal
the region of attention. Adjacency, surroundedness and occlusion are the main features in terms of spatial relationship.
In many cases. occlusion can be inferred from T-junctions (L. Fl. Vlntliams, "Perceptual organization of occluding con-
tours," in Proc. IEEE Int. Conf. Computer Vision, 1990) and fragments can be grouped based on the principle of per-
ceptual occlusion (J. August, et at, "Fragment grouping via the principle of perceptual occlusion," in Proc. IEEE int.
Conf. Pattern Recognition. 1996).
[0057] in particular. a region that is nearly completely surrounded by a single other region is more likely to be the
main subject. Surroundedness is measured as the maximum fraction of the region's perimeter that is shared with any
one neighboring region. A region that is totally surrounded by a single other region has the highest possible surround-
edness value of 1.0.

Ian I: a common border
surroundednes; = max FgLL_H_-—

neighbors regionjerzmeter
(11)

- borderness (a self-saliency feature)

[0058] Many background regions tend to contact one or more of the image borders. In other words, a region that
has significant amount of its contour on the image borders tends to belong to the background. The percentage of the
contour points on the image borders and the number of image borders shared (at most four) can be good indications of
the background.
[0059] In the case where the orientation is unknown. one borderness feature places each region in one of six cat-
egories determined by the number and configuration of image borders the region is "in contact" with. A region is "in con-
tact" with a border when at least one pixel in the region falls within a fixed distance of the border of the image. Distance
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is expressed as a fraction of the shorter dimension of the image. The six categories for borderness_a are defined in
Table 1.

Table 1

Categories for orientation-independent borderness_a.

Category The region is in contact with...

.none of the image borders
[0060] Knowing the proper orientation of the image allows us to refine the borderness feature to account for the fact
that regions in contact with the top border are much more likely to be background than regions in contact with the bot-
tom. This feature places each region in one of 12 categories determined by the number and configuration of image bor-
ders the region is "in contact" with. using the definition of "in contact with" from above. The four borders of the image
are labeled as "Top". "Bottom", "Left". and "Flight" according to their position when the image is oriented with objects in
the scene standing upright. In this case. the twelve categories for borderness_b are defined in Table 2, which lists each
possible combination of borders a region may be in contact with, and gives the category assignment for that combina-
tion.

  

  

   
 exactly one of the image borders

  exactly two of the image borders. adiacent to one another  
 exactly two of the image borders. opposite to one another

  exactly three of the image borders  
 exactly four (all) of the image borders

  

Table 2

Categories for orientation-dependent
borderness_a.

The region Is in contact with... Category

N O

momummm-phmwmd-<'<'<Z-<-<ZZZ'<Z<ZZZZ
3

-<-<Z-<-<-<ZZZZ-<Z-<ZZZ
N

N

Y

N

N

N

N

Y

Y

Y

N

N

Y

Y

Y

Y

-<Z-<-<-<Z-<ZZ-<-<ZZZ
_a _|

 
10

Page 262 of 309



Page 263 of 309

10

15

20

25

50

35

4o

45

50

55

EP 1 017019 A2

[0061] Regions that include a large fraction of the image border are also likely to be background regions. This fea-
ture indicates what fraction of the image border is in contact with the given region.

perimeter_pixels_irt_tffis_r8050f?

borderness_b =W
(12)

[0062] When a large fraction of the region perimeter is on the image border. a region is also likely to be background.
Such a ratio is unlikely to exceed 0.5. so a value in the range [0.1] is obtained by scaling the ratio by a factor of 2 and
saturating the ratio at the value of 1.0.

minim*nunuegiongerimetemfxef;cn_borcfer}borderness_c = . .
reg/on_penmeter (13)

[0063] Again, note that instead of a composite borderness measure based on heuristics, all the above three bor-
derness measures are separately trained and used in the main subject detection.

Semantic saliency features

- fleshfface/people (foreground, self saliency features)

[0064] A majority of photographic images have people and about the same number of images have sizable faces
in them. In conjunction with certain shape analysis and pattern analysis, some detected flesh regions can be identified
as faces. Subsequently, using models of human figures. flesh detection and face detection can lead to clothing detec-
tion and eventually people detection.
[0065] The current flesh detection algorithm utilizes color image segmentation and a pre-determined flesh distribu-
tion in a chrominance space (Lee, "Color image quantization based on physics and psychophysics," Journal of Society
of Photographic Science and Technology of Japan, Vol. 59. No. 1, pp. 212-225, 1996). The flesh region classification is
based on Maximum Likelihood Estimation (MLE) according to the average color of a segmented region. The conditional
probabilities are mapped to a belief value via a sigmoid belief function.
[0066] A primitive face detection algorithm is used in the present invention. It combines the flesh map output by the
flesh detection algorithm with other face heuristics to output a belief in the location of faces in an image. Each region in
an image that is identified as a flesh region is fitted with an ellipse. The major and minor axes of the ellipse are calcu-
lated as also the number of pixels in the region outside the ellipse and the number of pixels in the ellipse not part of the
region. The aspect ratio is computed as a ratio of the major axis to the minor axis. The belief for the face is a function
of the aspect ratio of the fitted ellipse. the area of the region outside the ellipse, and the area of the ellipse not part of
the region. A Gaussian belief sensor function is used to scale the raw function outputs to beliefs.
[0067] It will be appreciated that a person of ordinary skill in the art can use a different face detection method with-
out departing from the present invention.

- key background subject matters (self saliency features)

[0068] There are a number of objects that frequently appear in photographic images. such as sky, cloud. grass.
tree. foliage. vegetation. water body (river. lake. pond). wood. metal. and the like. Most of them have high likelihood to
be background objects. Therefore, such objects can be ruled out while they also serve as precursors for main subjects
as well as scene types.
[0069] Among these background subject matters. sky and grass (may include other green vegetation) are detected
with relatively high confidence due to the amount of constancy in terms of their color. texture. spatial extent. and spatial
location.

Profibilisjfg Reasoning

[0070] All the saliency features are integrated by a Bayes net to yield the likelihood of main subjects. On one hand.
different evidences may compete with or contradict each other. On the other hand, different evidences may mutually
reinforce each other according to prior models or knowledge of typical photographic scenes Both competition and rein-
forcemerrt are resolved by the Bayes net-based inference engine.
[0071] A Bayes net (J. Pearl, Probabilistic Reasoning in Intelligent Systems. San Francisco, CA: Morgan
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Kaufmann, 1988) is a directed acyclic graph that represents causality relationships between various entities in the
graph. The direction of links represents causality. It is an evaluation means knowing joint Probability Distribution Func-
tion (PDF) among various entities. lts advantages include explicit uncertainty characterization. fast and efficient com-
putation, quick training, high adaptivity and ease of building, and representing contextual knowledge in human
reasoning framework A Bayes net consists of four components:

1. Priors: The initial beliefs about various nodes in the Bayes net
2. Conditional Probability Matrices (CPMs): the statistical relationship between two connected nodes in the Bayes
net

3. Evidences: Observations from feature detectors that are input to the Bayes net
4. Poeteriora: The final computed beliefs after the evidences have been propagated through the Bayes net.

[0072] Referring to Fig. 7, a two-level Bayesian net is used in the present invention that assumes conditional inde-
pendence between various feature detectors. The main subject is determined at the root node 20 and all the feature
detectors are at the leaf nodes 22. There is one Bayes net active for each region (identified by the segmentation algo-
rithm) in the image. The root node gives the posterior belief in that region being part of the main subject. It is to be
understood that the present invention can be used with a Bayes net that has more than two levels without departing
from the scope of the present invention.

Training Bayes nets

[0073] One advantage of Bayes nets is each link is assumed to be independent of links at the same level. There-
fore. it is convenient for training the entire net by training each link separately. i.e., deriving the CPM for a given link inde-
pendent of others. In general. two methods are used for obtaining CPM for each root-feature node pair:

1. Using Expert Knowledge

[0074] This is an ad-hoc method. An expert is consulted to obtain the conditional probabilities of each feature
detector observing the main subject given the main subject.

2. Using Contingency Tables

[0075] This is a sampling and correlation method. Multiple observations of each feature detector are recorded
along with information about the main subject. These observations are then compiled together to create contingency
tables which, when normalized. can then be used as the CPM. This method is similar to neural network type of training
(learning). This method is preferred in the present invention.
[0076] Consider the CPM for centrality as an example. This matrix was generated using contingency tables derived
from the ground truth and the feature detector. Since the feature detector in general does not supply a binary decision
(referring to Table 3). fractional frequency count is used in deriving the CPM. The entries in the CPM are determined by

CPM=[[Z Z n,FIT,)P]T (14)IEI reH,

Ferrari ”.ng T,=it6fi writ.

P = diagtpji. p,- = (2 Z n,t,) ,IE, rEFI‘i

where l is the set of all training images, Hi is the set of all regions in image i, ni is the number of observations (observers)
for image i. Moreover, Fr represents an M-label feature vector for region r. Tr represents an L-level ground-truth vector,
and P denotes an L x L diagonal matrix of normalization constant factors. For example, in Table 3, regions 1, 4, 5 and
7 contribute to boxes 00. 11, 10 and 01 in Table 4. respectively. Note that all the belief values have been normalized by
the proper belief sensors. As an intuitive interpretation of the first column of the CPM for centrality, a "central" region is
about twice as likely to be the main subject than not a main subject.
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Table 3

An example of training the CPM.

Region Number Ground Truth Feature Detector Output Contribu-
tion 

mflmm-FCONA 
Table 4

The trained CPM.

 Main subject = 1 0.35 (11) 0.65 (01)

Main subject: 0 0.17 (10) 0.83 (00)

[0077] The output of the algorithm is in the form of a list of segmented regions ranked in a descending order of their
likelihood as potential main subjects for a generic or specific application. Furthermore. this list can be converted into a
map in which the brightness of a region is proportional to the main subject belief of the region. This "belief" map is more
than a binary map that only indicates location of the determined main subject. The associated likelihood is also
attached to each region so that the regions with large brightness values correspond to regions with high confidence or
belief being part of the main subject. This reflects the inherent uncertainty for humans to perform such a task. However,
a binary decision, when desired, can be readily obtained by applying an appropriate threshold to the belief map. More-
over, the belief information may bevery useful for downstream applications. For example. different weighting factors can
be assigned to different regions in determining bit allocation for image coding.
[0078] Other aspects of the invention include:

1. The method wherein the step of extracting for each of the regions at least one structural saliency feature and at
least one semantic saliency feature includes using an extended neighborhood window to compute a plurality of the
relative saliency features, wherein the extended neighborhood window is determined by the steps of:

(cl) finding a minimum bounding rectangle of a region;
(c2) stretching the minimum bounding rectangle in all four directions proportionally: and
(c3) defining all regions intersecting the stretched minimum bounding rectangle as neighbors of the region.

2. The method as in claim 4, wherein the step of extracting for each of the regions at least one structural saliency
feature and at least one semantic saliency feature includes using a centrally as the location feature, wherein the
centrality feature is computed by the steps of:

(61) determining a probability density function of main subject locations using a collection of training data;
(c2) computing an integral of the probability density function over an area of a region; and,
(03) obtaining a value of the centrality feature by normalizing the integral by the area of the region.
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3. The method wherein the step of extracting for each of the regions at least one structural saliency feature and at
least one semantic saliency feature includes using a hyperconvexity as the convexity feature. wherein the hyper-
convexity feature is computed as a ratio of a perimeter-based convexity measure and an area-based convexity
measure.

4. The method wherein the step of extracting for each of the regions at least one structural saliency feature and at
least one semantic saliency feature includes computing a maximum fraction of a region perimeter shared with a
neighboring region as the surroundedness feature.

5. The method wherein the step of extracting for each of the regions at least one structural saliency feature and at
least one semantic saliency feature includes using an orientation-unaware borderness feature as the borderness
feature, wherein the orientation-unaware borderness feature is categorized by the number and configuration of
image borders a region is in contact with, and all image borders are treated equally.

6. The method wherein the step of extracting for each of the regions at least one structural saliency feature and at
least one semantic saliency feature includes using an orientation-aware borderness feature as the borderness fea-
ture. wherein the orientation-aware borderness feature is categorized by the number and configuration of image
borders a region is in contact with. and each image border is treated differently.

7. The method wherein the step of extracting for each of the regions at least one structural saliency feature and at
least one semantic saliency feature includes using the borderness feature that is determined by what fraction of an
image border is in contact with a region.

8. The method wherein the step of extracting for each of the regions at least one structural saliency feature and at
least one semantic saliency feature includes using the borderness feature that is determined by what fraction of a
region border is in contact with an image border.

9. The method wherein the step of integrating the structural saliency feature and the semantic feature using a prob-
abilistic reasoning engine into an estimate of a belief that each regions is the main subject includes using a belief
sensor function to convert a measurement of a feature into evidence. which is an input to a Bayes net.

10. The method wherein the step of integrating the structural saliency feature and the semantic feature using a
probabilistic reasoning engine into an estimate of a belief that each region is the main subject includes outputting
a belief map. which indicates a location of and a belief in the main subject.

11. The method wherein the step of extracting for each of the regions at least one structural saliency feature and
at least one semantic saliency feature includes using a color distance metric defined in a color space. a spatial
homogeneity constraint, and a mechanism for permitting spatial adaptivity.

12. The method wherein the step of extracting for each of the regions at least one structural saliency feature and
at least one semantic saliency feature includes using either individually or in combination at least one low-level
vision feature and at least one geometric feature as the structural saliency feature.

13. The method wherein the step of extracting for each of the regions at least one structural saliency feature and
at least one semantic saliency feature includes using either individually or in combination a color, brightness and/or
texture as a low-level vision feature: a location. size. shape, convexity, aspect ratio. symmetry, borderness, sur-
roundedness and/or occlusion as a geometric feature; and a flesh. face. sky. grass and/or other green vegetation
as the semantic saliency feature.

14. The method wherein the step of integrating the structural saliency feature and the semantic feature using a
probabilistic reasoning engine into an estimate of a belief that each regions is the main subject includes using a
collection of human opinions to train the reasoning engine to recognize the relative importance of the saliency fea-
tures.

15. The method wherein the step of extracting for each of the regions at least one structural saliency feature and
at least one semantic saliency feature includes using either individually or in combination a self-saliency feature
and a relative saliency feature as the structural saliency feature.
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16. The method wherein the step of extracting for each of the regions at least one structural saliency feature and
at least one semantic saliency feature includes using an extended neighborhood window to compute a plurality of
the relative saliency features, wherein the extended neighborhood window is determined by the steps of:

(c1) finding a minimum bounding rectangle of a region;
(c2) stretching the minimum bounding rectangle in all four directions proportionally; and.
(03) defining all regions intersecting the stretched minimum bounding rectangle as neighbors of the region.

17. The method wherein the step of extracting for each of the regions ate least one structural saliency feature and
at least one semantic saliency feature includes using a centralty as the location feature. wherein the centrality fea-
ture is computed by the steps of:

(c1) determining a probability density function of main subject locations using a collection of training data:
(c2) computing an integral of the probability density function over an area of a region: and.
(03) obtaining a value of the centrality feature by normalizing the integral by the area of the region.

18. The method wherein the step of extracting for each of the regions at least one structural saliency feature and
at least one semantic saliency feature includes using a hyperconvexity as the convexity feature, wherein the hyper-
convexity feature is computed as a ratio of a perimeter-based convexity measure and an area-based convexitymeasure.

19. The method wherein the step of extracting for each of the regions at least one structural saliency feature and
at least one semantic saliency feature includes computing a maximum traction of a region perimeter shared with a
neighboring region as the surroundednass feature.

20. The method wherein the step of extracting for each of the regions at least one structural saliency feature and
at least one semantic saliency feature includes using an orientation-unaware borderness feature as the borderness
feature. wherein the orientation-unaware borderness feature is categorized by the number and configuration of
image borders a region is in contact with. and all image borders are treated equally.

21. The method wherein the step of extracting for each of the regions at least one structural saliency feature and
at least one semantic saliency feature includes using an orientation-aware borderness feature as the borderness
feature. wherein the orientation-aware borderness feature is categorized by the number and configuration of image
borders a region is in contact with. and each image border is treated differently.

22. The method wherein the step of extracting for each of the regions at least one structural saliency feature and
at least one semantic saliency feature includes using the borderness feature that is determined by what fraction of
an image border is in contact with a region.

23. The method wherein the step of extracting for each of the regions at least one structural saliency feature and
at least one semantic saliency feature includes using the borderness feature that is determined by what fraction of
a region border is in contact with an image border.

24. The method wherein the step of integrating the structural saliency feature and the semantic feature using a
probabilistic reasoning engine into an estimate of a belief that each region is the main subject includes using a
Bayes net as the reasoning engine.

25. The method wherein the step of integrating the structural saliency feature and the semantic feature using a
probabilistic reasoning engine into an estimate of a belief that each region is the main subject includes using a con-
ditional probability matrix that is determined by using fractional frequency counting according to a collection of train-
ing data.

26. The method wherein the step of integrating the structural saliency feature and the semantic feature using a
probabilistic reasoning engine into an estimate of a belief that each region is the main subject includes using a
belief sensor function to convert a measurement of a feature into evidence, which is an input to a Bayes net.

27. The method wherein the step of extracting for each of the regions at least one structural saliency feature and
at least one semantic saliency feature includes outputting a belief map, which indicates a location of and a belief in
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the main subject.

Claims

1. A method for detecting a main subject in an image, the method comprising the steps of:

a) receiving a digital image:
b) extracting regions of arbitrary shape and size defined by actual objects from the digital image;
c) extracting for each of the regions at least one structural saliency feature and at least one semantic saliency
feature ; and,
d) integrating the structural saliency feature and the semantic feature using a probabilistic reasoning engine
into an estimate of a belief that each region is the main subject.

The method as in claim 1. wherein step (b) includes using a color distance metric defined in a color space, a spatial
homogeneity constraint, and a mechanism for permitting spatial adaptivity.

The method as in claim 1. wherein step (0) includes using either individually or in combination at least one low-level
vision feature and at least one geometric feature as the structural saliency feature.

The method as in claim 1 .wherein step (0) includes using either individually or in combination a color. brightness
and/or texture as a low-level vision feature; a location. size. shape, convexity. aspect ratio, symmetry, borderness.
surroundedness and/or occlusion as a geometric feature: and a flesh. face. sky, grass and/or other green vegeta-
tion as the semantic saliency feature.

The method as in claim 1, wherein step (d) includes using a collection of human opinions to train the reasoning
engine to recognize the relative importance of the saliency features.

The method as in claim 1. wherein step (c) includes using either individually or in combination a self-saliency fea-
ture and a relative saliency feature as the structural saliency feature.

The method as in claim 1. wherein step (d) includes using a Bayes net as the reasoning engine.

The method as in claim 1. wherein step (d) includes using a conditional probability matrix that is determined by
using fractional frequency counting according to a collection of training data.

A method for detecting a main subject in an image, the method comprising the steps of:

a) receiving a digital image;
b) extracting regions of arbitrary shape and size defined by actual objects from the digital image:
0) grouping the regions into larger segments corresponding to physically coherent objects;
d) extracting for each of the regions at least one structural saliencyfeature and at least one semantic saliency
feature: and.
e) integrating the structural saliency feature and the semantic feature using a probabilistic reasoning engine
into an estimate of a belief that each region is the main subject.

10. The method as in claim 9. wherein step (0) includes using either individually or in combination non-purposive
grouping and purposive grouping.
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Description

[0001] The invention relates to producing an image of a portion of a photographic image onto a receiver by using
digital image processing.
[0002] For many decades. traditional commercial photofinishing systems have placed limits on the features offered
to consumers to promote mass production. Among those features that are unavailable conventionally, zooming and
cropping have been identified by both consumers and photofinishers as extremely useful additional features that could
potentially improve the quality of the finished photographs and the subsequent picture sharing experiences. With the
advent of, and rapid advances in digital imaging, many of the technical barriers that existed in traditional photography
no longer stand insurmountable.
[0003] Hybrid and digital photography provide the ability to crop undesirable content from a picture, and magnify or
zoom the desired content to fill the entire photographic print. In spite of the fact that some traditional cameras with
zoom capability provide consumers greatercontrol over composing the desired scene content, studies have found that
photographers may still wish to perform a certain amount of cropping and zooming when viewing the finished photo-
graph at a later time. lmprecise viewfinders of many point-and-shoot cameras, as well as simply second-guessing their
initial compositions, are factors in the desirability of zoom and crop. In addition, it maybe desirable to use some other
regular bordertemplates such as ovals, heart shapes. squares. and so forth. In another scenario, some people com—
monly referred to as "scrapbookers" tend to perform more aggressive crop in making a scrapbook, for example, cutting
along the boundary of objects.
[0004] There are significant differences in objectives and behaviors between these two types of cropping. namely
album-making and scrapbook making, with the latter more difficult to understand and summarize. The invention de-
scribed below performs automatic zooming and cropping for making photographic prints. One customer focus group
study indicated that it would be beneficial to provide customers a double set of prints-- one regular and one zoom.
Moreover, it is preferred that the cropping and zooming be done automatically. Most customers do not want to think
about how the zooming and cropping is being done as long as the content and quality (for example. sharpness) of the
cropped and zoomed pictures is acceptable.
[0005] There has been little research on automatic zoom and crop due to the apparent difficulty involved in performing
such a task. None of the known conventional image manipulation software uses scene content in determining the
automatic crop amount. For example. a program entitled "XV". a freeware package developed by John Bradley at
University of Pennsylvania. USA (Department of Computer and Information Science), provides an "autocrop" function
for manipulating images and operates in the following way:

1. The program examines a border line of an image, in all of the four directions, namely from the top. bottom. left
and right sides;
2. The program checks the variation within the line. In grayscale images, a line has to be uniform to be cropped.
In color images, both the spatial correlation and spectral correlation have to be low, except for a small percentage
of pixels, forthe line to be qualified for cropping. In other words, a line will not be cropped if it contains a significant
amount of variation;
3. If a line along one dimension passes the criterion, the next line (row or column) inward is then examined; and
4. The final cropped image is determined when the above recursive process steps.

[0006] This program essentially tries to remove relatively homogeneous margins around the borders of an image. It
does not examine the overall content of the image. In practice, the XV program is effective in cropping out the dark
border generated due to imprecise alignment during the scanning process. However, disastrous results can often be
produced due to the apparent lack of scene understanding. In some extreme cases, the entire image can be cropped.
[0007] Another conventional system, described by Bellman and others. in US-A—5,978,51 9 provides a method for
cropping images based upon the different intensity levels within the image. With this system, an Image to be cropped
is scaled down to a grid and divided into non-overlapping blocks. The mean and variance of intensity levels are cal-
culated for each block. Based on the distribution of variances in the blocks, a threshold is selected for the variance.
All blocks with a variance higherthan the threshold variance are selected as regions of interest. The regions of interest
are then cropped to a bounding rectangle. However. such a system is only effective when uncropped images contain
regions where intensity levels are uniform and other regions where intensity levels vary considerably. The effectiveness
of such a system is expected to be comparable to that of the XV program. The difference is that the XV program
examines the image in a line by line fashion to Identify uniform areas. while Bollman examines the image in a block
by block fashion to identify uniform areas, In summary, both techniques cannot deal with images with non-uniform
background.
[0008] Some optical printing systems have the capability of changing the optical magnification of the relay lens used
in the photographic copying process. In US-A—5,995,201, Sakaguchi describes a method of varying the effective mag-
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nification of prints made from film originals utilizing a fixed optical lens instead of zoom lens. In USA-5,872,619,
Stephenson and others. describe a method of printing photographs from a processed photographic filmstrip having
images of different widths measured longitudinally of the filmstrip and having heights measured transversely of the
filmstrip. This method uses a photographic printer having a zoom lens and a printing mask to provide printed images
having a selected print width and a selected print height. In USA-4,809,064, Amos and others. describe an apparatus
for printing a selected region of a photographic negative onto a photosensitive paperto form an enlarged and cropped
photographic print. This apparatus Includes means for projectingthe photographic negative onto first and second zoom
lenses, each of the zoom lenses having an adjustable magnification. In USA-£72,643, Maeda and others. describe
a film reproducing apparatus that can effectively perform zoom and crop. This apparatus includes an image pick-up
device which picks up a film frame Image recorded on afilm to generate image data. an information reader which reads
Infomtatlon about photographing conditions of the film frame Image, and a reproducing area designator which desig-
nates a reproducing area of the film frame image.
However, the reproducing area of the film frame image ls determined based on pre-recorded information about the
position of the main object, as indicated by which zone of the photograph the automatic focusing (AF) operation in the
camera was on - part of the recorded information about photographing conditions. In all the above mentioned optical
printing systems, the position of the photographic film sample and magnification factor of the relay lens are preselected.
[0009] It is an object of the present invention to provide a method for producing a portion of an image from a photo—
graphic image by identifying the main subject of the photographic image.
[001 0] This object is achieved by a method of producing an image of at least a portion of a photographic image onto
a photographic receiver, comprising the steps of:

a) receiving a digital image corresponding to the photographic image, the digital image comprising pixels; and
b) locating the relative optical position of a photographic image, the lensI and the photographic receiverin response
to pixels of the digital image and illuminating a portion of the photographic image of high subject content to produce
an image of such portion onto the photographic receiver.

ADVA NTAG ES

[0011] One advantage of the invention lies in the ability to automatically crop and zoom photographic images based
upon the scene contents. The digital image processing steps employed by the present invention includes a step of
identifying the main subject within the digital image. The present invention uses the identified main subject of the digital
image to automatically zoom and crop the image. Therefore, the present invention produces high—quality zoomed or
cropped images automatically. regardless whetherthe background is uniform or not.
[0012] The foregoing and other objects, aspects and advantages will be better understoodfrom thefollowing detailed
description of a preferred embodiment of the invention with reference to the drawings, in which:

FIG. 1 is a schematic diagram of a system embodiment of the invention;
FIG. 2 is a schematic architectural diagram of an embodiment of the invention;
FIG. 3 is a schematic architectural diagram of an embodiment of the invention;
FIG. 4 is a schematic architectural diagram of an embodiment of the invention:
FIG. 5 is a schematic architectural diagram of an embodiment of the invention;
FIG. 6 illustrates the application of the invention to a simulated photograph;
FIG. 7 illustrates the application ofthe invention to a simulated photograph;
FIG. 8 illustrates the application ofthe Invention to a simulated photograph;
FIG. 9 illustrates the application of the invention to a simulated photograph;
FIG. 10 illustrates the application of the invention to a simulated photograph;
FIG. 11 illustrates the application of the invention to a simulated photograph;
FIG. 12 illustrates the application of the invention to a simulated photograph;
FIG. 13 is an exemplary uncropped photograph;
FIG. 141s a belief map of the image shown in FIG. 13;
FIG. 15 is a cropped version of the image shown in FIG. 18;
FIG. 17 is a belief map of the image shown in FIG. 16; and
FIG. 1B is a cropped version of the image shown in FIG. 16.

[0013] The invention automatically zooms and crops digital images according to an analysis of the main subject in
the scene. PreviouslyI a system for detecting main subjects (for example, main subject detection or "MSD") in a con-
sumer-type photographic image from the perspective of a third-party observer has been developed. Main subject de-
tection provides a measure of saliency or relative importance for different regions that are associated with different
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subjects in an image. Main subject detection enables a discriminative treatment of the scene content for a number of
applications related to consumer photographic images, including automatic crop and zoom.
[0014] Conventional wisdom in the field of computer vision, which reflects how a human observer would perform
such tasks as main subject detection and cropping, calls for a problem-solving path via object recognition and scene
content determination according to the semantic meaning of recognized objects. However, generic object recognition
remains a largely unsolved problem despite decades of effort from academia and industry.
[0015] The MSD system is built upon mostly low-level vision features with semantic information integrated whenever
available. This MSD system has a number of sub-tasks, including region segmentation, perceptual grouping, feature
extraction, and probabilistic and semantic reasoning In particular, a large number of features are extracted for each
segmented region in the image to represent a wide variety of visual saliency properties, which are then input into a
tunable, extensible probability netwurk to generate a belief map containing a continuum of values.
[0016] Using MSD, regions that belong to the main subject are generally differentiated from the background clutter
in the image. Thus, automatic zoom and crop becomes possible. Automatic zoom and crop is a nontrivial operation
that was considered impossible for unconstrained images, which do not necessarily contain uniform background, with-
out a certain amount of scene understanding. In the absence of content-driven cropping, conventional systems have
concentrated on simply using a centered crop at a fixed zoom (magnification) factor, or removing the uniform back-
ground touching the image borders. The centered crop has been found unappealing to customers.
[0017] The output of MSD used by the invention is a list of segmented regions ranked in descending order of their
likelihood (or belief) as potential main subjects for a generic or specific application. This list can be readily converted
into a map in which the brightness of a region is proportional to the main subject belief of the region. Therefore, this
map can be called a main subject "belief map. This "belief" map is more than a binary map that only indicates location
of the determined main subject. The associated likelihood is also attached to each region so that regions with large
values correspond to regions with high confidence or belief of being part of the main subject.
[0018] To some extent, this belief map reflects the inherent uncertainty for humans to perform such a task as MSD
because different observers may disagree on certain subject matter while agreeing on other subject matter in terms
of main subjects. However, a binary decision, when desired, can be readily obtained by using an appropriate threshold
on the belief map. Moreover. the belief information may be very useful for downstream applications. For example,
different weighting factors can be assigned to different regions (subject matters) in determining the amount of crop.
[0019] For determination of crop, the invention uses the main subject belief map instead of a binarized version of
the map to avoid making a bad cropping decision that is irreversible. Furthermore, using the continuous values ofthe
main subject beliefs helps trade-off different regions under the constraints encountered in cropping. A binary decision
on what to include and what not to include, once made, leaves little room fortrade-off. For example, if the main subject
region is smaller than the crop window, the only reasonable choice, given a binary main subject map, is to leave equal
amounts of margin around the main subject region. On the other hand, secondary main subjects are indicated by lower
belief values in the main subject belief map, and can be included according to a descending order of beliefvalues once
the main subject of highest belief values are included. Moreover, if an undesirable binary decision on what to include/
exclude is made, there is no recourse to correct the mistake. Consequently, the cropping result becomes sensitive to
the threshold used to obtain the binary decision. With a continuous-valued main subject belief map, every region or
object is associated with a likelihood of being included or a belief value in its being included.
[0020] To reduce the degrees of freedom in determining the amount of crop, in particular for making photographic
prints, in one embodiment, the invention restricts the set of allowable zoom factors to {1 .5x, 2x, 3x, 4x}. This is based
on the findings in the customer focus studies. Those skilled in the art would recognize that the present invention could
be used with any the zoom factor. In one example, the default zoom factor is set at 1.5X.
[0021] "Digital image understanding technology" as used herein means technology which is specifically designed to
exclusively perform on a digital image representing at least a portion of an original scene captured by an image capture
device other than a copier or scanner, the functions of:

(i) digitally processing such digital image (other than by color and/or luminance, that is, non-spatial analysis of
color) to recognize and thereby assign useful meaning to:

a human understandable object other than (a) a human-created graphic object, including without limitation, a
diagram, chart, alphanumeric character, mark, symbol, pattern and any combination of the foregoing, (b) the
entire original scene, or (c) any part of such original scene completely designated by a human in such original
scene;

an object attribute (including without limitation, characteristics, movement or direction, of such human under—
standable object) in such original scene (other than for using such object attribute to control the functions,
including image signal processing functions, of the image capture device); or
a scene condition (other than for using such scene condition to control the functions, including image signal
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processing functions, of the image capture device) of such original scene; and

(ii) based on the results of step (i) and in accordance with such useful meaning, modifying, transforming, com-
pressing, expanding, enhancing, editing, classifying, formatting, transmitting, or storing the digital image repre-
senting at Ieasta portion ofthe original scene, orcausing an operation otherthan image processingto be performed.

General Description of an Optical Printer System Application

[0022] Referring to FIG. 1, the following description relates to an optical printing system. A photographic film sample
31 is received by a film scanner 32 which produces a source digital image 10 relating to the spatial density distribution
of the photographic film sample. This source digital image is received by a digital image processor 20. The digital image
processor 20 may be connected to a general control computer 40 under operator control from an input control device
60. The monitor device 50 displays diagnostic information about the optical printing system. The general control com-
puter 40 keeps track of the lens magnification setting.
[0023] Referring to FIG. 2, a zoom factor 11 , which corresponds to the lens magnification setting may also received
by the image processor 20 from the general control computer 40 under operator control. The image processor 20
receives the source digital image 10 and uses the zoom factor 11 and the source digital image 10 to calculate the
proper position for the photographic film sample in the form of a film sample position 9. The photographic film sample
is positioned in a gate device 36 which holds the film negative In place during the exposure. The gate device 38 receives
the film sample position 9 to position the photographic film sample to adjust which portion of the imaging area of the
photograph will be printed.
[0024] Referring to FIG. 1, a lamp house 34 provides the illumination source which is transmitted through the pho-
tographic film sample 81 and focused by a lens 12 onto photographic paper 38. The time integration device 13 opens
and closes a shutter for a variable length of time allowing the focused light from the lamp house 34 to expose the
photographic paper 38. The exposure control device 16 receives a brightness balance value from the digital image
processor 20. The exposure control device 16 uses the brightness balance value to regulate the length of time the
shutter of the time integration device stays open.
[0025] A block diagram of the inventive cropping process (for example, the digital image understanding technology)
ls shown in FIG. 3, which is discussed in relation to FIGS. 6—12. FIGS. 6-12 illustrate the inventive process being applied
to an original image shown in FIG. 6.
[0026] In item 200, the belief map is created using MSD. The invention selects a zoom factor (for example 1.5X) and
a crop window 80 (as shown In FIG. 7), as referred to in item 201 of FIG. 3. This zoom factor may be selected by an
operator, or by an automatic method based directly on the main subject belief map (for example, an estimate of the
size of the main subject). The crop window is typically a rectangular window with a certain aspect ratio. If the zoom
factor is selected by the operator, the value of the zoom factor is sent from the general control computer 40 to the
digital image processor 20 shown in FIG. 1. For both the operator selected case orthe main subject belief map case,
the zoom factor is used to communicate with the lens 12 to adjustthe lens magnification setting. This adjustment allows
the lens 12 to image the appropriate size of the photographic film sample 31 onto the photographic paper 38.
[0027] In item 202, regions ofthe belief map are clustered and the lowest belief cluster (for example, the background
belief) ls set to zero using a predefined threshold. As discussed in greater detail below, sections of the image having
a belief value below a certain threshold are considered background sections. In Item 202 such sections are given a
belief of zero for purposes of this embodiment of the invention.
[0028] Then, ln item 203 the centroid, or center-of-mass, of nonzero beliefs are computed and, as shown in item
204, the crop window position is centered at the centroid, as shown in FIG. 7. More specifically, in FIG. 6 the subject
having the highest belief in the belief map is the woman and the stroller. FIG. 7 illustrates that the centroid of this
subject is approximately the top of the baby's head.
{0029] The centroid (9,9) of a belief map is calculated using thefollowing procedure:

52 = Zx,bel(x,,y,) , 51 = Zy,bel(x,,yi),l i

where x,and yidenote that coordinates of a pixel in the belief map and
beI(X,,y,-) represents the belief value at this pixel location.
[0030] The crop window is then moved so that the entire crop window is within the original image (for example item
205) as shown in FIG. 8. In item 207, the crop window 80 is moved again so that all the regions of the highest belief
values ("main subject") are Included within the crop window and to create a margin 81, as shown in FIG. 9. This process
(for example, 207) captures the entire subject of interest. Therefore, as shown in FIG. 9, the top of the woman's head
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is included in the crop window. Compare this to FIG. 8 where the top of the woman‘s head was outside the crop window.
[0031] Decision box 208 determines whether an acceptable solution has been found, that is, whether it is possible
to include at least the regions of the highest belief values in the crop window.
[0032] If an acceptable solution exists, the window is again moved, as shown in item 210, to optimize a subject
content index for the crop window. The preferred embodiment of the present invention defines the subject content
index as the sum of belief values within the crop window. It should be noted that the present invention specifies higher
numerical belief values corresponding to higher main subject probability. Therefore, finding a numerical maximum of
the sum of the belief values is equivalent to finding an optimum of the subject content index. This is shown in FIG. 10
where the secondary objects (for oxomplo floworo) are included within the crop window 00 to increase the sum of
beliefs. The sum of beliefs for a crop window is computed as follows.

sum(w)= 2 52100”,(x,y)ew

where bel(x,y) represents the belief value at a given pixel location (X,y) within the crop window w.
[0033] Provided that the primary subjects are included, moving the crop window so that more of the secondary
subjects are included would increase the sum of belief values within the crop window. Recall that the primary subjects
are indicated by the highest belief values and the secondary subjects are indicated by belief values lower than those
of the primary subjects but higher than those of the background subjects. The goal is to find the crop window that has
the highest sum of belief values while ensuring that the primary subjects are completely included in the crop window,
that is,

WI = maxsum(w) ,weW

where Wdenotes the set of all possible crop windows that satisfy all the aforementioned constraints (for example,
those that are completely within the uncropped image and those that encompass the entire primary subjects).
[0034] Then, in item 212, the position of the center of the crop window is used to calculate the translational component
of the film sample position 9. The gate device 36, shown in FIG. 1, receives the film sample position 9 and uses this
information to control the position of the photographic film sample 31 relative to the lens 12. Those skilled in the art
will recognize that either or both of the lens 12 and the photographic film sample 31 may be moved to achieve the
centering of the effective cropped image region on the photographic paper 38.
[0035] Fleferring to FIG. 3, if decision box 208 does not produce an acceptable solution, the digital image is rotated
by 90 degrees, as shown in item 206, and the processing returns to item 205. At the second and greater pass through
decision box 209, if the crop window so has already been rotated by 90 degrees and there Is still not an acceptable
solution (from decision box 208), then the sum of the beliefs for the centroid-based crop window 80 are computed for
both orientations (for example, original and 90 degrees), as shown in item 211 . Then, the position of the center of the
crop window is used to calculate the translational component ofthe film sample position 9 and the rotational component
of thefilm sample position 9 is set to 90 degrees. The gate device 56, shown in FIG. 1, receives the film sample position
9 and uses this lnfon'natlon to control the position of the photographic film sample 31 relative to the lens 12. The gate
device 86 then rotates the photographic film sample 31 by 90 degrees.
[0036] As would be known by one ordinarily skilled in the art given this disclosure, the photographic film sample may
be rotated at an arbitrary angles (for example 45°,180", and so forth.) in item 206. Further, the decision box 209 can
allow multiple passes of the process described in items 205, 207 at different rotation angles in an attempt to find the
orientation having the highest sum of beliefs.
[0037] The simulated image example shown in FIGS. 6-12 illustrates the progress the invention makes as it moves
through the process shown in FIG. 3. One could formulate the problem as a global exhaustive search for the best
solution. The procedure used in the invention is considered a "greedy" searching approach and is certainly more efficient
than conventional processes.

[0038] FIGS. 4 and 5 illustrate variations of the process shown in FIG. 3 of determining the film sample position 9.
FIG. 4 compares a landscape crop with a portrait crop, regardless of the initial (not necessarily the correct) picture
orientation. The second variation in FIG. 5 creates a series of "ring-around" cropped versions with a zoom factor series
(for example, {1x, 1.5x, 2x, 3x, and 4x1) for presentation to a human operator.
[0039] More specifically, in FIG. 4 items 800-303 are substantially identical to items 200—203 in FIG. 3. In item 304,
the crop window 80 is positioned centered at the centroid without any rotation. Simultaneously, in a parallel processing
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step, the position of the crop window 80 is centered at the centroid with a rotation (for example, 90 degree rotation).
In items 306 and 307 the optimal crop window so is determined, as discussed above with respect to FIG. 3. This
produces cropped images 308 and 309. In item 310 the better (for example, higher sum of beliefs) of the two cropped
images is selected and the corresponding translational and rotational components of the film sample position 9 are
recorded.

[0040] Referring to FIG. 5, items 400-407 are substantially identical to items 300—307 discussed above. However, in
the process shown in FIG. 5, decision box 410 observes the cropped images 408, 409 produced by the parallel process—
ing in Items 404-407 and determines whether an acceptable level has been attained. If the processing in Item 410
determines that a different zoom factor or a different crop window 80 should be evaluated, processing returns to item
401 . This process is repeated until an acceptable result ls produced, endlng In Item 411. In similar fashion, the corre-
sponding translational and rotational components of the film sample position 9 are recorded.
[0041] The invention utilizes a built—in "k—means" clustering process to determine proper thresholds of MSD beliefs
for each application. The invention also uses clustering, as discussed below to enhance the cropping process. In one
preferred embodiment, it Is sufficient to use three levels to quantize MSD beliefs, namely "high", "medium", and "low."
As would be known by one ordinarily skilled in the art, the invention Is not limited to simplythree levels of classification,
but instead can utilize a reasonable number of classification levels to reduce the (unnecessary) variation in the belief
map. These three levels allow for the main subject (high), the background (low), and an intermediate level (medium)
to capture secondary subjects, or uncertainty, or salient regions of background. Therefore, the invention can perform
a k-means clustering with k = 3 on the MSD belief map to "quantize" the beliefs. Consequently, the belief for each
region is replaced by the mean belief of the cluster In that region. Note that a k-means clustering with k = 2 essentially
produces a binary map with two clusters, "high" and "low," which is undesirable for cropping based on earlier discussion.
[0042] There are two major advantages in perforrnlng such clustering or quantization. First, clustering helps back—
ground separation by grouping low-belief background regions togetherto form a uniformly low-belief (for example, zero
belief) background region. Second, clustering helps remove noise in belief ordering by grouping similar belief levels
together. The centroiding operation does not need such quantization (nor should It be affected by the quantization).
The main purpose of the quantization used here is to provide a threshold for the background.
[0043] The k—means clustering effectively performs a multilevel thresholding operation to the belief map. After clusv
tering, two thresholds can be determined as follows:

fhreshoidww = (Claw + Cmedium) /2, thre‘ShOIdhigh = (Cmedlum + Chlghy2

where (Claw, Cmadmm, Cmghj Is the set of centroids (average belief values) for the three clusters, and threshold,” and
thresholdmgh are the low and high thresholds, respectively.
[0044] Regions with belief values below the lower threshold are considered "background" and their belief values are
set to zero in items 202, 302 and 402 discussed above. Regions with belief values above the higher threshold are
considered part of the main subject and need to be included in their entirety, whenever possible. Regions with inter-
mediate belief values (for example, less than or equal to the higherthreshold and greater than or equal to the lower
threshold) are considered part of the "secondary subject" and will be included as a whole or partially, if possible, to
maximize the sum of main subject belief values retained by the crop window. Note that the variance statistics on the
three clusters can be used to set the thresholds more accurately to reflect cluster dispersions.
[0045] The Invention initializes the k-means process by finding the maximum value beimmmum and minimum values

beimhhmm of the belief map, computing the average value beiavmge of the maximum and minimum values for item in
the belief map, and setting the initial centroids (denoted by a superscript of 0) at these three values, that Is,

0 0 0
0law: balmln Ii'i'riurril C medium = balmedluml Ciilgl'i = balmaxlmum

Other ways of initialization may apply. For more about the k—means process. see Sanka, Hiavac, and Boyle, image
Procesing Analysis, and Machine Vision, PWS Publishing, 1999 pagse 307-308. For typical MSD belief maps, the k-
means process usually converges in fewerthan 10 iterations.
[0046] In applications where a zoom version of the cropped area is desired, there are two scenarios to consider.
First, the zoom version effectively requires higher spatial resolution than the highest resolution of the original data.
However, a visible loss of image sharpness is likely of concern in the situation. Second, the zoom version effectively
requires lower spatial resolution than the highest resolution of the original data. In both cases, the invention uses an
interpolation process to resample the data in order to retain a maximum amount of image detail. In general, edge or
detail-preserving image interpolation processes such as cubic-spline interpolation are preferred because they tend to
preserve the detail and sharpness of the original image better.
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[0047] Example consumer photographs and their various cropped versions are shown in pictures "house" (for ex-
ample, FIGS. 13-15) and "volleyball" (FIGS. 16-18). More specifically, FIGS. 15 and 16 illustrate uncropped original
photographic images. FIGS. 14 and 1? illustrate bellef maps, with lighter regions indicating higher belief values. As
would be known by‘one ordinarily skilled in the art given this disclosure, the light intensity variations shown in FIGS.
14 and 17 are readily converted into numerical values for calculating the sum of the belief values discussed above.
Finally, FIGS. 15 and 18 illustrate images cropped according to the invention.

[0048] Forthe "house" picture, both Bradley and Bollman (USA-5.978.519) would keep the entire image and not be
able to produce a cropped image because of the shadows at the bottom and the tree extending to the top border of
the uncropped image (FIG. 13). There are no cnntinunus flat background regions extending from the image borders
in this picture, as required by USA-5,978,519. Similarly, the top of the tree In FIG. 16 would not be cropped in the
system disclosed in US-A-5,978,519.

[0049] Secondary subjects can lead to a more balanced cropped picture. For the "volleyball" picture (FIG. 16), the
inclusion of some pans of the tree by the algorithm leads to more interesting cropped pictures than simply placing the
main subjects (players) in the center of the cropped image (FIG. 18). The invention was able to do so because the
trees are indicated to be of secondary importance based on the belief map FIG. 17. It is obvious that the art taught by
Bradley and Bollman in USA-5,978,519 would not be able to produce such a nicely cropped image. In fact, both
Bradley and Bollman (US—A«5,97B,51 9) would at best remove the entire lower lawn portion of the picture and keep the
tree branches in the upper-left of the uncropped image.

[0050] A computer program product may include one or more storage medium, for example; magnetic storage media
such as magnetic disk (such as a floppy disk) or magnetic tape; optical storage media such as optical disk, optical
tape, or machine readable bar code; solid»state electronic storage devices such as random access memory (RAM).
or read-only memory (ROM); or any other physical device or media employed to store a computer program having
instructions for practicing a method according to the present invention.
[0051] Other features of the invention are included below.

[0052] The method further comprising repeating said positioning procedure with a second zoom factor and a second

crop window and determining if said second zoom factor and said second crop window produces a higher subjectcontent index.

[0053] The method wherein said zoom factor is selected according to a size of said main subject cluster.
[0054] The method further comprising positioning said crop window such that the subject content index of said crop
window is at an optimum.

[0055] The method further comprising positioning said crop window such that said crop window includes all of said
main subject cluster.

[0056] The method further comprising positioning said crop window to include a buffer around said main subjectcluster.

[0057] A computerstorage product having at least one computer storage medium having instructions stored therein.

PARTS LIST

[0058]

9 film sample position
10 source digital image
11 zoom factor
12 lens

13 time integration device
20 digital image processor
31 photographic film sample
32 film scanner

34 lamp house
36 gate device
38 photographic paper
40 general control computer
50 monitor device

60 input control device
80 crop window
81 margin
200 image and belief map
201 decision box for zoom factor selection
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21 1
300
301
302
303
304
305
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308
300
31 0
31 1
400
401
402
403
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403
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41 0
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dec'sion box for clustering regions
dec'sion box for computing centroids
decision box for positioning the crop window
dec‘sion box moving a window
decision box for rotating the image
dec'sion box for moving a window with the highest belief
dec'sion box for determining if a solution exists
dec'sion box for determining if the image is rotated
dec'sion box for computing the sum of beliefs
decision box for computing the sum of beliefs
image and belief map
dec'sion box for selecting a zoom factor and crop window
dec'sicn box for setting the background belief to 0
dec'sion box for computing the centroid of nonzero beliefs
dec sion box for positioning the crop window
dec'sion box for positioning the crop window
dec'sion box for determining the optimal crop
decision box for determining the optimal crop
cropped image # 1
cropped image it 2
decision box for selecting the better crop
cropped image
image and belief map
decision box for selecting a zoom factor and crop window
decision box for setting the background belief to 0
decision box for computing the centroid of nonzero beliefs
decision box for positioning the crop window
decision box for positioning the crop window
decision box for determining the optimal crop
decision box for determining the optimal crop
cropped image it n
cropped image if n+1
decision box for selecting a different zoom factor or different crop window
decision box for ending the process

 

Claims

1.
A method of producing an image of at least a portion of a photographic image onto a photographic receiver, com-
prising the steps of:

a) receiving a digital image corresponding to the photographic image, the digital image comprising pixels; and
b) locating the relative optical position of a photographic image, the lens, and the photographic receiver in
response to pixels of the digital image and illuminating a portion of the photographic image of high subject
content to produce an image of such portion onto the photographic receiver.

2. A method of producing an image of at least a portion of a photographic image onto a photographic receiverI com-
prising the steps of:

a) receiving a digital image corresponding to the photographic image, the digital image comprising pixels;
b) developing a belief map of the digital image, by using pixels of the digital image to determine a series of
features. and using such features to assign the probability of the location of a main subject of the digital image
in the belief map; and
c) locating the relative optical position of a photographic image, the lens, and the photographic receiver in
response to the belief map and illuminating a portion of the photographic Image of high subject content to
produce an image of such portion onto the photographic receiver.

3. A method of producing an image of a portion of at least a portion of a photographic image onto a photographic
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receiver. comprising the steps of:

a) receiving a digital image corresponding to the photographic image, the digital image comprising pixels;
b) developing a belief map of the digital image, by using pixels of the digital image to determine a series of
features, and using such features to assign the probability of the location of a main subject of the digital image
in the belief map;
c) selecting a crop window of a size and shape;
d) selecting an initial position of the crop window;
e) using the belief values corresponding to the crop window to select the position of the crop window; and
f) locating the relative optical position of a photographic image, the lens, and the photographic receiver in
response to the position of the crop window within the digital image and illuminating a portion of the photo-
graphic image to produce an image onto the photographic receiver.

A method as set forth in claim 3 wherein step c) further comprises the steps of:

i) receiving a magnification factor; and
ii) using the magnification factor to select the size of the crop window.

A method as set forth in claim 3 wherein step e) further comprising the steps of:

i) calculating a subject content index for the crop window derived from the belief values;
ii) following a positioning procedure of repeating step i) for at least two positions ofthe crop window; and
iii) use the subject content index values to select the crop window position.

A method as set forth in claim 5 wherein step d) further comprises the steps of:

i) using the belief map to determine the center of the mass of the belief map; and
ii) using the center of mass of the belief map to seiectthe initial position of the crop window.

The method of claim 6 wherein the crop window is completely within the digital image.

The method of claim 3 wherein step b) further comprises the step of performing a clustering of the belief map to
identify at least a cluster of highest belief values corresponding to main subject, a cluster of inten'nediate belief
values corresponding to secondary subjects, and a cluster of lowest belief values corresponding to the background.

The method of claim 8 wherein said clustering includes setting said background portions to a zero belief value.

The method of claim 5 further comprising repeating said positioning procedurewith a rotated image and determining
if said rotated image produces a higher subject content index.
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