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AUTOMATICALLY PRODUCING AN IMAGE OF A PORTION OF A
PHOTOGRAPHIC IMAGE

CROSS REFERENCE TO RELATED APPLICATION

- Reference is made to commonly assigned U.S. Patent Application

Serial No.®/490,91 5, filed January 25, 2000, entitled “Method for Automatically
Creating Cropped and Zoomed Versions of Photographic Images” by Jiebo Luo et
al., and assigned U.S. Patent Application Serial No. 057223,860, filed December
31, 1998, entitled “Method for Automatic Determination of Main Subjects in
Photographic Images”, by Jiebo Luo et al., the disclosures of which are

incorporated herein by reference.

FIELD OF THE INVENTION

This invention relates in general to producing an image of a portion

of a photographic image by using digital image processing.
BACKGROUND OF THE INVENTION

For many decades, traditional commercial photofinishing systems
have placed limits on the features offered to consumers to promote mass
production. Among those features that are unavailable conventionally, zooming
and cropping have been identified by both consumers and photofinishers as
extremely useful additional features that could potentially improve the quality of
the finished photographs and the subsequent picture sharing experiences. With
the advent of, and rapid advances in digital imaging, many of the technical
barriers that existed in traditional photography no longer stand insurmountable.

Hybrid and digital photography provide the ability to crop
undesirable content from a picture, and magnify or zoom the desired content to fill
the entire photographic print. In spite of the fact that some traditional cameras
with zoom capability provide consumers greater control over composing the
desired scene content, studies have found that photographers may still wish to
perform a certain amount of cropping and zooming when viewing the finished

photograph at a later time. Imprecise viewfinders of many point-and-shoot
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cameras, as well as simply second-guessing their initial compositions, are factors
in the desirability of zoom and crop. In addition, it may be desirable to use some
other regular border templates such as ovals, heart shapes, squares, etc. In another
scenario, some people commonly referred to as “scrapbookers” tend to perform
more aggressive crop in making a scrapbook, e.g., cutting along the boundary of
objects.

There are significant differences in objectives and behaviors

~between these two types-of-cropping, namely album-making-and-scrapbook——

making, with the latter more difficult to understand and summarize. The
invention described below performs automatic zooming and cropping for making
photographic prints. One customer focus group study indicated that it would be
beneficial to provide customers a double set of prints -- one regular and one zoom.
Moreover, it is preferred that the cropping and zooming be done automatically.
Most customers do not want to think about how the zooming and cropping is
being done as long as the content and quality (e.g., sharpness) of the cropped and
zoomed pictures is acceptable.

There has been little research on automatic zoom and crop due to
the apparent difficulty involved in performing such a task. None of the known
conventional image manipulation software uses scene content in determining the
automatic crop amount. For example, a program entitled “XV?”, a freeware
package developed by John Bradley at University of Pennsylvania, USA
(Department of Computer and Information Science), provides an "autocrop”
function for manipulating images and operates in the following way:

the program examines a border line of an image, in all of the four
directions, namely from the top, bottom, left and right sides;

the program checks the variation within the line. In grayscale
images, a line has to be uniform to be cropped. In color images, both the spatial
correlation and spectral correlation have to be low, except for a small percentage
of pixels, for the line to be qualified for cropping. In other words, a line will not
be cropped if it contains a significant amount of variation;

if a line along one dimension passes the criterion, the next line

(row or column) inward is then examined; and
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the final cropped image is determined when the above recursive
process stops.

This program essentially tries to remove relatively homogeneous
margins around the borders of an image. It does not examine the overall content of
the image. In practice, the XV program is effective in cropping out the dark
border generated due to imprecise alignment during the scanning process.
However, disastrous results can often be produced due to the apparent lack of
scene understanding. In some extreme cases, the entire image can be cropped.

Another conventional system, described by Bollman et al. in U.S.
Patent 5,978,519 provides a method for cropping images based upon the different
intensity levels within the image. With this system, an image to be cropped is
scaled down to a grid and divided into non-overlapping blocks. The mean and
variance of intensity levels are calculated for each block. Based on the
distribution of variances in the blocks, a threshold is selected for the variance. All
blocks with a variance higher than the threshold variance are selected as regions
of interest. The regions of interest are then cropped to a bounding rectangle.
However, such a system is only effective when uncropped images contain regions
where intensity levels are uniform and other regions where intensity levels vary
considerably. The effectiveness of such a system is expected to be comparable to
that of the XV program. The difference is that the XV program examines the
image in a line by line fashion to identify uniform areas, while Bollman examines
the image in a block by block fashion to identify uniform areas.

In summary, both techniques cannof deal with images with non-
uniform background.

In addition, in the earlier invention disclosed in U.S. Patent
Application Serial No. 09/490,915, filed January 25, 2000, the zoom factor needs
to be specified by the user. There is, therefore, a need for automatically
determining the zoom factor in order to automate the entire zoom and crop
process.

Some optical printing systems have the capability of changing the
optical magnification of the relay lens used in the photographic copying process.

In U.S. Patent 5,995,201, Sakaguchi describes a method of varying the effective
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magnification of prints made from film originals utilizing a fixed optical lens
instead of zoom lens. In U.S. Patent 5,872,619, Stephenson et al. describe a
method of printing photographs from a processed photographic filmstrip having
images of different widths measured longitudinally of the filmstrip and having
heights measured transversely of the filmstrip. This method uses a photographic
printer having a zoom lens and a printing mask to provide printed images having a
selected print width and a selected print height. In U.S. Patent 4,809,064, Amos et
al. describe an apparatus for printing a selected region of a photographic negative
onto a photosensitive paper to form an enlarged and cropped photographic print.
This apparatus includes means for projecting the photographic negative onto first
and second zoom lenses, each of the zoom lenses having an adjustable
magnification. In U.S. Patent 5,872,643, Maeda et al. describe a film reproducing
apparatus that can effectively perform zoom and crop. This apparatus includes an
image pick-up device which picks up a film frame image recorded on a film to
generate image data, an information reader which reads information about
photographing conditions of the film frame image, and a reproducing area
designator which designates a reproducing area of the film frame image.
However, the reproducing area of the film frame image is determined based on
pre-recorded information about the position of the main object, as indicated by
which zone of the photograph the automatic focusing (AF) operation in the
camera was on — part of the recorded information about photographing conditions.
In all the above-mentioned optical printing systems, the position of the
photographic film sample and magnification factor of the relay lens are pre-

selected.

SUMMARY OF THE INVENTION

According to the present invention, there is provided a solution to
the problems of the prior art. It is an object of the present invention to provide a
method for producing a portion of a photographic image by identifying the main
subject of the photographic image.

According to a feature of the present invention, there is provided

a method of producing an image of at least a portion of a digital image,
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comprising the steps of:

a) providing a digital image having pixels;

b) computing a belief map of the digital image, by using the pixels
of the digital image to determine a series of features, and using such features to
assign the probability of the location of a main subject of the digital image in the
belief map;

c) determining a crop window having a shape and a zoom factor,
the shape and zoom factor determining a size of the crop window; and

d) cropping the digital image to include a portion of the image of

high subject content in response to the belief map and the crop window.

ADVANTAGEOUS EFFECT OF THE INVENTION

One advantage of the invention lies in the ability to automatically
crop and zoom photographic images based upon the scene contents. The digital
image processing steps employed by the present invention includes a step of
identifying the main subject within the digital image. The present invention uses
the identified main subject of the digital image to automatically zoom and crop the
image. Therefore, the present invention produces high-quality zoomed or cropped

images automatically, regardless whether the background is uniform or not.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects, aspects and advantages will be better
understood from the following detailed description of a preferred embodiment of
the invention with reference to the drawings, in which:

Flg 1 is a schematic diagram of a system embodiment of the invention;

Fig. 2 is a schematic architectural diagram of an embodiment of the

invention;

Fig. \3 is a schematic architectural diagram of an embodiment of the invention;

Fig. 4 is a schematic architectural diagram of an embodiment of the
invention;

Fig. 5 illustrates the application of the invention to a simulated

photograph;
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F1g6 illustrates the application of the invention to a simulated
photograph;

F 1;7 illustrates the application of the invention to a simulated
photo graphi ‘

Fig. 8 illustrates the application of the invention to a simulated
photograph;

Fi é.bdl]ustra‘res the application of the invention to a simulated
photograph;

Fig."10 illustrates the application of the invention to a simulated
photograph;

F ig:“"l-:l illustrates the application of the invention to a simulated
photograph;

ﬁi‘"g‘:d,Z illustrates the application of the invention to a simulated
photograph;

FiET*-lS is an exemplary uncropped photograph,;

Fig:14 is a belief map of the image shown in FIG. 13;

Fig:15 is a cropped version of the image shown in FIG. 13;

F ig.zﬁl 7 1s a belief map of the image shown in FIG. 16; and

Fig. 1\8 is a cropped version of the image shown in FIG. 16.

DETAILED DESCRIPTION OF THE INVENTION

The invention automatically zooms and crops digital images
according to an analysis of the main subject in the scene. Previously, a system for
detecting main subjects (e.g., main subject detection or “MSD”) in a consumer-
type photographic image from the perspective of a third-party observer has been
developed and is described in U.S. Patent Application Serial No. 09/223,860, filed
December 31, 1998, the disclosure of which is incorporated herein by reference.
Main subject detection provides a measure of saliency or relative importance for
different regions that are associated with different subjects in an image. Main
subject detection enables a discriminative treatment of the scene content for a
number of applications related to consumer photographic images, inciuding

automatic crop and zoom.
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Conventional wisdom in the field of computer vision, which
reflects how a human observer would perform such tasks as main subject
detection and cropping, calls for a problem-solving path via object recognition and
scene content determination according to the semantic meaning of recognized
objects. However, generic object recognition remains a largely unsolved problem
despite decades of effort from academia and industry.

The MSD system is built upon mostly low-level vision features
with semantic information integrated whenever available. This MSD system has a
number of sub-tasks, including region segmentation, perceptual grouping, feature
extraction, and probabilistic and semantic reasoning. In particular, a large number
of features are extracted for each segmented region in the image to represent a
wide variety of visual saliency properties, which are then input into a tunable,
extensible probability network to generate a belief map containing a continuum of
values.

Using MSD, regions that belong to the main subject are generally
differentiated from the background clutter in the image. Thus, automatic zoom
and crop becomes possible. Automatic zoom and crop is a nontrivial operation
that was considered impossible for unconstrained images, which do not
necessarily contain uniform background, without a certain amount of scene
understanding. In the absence of content-driven cropping, conventional systems
have concentrated on simply using a centered crop at a fixed zoom
(magnification) factor, or removing the uniform background touching the image
borders. The centered crop has been found unappealing to customers.

The output of MSD used by the invention is a list of segmented
regions ranked in descending order of their likelihood (or belief) as potential main
subjects for a generic or specific application. This list can be readily converted
into a map in which the brightness of a region is proportional to the main subject
belief of the region. Therefore, this map can be called a main subject “belief”
map. This “belief” map is more than a binary map that only indicates location of
the determined main subject. The associated likelihood is also attached to each
region so that regions with large values correspond to regions with high

confidence or belief of being part of the main subject.
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To some extent, this belief map reflects the inherent uncertainty for
humans to perform such a task as MSD because different observers may disagree
on certain subject matter while agreeing on other subject matter in terms of main
subjects. However, a binary decision, when desired, can be readily obtained by
using an appropriate threshold on the belief map. Moreover, the belief
information may be very useful for downstream applications. For example,
different weighting factors can be assigned to different regions (subject matters) in
determining the amount of crop.

For determination of crop, the invention uses the main subject
belief map instead of a binarized version of the map to avoid making a bad
cropping decision that is irreversible. Furthermore, using the continuous values of
the main subject beliefs helps trade-off different regions under the constraints
encountered in cropping. A binary decision on what to include and what not to
include, once made, leaves little room for trade-off. For example, if the main
subject region is smaller than the crop window, the only reasonable choice, given
a binary main subject map, is to leave equal amounts of margin around the main
subject region. On the other hand, secondary main subjects are indicated by lower
belief values in the main subject belief map, and can be included according to a
descending order of belief values once the main subject of highest belief values
are included. Moreover, if an undesirable binary decision on what to
include/exclude is made, there is no recourse to correct the mistake.

Consequently, the cropping result becomes sensitive to the threshold used to
obtain the binary decision. With a continuous-valued main subject belief map,
every region or object is associated with a likelihood of being included or a belief
value in its being included.

To reduce the degrees of freedom in determining the amount of
crop, and to limit the amount of resolution loss incurred in the zoom process, in
particular for making photographic prints, in one embodiment, the invention
restricts the set of allowable zoom factors to the range of [1.2, 4]. This is based on
the findings in the customer focus studies. Those skilled in the art would

recognize that the present invention could be used with any the zoom factor.
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To reduce the degrees of freedom in determining the amount of
crop, in particular for making photographic prints, in one embodiment, the
invention restricts the set of allowable zoom factors to the range of [1.2, 4.0].
This is based on the findings in the customer focus studies. In addition, an
extremely large zoom factor usually leads to blurry and unacceptable picture due
to the limit imposed by the resolution of the original image. If a zoom factor
determined by the present invention falls within the range of acceptable zoom
factors (e.g., between 1.2 and 4.0), it will be used in the subsequent cropping
process. Otherwise, the zoom factor is clipped to 1.2 at the lower end and 4.0 at
the higher end.

General Description of Digital and Optical Printer System

Referring to Fig. 1, the following description relates to a digital
printing system. A source digital image 10 is received by a digital image
processor 20. The digital image processor 20 may be connected to a general
control computer 40 under operator control from an input control device 60. The
monitor device 50 displays diagnostic information about the digital printing
system. The general digital image processor 20 performs the needed image
processing to produce a cropped and zoomed digital image 99.

Referring to Fig. 1a, the following description relates to an optical
printing system. A photographic film sample 31 is received by a film scanner 32
which produces a source digital image 10 relating to the spatial density
distribution of the photographic film sample. This source digital image is
received by a digital image processor 20. The digital image processor 20 may be
connected to a general control computer 40 under operator control from an input
control device 60. The monitor device 50 displays diagnostic information about
the optical printing system. The general control computer 40 keeps track of the
lens magnification setting.

Referring to Fig. 2, a zoom factor 11, which corresponds to the lens
magnification setting may also received by the image processor 20 from the
general control computer 40 under operator control. The image processor 20
receives the source digital image 10 and uses the zoom factor 11 and the source

digital image 10 to calculate the proper position for the photographic film sample
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in the form of a film sample position 9. The photographic film sample is
positioned in a gate device 36 which holds the film negative in place during the
exposure. The gate device 36 receives the film sample position 9 to position the
photographic film sample to adjust which portion of the imaging area of the
photograph will be printed.

Referring to Fig. 1a, a lamp house 34 provides the illumiination
source which is transmitted through the photographic film sample 31 and tocused
by a lens 12 onto photographic paper 38. The time integration device 13 opens
and closes a shutter for a variable length of time allowing the focused light from
the lamp house 34 to expose the photographic paper 38. The exposure control
device 16 receives a brightness balance value from the digital image processor 20.
The exposure control device 16 uses the brightness balance value to regulate the
length of time the shutter of the time integration device stays open.

A block diagram of the inventive cropping process (e.g., the digital
image understanding technology) is shown in Fig. 3, which is discussed in relation
to Figs. 5-12. Figs. 5-12 illustrate the inventive process being applied to an
original image shown in Fig. 5.

In item 200, the belief map is created using MSD. The present
invention automatically determines a zoom factor (e.g. 1.5X) and a crop window
80 (as shown in Fig. 7), as referred to in item 201 of Fig. 3. This zoom factor is
selected by an automatic method based directly on the main subject belief map
(e.g., an estimate of the size of the main subject). The crop window is typically a
rectangular window with a certain aspect ratio. After the zoom factor is
determined by the digital image processor 20, the value of the zoom factor is used
subsequently by the digital image processor 20 shown in Fig. 1. In Fig. 1a, the
zoom factor is used to communicate with the lens 12 to adjust the lens
magnification setting. This adjustment allows the lens 12 to image the appropriate
size of the photographic film sample 31 onto the photographic paper 38.

In item 201, regions of the belief map are clustered and the lowest
belief cluster (e.g., the background belief) is set to zero using a predefined
threshold. As discussed in greater detail below, sections of the image having a

belief value below a certain threshold are considered background sections. In
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item 202 such sections are given a belief of zero for purposes of this embodiment
of the invention.
Then, in item 202 the centroid, or center-of-mass (used

interchangeably hereon forth), of nonzero beliefs are computed. More

5  specifically, in Fig. 5 the subject having the highest belief in the belief map is the
woman and the stroller. Fig. 7 illustrates thal the centroid of this subject is
approximately the top of the baby's head.

The centroid (X, p)of a belief map is calculated using the following

procedure:

10 2= xbel(x,y;), §=3. ybel(x,,y,),
where x, and y,denote that coordinates of a pixel in the belief map

and bel(x,,y,) represents the belief value at this pixel location.

Before the crop window is placed, a proper crop window is

determined in item 203. Referring to Fig. 4, there is shown a block diagram of a
‘ 15 method that automatically determines a zoom factor in response to the belief map.
In item 301, two second-order central moments, ¢« and cyy, with respect to the

center-of-mass, are computed using the following procedure:

N

> (x, — %) xbel(x,, ;) S (v, -5) xbel(x;,y,)
c, =— =L

=T S bel(e,y) D bel(n,y)

Note that these two terms are not the conventional central moments

20  that are computed without any weighting functions. In the preferred embodiment,
a linear weighting function of the belief values is used. However, the
conventional central moments, or central moments by a nonlinear function of the
belief values, can also be used.

An effective bounding rectangle (MBR) of the regions of high

25  subject content can be calculated using the following procedure, where the

dimensions of the MBR are calculated by:

D, =2x43xc, ,D, =2x [3xc,
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Fig. 6 illustrates that the effective bounding rectangle 70 is
centered at approximately the top of the boy’s head and approximately
encompasses the region of high subject content. In general, the aspect ratio of the
original image is maintained. Therefore, a crop window 80 is determined in item
303 such that it is the smallest rectangle of the original aspect ratio that
encompasses the effective MBR 70.

In item 204, the initial position of the crop window p 80 is centered
at the centroid, as shown in Fig. 7.

The crop window is 80 then moved so that the entire crop window
is within the original image (e.g. item 205) as shown in Fig. 8. In item 206, the
crop window 80 is moved again so that all the regions of the highest belief values
(“main subject”) are included within the crop window and to create a margin 81,
as shown in FIG. 9. This process (e.g., 206) captures the entire subject of interest.
Therefore, as shown in Fig. 9, the top of the woman's head is included in the crop
window. Compare this to Fig. 8 where the top of the woman's head was outside
the crop window.

Decision box 207 determines whether an acceptable solution has
been found, i.e., whether it is possible to include at least the regions of the highest
belief values in the crop window.

If an acceptable solution exists, the window is again moved, as
shown in item 208, to optimize a subject content index for the crop window. The
preferred embodiment of the present invention defines the subject content index as
the sum of belief values within the crop window. It should be noted that the
present invention specifies higher numerical belief values corresponding to higher
main subject probability. Therefore, finding a numerical maximum of the sum of
the belief values is equivalent to finding an optimum of the subject content index.
This is shown in Fig. 10 where the secondary objects (e.g. flowers) are included
within the crop window 80 to increase the sum of beliefs. The sum of beliefs for a

crop window is computed as follows.

sum(w) = Z bel(x,y),

(x.v)ew
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where bel(x,y) represents the belief value at a given pixel location
(x, y) within the crop window w.

Provided that the primary subjects are included, moving the crop
window so that more of the secondary subjects are included would increase the
sum of belief values within the crop window. Recall that the primary subjects are
indicated by the highest belief values and the secondary subjects are indicated by
belief values lower than those of the primary subjects but higher than those of the
background subjects. The goal is to find the crop window that has the highest sum

of belief values while ensuring that the primary subjects are completely included

in the crop window, i.e.,

W= max sum(w),

wel
where W denotes the set of all possible crop windows that satisfy
all the aforementioned constraints (e.g., those that are completely within the
uncropped image and those that encompass the entire primary subjects).

Then, in item 212 (in place of item 209, not shown), the position of
the center of the crop window is used to calculate the translational component of
the film sample position 9. The gate device 36, shown in Fig. 1a, receives the film
sample position 9 and uses this information to control the position of the
photographic film sample 31 relative to the lens 12. Those skilled in the art will
recognize that either or both of the lens 12 and the photographic film sample 31
may be moved to achieve the centering of the effective cropped image region on
the photographic paper 38.

Referring to Fig. 3, if decision box 207 does not produce an
acceptable solution, the final position of the crop window is restored to that of
item 205. Then, referring to Fig. 1a, the position of the center of the crop window
is used to calculate the translational component of the film sample position 9. The
gate device 36, shown in Fig. 1, receives the film sample position 9 and uses this
information to control the position of the photographic film sample 31 relative to
the lens 12.

The simulated image example shown in Figs. 5-12 illustrates the

progress the invention makes as it moves through the process shown in Fig. 3.
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One could formulate the problem as a global exhaustive search for the best
solution. The procedure used in the invention is considered a “greedy” searching
approach and is certainly more efficient than conventional processes.

The invention utilizes a built-in “k-means” clustering process to
determine proper thresholds of MSD beliefs for each application. The invention
also uses clustering, as discussed below to enhance the cropping process. In one
preferred embodiment, it is sufficient to use three levels to quantize MSD beliefs,
namely “high”, “medium”, and “low.” As would be known by one ordinarily
skilled in the art, the invention is not limited to simply three levels of
classification, but instead can utilize a reasonable number of classification levels
to reduce the (unnecessary) variation in the belief map. These three levels allow
for the main subject (high), the background (low), and an intermediate level
(medium) to capture secondary subjects, or uncertainty, or salient regions of
background. Therefore, the invention can perform a k-means clustering with
k = 3 on the MSD belief map to “quantize” the beliefs. Consequently, the belief
for each region is replaced by the mean belief of the cluster in that region. Note
that a k-means clustering with k = 2 essentially produces a binary map with two
clusters, “high” and “low,” which is undesirable for cropping based on earlier
discussion.

There are two major advantages in performing such clustering or
quantization. First, clustering helps background separation by grouping low-
belief background regions together to form a uniformly low-belief (e.g., zero
belief) background region. Second, clustering helps remove noise in belief
ordering by grouping similar belief levels together. The centroiding operation
does not need such quantization (nor should it be affected by the quantization).
The main purpose of the quantization used here is to provide a threshold for the
background.

The k-means clustering effectively performs a multi-level
thresholding operation to the belief map. Afiter clustering, two thresholds can be

determined as follows:
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highest resolution of the original data. In both cases, the invention uses an
interpolation process to resample the data in order to retain a maximum amount of
image detail. In general, edge or detail-preserving image interpolation processes
such as cubic-spline interpolation are preferred because they tend to preserve the
detail and sharpness of the original image better.

Example consumer pholographs and lﬁeir various cropped versions
are shown in pictures “house” (e.g., FIGS. 13-15) and “volleyball” (Figs. 16-18).
More specifically, Figs. 13 and 16 illustrate uncropped original photographic
images. Figs. 14 and 17 illustrate belief maps, with lighter regions indicating
higher belief values. As would be known by one ordinarily skilled in the art given
this disclosure, the light intensity variations shown in Figs. 14 and 17 are readily
converted into numerical values for calculating the sum of the belief values
discussed above. Finally, Figs. 15 and 18 illustrate images cropped according to
the invention.

For the “house” picture, both Bradley and Bollman (U.S. Patent
5,978,519) would keep the entire image and not be able to produce a cropped
image because of the shadows at the bottom and the tree extending to the top
border of the uncropped image (Fig. 13). There are no continuous flat background
regions extending from the image borders in this picture, as required by U.S.
Patent 5,978,519. Similarly, the top of the tree in Fig. 16 would not be cropped in
the system disclosed in U.S. Patent 5,978,519.

Secondary subjects can lead to a more balanced cropped picture.
For the “volleyball” picture (Fig. 16), the inclusion of some parts of the tree by the
algorithm leads to more interesting cropped pictures than simply placing the main
subjects (players) in the center of the cropped image (Fig. 18). The invention was
able to do so because the trees are indicated to be of secondary importance based
on the belief map Fig. 17. It is obvious that the art taught by Bradley and Bollman
in U.S. Patent 5,978,519 would not be able to produce such a nicely cropped
image. In fact, both Bradley and Bollman (U.S. Patent 5,978,519) would at best
remove the entire lower lawn portion of the picture and keep the tree branches in

the upper-left of the uncropped image.
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threshold,,, = (C,,, + Crogium) ! 2 »
threshold high = (Crnetium + Clign )/2
where {C,,,., C,oim> Chign } is the set of centroids (average belief

values) for the three clusters, and threshold,,, and threshold,, are the low and

low
high thresholds, respectively.

Regions with belief values below the lower threshold are
considered “background” and their belief values are set to zero in items 202, 302
and 402 discussed above. Regions with belief values above the higher threshold
are considered part of the main subject and need to be included in their entirety,
whenever possible. Regions with intermediate belief values (e.g., less than or
equal to the higher threshold and greater than or equal to the lower threshold) are
considered part of the “secondary subject” and will be included as a whole or
partially, if possible, to maximize the sum of main subject belief values retained
by the crop window. Note that the variance statistics on the three clusters can be
used to set the thresholds more accurately to reflect cluster dispersions.

The invention initializes the k-means process by finding the

maximum value bel and minimum values bel of the belief map,

max imum min imum

computing the average value bel of the maximum and minimum values for

average
item in the belief map, and setting the initial centroids (denoted by a superscript
of 0) at these three values, i.e.,

CO Cr?redium

low

= bel = bel

min imium ? medium > max imum

C ,‘,’ig,, = bel

Other ways of initialization may apply. For more about the
k-means process, see Sonka, Hlavac, and Boyle, Image Procesing Analysis, and
MachineVision, PWS Publishing, 1999 pagse 307-308. For typical MSD belief
maps, the k-means process usually converges in fewer than 10 iterations.

In applications where a zoom version of the cropped area is
desired, there are two scenarios to consider. First, the zoom version effectively
requires higher spatial resolution than the highest resolution of the original data.

However, a visible loss of image sharpness is likely of concern in the situation.

Second, the zoom version effectively requires lower spatial resolution than the
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A computer program product may include one or more storage
medium, for example; magnetic storage media such as magnetic disk (such as a
floppy disk) or magnetic tape; optical storage media such as optical disk, optical
tape, or machine readable bar code; solid-state electronic storage devices such as
5  random access memory (RAM), or read-only memory (ROM); or any other
physical device or media employed to store a computer program having
instructions for practicing a method according to the present invention.
While the invention has been described in terms of preferred
embodiments, those skilled in the art will recognize that the invention can be
10  practiced with modification within the spirit and scope of the appended claims.
The subject matter of the present invention relates to digital image
understanding technology, which is understood to mean technology that digitally
processes a digital image to recognize and thereby assign useful meaning to
human understandable objects, attributes or conditions and then to utilize the
15  results obtained in the further processing of the digital image.
The invention has been described in detail with particular reference
to certain preferred embodiments thereof, but it will be understood that variations

and modifications can be effected within the spirit and scope of the invention.
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PARTS LIST

film sample position

source digital image

zoom factor

lens

time integration device

digital image processor

photographic film sample

film scanner

lamp house

gate device

photographic paper

general control computer

monitor device

input control device

crop window

margin

cropped digital image

image and belief map

decision box for performing clustering of the belief map
decision box for computing the center-of-mass

decision box for determining a zoom factor and a crop window
decision box for positioning the crop window

decision box moving a window

decision box for moving a window to contain the highest belief
decision box for determining if a solution exists

decision box for moving a window to optimize the sum of beliefs
decision box for cropping the image

cropped image

decision box for cropping the image

belief map

decision box for computing weighted central moments of the belief
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map with respect to the center-of-mass

302 decision box for computing an effective bounding rectangle (MBR)
of the main subject content

303 decision box for determining a zoom factor and a crop window that
encompasses the MBR
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WHAT IS CLAIMED IS:

63\3 > 1. ethod of producing an image of at least a portion of a
digital imdge, the digital imape comprising the steps of:

a) providing & digital image having pixels:

b) computing a\belief map of the digital image, by using the
pixels of the digital image to deterniine a series of features, and using such
features to assign the probability of the location of a main subject of the digital
image in the belief map;

c) determining ajcrop window having a shape and a zoom

factor, the shape and zoom factor deﬂermining a size of the crop window; and

d) cropping the digital image to include a portion of the image

of high subject content in response t¢ the belief map and the crop window.

24 The method df claim 1 wherein step c) further comprises

the steps of:

i) computing a pveighted center-of-mass of the belief map,
weighted by the belief values of thg belief map;

ii) computing weighted central moments of the belief map,
relative to the center-of-mass and fveighted by a weighting function of each belief
value of the belief map;

iii) computingan effective rectangular bounding box according
to the central moments; and

iv)  determining a crop window having a shape and a zoom

factor, the shape and zoom factor\determining a size of the crop window

3. The method of claim 1 wherein step d) further comprises
the steps of:

i) selecting an initral position of the crop window at a location
which includes the center of mass;

ii) using the belief valjies corresponding to the crop window to
select the position of the crop window to include a portion of the image of high

subject content in response to the belief map; and
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iii) cropping the digital image according to the position of the

crop window.

4. The method of tlaim 2 wherein step d) further comprises
the steps of:

i) selecting a crop window of a rcctangular shape and of an
identical aspect ratio to the (uncropped) digital image; and

ii) selecting a zoom fagtor to determine the size of the crop

window such that it encompasses the effectjve bounding box.

5. The method of claim A wherein the weighting function in

step b) is a linear weighting function.

6. The method of claim 2 Wherein the weighting function in

step b) is a constant function.

7. The method of claim 3 wherein step b) further comprises

the steps of:
i) calculating a subject conteht index for the crop window

derived from the belief values;

ii) following a positioning procedure of repeating step i) for at
least two positions of the crop window; and
iii) using the subject content indeX values to select the crop

window position.

8. The method of claim 1 wherein the crop window is

completely within the digital image.

N4
bbp\ 19. The méthod of claim 2 wherein step b) further comprises
the step of performing a clustéring of the belief map to identify at least a cluster of

highest belief values corresponding to main subject, a cluster of intermediate
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belief values corresponding\to secondary subjects, and a cluster of lowest belief

values corresponding Yo the background.

10. The meth&d of claim 9 wherein said clustering includes
setting said background portions %o a zero belief value.

11, The wethod bLelaim 5 furthier comprising positioning said
crop window such that the subject cqntent index of said crop window is at an

optimum.

12. The method of ¢laim 3 further comprising positioning said
crop window such that said crop windpw includes all of said main subject cluster.
13. The method of claim 12 further comprising positioning said

crop window to include a buffer around faid main subject cluster.

14. A computer storage product having at least one computer
storage medium having instructions stored therein causing one or more computers

to perform the method of claim 1.

% IS. A method o

portion of a photographic image ontd a photographic receiver, comprising the

roducing an image of a portion of at least a

steps of:

a) receiving a digital image corresponding to the photographic
image, the digital image comprising pikels;

b) computing a bellef map of the digital image, by using the
pixels of the digital image to determinela series of features, and using such
features to assign the probability of the Jocation of a main subject of the digital
image in the belief map;

c) determining a crdp window having a shape and a zoom
factor, the shape and zoom factor deterthining a size of the crop window; and

d) locating the relatiye optical position of a photographic
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image, a lens assembly, and a'photographic receiver in response to the belief map
and illuminating a portion of the photographic image of high subject content to

produce an image of such portion onto the photographic receiver.

16. The method &f claim 15 wherein step c) further comprises
the steps of:

i) computing a weighted center-of-mass of the belief map,
weighted by the pelief values of the belief map;

ii) computing weighied central moments of the belief map,
relative to the cenfer-of-mass and weighted by a weighting
function of each btlief value of the belief map;

3 iii) computing an effeftive rectangular bounding box according
to the central monhents; and

iv) determining a crop) window having a shape and a zoom
factor, the shape and zoom factor determining a size of the

crop window.

17.  The method of claim\l5 wherein step d) further comprises
the steps of:

1) selecting an initial position of the crop window at a location

which includes the center of mass;
ii) using the belief values corresponding to the crop window to

select the position of the crop window to includg a portion of the image of high

subject content in response to the belief map; an
iii) cropping the digital image\according to the position of the

crop window.

18. The method of claim 16 wher¢in step d) further comprises
the steps of:

i) selecting a crop window of a rdctangular shape and of an
identical aspect ratio to the (uncropped) digital image} and

ii) selecting a zoom factor to deterimine the size of the crop
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window such that it encompajses the effective bounding box.

19.

The methad of claim 16 wherein the weighting function in
step b) is a linear weighting functipn.

20.

Thc mcthod ofi\claim 16 whercin the weighting function in
step b) is a constant function.

21. The method of ¢l

17 wherein step b) further comprises
the steps of:

1) calculating a subjedt content index for the crop window
derived from the belief values;

ii) following a positionling procedure of repeating step i) for at
least two positions of the crop window; an
iii) using the subject corjtent index values to select the crop
window position.
T 22.
|

The method of claim 15 wherein the crop window is
completely within the digital image.

éi\fj 23,  The method of claim 16 wherein step b) further comprises

the step of Bp orming a clustering of the belief map to identify at least a cluster of
highest belief values correspondiyg to main subject, a cluster of intermediate

belief values corresponding to secndary subjects, and a cluster of lowest belief
values corresponding to the backgrbund.

24.  The method pf claim 23 wherein said clustering includes
setting said background portions t¢ a zero belief value.

25.  The metfiod of claim 19 further comprising positioning said

crop window such that the suljject content index of said crop window is at an
optimum.
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26.  The methpd of claim 17 further comprising positioning said
crop window such that said crop Window includes all of said main subject cluster.
27.  The method af claim 26 further comprising positioning said

crop window to include a buffer around said main subject cluster.

28. A computer storage product having at least one computer
storage medium having instructions storgd therein causing one or more computers

to perform the method of claim 1.
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ABSTRACT OF THE D1 5CLOSURE

A Iethod of producing an image -of at least a portion of a digital
image, the digital image comprising pixels, comprising the steps of:
computing a belief map of the digital image, by using the
5  pixels of the digital image to determine a series of features, and using such
features to assign the prokability of the location of a main subject of the digital
image in the belief map;

9
7 b) dete

factor, the shape and zoom factor determining a size of the crop window; and

ining a crop window having 1 shape and a.zoom

10 c) cropping the digital image to include a portion of the image

of high subject content in response to the belief map and the crop window.
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As below named inventor, | hereby d  -re that:
My residence, post office address and citizenshif are as stated below next to my name,
| believe | am the original, first and sole inventor (if only one name is listed below) or an original, first and joint inventor (if plural names are listed
below) of the subject matter which is claimed and for which a patent is sought on the invention entitled:

AUTOMATICALLY PRODUCING AN IMAGE OF A PORTION OF A PHOTOGRAPHIC
IMAGE

The specification of which (check only one item below):

X | is attached hereto.

| was filed as United States Application Serial No. on and
was amended on (if applicable).

was filed as PCT internationat application Number on and was amended under PCT Article 19 on (if applicablc).

I hereby state that I have reviewed and understand the contents ot the above-identified specificutiun, iiicluding the ¢laims, a3 amended by any amendment
referred to above.

I acknowledge the duty to disclose to the U.S. Patent & Trademark Office all information known to me to be material to patentability as defined in Title
37, Code of Federal Regulations, §1 .56.

| hereby claim foreign priority benefits under Title 35, United States Code, §119 of any foreign application(s) for patent or inventor's certificate or of any
PCT international application(s) designating at least one country other than the United States of America listed below and have also identified below any
foreign applications(s) for patent or inventor's certificate or any PCT international application(s) designating a least one country other than the United

States of America filed by me on the same subject matter having a filing date before that of the application(s) of which priority is claimed:
PRIOR FOREIGN/PCT APPLICATION(S) AND ANY PRIORITY CLAIMS UNDER 35 U.S.C. 119:

Gmiﬁ A!'PLE#‘EMHW“EN DATI Fit 7Y CLAMED 5 USC g1t
(PET. ingeats PCT) (b manlh yuie)
YES NO
YES NO
YES NO

[ hereby claim the benefit under Title 35, United States Code, 119 §(e) of any United States provisional application(s) listed below:

PRIOR PROVISIONAL APPLICATION(S) AND ANY PRIORITY CLAIMS UNDER 35 U.S.C. §119 (e):

D AFTLICATION NUMBER FILING DATE

the United States of America that is/are listed below and, insofar as the subject matter of each of the claims of this application is not disclosed in that/thos
prior applications(s) in the manner provided by the first paragraph of Title 35, §112, 1 acknowledge the duty to disclose to the U.S. Patent & Trademark
Office all information known to me to be material to patentability as defined in Title 37, Code of Federal Regulations §1.56, which became available
between the filing date of the prior application(s) and the national or PCT international filing date of this application:

I hereby claim the benefit under Title 35, United States Code, §120 of any prior United States application(s) or PCT international application(s) designalingy
e

PRIOR US APPLICATIONS OR PCT INTERNATIONAL APPLICATIONS DESIGNATING THE U.S FOR BENEFIT UNDER

35USC§120:
* U.S. APPLICATIONS STATUS (Check one)
U.S. APPLICATION NUMBER U.S. FILING DATE PATENTED PENDING ABANDONED
PCT APPLICATIONS DESIGNATING THE USS.
PCT APPLICATION NO. PCT FILING DATE O oo
PTO 131 (REV 10-83) - EKCo. Page 1 of 2 U.S. DEPARTMENT OF COMMERCE-Patent and Trademark Office
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POWER OF ATTORNEY:

therewith.

. .s a named inventor, I hereby appoint :. ¢ attorney(s) and/or
agent(s) associated with Eastman Kodak Company Customer No. 01333 to prosecute

this application and transact all business in the Patent and Trademark Office connected

ATTORNEY DOCKET

Send Correspondence to: Direct Telephone Calls to:
P atent Legal Staff (name and telephone number)
Eastman Kodak Company William F. Noval
343 State Street )
(716) 477-5272
Rochester, NY 14650-2201 FAX: (716) 477-4646
o || e | FAMIY NAWE FIRST GIVEN NAME SECOND GIVEN NAME
WeNoR | Luo Jiebo
T STATE OR FOREIGN COUNTRY “COUNTRY OF CTIZENSHIPE
cmzsie | Rochester New York 14620 USA
. pp— BUSINESS ADDRESS Ty STATE & ZIF GODE (COUNTRY)
fooRess | Bastman Kodak Company 343 State Street, Rochester New York 14650 USA
| remmeor | FAMILY NAME FIRST GIVEN NAME SECOND GIVEN NAME
INVENTOR
o [Tt [T STATE OR FOREIGN COUNTRY COUNTRY OF CITIZENSHIP
CITIZENSHIP
) avanEss BUSINESS ADDRESS Ty STATE & ZIP GODE [COUNTRY]
ADDRESS
5 | Fmweor | FAMILY NAME FIRST GIVEN NAME SECOND GIVEN NAME
INVENTOR
o [ resemess [TV STATE OR FOREIGN COUNTRY COUNTRY OF CITIZENSHIP
CITIZENSHIP
o | o BUSINESS ADDRESS CITY STATE & ZIP CODE (COUNTRY)
ADDRESS
| e | FAMIY NAME FIRST GIVEN NAME SECOND GIVEN NAME
INVENTOR
o | respmees [ OTY STATE OR FOREIGN COUNTRY COUNTRY OF CITIZENSHIP
CITIZENSHIP
i e BUSINESS ADDRESS Ty STATE & ZIP CODE (COUNTRY)
ADDRESS
S | Fmmeor | FAMILY NAME FIRST GIVEN NAME SECOND GIVEN NAME
INVENTOR
o [Trsemes OV STATE OR FOREIGN COUNTRY COUNTRY OF GITIZENSHIP
CITIZENSHIP
. soaness | BUSINESS AUDRESS [ing STATE & ZIP CODE (COUNTRY)
ADDRESS
S| rmmeor | FAMILY NAME FIRST GIVEN NAME SECOND GIVEN NAME
INVENTOR
o [rEsmmes [T STATE OR FOREIGN COUNTRY COUNTRY OF CITIZENSHIP
CITIZENSHIP
S BUSINESS ADDRESS Ty STATE & ZIP CODE (COUNTRY)
6 ADDRESS

I hereby declare that all statements made herein of my own knowledge are true and that all statements made on information and belief are believed to be|
true; and further that these statements were made with the knowledge that willful false statements and the like so made are punishable by fine or
imprisonment, or both, under section 1001 of Title 18 of the United States Code, and that such willful false statements may jeopardize the validity of thg

application or any patent issuing thereon.

SIGNATURE OF INVENTOR 202
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COMMISSIONER FOR PATENTS
UNITED STATES PATENT AND TRADEMARK OFFICE
WasHINGTON, D.C. 2023l

www., uspto.gov
[ APPLICATION NUMBER I FILING/RECEIPT DATE I FIRST NAMED APPLICANT I ATTORNEY DOCKET NUMBER I
09/736,825 12/14/2000 Jiebo Luo 81595WFN

CONFIRMATION NO. 8670
FORMALITIES LETTER

Patent Legal Staff

il o - T TR T
343 State Street

Rochester, NY 14650-2201

Date Mailed: 02/07/2001

NOTICE TO FILE CORRECTED APPLICATION PAPERS

Filing Date Granted

This application has been accorded an Application Number and Filing Date. The application, however, is
informal since it does not comply with the regulations for the reason(s) indicated below. Applicant is given
TWO MONTHS from the date of this Notice within which to correct the informalities indicated below.
Extensions of time may be obtained by filing a petition accompanied by the extension fee under the
provisions of 37 CFR 1.136(a)

The required item(s) identified below must be timely submitted to avoid abandonment:

e Substitute drawings in compliance with 37 CFR 1.84 because:

= drawings submitted to the Office are not electronically reproducible. Drawing
sheets must be submitted on paper which is flexible, strong, white, smooth, non-
shiny, and durable (see 37 CFR 1.84(g));

A copy of this notice MUST be returned with the reply.

AM
Customer Service Center
Initial Patent Examination Division (703) 308-1202
PART 3 - OFFICE COPY
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Customer No. 01333

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re Application of: Group Art Unit: 2621
Batch:

Jiebo Luo Allowed:
Examiner:

AUTOMATICALLY PRODUCING
AN IMAGE OF A PORTION OF A bt o ol e et ey
PHOTOGRAPHIC IMAGE %PGWZL ok

Serial No. 09/736,825 Lhurke A Wurtz

pucd ) (4, 2o/

Filed December 14, 2000 Pl

Commissioner for Patents
Washington, D.C. 20231

Sir:

LETTER TO THE OFFICIAL DRAFTSPERSON
Enclosed are 10 sheets of formal drawings depicting Figure(s) 1-

18. Please substitute these drawings for those currently on file in the subject
application. These drawings correct the informalities noted in the Notice to File
Corrected Application Papers mailed February 7, 2001.

The Commissioner is hereby authorized to charge any fees in
connection with this communication to Eastman Kodak Company Deposit
Account No. 05-0225. A duplicate copy of this letter is enclosed.

Respectfully submitted,

RIS VN @%MD

Attorney for Applicanf
Registration No. 22,049

William F. Noval/law
Telephone: (716) 477-5272
Facsimile: (716) 477-4646
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COMMISSIONER FOR PATENTS
UNITED STATES PATENT AND TRADEMARK OFFICE
WASHINGTON, D.C. 2023

www.uspfo.gov
| FILING/RECEIPT DATE | FIRSTNAMED APPLICANT | ATTORNEY DOCKET NUMBER |
12/ 14/200(}:/ Jiebo Luo 81595WFN
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343 State Street £G4y ST,
Rochester, NY 14650-2201 Ake

Date Mailed: 02/07/2001

NOTICE TO FILE CORRECTED APPLICATION PAPERS

Filing Date Granted

This application has been accorded an Application Number and Filing Date. The application, however, is
informal since it does not comply with the regulations for the reason(s) indicated below. Applicant is given
TWO MONTHS from the date of this Notice within which to correct the informalities indicated below.

Extensions of time may be obtained by filing a petition accompanied by the extension fee under the
provisions of 37 CFR 1.136(a)

The required item(s) identified below must be timely submitted to avoid abandonment:

e Substitute drawings in compliance with 37 CFR 1.84 because:

= drawings submitted to the Office are not electronically reproducible. Drawing

sheets must be submitted on paper which is fiexible, strong, white, smooth, non-
shiny, and durable (see 37 CFR 1.84(g));

A copy of this notice MUST be returned with the reply.

AM

T

Customer Service Center
Initial Patent Examination Division (703) 308-1202
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re Application of Group Art Unit:
Jiebo Luo Examiner:

AUTOMATICALLY PRODUCING || Express Mail Label No. EL267106180US
AN IMAGE OF A PORTION OF A ) n
PHOTOGRAPHIC IMAGE (4

Date

Serial No.

Filed December 14, 2000

Commissioner for Patents
Washington, D.C. 20231

Sir:
INFORMATION DISCLOSURE STATEMENT FOR CONSIDERATION
BY THE OFFICE UNDER 37 C.F.R. 1.97-1.99

Enclosed herewith are patents and/or publications for consideration
by the Patent and Trademark Office in regard to the invention claimed in the
above-described application. In compliance with §1.56, such documents are
listed in the enclosed Form PTO-1449.

Applicants request that the Patent and Trademark Office make of
record the above-identified documents. Unless otherwise indicated, a full text
copy of each document is attached. For documents not in English, an English
translation or an equivalent English language patent or publication is attached.
Where a translation is not available, a concise explanation of the relevance of
each document not in English is included either here or in the specification.

This Information Disclosure Statement is submitted according to
the following selected paragraph:

I. [X | This Statement is being filed under §1.97(b) within three months of
the filing date of the application (other than a CPA), or before the first
Office action on the merits or before mailing of a first Office action
after the filing of a request for continued examination.

IL. This Statement is being filed under §1.97(c), with fee, prior to either
a final action, a notice of allowance or an that otherwise closes
prosecution in the application. Please charge the fee required by
§1.17(p) to Eastman Kodak Company Deposit Order Account Number
05-0225. A duplicate copy of this Statement is enclosed.
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II1. |—__| This Statement is being filed under §1.97(c), with a statement under,

§1.97(e) prior to either a final action, a notice of allowance or an action
that otherwise closes prosecution in the application. The undersigned
hereby states that (check one):

each item of information contained in this Statement was first
cited in any communication from a foreign patent office in a
counterpart foreign application not more than three months prior
to the filing of this Statement.

[ ] no item of information in this Statement was cited in a
comumunication from a foreign patent office in a counterpart
foreign application and, to the knowledge of the person signing

this certification statement under §1.97(e) after making reasonable
inquiry, no item of information contained in this Statement was
known to any individual designated in §1.56(c) more than three
months prior to the filing of this Statement.

I\A [:] This Statement is being filed under §1.97(d), with petition and

statement under §1.97(e), on or after the mailing date of either a final
action, a notice of allowance (but prior to payment of the issue fee) or
an action that otherwise closes prosecution in the application. The
undersigned hereby petitions that this Statement be considered prior to
issuance of the patent. Please charge the fee required by §1.17(p) to
Eastman Kodak Company Deposit Order Account No. 05-0225. A
duplicate copy of this Statement is enclosed. The undersigned hereby
states that (check one):

[:] each item of information in this Statement was cited in a
communication from a foreign patent office in a counterpart
foreign application not more than three months prior to the filing
of this Statement.

[:l no item of information in this Statement was cited in a
communication from a foreign patent office in a counterpart
foreign application and, to the knowledge of the person signing

this certification Statement under §1.97(e) after making
reasonable inquiry, no item of information contained in this
Statement was known to any individual designated in §1.56(c)
more than three months prior to the filing of this Statement.

Respectfully submitted,
William F. Noval/law Attorney for Applicants
Telephone: (716) 477-5272 Registration No. 22,049
Facsimile: (716) 477-4646
Enclosures
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United States Patent 9 (11] Patent Number: 5,978,519
Bollman et al. [45] Date of Patent: *Nov. 2, 1999
[54] AUTOMATIC IMAGE CROPPING 5,115,271 5/1992 Tlagopian
5,363,209 11/1994 Eschbach et al. .. 358/445
[75] Inventors: James E. Bollman, Williamson, N.Y; 5,450,502  9/1995 Eschbach et al. .. 382/169
Ramana L. Rao, Los Alamos, N.Mex.; 5,485,568 1/1996 Venable et al. ....... 395/155
Dennis L. Venable, Marion; Reiner 5,608,543  3/1997 Yausanishi 358/453
Eschbach, Webster, both of N.Y. 5,640,468 6/1997 382/190
5,666,503 9/1997 Campanelli ct al. ... - 345/356
[73] Assignee: Xerox Corporation, Stamford, Conn.
[*] Notice:  This patent issued on a continued pros- Primary Examiner—Yon J. Couso
;c;gi(?ii)l :ﬁgli’:astﬁ;l}eglig lllfjl::d;ieiZy (;Sﬁ Attorney, Agent, or Firm—Oliff & Berridge, PLC
patent term provisions of 35 U.S.C. [57] ABSTRACT
154(a)(2)-
HaX2) The prescot invention describes a method for automatic
[21] Appl. No.: 08/692,559 cmppil?g of images contzu'.niug regionsv.vherc %ntensity levels
are uniform and other regions where intensity levels vary
[22] Tiled: Aug. 6, 1996 considerably. An image to be automatically cropped is
[51] Int. CLS GO6K 9/20 scaled down to a grd and _divided ir!ln no.n-overlapping
blocks. The mcan and variance of intensity levels arc
[52] US.CL 382/282; 382/270 s
calculated for each block. Based on the distribution of
[58] Field of Search ... 382/282, 283, . . .
382/171. 172, 270, 272; 358/538 variances in the blocks, a thresbold is selected for the
’ 4 i 4 variance. All blocks with a variance higher Lhan this thresh-
[56] References Cited old variance are selected as regions of interest. The regions
of interest are then cropped to a bounding rectangle.
U.S. PATENT DOCUMENTS
4,809,064  2/1989 AmOS et al. eooecoorerore oo 358/76 21 Claims, 8 Drawing Sheets
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5,978,519

1
AUTOMATIC IMAGE CROPPING

BACKGROUND OF THE INVENTION

This invention is related to a method for the automatic
cropping of images, and is particularly suitable to images
that are texture-free, or relatively texture-free.

A typical image contains some regions where intensity

-——Ilevel,—and- color,—are - uniform,—-and-other-regions- where

intensity level and color vary considerably. For instance, the
“background” of an image may be uniform with a distinct
“edge” separating the background from the “foreground.”
For example, a porirait typically comprises a subject set
against a uniform backdrop or background, such that a sharp
edpe or boundary exists between the subjeet and the back-
ground.

Frequently, it is desirable lo sclect only a particular region
of an image, and to reproduce the selected region, thereby
climinating unwanted or excess background to give the
image a more desirable composition. This selection process
is referred to as cropping. Ofien, images are cropped (o the
foreground and most of the background is discarded.

Cropping is usually done by hand or requires operator
interaction in order to properly selecl the subject and crop-
ping dimensions. For example, U.S. Pat. No. 4,809,064 to
Amos ct al. discloses an apparatus for printing a sclecied
portion of a photographic ncgative onto a photosensitive
paper to form an enlarged and cropped photographic print.
However, the apparatus requires human operation (o deter-
mine the crop. Similarly, U.S. Pat. No. 5,115,271 to Hago-
pian discloses a variable photographic cropping device for
maintaining multiple constant proportioris of a visible arca
lhat includes a pair of masks situated in a housing having a
central window. The apparatus also requires an operator.

In the field of automatic image enbancement, methods are
known for improving the contrast in a natural scene image
or altering the sharpoess in a reproduction of an electroni-
cally encoded natural scene images. Such methods have
been disclosed, for example, in U.S. Pat. Nos. 5,450,502 and
5,363,209 to Eschbach et al., the disclosures of which are
incorporated berein by reference. IHowever, such automatic
image enhancement methods do mot disclose automatic
image cropping.

For high quality publication and printing, manual crop-
ping may be preferred for artistic reasons. For large volume
printing, including, but not limited to, passport photographs,
yearbooks, catalogs, event books, portraits, other images
with uniform backgrounds, and the like, it is desirable to
have the option to use avlocropping lo enbance productivity
and uniformity of the cropping process.

SUMMARY OF INVENTION

The present invention relates to a method for the auto-
matic cropping of imagces. Further, the present invention
relates to a method for automatically cropping images that
are texture-free, or relatively texture-free, to their regions of
interest.

According to the present invention, an image to be
automatically cropped is scaled down to a grid and divided
into non-overlapping blocks. The mean and vanmance of
intensity levels are calculated for each block. Based on the
distribution of variances io the blocks, a threshold is selected
for the variance. All blocks with a variance higher than the
threshold variance are selected as regions of interest. The
regions of interest are cropped to a bounding rectlangle 1o
provide an autocropped image with a tight fil. The
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autocropped image may Lhen be subjected io a posl-
processing image operation includiog, but oot limited to,
scaling the autocropped image to a larger or smaller
dimension, image enhancement, anootating, transmitling,
balftoning, and the like.

The present invention may optionally include an edge
stiength distribution analysis ul au iwage. A tneshold is
chosen from a sorted list of edge strengths in order to select
any block that contains a significant number of edge pixels
and was not selected after the intensity variance analysis.

BRIEF DESCRIPTION OF DRAWINGS

The file of this patent contains at least one drawing
exccuted in color. Copics of this patent with color
drawing(s) will be provided by the Patent and Trademark
Office upon request and payment of the necessary fee.

FIG. 1 shows a typical intensity variance profile of an
image.

FIG. 2 shows a typical edge strenglh profile of an image.

FIG. 3(a) shows a picture to be autocropped using the
method of the present invention.

FIG. 3(b) shows the image after blocks with a luminance
variance higher than a threshold variance are selected.

FIG. 3(c) shows the image aller a post-processing cleanup
pass is conducled.

FIG. 3(d) shows the autocropped image with a border
scaled to the same horizontal dimension as the original
picture.

FIG. 4(a) shows a second picture to be autocropped using,
the method of the present invention.

FIG. 4(b) shows the image after blocks with a luminance
variance higher than a thresbold variance are selected.

FIG. 4(c) shows the image after a post-processing cleanup
pass is conducted.

FIG. 4(d) shows the autocropped image with a border
scaled Lo the same verlical dimension as Lhe original picture.

FIG. § is a flowchart depicting the steps of practicing the
invention;

FIG. 6 is a front perspective view of an exemplary camera
that practices the steps of the invention;

FIG. 7 is a rear perspective view of the exemplary camera
shown in FIG. 6; and

FIG. 8 is a schematic diagram of an apparatus of the
invention for automatically cropping an image.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

The present inveotion relates to a method of automatic
image cropping of images and the steps of praclicing the
invenlion are depicled in FIG. 5. Prelerably, Lhe present
invention in embodimenis relates 1o aulomatic image crop-
ping of images that are texture-free or relatively texture-free.

The automatic image cropping method of the prescot
invention is independent of the image input or acquisition
method. Any image acquisition device that converts a pic-
ture into clectronic or digital data, such as a computer data
file, is acccplable for using the method of the present
iovention. Acquisition devices for images to be automati-
cally cropped include, but are not limited to, a digital
scan-to-print syslem, a digital camera 50 as shown in FIGS.
6 and 7, a digital scanner, a photo CD, or laser disc, or the
like.

The images themselves are defined in terms of pixels,
wherein each pixel is an electrical or electronic signal with
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a digilal gray value thal varies belween a while level and a
black level. In a currently desirable system, in which cal-
culations may be done on 8 bits of information or more, 256
levels of gray will be available for use. Pixels are also
idenlified in terms of position. A pixcl may define a unique
location (m,n) within an image, identified by its m™ pixel
position in a line (or column), and its o™ line position in a
page (or row). Color is therefore represented by those gray

~ values for red, blue and green. For example, in the RGB-

color space, a single color pixel is represented by three
values, one for red, one for blue, and one for green. The
color of the particular pixcl can be defined as a combination
of the red, bluc and green color levels.

The automalic image cropping method of the present
invention is also independent of the output method. The
output methods for an image autocropped according to the
present invention include, but are not limited to, a laser
printer, ink jet ink printer, LCD display 52 on the digital
camera 50 shown in FIG. 7, CRT display, maguoetic tape or
other media, dye sublimation printer, a photographic printer,
or the like. These oulpul devices may have many charac-
teristics. However, they have as a common requirement the
representation of gray or color piclorial images.

According to an embodiment of the present invention,
images are initially defined in terms of the red, green, blue
(“RGB”) color space. Preferably, images defined in the RGB
color space are directed to a color space converter and
converted 1o a luminance color space. In embodiments,
however, it is possible that the image will already be in
luminance color space, as it is common to convert RGB
values to luminance/chrominance space for other image
processing. Whalever space is used, it must have a compo-
nent that relates to the human visual perception of lightness
or darkness.

In embodiments, the initial image data in RGB color
space may be converted to a lnminance color space using the
luminance channel Y in Xerox YES color space of the
“Xerox Color Encoding Standard,” XNSS 289005, 1989.
The RGB color space may also be converled (o a luminance
color space using the luminance channel Y in the known
television encoding standard, YIQ. In an embodimeant of the
present invention, the luminance channel Y is calculated
according to the following general formula:

¥=0.252939x(Red Channel)+0.684458x(Green Channel)+
0.062603x(Blue Channel).

All statistical analysis and color conversion is preferably
carried out on a scaled down version of the input image. This
specds up the automatic image cropping process and also
provides a certain degree of robustness against noisc.

According to embodiments of the present invention, an
image to be autocropped is scaled down to a regular grid.
The grid is then divided into non-overlapping square blocks,
NxN, of a smaller size, including, but not limited 1o, 4x4,
8x8, 16x16, 64x64 pixels, or the like. The height and width
ol each block is indicated by N pixels. In an embodiment of
the invention, the grid size is 256x256 pixels, and Lhe block
size is 4x4 pixels. However, different grid and block sizes
can be used so long as the objectives of the present invention
are achieved.

According to the present invention, the cue for selecting
regions of interes! in an image is the luminance profile of the
intensity levels in the blocks. Allernalively, the RGB profile
of the intensity levels in the blocks can be used. The mean
and variance of the inlensity level are calculated for each
block consisting of NxN pixels.
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The mean intensity level, g, in each block is calculated
according to the following formula (1):

i f} W
H=7==), 8
N

_ whercin g, is the intensily level of the i* pixel in the block, -

and N is the size of cach block in pixels. The variance, o, in
each block is caleulaled according (o the [ollowing formula

@)

T 2)
T=——> (gi-n’
W12

FIG. 1 shows the typical intensity variance profile of an
image. From FIG. 1, it is apparcnt that most blocks in an
image exhibit very low variances.

Based on statistical analysis and the distribution of the
variances in the blocks, a threshold varjance is selccted.
From FIG. 1, a generally optimal threshold variance is
picked at the “knee” of the vaniance profile curve. According
to the present invention, the threshold variance is preferably
picked as 2 point on the curve furthest from a line joining the
minimum and the maximum variance. All blocks with a
variance higher than this threshold variance are selected as
regions of interest (ic., clements of the forcground) to
remain in the autocropped image. All blocks wilh a variance
less than the threshold are comsidered lo be uninteresting
(i.c., clements of the background) and are removed from the
autocropped image. The threshold variance may also be
adjusted higher or lower to include or exclude more blocks.
For example, the threshold variance value may be reduced
by an empirically determined selectivity factor to include
more objects of interest. In an embodiment of the present
invention, the threshold variance is reduced by about forty
pereent to include more blocks as regions of interest.

The blocks selected as regions of interest are then cropped
to a bounding rectangle by finding the first selected block
along the four sides of the grid, thereby giving a tight fit. All
blocks wilthin the bounding rectangle are included in Lhe
autocropped image. The tightness of the crop is application
dependent and is fully adjustable.

The cropped image may be scaled to a larger (or smaller)
dimension and a border selected for the scaled autocropped
image. In an embodiment of the present invention, the
automatic cropping of an image is set to a default border of
about 0.01 (i.e., a 1% border) of the larger dimension.

An optional cleanup post-processing pass may be carried
out to mark unselected blocks that are inside selected
regions (i.., typically the “interior” of an object) for further
post-processing image operations. An embodiment of the
present invention uses a seed fill algorithm to accomplish
this purposc. Various sced fill algorithms arc known in the
art including, but pot limited to, that rccited in Paul S.
Heckbert, A Seed Fill Algorithm, Graphics Gems, 1990,
incorporated herein by reference. Selecled regions smaller
than the specified parameter for the smallest foreground
image effect that is to be retained as interesling are elimi-
nated. In an embodiment of the present invention, small
details corresponding lo “noise” in the background are
examined, in blocks and pixels. These details are removed
[rom the autocropped image. As a result, small glitches and
spots are eliminated, thereby providing a better bounding
reclangle, especially at the edges of the autocropped image.

After Lhe intensity variance analysis, the image optionally
may be further apalyzed using edge sirength information as
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an additional cue. Some images display low conlrast edges
at the boundaries of the foreground and the background.
Although the results of the intensity varancc analysis
described herein are satisfaclory, results for some images
may be improved if an edge strength distribution is ana-
lyzed.

Similar to the variance analysis, the edge strength distri-
bution of the blocks is analyzed for a suitable threshold. A

In embodiments, the edge strength computation may be
carried out using a digital Laplacian operator, such as that
recited in Rafael C. Gonzalez & Richard E. Woods, Digital
Image Processing, 100, 420, 453 (1992), the disclosure of
which is herein incorporated by reference. Using the Lapla-
cian operalor, a threshold is chosen from the edge strength
distribution. Any blocks with significant edge information
(i.e., a specified number of pixels greater than the threshold)
and that are not selected as regions of interest from the
variance analysis are marked as “interesting.”

According to the present invention, automalic image
cropping relies on several cmpirically determined param-
elers for its performance. The following parameters
described below include, but are pot limited to, those
paramelers that can be tuped to cuslomize aulomalic image
cropping to a particular image set being apalyzed. One
skilled in the art may alter any or all of these parameters
based on the a priori information available about the images
1o be autocropped.

Grid Size is the size of the square grid on which the scaled
down version of the inpul image is sampled. Increasing the
size of this grid makes the program more sensitive (o noise.
Image cffects that would be too small to be sigpificant on a
grid of size 256x256, for instance, may be significanl on
larger grids. The time of computalion also increases with the
increased grid size. For example, with a 512512 sampling
grid, the time is approximately four times that with a
256x256 grid if all other parameters are unchanged.

Block Size is the size of the local neighborhood over
which variance analysis is carried out. Block Size corre-
sponds to the beight and width of the non-overlapping
blocks, and is typically measured in pixcls. A large block
size results in a coarse analysis of the image, while a small
block size results in a finer analysis. The block size conlrols
the size of the local neighborhood that is included with an
edge between the background and the foreground. The
margin around the foreground is larger with a large block
size.

Black Object Size is the size ol the smallest background
image cffcct that is retained as an uninteresting effect. This
size is measured in blocks. All uninteresting regions whose
size is less than the selected Block Size are marked as
interesting regions. Typically these are completely covered
by interesting regions implying that they are the interior of
foreground effects.

White Object Size is the size of the smallest foreground
image ellect that is relained as an interesling cllect. The
delault sizes for loreground and background effects are
generally not identical, but can be independently sclected.
Increasing the value of this parameter has the effcet of
eliminaling larger and larger connccted regions of interest,
and decreasing it has the opposite ¢ffcct.

Additional parameters for an edge strength distribution
analysis include, but are not limiied to:

Iilter Cocfficients contains tbe filter coefficients to be
used in the optional edge deteclion part of the automatic
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6
image cropping. Filler coeflicients are weights used in a
sliding window (including, but not limited lo, an odd mum-
ber of rows and columns) used to compute the weighted
average of the gray-scale values in the neighborhood of each
pixel in an image. This operation can be accomplished
through any edge detection filter and is not constrained to be
Laplacian-like. This operation is called digital convolution
and is known in the art of signa! and image processing, for

-example in Rafael C..Gonzalez & Richard E. Woods, Digital —-———

Image Processing, (1992) and in J. Canny, JEEE Transac-
lions in Patiern Analysis and Machine Intelligence, Vol. 8,
pp- 697-98 (1986), incorporated herein by reference.

Edge Pixcels is the number of pixels within a block that
must have an edge strength greater than the threshold for the
block to be sclected as an interesting region. This parameter
musl not be disproportionately large when compared to Lhe
block size. Too small a value for this parameter makes it
overly sensitive to poise. Converscly, the edge analysis
phase doesn’l add anything uscful if the parameter has too
high a valuc.

EXAMPLES

Two images autocropped according to the method of
present invention, i.c., aulomatic image cropping, appear in
FIGS. 3 and 4.

The parameters used for aulocropping these images based
on luminance intensily data are a Grid Size of 256x256
pixcls; a Block Size of 44 pixcls; a Black Object Size of 15
blocks; and a White Object Size of 4 blocks.

Example I:

FIG. 3 shows an image that has been subject to the
automalic image cropping method of the present invention.
FIG. 3(a) shows the original picture to be autocropped. FIG.
3(b) shows the picture afier it is subsampled into a grid
(256256 pixels), divided into non-overlapping blocks (64x
64 blocks of 4x4 pixels per block), and scaled lo match the
original. All blocks with a luminance variance higher than a
threshold variance are selected as regions of interest. FIG.
3(c) shows the autocropped image in which a post-
processing pass is made o toggle groups of blocks in large
areas of the opposite type of blacks and to eliminale noise
in the background. Also shown is a bounding box (i.e., red
reciangle) that is calculated to give a tight fit to the
autocropped image. FIG. 3(d) shows the autocropped image,
the image within the bounding box of FIG. 3(c), scaled to the
same horizontal dimension as the original and with a 5%
border.

Example IT:

FIG. 4 shows a second image Lbal has been subject 1o the
automatic image cropping mcthod of the present invention.
IIG. 4(a) shows the original picture to be autocropped. FIG.
4(b) shows the picture after it is subsampled into a grid
(256x256 pixels), divided into non-overlapping blocks (64x
64 of 44 pixels per block), and scaled to match the original.
All blocks with a luminance variance higher than a threshold
variance are sclected as regions of interest. FIG. 4(c) shows
the autocropped image in which a post-processing pass is
made lo toggle groups of blocks in large areas of the
opposite type of blocks and to climinate noise in the back-
ground. Also shown is a bounding box (ie., red rectangle)
that is calculated to give an autocropped image with a tight
fit. FIG. 4(d) shows the autocropped image, the image within
the bonding box of FIG. 4(c), scaled to the same vertical
dimension as the original with the side and bottom borders
corresponding to the original picture and with a 5% border
on the top.
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Thus, automatic image cropping according Lo the present
invention handles most texture-free, or relatively texture-
free, images in a predictable and productive fashion.

It will no doubt be appreciated that the present invention
can be accomplished through application software accom-
plishing the [unctions described, lo operate a digital com-
puter or microproccssor, through a hardwarc circuit.

An apparatus 110 of the invention automatically crops an
image is shown in I1G. 8. The apparatus 110 is connected to
the display 52 by a bus 112. The apparatus includes a scale
down device 114, a divider 116, a mean intensity level
calculator 118, an infeosity level variance calculator 120, a
variance profile creation device 122, a threshold variance
calculator 124, a variance block sclector 126, a cropping
device 128, an edge strength profile calculator 130, a thresh-
old edge strength calculator 132 and an edge strength block
selector 134. These components are interconnected by the
bus 112.

The scale down device 114 scales down the image to a
grid having four sides. The divider 116 divides the grid into
a plurality of non-overlapping blocks. The mean intepsity
level calculator 118 calculates a mean intensity level for
each of the blocks. The intensity level variance calculator
120 calculates a variance of an intensity level for each of the
blocks. The variance profile creation device 122 creates a
variance profile for the blocks. The threshold variance
calculator 124 calculates a threshold variance based on the
variance prolile.

The variance block sclector 126 sclects the blocks having
the variance higher than the threshold variance as regions of
interest. The cropping device 128 crops the regions of
interest to a bounding rectangle. The edge strength profile
calculaior 130 calculates a profile of edge strengths for the
blocks. The threshold edge strength calculator 132 calcu-
lates a threshold edge sirength from the profile. The edge
strength block selector 134 selects the blocks that have an
edge strenglh higher than the threshold edge strength and not
selected as regions of interest.

The invention has been described with references to
particular embodiments. Modifications and alterations will
be apparent to those skilled in the art upon reading and
understanding this specification. It is intended that all snch
modifications and alterations are included insofar as they
come within the scope of the appended claims.

‘What is claimed is:

1. A method for automatically cropping an imagc, com-
prising:

scaling down said image to a grid baving four sides;

dividing said grid into a pluralily of nop-overlapping

blocks;

calculating a mean intensity level for each of said blocks;

calculating a variance of an intensity level for each of said

blocks;

creating a variance profile for said blocks;

calculating a threshold variance based on said variance

profile;

selecting said blocks having said variance higher than said

threshold varance as regions of inlerest;

cropping said regions of interest to a bounding rectangle;

calculating a profile of edge strengths for said blocks;

calculaling a threshold edge strength from said profile;
and
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8
selecting said blocks having an edge sirength higher than
said threshold edge strength and ot selected as regions
of interest.
2. The automatic image cropping method of claim 1,
wherein said intensity level is a luminance intensity.
3. The automatic image cropping method of claim 1,
wherein said intensity level is a red, green, blue intensity.
4. The automatic image cropping method of claim 1,
wherein said mean is-ealenlated by the formula

2
.5

#=m'2=fm

whercin g; is the intensity level of the i* pixel in the block,
and N is a height and a width of each block in pixels.

5. The automatic image cropping method of claim 4,
wherein said variance is calculated by the formula

l NZZ
o= ——% (gi—p’.
M1

6. The automatic image cropping method of claim 1,
wherein said threshold voltage variance is selecied as a point
on a curved portion of a variance profile.

7. The automatic image cropping method of claim 6,
wherein said threshold variance is adjusted by a selectivity
factor.

8. The aulomalic image cropping method of claim 7,
wherein said threshold variance is reduced to select more
regions of ioterest.

9. The automatic image cropping metbod of claim 7,
wherein said selectivity factor is about forty percent.

10. The automatic image cropping method of claim 1,
wherein said grid is 256 by 256 pixels.

11. The automatic image cropping method of claim 1,
wherein said non-overlapping blocks are 4 by 4 pixels.

12. The automatic image cropping method of claim 1,
wherein said bounding reclangle is defined by a first selected
block along each of the four sides of the grid.

13. The automatic image cropping method of claim 1,
further comprising subjecling an autocropped image to a
post-processing image operation.

14. The automatic image cropping wethod of claim 1,
further comprising scaling said bounding rectangle to a
larger or smaller dimension having a border.

15. The automalic image cropping method of claim 14,
wherein said border is a default border of about 1% of said
dimension.

16. The automatic image cropping method of claim 1,
further comprising marking unselected blocks inside
selected regions for further post-processing image opera-
tions.

17. The automalic image cropping method of claim 1,
further comprising removing details corresponding to noise
in the background of the cropped image to provide a better
bounding reclangle.

18. An apparatus for automalically cropping an image,
comprising:

means for scaling down said image to a grid having four

sides;

means for dividing said grid into a plurality of non-

overlapping blocks;

means for calculating a mean intensity level for each said

blocks;
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means {or calculaling a variance of an intensity level for
each of said blocks;

means for creating a variance profile for said blocks;

means for calculating a threshold variance based on said
variance profile;

means for selecting said blocks having said variance
higher than said threshold variance as regions of inter-
est;

means for cropping said regions of interest to a bounding
rectangle;

means for calculating a profile of edge strengths for said
blocks;

means for calculating a threshold edge strength from said
profile; and
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means [or selecting said blocks having an edge strength
higher than said threshold edge strength and not
selected as regions of interest.

19. The apparatus of claim 18, further comprising an input
means for acquiring said image and an output meaps for
storing said autocropped image.

20. The uppatatus of claim 19, wherein said input means
is selected from the group consisting of a digital scanner and
a digital camera.

21. The apparatus of claim 20, wherein said output means
is selected from the group consisting of a printer, a LCD
display, a CRT display, a magoetic media, and a photo-
graphic printer.
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DETAILED ACTION

Claim Rejections - 35 USC § 112

1. The following is a quotation of the second paragraph of 35 11.S.C. 112:

The specification shall conclude with one or more claims particularly pointing out and distinctly claiming the
subject matter which the applicant regards as his invention.

2. Claim 28 is rejected under 35 U.S.C. 112, second paragraph, as being indefinite for
failing to particularly point out and distinctly claim the subject matter which applicant regards as
the invention.

As to claim 28, this claim states the exact same limitations as claim 14. The examiner
suggests changing the phrase “method of claim 1” to “method of claim 15.” The claim will be

treated as though that is what it says for the remainder of this office action.

Claim Rejections - 35 USC § 102
3. The following is a quotation of the appropriate paragraphs of 35 U.S.C. 102 that form the

basis for the rejections under this section made in this Office action:

A person shall be entitled to a patent unless —

(e) the invention was described in (1) an application for patent, published under section 122(b), by another filed
in the United States before the invention by the applicant for patent or (2) a patent granted on an application for
patent by another filed in the United States before the invention by the applicant for patent, except that an
international application filed under the treaty defined in section 351(a) shall have the effects for purposes of this
subsection of an application filed in the United States only if the international application designated the United
States and was published under Article 21(2) of such treaty in the English language.

4, Claims 1,3,8,12-15,17,22 and 26-28 are rejected under 35 U.S.C. 102(¢) as being

anticipated by U.S. Patent 6,430,320 to Jia et al.
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As to claim 1, Jia discloses a method of producing an image of at least a portion of a
digital image (column 4, lines 27-28 and 42-44), the digital image comprising the steps of:

a) providing a digital image having pixels (column 8, line 51):

b) computing a belief map of the digital image, by using the pixels of the digital
image to determine a series of features (column 13, lines 25-35), and using such features to
assign the probability (“crop statistics”, column 4, line 50) of the location of a main subject
(column 4, lines 42-44) of the digital image in the belief map (Fig. 8, the belief map being
indicated by the boundary pixels: 702, 710, 712, 714, 716, 718, and 720 located in both figures);

c) determining a crop window having a shape and a zoom factor (Fig. 13, “Auto
Crop to Requested Size”), the shape and zoom factor determining a size of the crop window (Fig.
14); and

d) cropping the digital image to include a portion of the image of high subject

content in response to the belief map and the crop window (column 4, 49-54).

As to claim 15, Jia discloses a method of producing an image of a portion of at least a
portion of a photographic image onto a photographic receiver (column 4, lines 27-28 and 40-44),
comprising the steps of:

a) receiving a digital image corresponding to the photographic image, the digital
image comprising pixels (column 8, line 51).

b) computing a belief map of the digital image, by using the pixels of the digital
image to determine a series of features (column 13, lines 25-35), and using such features to

assign a probability (“crop statistics”, column 4, line 50, column 13, lines 38-39) of the location
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of a main subject (column 4, lines 42-44) of the digital image in the belief map (Fig. 8, the belief
map being indicated by the boundary pixels: 702, 710, 712, 714, 716, 718, and 720 located in
both figures).

c) determining a crop window having a shape and a zoom factor (Fig. 13, “Auto
Crop to Requested Size™), the shape and zoom factor determining a size ot the crop window (Fig.
14); and=

d) locating the relative optical position of a photographic image, a lens assembly
(column 5, lines 66-67), and a photographic receiver (column 5, lines 61-65) in response to the
belief map and illuminating (column 5, lines 66-67) a portion of the photographic image of high
subject content to produce an image of such portion onto the photographic receiver (column 4,

49-54).

As to claim 3 and 17, Jia discloses the method of claim 1 wherein step d) further
comprises the steps of:

i) selecting an initial position of the crop window at a location which includes the
center of mass (Fig. 8);

ii) using the belief values corresponding to the crop window to select the position of
the crop window to include a portion of the image of high subject content in response to the
belief map (Figs. 9B and 9C); and

iii)  cropping the digital image according to the position of the crop window (column

4, 49-54).
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As to claim 8 and 22, Jia disclose the method of claim 1 wherein the crop window is

completely within the digital image (Figs. 5-8).

As to claim 12 and 26, Jia discloses the method of claim 3 further comprising positioning

said crop window such that said crop window includes all of said main subject cluster (Fig. 8).

As to claim 13 and 27, Jia discloses the method of claim 12 further comprising
positioning said crop window to include a buffer around said main subject cluster (Fig. 8, the

crop window includes buffering in the corners.

As to claim 14 and 28, Jia discloses a computer storage product having at least one
computer storage medium having instructions stored therein causing one or more computers to

perform the method of claim 1 (column 6, lines 33-49).

Allowable Subject Matter
EH Claims 2,4-7,9-11,16,18-21 and 23-25 are objected to as being dependent upon a rejected
base claim, but would be allowable if rewritten in independent form including all of the

limitations of the base claim and any intervening claims.

Double Patenting

6. The nonstatutory double patenting rejection is based on a judicially created doctrine
grounded in public policy (a policy reflected in the statute) so as to prevent the unjustified or
improper timewise extension of the "right to exclude" granted by a patent and to prevent possible
harassment by multiple assignees. See In re Goodman, 11 F.3d 1046, 29 USPQ2d 2010 (Fed.
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Cir. 1993); In re Longi, 759 F.2d 887, 225 USPQ 645 (Fed. Cir. 1985); In re Van Ornum, 686
F.2d 937, 214 USPQ 761 (CCPA 1982); In re Vogel, 422 F.2d 438, 164 USPQ 619 (CCPA
1970);and, In re Thorington, 418 F.2d 528, 163 USPQ 644 (CCPA 1969).

A timely filed terminal disclaimer in compliance with 37 CFR 1.321(c) may be used to
overcome an actual or provisional rejection based on a nonstatutory double patenting ground
provided the conflicting application or patent is shown to be commonly owned with this
application. See 37 CFR 1.130(b).

Effective January 1, 1994, a registered attorney or agent of record may sign a terminal

disclaimer. A terminal disclaimer signed by the assignee must fully comply with 37
CFR 3.73(b).
7. Claim 1,8, and 14 are rejected under the judicially created doctrine of obviousness-type
double patenting as being unpatentable over claim 44-48 of copending Application No.
09/490915 (“App #2”). Although the conflicting claims are not identical, they are not patentably
distinct from each other because they set forth subject matters which are obvious over each other
and only differ in breadth of terminology used. For example, the limitation on lines 10-11 of
claim 1, the phrase stating “cropping the digital image to include a portion of the image of high
subject content in response to the belief map and the crop window.” App #2 does not say this
word for word but it is obvious that this is what is being claimed. On line 11-12 of claim 45 the
statement “cropping the digital image to include main subjects indicated by the belief map to
produce the cropped digital image by:” indicates that the following limitations in the claim are
required for cropping the digital image. Therefore cropping the digital image to include a
portion of the image of high subject content would be in response to the belief map, as stated in
on lines 11-13, and in response to the crop window as stated on lines 9-10.

App #2 disclose a method of producing an image of at least a portion of a digital image

comprising:

Digital image having pixels (claim 45, line 1).
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Computing a belief map (claim 45, lines 3-5).
Determining a crop window having a shape and zoom (claim 45, lines 13-14)
Claim 8 corresponds to claim 46 of App #2.
As to claim 14, given the method, the computer storage product of claim 14 would have
been at least obvious to one skilled in the art of image processing. In the image processing arts
a reference, which anticipates or make obvious the invention of method claims will also at least

make obvious the invention of computer storage product claims.

Conclusion

8. The prior art made of record and not relied upon is considered pertinent to applicant's
disclosure.

U.S. Patent 6,282,317 to Luo discloses the inventor’s method determining the main
subject of a photographic image.

U.S. Patent 5,640,468 to Hsu discloses a method of identifying objects in an image.

U.S. Patent 6,434271 to Christian et al. discloses method of locating objects in an image.

U.S. Patent 6,335,985 to Sambonsugi et al. discloses method of extracting an object from
an image.

U.S. Patent 6,091,841 to Rogers et al. discloses a method that involves auto cropping and
segmenting.

U.S. Patent 5,978,519 to Bollman et al. discloses a method of auto cropping an image.

U.S. Patent 6,456,732 to Kimbell et al. discloses automatic cropping and scaling of an

image.
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U.S. Patent 5,880,858 to Jin discloses an auto cropping method for use with scanners.

U.S. Patent 5,781,665 to Cullen et al. discloses a method for cropping an image.

Contact Information
9. Any inquiry concerning this communication or earlier communications from the
examiner should be directed to Aaron W. Carter whose telephone number is 703.306.4060. The
examiner can normally be reached by telephone between 8am - 4:30pm (Mon. — Fri.).

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s
supervisor, Bhavesh Mehta can be reached on 703.308.5246. The fax phone number for the
organization where the application or proceeding is assigned is 703.872.9314 for regular
communications.

Any inquiry of a general nature or relating to the status of this application or proceeding
should be directed to the receptionist whose telephone number is 703.306.0377.

Aaron W. Carter

Examiner

Art Unit 2625
Juoc
awc
January 9, 2003

BHAVESH M. MEHTA
SUPERVISORY PATENT EXAMINER
TECHNOLOGY CENTER 2800
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IMAGE PROCESSING SYSTEM WITH
AUTOMATIC IMAGE CROPPING AND
SKEW CORRECTION

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 09/057,847, filed on Apr. 9, 1998 by Tretter et
al. and entitled “IMAGE PROCESSING SYSTEM WITH
IMAGE CROPPING AND SKEW CORRECTION".

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention pertains to image processing sys-
lems. More parlicularly, this invention relates lo an image
processing system with (1) skew correction that does not
require human intervention or the presence of text or skew
detection information on the original document, and (2)
image cropping that is done regardless of the shape of the
image.

2. Description of the Related Art

It bas been known that when a document (i.c., the original
physical object, such as photo or text document) is scanned
by a scanner, a digital image of the original document is
typically generated. The digital image of the original docu-
ment is, however, often found to be skewed (rolated) inside
the entire scan image (i.e., inside the entire digital image
obtained from the scanner). As is known, the scan image
typically includes the image of the document as well as
background information. A skew or inclination of the docu-
ment image within the scan image is particularly likely to
occur when the scanner uses an automalic document feed
mechanism to feed the original document for scanning. In
addition, when the size of the original document is relatively
small in comparison to the scan region of the scanner, the
scan image may contain considerable amount of background
information.

For instance, some scanning devices are automatic sheet
fed scanners with stationery charge coupled devices
(CCD’s). These scanning devices feed the document past the
CCD for scanning. The document must be grabbed by a set
of rollers for scanning. This mechapism can sometimes
scratch the document. Also, small documents may not be
securely grabbed or reliably sensed by the mechanism. In
addition, only a single document at a time can be fed in the
scanner. As a resull, document carriers are used lo overcome
these problems. A document carrier is usually a transparent
envelope having a white backdrop. The document or docu-
ments of interest are inserted within the envelope for scan-
ning. The document carrier protects the scanned document
from scratches and also provides the rollers with a larger
width original to grab, thereby accomplishing successful
feeding of the document through the scanner.

However, one disadvantage of using a document carrier is
that the document carrier also becomes part of the scanned
data. For example, if the carrier color does not exactly maich
the color of the scanner background, edges of the document
carrier will be contained in the scanned data. This spurious
data will cause the digital image to contain unwanted
extraneous information. FIG. 1 illustrates a scan image 100
that exhibiis these problems.

As can be seen from FIG. 1, the scan image 100 contains
a document image 110 of an original document. The remain-
ing area of the scan image 100 is background 120, which
typically has a predetermined pixel pattern, and extraneous
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information 140, which typically has known characleristics.
The background 120 can be caused by the scanner back-
ground while the extraneous information 140 can be caused
by a document carrier. The document image 110 is skewed
inside the scan image 100 and the background 120 is a
considerable fraction of the scan image 100. When the scan
image 100 is displayed on a display or printed by a printer,
the document image 110 typically has a relatively unpleasant
and poor visual quality. In addition, the skewed image may
also cause errors when the image data is further processed by
other software programs, such as optical character recogni-
tion programs.

Techniques have been developed to try to detect and
correct the skew problem. For example, U.S. Pat. No.
4,941,189, entitled OPTICAL CHARACTER READER
WITH SKEW RECOGNITION and issved on Jul. 10,1990,
describes a skew correction technique that searches for text
characters along a scan line. As another example, U.S. Pat.
No. 5,452,374, entilled SKEW DETECTION AND COR-
RECTION OF A DOCUMENT IMAGE REPRESENTA-
TION and issued on Sep. 19, 1995, describes another
technique that segments the scan image into text and non-
text regions and then determines the skew information based
on the resulting ségmentation.

These techniques, however, require the original document
to contain at least some text. The techniques then rely on the
detection of one or more lines of the text in the document.
With the advent of inexpensive photo scanners and multi-
media personal compulers, scanners are nowadays used to
scan pot only text documents, but photographs and other
image documents as well. The photographs, however, typi-
cally do not contain any text data. This thus causes the skew
detection and correction techniques to be inapplicable to the
scanned photo images. In addition, because photographs can
bave a variety of sizes and shapes, it is typically difficult to
trim the background information from the scanned image of
a photograph.

Another lechnique has been proposed ihat detects the
skew information of a scanned image wilhout requiring the
presence of text in the scanoed document. One such tech-
nique is described in U.S. Pat. No. 5,093,653, entitled
IMAGE PROCESSING SYSTEM HAVING SKEW COR-
RECTION MEANS, and issued on Mar. 3, 1992. However,
this technique requires human intervention.

SUMMARY OF THE INVENTION

Described below is a system and method for automati-
cally determining in a scanned document image the presence
of unwanted extraneous information caused by an extrane-
ous device, for example, a document carrier and scanner
background information. Once the presence of this infor-
mation is determined, the system and method of the present
invention can compulte, for instance, skew and crop statis-
tics. From this, the image can be aulomatically deskewcd
and cropped approprately without the background and
extraneous information (such as marks from the document
carrier). The system and method accomplishes this by first
determining ihe presence of unwanted extraneous and back-
ground information and then appropriately processing the
document image. The extraneous information is ignored
during deskew and crop computations. Also, the scanner
background and the extraneous inlormation are prevenled
[rom being included with the final digilal representation of
the image.

Specifically, scanner background information and any
extrapeous information, such as edges created by the docu-
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menl carrier, are ignored when processing information is
computed, such as skew and crop statistics, while image
edges are retained, such as document edges of an image or
text pages. Thus, the system and method of the present
invention optimizes aulomalic cropping and deskewing
results of document images scanned by general purpose
scanning devices that are used with or without document
carriers.

Also, the system and method described below determines
a skew angle of the document image without requiring text
in the document or buman intervention. This feature is
accomplishcd by determining an edge of the document
image within a scan image and using that edge 1o determine
the skew angle of the document image. The edge can be
determined by locating the first or last document image pixel
of each scan line of pixels in the scan image that belongs to
the document image (i.e., the edge pixel of the document
image along that scan line). This is accomplished by com-
paring a scan line of pixels with a predelermined scan line
of background pixels or alternatively by comparing a neigh-
borhood around a scan line with predetermined background
pixels. The skew angle of the document image is then
determined by compuling the slope of the detected edge in
the scan image.

In addition, the system and method described below can
determine the boundary of the document image. This feature
is accomplished by locating (1) a first document image pixel
and a last document image pixel for a first scan line of the
document image in the scan image, (2) a fist document
image pixel and a last document image pixel of a last scan
line of the document image in the scan image, (3) a leftmost
document image pixel of the document image in the scan
image, and (4) a rightmost document image pixel of the
document image in the scan image.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention is illustrated by way of example
and not by way of limitation in the Figures of the accom-
panying drawings, in which like references indicate similar
elements, and in which:

FIG. 1 shows a skewed image of a document in a scan;

FIG. 2 shows a computer system that implements an
image processing system;

FIG. 3 shows the image processing system implemented
by the computer system of FIG. 2, wherein the image
processing system includes an automatic deskew and image
cropping system in accordance with one embodiment of the
present invention;

FIG. 4 illustrates a diffcrent configuration of the automatic
deskew and image cropping system in the image processing
system of FIG. 3;

FIG. 5 shows a documenl image generated by the image
processiog system of FIG. 3 or 4 before being processed by
the automatic deskew and image cropping system of FIGS.
3 and 4;

FIG. 6 shows the document image of FIG. 5 after being
processed by the automatic deskew and image cropping
system of FIGS. 3 and 4;

FIG. 7 shows another document image generated by the
image processing system of FIG. 3 or 4 before being
processed by the automatic deskew and image cropping
system ol FIGS. 3 and 4;

FIG. 8 shows the document image of FIG. 7 after being
processed by the automatic deskew and image cropping
system of TIGS. 3 and 4;
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FIG. 9A illuslrales a sample user interface for implement-
ing the automatic deskew and image cropping sysiem of
FIGS. 3 and 4;

FIGS. 9B-9C and 10 show flow chart diagrams of the
aulomatic deskew and image cropping system of FIGS. 3
and 4;

FIGS. 11 and 12 illuslrale calculation uf the skew angle
and boundary information of a document image by the
automatic deskew and image cropping system of FIGS. 3
and 4 when the document image has reclangular and non-
reclangular shapes.

FIG. 13 illustrates a high level block diagram/flowchart of
the present invention suitable for use in a specific embodi-
ment.

FIGS. 14A-14B illustrate a pictorial block diagram of a
working example of a specific embodiment depicted in FIG.
13.

FIGS. 15-16 illustrate sample user interfaces of the
working example of FIGS. 14A-14B operating in a com-
puter environment.

DETAILED DESCRIPTION OF THE
INVENTION

The present invention is a system and method for auto-
matically determining scanner background information and
exiraneous information within a digital representation of a
scanned document image. The scanoer background infor-
mation is caused by the scamner’s background and the
exiraneous information is caused by an extraneous device,
such as a document carrier. For instance, due to the physical
appearance of the document carrier, it can leave marks
within the digital representation of the scanned document
image. Once the presence of this information is determined,
the system and method of the present invention can
compule, for instance, skew and crop stalistics. From this,
the image can be automatically deskewed and cropped
appropriately without the background and extraneous infor-
mation.

The present invention can be used with general purpose
scanning devices for scanning an image as scanned data
input. The image can be a photograph, multiple photographs
in one scan, text only or mixed documents containing
photographs, fext, graphics, etc. The present invention
parses the scanned data juput for determining the presence
of scanper background information and extraneous
information, which, for example, can be caused by a docu-
ment carrier. Also, the scanoed data input is parsed for
delermining edges and a skew angle of the image. The
parsed dala is used to compute skew and crop statistics of the
scanned data for cropping and deskewing the image. This
ultimately provides an aligned digital representation of the
scanned image without unwanted scanner background infor-
mation and extraneous information. Specifically, the scanner
background and any indicia of an extraneous device, such as
a document carrier, are ignored when the skew and crop
statistics are compuled, while image edges are retained, such
as document edgcs of text pages. Thus, the present invention
properly crops and deskews images scanncd by gencral
purposc scanning devices that are used with or without
document carriers.

One of the features of the present invention is to provide
skew correction for a scanned image without requiring the
presence of text. Another feature of the present invention is
to provide skew correclion for a scanned image without
requiring human intervention. A further feature of the
present invention is to provide image cropping for a scanoed
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image regardless of the size and/or shape of the original. A
still further feature of the present invention is to provide
skew correction and image cropping for a scanned image in
a cost effective manner.

FIG. 2 illustrates a computer system 200 that implements
an image processing system 320 (shown in FIGS. 3 and 4)
within which an automatic deskew and image cropping
system 322 (shown in FIGS. 3 and 4) in accordance with onc
cwbuditent of the present uvention way be inplemeated.
Although FIG. 2 shows some of the basic components of the
computer system 200, it is neither meant to be limiting nor
to exclude other components or combinations of compo-
pents in the sysiem. The image processing system 320 and
the automatic deskew and image cropping system 322 in
accordance with the present invention will be described in
more detail below, also in conjunction with FIGS. 3 through
12.

In one embodiment, the computer system 200 can be a
personal compuier having a scanner, a notcbook computer
having a scanper, a palmtop computer having a scanncr, a
workstation having a scanncr, or a mainframe computer
having a scanner. In another embodiment, the computer
system 100 can be a scan system that also has some or all of
the components of a computer system.

As can be seen from FIG. 2, the computer system 200
includes a bus 202 for transferring data and other informa-
tion. The computer system 200 also includes a processor 204
coupled to the bus 202 for processing data and instructions.
The processor 204 can be any known and commercially
available processor or microprocessor. A memory 206 is also
provided in the compuler system 200. The memory 206 is
connecled to the bus 202 and typically stores information
and instructions to be executed by the processor 204. The
memory 206 may also include a frame buffer (not shown in
FIG. 2) that stores a frame of bitmap image to be displayed
on a display 210 of the computer system 200.

The memory 206 can be implemented by various types of
memorics. For example, the memory 206 can be imple-
mented by a RAM (Random Access Memory) and/or a
nonvolatile memory. In addition, the memory 206 can be
implemented by a combipation of a RAM, a ROM (Read
Only Memory), and/or an electrically erasable and program-
mable nonvolatile memory.

The computer system 200 also includes a mass storage
device 208 conmnected to the bus 202. The mass storage
device 208 stores data and other information. In addition, the
mass storage device 208 stores system and application
programs. The programs are executed by the processor 204
and need to be downloaded to the memory 206 before being
executed by the processor 204.

The display 210 is coupled 1o the bus 202 for displaying
information to a user of the computer system 200. A key-
board or keypad input device 212 is also provided that is
connected to the bus 202. An additional input device of the
computer system 200 is a cursor control device 214, such as
a mouse, a trackball, a trackpad, or a cursor direction key.
The cursor control device 214 is also connecled to the bus
202 for communicating direction information and command
selcctions to the processor 326, and for controlling cursor
movement on the display 210. Another device which may
also be included in the computer system 200 is a hard copy
device 216. The hard copy device 216 is used in the
computer system 200 to print text and/or image information
on a medium such as paper, film, or similar types of media.

In addition, the compuier system 200 includes an image
scanner 218. The image scanoer 218 is used to convert an

Page 105 of 263

15

50

55

60

65

6

original documenlt (i.¢., the original physical document, such
as pholo or text document) into a digitized image which can
be further processed by the computer system 200. Iu one
embodiment, the image scanner 218 is a fax machine-type
image scanner that has a scan region of one scan line wide.
The length of the scan region is the width of the scan line.
In this case, the scan head of the image scanner 218
simultaneously images the entire scan line. A document feed
mechanism is provided to advance the original document
after each scan. In another embodiment, the image scanner
218 is a copier-type image scanner that has a relatively large
scan region. For this type of scanner, the original document
is placed against the scan window of the scanner and the
scan head of the scanner moves in one direction afier each
scan.

The computer system 200 also includes other peripheral
devices 22(). These other devices 22() may include a digital
signal processor, a MODEM (modulation/demodulation),
andfor a CD-ROM drive. In addition, Lhe compuler system
200 may funclion without some of the above described
components. For example, the compuler sysiem 200 may
function without the hard copy device 216.

As described above, the computer system 200 includes
the image processing system 320 (shown in FIGS. 3 and 4)
which includes the automatic deskew and image cropping
system 322 of the present invention (also shown in FIGS. 3
and 4). In one embodiment, the image processing system
320 is implemented as a series of software programs that are
run by the processor 326, which interacls with scan data
received from the scanner 218. It will, however, be appre-
ciated that the image processing system 320 can also be
implemented in discrete bardware or firmware.

Similarly, the automalic deskew and image cropping
system 322 alone can be implemenied either as a sollware
program run by the processor 326 or in the form of discrete
bardware or firmware within the image processing system
320. The imape processing system 320, as well as the
automatic deskew and image cropping sysiem 322, will be
described in more detail below, in the form of software
programs.

As can be seen from FIG. 3, the image processing systcm
320 includes a scan control program 324 and an imaging
program 326, in addition to the automatic deskew and image
cropping system 322. All of the programs 322 through 326
are typically stored in the mass storage device 208 of the
computer system 200 (FIG. 2). These programs are loaded
into the memory 206 [rom the mass slorage device 208
before they are executed by the processor 204.

The scan control program 324 interfaces with the scanner
218 and the imaging program 326. The function of scan
control program 324 is to control the scanning operation of
the scanncr 218 and to receive the scan image of an original
document 310 from the scanner 218. As is known, the scan
image of a document typically includes the digital image of
the document (ic., the document image) and some back-
ground image and extrancous information if an extraneous
device, such as a document carrier, is used to aid in scanning
the document. The scan conirol program 324 can be, for
example, a scanner driver program for the scanner 218.
Alternatively, the scan control program 324 can be any
known scanner program for interfacing the scanner 218 with
a user.

As described above, the scan conlrol program 324 con-
trols the scanner 218 to scan the document 310. The original
document 310 can be of different shapes and sizes. For
example, the document 310 can be of a rectangular shape, a
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polygon shape, or a circular or oval shape. FIG. 5 shows one
example of a scan image 500 of the document 310 obtained
by the scan control program 324. As can be scen from FIG.
5, the document image 502 of document 310 is skewed
inside the scan image 500 and has a skew angle o.. As can
be seen from the scan image 500, the scanned document 310
has a reclangular shape. FIG. 7 shows another scan image
700 of the document 310 obtained by the scan control
program 324 when the document 310 has an oval shape.
Both TIGS. 5 and 7 show considerable background within
scan images 500 and 700, respectively.

As shown in FIG. 3, the imaging program 326 is used in
the image processing system 320 to process the scan image
(e.g., the scan image 500 or 700 of FIG. 5 or 7, respectively)
of the original document 310 received from the scan control
program 324. The imaging program 326 typically processes
the scan image of the original document 310 so that the scan
image can be displayed on the display 210 or printed by the
hard copy device 216. The processing functions of the
imaging program 326 typically include resampling and
interpolation of the scan image. The imaging program 326
typically includes a device-specific image driver program.
For example, the imaging program 326 car include a known
display driver program or a known printer driver program.
The imaging program 326 can be any image processing
application.

As can be seen from FIG. 3, the automatic deskew and
image cropping system 322 of the image processing system
320 interfaces with the scan control program 324 and the
imaging program 326. The automatic deskew and image
cropping system 322 receives digital data representing the
scan image of the document 310 from the scan control
program 324 and automatically determines the presence of
scanner background information and extraneous information
caused by an extraneous device, such as a document carrier.
For instance, due to the physical appearance of the document
carrier, it can leave marks within the digital data represent-
ing the scanned document image 310. The automatic deskew
and image cropping system 322 ignores the scanner back-
ground information and exiraneous information and delecls
the skew angle and boundary of the document image of the
document 310 within the scan image. This provides correc-
tion of the skew of the document image (i.¢., deskewed) so
that much or all of the scanner background information and
the extrancous information of the image can be eliminated.

In the case where a document carrier is used, the docu-
ment carrier can cause unwanted extrancous information
because it becomes part of the scanned data. For example, if
the carrier color does mol exactly maich the color of the
scanner background, edges of lhe documenl carrier will be
contaiped in the scanned data. The present invention detects
and deliberately ignores this spurious data and it is deemed
as invalid image data. As a result, the document carrier
information does not influence the results of other functions
and operations of the antomatic deskew and image cropping
system 322, such as the automatic crop and deskew func-
tions (discussed below in detail).

Many diflerent documenl carrier sizes exisl, and the
present inveniion is not limited to any particular size. For
illustrative purposes only, two such sizes of document
carriers are a full page carrier, which can be approximately
8.5"x11" (usually for text or mixed documents), and a half
page carrier, which can be approximately 8.5"x5.75"
(usually for photos). Typically, document carriers have some
known physical characteristic or characteristics or some
form of indicia that can be used as a basis 1o form boundaries
within the scanned data. This allows unwanted document
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carrier information Lo be distinguished (rom wanled image
data. For instance, the bottom of some document carriers
contain a semi-circular notch, which is a known physical
characteristic on all document carriers in that class. The
semi-circular notch allows a user to more easily inserl a
document into the document carrier.

The automatic deskew aud image croppiuyg systew 322 is
preprogrammed with known physical characteristics of cer-
tain extraneous devices of certaln classes. Namely, if a
particular class of document carriers are known to have
semi-circular noiches, the automatic deskew and image
cropping system 322 is preprogrammed to indicate that the
particular class is associaied with semi-circular noicbes as a
koown physical characteristic. If the known physical char-
acteristic is found after scanning the document image 310,
scanned data representing edges of the document carrier are
located so that the entire unwanted extraneous information
caused by the document carrier is cropped out and discarded.

Also, because the full size document carrier is too long to
be fed sideways, only one orientation for scanning exists if
the full size document carrier is used. As such, the known
physical characteristic, such as the semi-circle, can only be
at the bottom or top edges and casnot be at the left or right
edges. Hence, the automatic deskew and image cropping
system 322 searches for these known physical characteris-
tics of document carriers, such as semi-circles, and crops out
unwanted information appropriately. By discarding the
edges of the document carrier, additional functions aod
operations of the automatic deskew and image cropping
system 322 can be performed more accurately.

The automatic deskew and image cropping system 322
detects the skew angle of the document image (c.g., the
document image 502 of FIG. 5) inside the scan image (e.g.,
the scan image 500 of FIG. 5) by first detecting an edge of
the document image and then determining the slope of the
edge. This allows the skew angle detection of the document
image 10 be done without requiring the presence of text or
special skew delection marks on the document image. This
also allows the imaging program 326 to correct the skew of
the document image without human intervention.

In addition, the automatic deskew and image cropping
sysiem 322 detects the boundary of the document image
(c.g., the document image 502 of FIG. 5). There are several
ways that the automatic deskew and image cropping system
322 detects the boundary of the document image. Two
sample techniques are discussed in detail below for illus-
trative purposes only. Each technique can be custom con-
figured for specific implementations. The first sample tech-
pique detects the boundary by locating a first and a last
document image pixel for the first scan Line of the document
image, a first and a last document image pixel for the last
scan line of the document image, a leftmost document image
pixel of the document image, and a rightmost document
image pixel of the document image within the scan image.
The positioned information of these six pixels is then used
to compute the extent (i.e., boundary) of the document
image in the scan image afier skew correction. This infor-
mation is then provided 1o the imaging program 326, allow-
ing the imaging program 326 to trim or crop the scan image
to obtain the document image without much or all of the
background information.

The automatic deskew and image cropping system 322
detects the skew angle and boundary information of a
document image wilhin 2 scan image by locating the first
and last pixels of each scan line of the document image
inside the scan image. The automatic deskew and image
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cropping system 322 can accomplish this by comparing each
scan line of pixels in the scan image with a predetermined
scan linc of background pixcls to locate the first and last
document image pixels. This can alternatively, and
preferably, be accomplished by comparing a neighborhood
around each scan line of pixcls in the scan image with
predelermined background pixels to locate the first and last
document image pixels. This allows boundary edge seg-
ments of the document image to be developed. The auto-
matic deskew and image cropping system 322 then deter-
mines the length of each edge segment of the document
image and calculates the skew of the edge segment. If the
automatic deskew and image cropping system 322 deter-
mincs that an edge segment is not long enough, the program
322 does pot calculate the skew of that edge segment.

In addition, if the automatic deskew and image cropping
system 322 determines that the document image has mul-
tiple skew angles (i.e., the skew of an edge segment in the
document image is not equal to that of another edge segment
of the document image), the program 322 determines that
the document image has a non-rectangular shape. When this
occurs, the automatic deskew and image cropping systcm
322 sets the skew angle of the document image to 6, which
is preferably zero, whether the document image is skewed or
not. In other words, if the automatic deskew and image
cropping system 322 determines that the document image
has a non-rectangular (e.g., circular, oval, or polygonal)
shape, the program 322 preferably does pot detect the skew
angle of the document image. Instead, the program 322
provides the boundary information of the document image
so0 that much or all of the background can be trimmed or
cropped away from the scan image.

Moreover, when the automatic deskew and image crop-
ping system 322 determines that the detected document
image is nol of a rectangular shape, the program 322
preferably defines the smallest rectangle that contains all of
the six boundary pixels and informs the imaging program
326 to take the entire interior of this rectangle as the cropped
document image (see, for example, FIG. 8). In this case, not
all background information is trimmed off. The operation of
automatic deskew and image cropping system 322 is now
described in more detail below, also in conjunction with
FIGS. 5-6 when the document 310 has a rectangular shape
or FIGS. 7-8 when the document 310 has a non-rectangular
shape.

As can be seen from FIGS. 3 and 5-6, the skew detection
and image cropping program 322 checks the scan image 500
to locate the first and last document image pixels of the first
scan line of the document image 502. As can be seen from
FIG. 5, the program 322 learns thal the first scan line of the
scan image 500 is the first scan live of the document image
502. The program 322 then locates the first document image
pixel 518 and the last document image pixel 520 of the first
scan line of the document image 502. As the automatic
deskew and cropping system 322 continues checking the
first and last document image pixels of other scan Lines of the
document image 502, edge segments 510, 512, 514, 516 are
developed. In addition, the leftmost document image pixcl
521 and rightmost document image pixcl 522 arc located.
The first and last document image pixels (i.c., 524 and 526)
of the last scan line of the document image 502 are also
located. As can be seen from FIG. 5, the first document
image pixel 524 of the last scan line of the document image
502 overlaps the last document image pixel 526 of that scan
line.

After the edge segments 510, 512, 514, 516 of the
document image 502 are developed, the automatic deskew

Page 107 of 263

15

20

35

40

45

50

55

65

10

amd cropping systern 322 calculales Lhe skew angle a which
is then sent to the imaging program 326 (FIG. 3), along with
cropping boundaries computed from the skew angle o and
the pixels 518, 520, 522, 524, 526.

As described above, the automatic deskew and cropping
system 322 of FIG. 3 also detects if the document image is
ol a 1eclaugular shape whicn (e prograw calculates the skew
angle o of the document image. If the program 322 defects
that the document image (e.g., the document image 702 of
FIG. 7) is oot of a rectangular shape, then the program 322
preferably does not calculale the skew angle of the docu-
ment image and preferably scis the skew angle to zero. The
automatic deskew and cropping system 322 detects whether
a document image is rectangular or not by determining if the
document image has multiple skew angles. When this
occurs, the document image has a non-rectangular shape
(e.g., the polygonal shape). In addition, the program 322 also
detects if the document image has a rectangular shape by
detecting il the edge segments of the document image are
longer Lhan a predetermined length. Those edge segments
shorter than ihe predetermined length are discarded, and no
skew angle is compuled for such segments. If all detected
segments are discarded, the program 322 determines that the
document image has a non-rectangular shape (e.g., oval or
circular shape) and again does pot calculate the skew angle
of the document image. When this occurs, the program 322
preferably locates those six boundary pixels of the document
image. FIGS. 9A through 10 show in flow chart diagram
form the automatic deskew and cropping system 322, which
will be described in more detail below.

As can be scen from FIGS. 3 and 7-8, when the document
310 has a document image 702 that is of an oval shape, the
program 322 of FIG. 3 detects multiple edges that are of
different skew angles and/or shorter than the predetermined
edge length. In one embodiment, the predetermined edge
length contains approximately twenty five pixels. In alter-
nalive embodiments, the predetermined edge length can be
longer or shorter than twenty five pixels.

When the program 322 deiecis that the document image
702 is not reclangular, the program 322 preferably locales
the six boundary pixels (i.e., the first and last document
image pixels 710 and 712 of the first scan line of the
document image 702, the leftmost document image pixel
714, the rightmost document image pixel 716, and the first
and last document image pixels 718 and 720 of the last scan
line of the last scan line of the document image 702. As can
be seen from FIG. 7, the first and last document image pixels
710 and 712 of the first scan line of the document image 702
overlap each other and the first and last document image
pixels of the last scan line of the document image 702
overlap each other.

As can be seen in FIGS. 3 and 5-6, the imaging program
326 then corrects Lhe skew of the document image 502 in
accordance with the skew angle areceived from the auto-
matic deskew and cropping system 322 and eliminates all of
the background 504 in the scan image 500 in accordance
wilh the six documenl image pixels 518-526. The imaging
program 326 does this in a known way, which will not be
described in more detail below. The processed document
image 600 is shown in FIG. 6.

As can be seen from FIGS. 5 and 6, the processed
document image 600 of FIG. 6 is identical 1o the unproc-
essed document image 502 of FIG. 5 except that no back-
ground information of the scan image 500 is displayed in
TIG. 6. In addition, the processed document image 600 is not
skewed. Moreover, the processed document image 600 of
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FIG. 6 does not have the cut-oll edge. This is due to the [act
that the imaging program 326 further trims the document
image 502 of FIG. 5 based on the document image pixels
518-526.

‘When processing the document image 702 of FIG. 7, the
automatic deskew and cropping system 322 (FIG. 3) only
seuds Lhe pixel inforwativy of e six boundary pisels 710
through 720 to imaging program 326 (FIG. 3). Based on
these six pixels 710-720, the imaging program 326 creates
a smallest rectangle 800 that contains all of these pixels and
the document image 702. The imaging program 326 then
trims away everything in the scan image 700 of FIG. 7 that
is outside of the rectanglc 800 to obtain the cropped docu-
ment image 702.

As can be seen from FIG. 3, because the automatic
deskew and cropping system 322 interfaces with the scan
control program 324, the automatic deskew and cropping
system 322 receives one scan line of pixels {from the scan
control program 324 as soon as the scan control program 324
controls the scanner 218 to finish scanning one such scan
line. This causes the automatic deskew and cropping system
322 to operate in parallel with the operation of the scan
control program 324. As a result, the automatic deskew and
cropping system 322 can determine the skew angle and
boundary information of the document image of the docu-
ment 310 as soon as the scan control program 324 finishes
scanning the document 310.

It is, however, appreciated that the automatic deskew and
cropping system 322 is pot limited to the above described
configuration. FIG. 4 shows another embodiment of the
image processing system 320 in which the automatic deskew
and cropping system 322 only interfaces with the imaging
program 326. This allows the automatic deskew and crop-
ping system 322 to detect the skew angle and boundary
information of the document image of the document 310
after the entire document 310 has been scanned and its scan
image has been sent to the imaging program 326 from the
scan conlrol program 324.

FIG. 9Aillusirales a sample user interface for implement-
ing the automatic deskew and image cropping system of
FIGS. 3 and 4. The present invention increases user ease by
automatically deskewing and cropping scanner background
information and extraneous information (although automatic
functions can be disabled, if desired). For automatic
operation, the system starls 810 a user is given options for
specifying a type of document to be scanned, such as text
only, mixed format, photo only, custom options, etc., and the
automatic deskew and cropping system 322 finds the best
crop and deskew operation. The options can be presented in
two ticrs. The first tier allows novice users to simply specify
the kind of document they are scanning (photo only, mixed
document, etc.). The second tier allows more sophisticated
users to further customize processing.

Namely, several options can be presented to a user. These
oplions increase processing flexibility for the user. First,
second and third options 812, 814, 816 can be for novice
users and a fourth option 818 can be for advanced users with
customization functions. The first option 812 can be for
images that contain text only and the second option 814 can
be for mixed formats (for example, images that contain a
combination of photographs, text, graphics, etc). For the first
and second options 812, 814, automatic deskew and crop-
ping functions are preferably disabled 815 and the routine
ends 817. The third option 816 can be for images that
contain only photos. If the user chooses the fourth option
818, the user can be presented with three customization
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sub-options. A [irst sub-option 820 for images thal conlain
only photos, a second sub-option 822 for mixed formats and
a third sub-option 824 for manually disabling the automatic
functions 826 after which, the routine ends 828.

If the third option 824 and the first sub-option 820 are
chosen, an automatic skew and crop detection step 830 is
performed based on a first set of predefined parameters
(discussed below in detail). If the second sub-option 822 is
chnsen, an automatic skew and cmp detection step 832
performed based on a second set of predefined parameters
(discussed below in detail). The automalic deskew and
cropping sysiem 322 determines the boundaries and location
of the scanner background and extraneous information, if it
exists. As discussed above, the exiraneous information can
be caused by a document carrier. The document carrier
information is found based on the first and second set of
predefined parameters (discussed below in detail). Next, the
automatic deskew and cropping system 322 performs an
automatic deskew and cropping (crop out portions of the
scanned data that are not part of the photo) function as steps
834 and 836, the routing then ends 838. For example, during
cropping, unwanted scanncr background or document car-
rier information will be automatically cropped out. In
addition, the antomatic functions provide cropping for mul-
tiple photos being scanned as a single page. In this case,
regions outside of the multiple photos are cropped oul.

The following description is for illustrative purposes only.
The extraneous device can be any extraneous device and
does not have to be a document carrier. Specifically, if a
document carrier is the extrancous device causing the extra-
neous information, depending on the option chosen by the
user, the automatic deskew and cropping system 322
searches for the known physical characteristics of the par-
ticular document carrier. For instance, if the user chooses the
third option or the first sub-option, for example, for photos
only, the automatic deskew and cropping system 322
searches for either a half or full size document carrier. This
is because a user could ulilize either the balf or full size
document carrier for a photo. Similarly, if the user chooses
the second sub-option, for example for mixed formats, the
automatic deskew and cropping system 322 preferably
searches for a full size document carrier. This is because a
mixed document typically is too large for the half size
document carrier. Therefore, a search is preferably per-
formed for either the half or full size document carrier if the
third option or the first sub-option (photo only) is chosen
while a search is preferably performed for the full size
document carrier if the second sub-option (mixed format) is
chosen.

For the half size document carrier, an initial search is
performed for known physical characteristics, such as a
semicircle at the bottom, top, right, or left edges. This is
because some document carriers, such as the half size
document carrier, can be fed into the scanner device in any
orientation. As a result, the known physical characteristic,
such as the semicircle, can appear at the bottom, top, left or
right edges of the scan. For the full size documenlt carrier, an
initial search is pcrformed for konown physical
characteristics, such as a semicircle at the bottom or top
edges. This is because some document carriers, such as the
full size document carrier, can be fed into the scanner device
in only two orientations. As such, the known physical
characteristic, such as the semicircle, can appear only at the
bottom or top edges of the scan.

If ihe known physical characleristic is found, scanned
data representing edges of the document carrier are ignored
during computation of skew and crop statistics, and are
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evenlually cropped out and discarded as unwanled informa-
tion of the scan. Also, because the full size document carrier
is too long to be fed sideways, only onc oricntation for
scanning exists if the full size document cardier is used. As
such, the known physical characteristic, such as the semi-
circle, can only be at the bottom or top edges and cannot be
at the left or might edges. Hence, the present invention
searches for these known physical characterislics of docu-
ment carriers, such as semi-circles, and crops out unwanted
information appropriately. By ignoring the cdges of the
document carrier, more accurate aulomatic deskewing and
cropping of the information of interest can be performed.

FIGS. 9B and 9C show the process of the automatic
deskew and cropping system 322 (FIGS. 3 and 4) in devel-
oping the edge segments and the six boundary pixels of the
document image. FIG. 10 shows the process of the system
322 of FIGS. 3 and 4 in detecting the skew angle of the
document image based on the edge segments developed by
the process of FIGS. 9B and 9C. FIG. 11 shows how edge
segments are developed in a rectangular document image.
TIG. 12 shows how edge segmenis are developed in a
circular or oval document image. FIGS. 9B, 9C and 10 will
be described in more detail below, also in connection with
FIGS. 11 and 12.

In one embodiment, an edge of the document image is
delérmined within a scan image and that edge is used to
determine the skew angle of the document image. The edge
can be determined by locating the first or last document
image pixel of each scan line of pixels in the scan image that
belongs to the document image (i.c., the edge pixel of the
document image along that scan line). This is accomplished
by comparing each scan line of pixels with a predetermined
scan line of background pixels. The skew angle of the
document image is then determined by computing the slope
of the detected edge in the scan image.

In another embodiment, a pixel of a scan line is regarded
as an image pixel when its color is different from the color
of the corresponding reference background pixel by more
than the predetermined threshold valuc and the color of its
adjacent pixel is also different from the color of the corre-
sponding refercoce background pixel by more than the
predetermined threshold value. In other words, small groups
of pixels are analyzed together, such as a neighborhood of
pixels. This can be accomplished by using a sliding window
of pixels. This increases accuracy and more readily distin-
guishes actual wanted document data from unwanted extra-
neous information and background noise. This embodiment
is more robust in the presence of scanner noise.

Specifically, as can be scen from FIGS. 9B and 9C, the
process starts at step 900. At step 902 color valucs of
background pixcls are sct. At step 904 variables arc initial-
ized and a neighborhood size is defined. The neighborhood
size can be defined with a pixel size having a neighborhood
height of pixels and a neighborhood width of pixels (o”
rows, n" columas). The values are set as the reference values
for comparing with the colors of the pixels of a neighbor-
hood around each scan line of the scan image (o locate the
(irst and last image pixels (i.e., edge pixels) ol each scan
line. In another embodiment, only the luminance valve of
each pixel is used, where luminance is computed as approxi-
mately one-fourth red, one-half green, and ope-eighth blue.
In one embodiment, a pixel is regarded as an image pixel
when its color (or luminance) is different from the color (or
luminance) of the corresponding reference background pixel
by more than a predetermined threshold value. The term
color will be used hereinafter interchangeably to mean color
and,/or luminance. The threshold value is typically a con-
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stanl that is determined based on the expected variability of
the scanner background.

At step 906, a sliding window can be set up as a
neighborhood of Air) pixels comprised of several rows, such
as two, three, four, etc. rows. The size of the sliding window
or neighborhood of pixels can be adjusted to suil certain
conditions. For example, a larger neighborhood of pixels can
be used when a photograph is to be scanned. In contrast, a
smaller neighborhood of pixels can be used when a mixed
document is to be scanned. It should be noted that the
neighborhood of pixels for a mixed document should not
exceed a maximum predetermined value. This is because
text data could be mistaken as background noisc if a
neighborhood of pixels that is too large is uscd. The ncigh-
borhood of pixels can be defined with a size having a
neighborhood height and a peighborhood width (o® rows, n™
columns).

At step 908, it is determined if all of the scan lines of the
scan image have been processed. If so, steps 910-914 are
performed to calculate the skew angle of the document
image inside the scan image. As can be seen from FIG. 9B,
siep 912 is cmployed to determine if the document image is
of non-rectangular shapc. The program 322 (FIGS. 3 and 4)
does this at stcp 912 by determining if different skew angles
are found for the edge segments of the document image. If
so, the program 322 does nol calculate the skew angle of the
document image. Instead, the skew angle is set to zero in
step 916. If, at step 912, it is determined that these are not
multiple skew angles, then step 914 is performed Lo calculale
the skew angle of the document image. In either case, the
program 322 finishes by computing the cropping boundaries
in step 917 and ending at step 954.

When, at step 908, if it is determined that the scan image
has not been completely checked, step 918 is then performed
to obtain the neighborhood around the next unchecked scan
line of pixels (e.g., scan row r). Next, although the sliding
window is initially set at some number, at step 920 the
sliding window is incremented every time a scan line is
checked so thal row r is appended to the botiom of (he
sliding window and the topmosl row is deleted. A color of
a neighborhood around each of the pixels of the scan row r
is then compared with a color of predeiermined background
pixels at step 922 to determine if they match. In other words,
for a neighborhood of three rows, rows r, -1, -2 are
compared to predetermined background pixels. If they
maich, (i.e., rows r-n"+1 through r contains substantially
background pixel values), then the program 322 returns to
step 908 via step 924. If not, step 926 is performed, at which
the first document image pixel (i.c., pixel cl) where a
neighborhood index, such as row r and column cl having a
color different from that of the corresponding background
pixel is located. In this casc, row r and column c1 indicates
a lower corner. However, this row is arbitrary and any row
could be used for the neighborhood index, as long as it is the
same all of time.

The process then moves to step 928, at which the bound-
ary pixel storage is updated. This is done by comparing the
current first and last pixels with the storcd six boundary
pixels to dctermine if thesc six pixels nced to be updated.
The positioned values of these six pixcls arc initially set at
zero. If, for example, the positional value of the current first
pixel is less than that of the stored leftmost pixel, then the
stored leftmost pixel is replaced with the current first pixel.
This allows the six boundary pixels of the document image
to be finally determined.

Then step 930 is performed, at which it is determined if
peighborhood index (r, cl) continue a left edge segment. If
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s0, step 934 is performed to continue the edge segment by
adding neighborhood index (r, cl) to segment the edge
segment. For example, as can be secn from FIG. 11, with
image pixels 1070 and background pixels 1080, if scan line
1100 is currently checked and pixel 1106 is determined to be
the first pixcl of the scan linc 1100. Step 930 of FIG. 9C then
determines if the pixel 1106 continues the edge segment
1102 and causes the edge segment 1102 to extend from the
pixel 1106. However, edge segments are preferably allowed
to skip a predefined number of rows if subsequent rows arc
pol aligned. This is because random nois¢ can cause one or
several rows to temporarily misalign or diverge for only a
few rows. In this casc, the edge scgment should continuc.
FIG. 12 shows the development of edge segments 1200 and
1202 of a circular or oval document image. Similarly, edge
segments are preferably allowed to skip a predefined number
of rows if subsequent rows are not aligned.

Thus, as can be seen from FIG. 9C, when the answer is no
at step 930, it is determined in step 932 whether a predefined
number of rows has been exceeded. If so, step 936 is then
performed to end that left edge segment. Step 938 is then
performed to start a new left edge scgment from this first
pixcl. If a predefined number of rows has not becn exceeded,
then steps 940 through 952 are performed so that a last
peighborhood column index ¢2 is located where a color
differs from that of the corresponding background pixel. As
can be seen from FIGS. 9B-9C, steps 940-952 are basically
the same steps as steps 926-938, except that steps 940-952
are employed to locate and process the last pixel of the scan
line while steps 926-938 are employed (o locate and process
the first pixel of the scan Line. Also, steps 926938 can be
performed in parallel with steps 940-952. In other words,
steps 940-952 do not have to be performed sequentially
after steps 926-938.

FIG. 10 shows the process of updating the skew infor-
mation based on a detected edge segment. This process is
undertaken when a segment is ended, as in steps 910, 924,
936, and 950 of FIGS. 9B and 9C. The routie starts 1000
and it is determined in step 1002 whether multiple skews
have already been found. If so, the rouline ends at step 1014.
If not, whenever the segment is too short, it is discarded in
step 1004. If the segment is long enough, a numerator and
denominator ratio are determined at step 1006. Next, if the
ratio is too different from that of a previous segment, or in
other words, if the document image is determined (o have a
non-rectangular shape in step 1008, the skew angle is sel to
zero, and subsequent segments are discarded in step 1010.
Otherwise, the slope of the detected segment is used to
update the skew angle estimate in step 1012 and the routine
then ends in step 1014.

In addition, in typical scanner devices, the user is permit-
ted to change brightness settings, which alters the luminance
values of the scanned data. Since the automatic deskew and
cropping system 322 can use luminance values to perform
edge detection, the automatic deskew and cropping system
322 performs dynamic adjustment of background threshold
values to match changes in brightness settings. Moreover,
the uscr is usually permitted to change color/grayscale mode
settings (such as 24 bit color or 8 bit grayscale scans), which
alters the luminance values of the scanoed data since the
luminance values of grayscale images are different from the
color images. The automatic deskew and cropping system
322 performs dypamic adjustment of threshold values to
malch changes in color/grayscale mode settings.

FIG. 13 illustrates a high level block diagram/flowchart of
the present invention suitable for use in a specific embodi-
ment. In this embodiment, a document 1306, which can be
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represenied by images, is converled inlo a digilal format.
This can be accomplished with an oplical scanning device
1308, such as a flatbed scanner, as shown in FIGS. 13-14,
preferably coupled to a computer system. The computer
system is preferably physically connected to the scanner
1308 and can be any suitable electronic computer system
that allows the scanner 1308 tn interface with a nser in a
software environment, for example, with software driven
modules and graphical user interfaces.

FIGS. 14A-14B illustrale a pictorial block diagram of a
working example of a specific embodiment depicted in IIG.
13. Referring to FIGS. 14A-14B along with FIG. 13, in
general, the user can bave the scanner 1308 cither perform
a final scan for producing a final image 1310 of the docu-
ment 1306 (which can have images 1410, 1412, 1414)
without a preview or have the scanner first initially preview
the information contained on the document 1306. The user
preferably controls the scanner 1308 via graphical user
interfaces of the software environmeni of the computer
syslem.

Namely, to convert the document 1306 into a digital
format, a user (not shown) can place the document 1306 on
the scanner 1308 and initiate scanning of the document
1306, as shown in FIGS. 13 and 14A. This can be done by
either activating buttons located on the scanner 1308 itself or
by accessing the scanner 1308 through a software interface
(ot shown). An initial preview of the document 1306 can be
accomplished by having the scanner aclivate a software
module that performs a progress preview scan 1312 of the
document 1306. If a progress preview 1312 is performed,
the user can select a portion of the scanned image 1324 for
further processing 1330 before the final image 1310 is
produced. The progress preview function 1312 allows pro-
cessing of the document 1306 before a final scan. This is
convenient to a user because it reduces processing of the
document 1306 by a digital editing software program before
the document is ready for digital use.

In particular, the progress preview 1312 allows an initial
preview of the document 1306 that is to be converied inlo a
digital formal. A graphical user interface 1416 can be used
to interface the user with the progress preview mode 1312.
Also, it sbould be noted that, preferably, in the progress
preview 1312, all actions are simulations. As such, all
actions designated in the preview 1312 will be performed
and applied during the final scan for the final image 1310.
Moreover, some of the calculations performed for the pre-
view mode 1312 are reversed.

The graphical user interface 1416 can be any suitable
interface that allows a user 1o digitally view the document
1306 and also to perform and view digital processing that is
to be performed on the document 1306 digitally. For
example, if images 1410, 1412, 1414 of the document 1306
were skewed 1420 afler progress preview 1312 (for instance,
from skewed placement of the document 1306 on the
scanner 1308 before scanning), the images can be automalti-
cally deskewed/straightened 1314 by the software module or
manually deskewed/straightened 1314 by the user via the
user interface 1416. In addilion, the images 1410, 1412,
1414 can be automatically cropped 1316, zoomed in 1318 or
flipped (to produce a mirror image of the original image)
1320 by the software module for preparation of Lhe docu-
ment 1306 before a final scan. These operations can also be
performed manually by the user via the user interface 1416.

Next, a portion of the document 1306 can be manually
selected 1324 by the user or automatically selected by the
progress preview 1312. Automatic selection can be accom-
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plished by any suitable background and pixel separation
method for distinguishing the images 1410, 1412, 1414.
Manual sclection 1324 of a portion of the document can be
performed by allowing the user to select a portion of a digital
representation of the document. For example, the user
defined a “rough” sclection by drawing a perimeter around
the desired portion or desired image 1414 via the user
interface.

Optionally, after the desired image 1414 or selected
portion is selected, parameters of the image 1414, such as its
location relative to other images in the document, similari-
ties between neighboring pixels, etc. are calculated to isolate
1328 the desired image 1414 and make a more accurate
selection of the “rough” selection made by the user. Also, the
area selected by the user can be modified so that it is an area
that is larger than an area selected by the user to ensure that
the result of additional processing, such as deskew
(discussed below) yields the correct user selected area. Once
the desired image 1414 is isolated, the document 1306 can
be scanned 1330 into its final digital format.

During final scanning 1330 of the document 1306, numer-
ous functions can be incorporated into the final scan 1330.
For instance, the user can change the resolution that the
image 1414 is to be scanned, the image 1414 can be
manually or automatically deskewed 1334, the image 1414
can be manually or automatically cropped to an appropriate
or requested size 1336 (to eliminate or reduce non-desired
background data or non-desired overlapping images), or the
image 1414 can be mannally or automatically flipped or
mirrored 1338, if necessary. Last, the final image 1310 is
produced by the scan 1330.

FIGS. 15-16 illustrate sample user interfaces of the
working example of FIGS. 14A—14B operating in a com-
puter environment. The user interface of FIG. 15 can display
the main functions for operating the scanner 1308 of FIG.
13. For example, basic funclions [or assisting a user, such as
help files and scanper seltings. Other sample functions arc
shown graphically in FIG. 15. The user interface of FIG. 16
can display specific functions for operating the scanner 1308
of FIG. 13 with the scan settings. For example, specific
functions for controlling the image quality, resolution of the
scan, etc. Sample functions are shown graphically in FIG.
16.

In the foregoing specification, the invention has been
described with reference to specific embodiments thereof. i
will, however, be evident to those skilled in the art that
various modifications and changes may be made thereto
without departing from the broader spirit and scope of the
invention. The specification and drawings are, accordingly,
to be regarded in an illustrative rather than a restrictive
scosc.

What is claimed is:

1. Amethod of processing a document image inside a scan
image having a plurality of scan lines of pixels, comprising:

(a) applving at least one scan processing simulation to a
portion of the scan image to produce a first processed
simulation in a first resolution mode;

(b) providing a visual preview of the first processed
simulation for approval;

(c) reversing the applied simulation to return the scan
image to its original statc and then either returning to
step (a) to allow application of another scan processing
simulation if the preview is disapproved or continuing
to step (d) if the preview is approved; and

(d) secondarily applying the approved scan processing
simulatiop to the portion of the scan image in a second
resolution mode that is higher than the first resolution
mode.
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2. The method of claim 1 wherein the simulation includes
antomatically comparing a neighborhood of pixels located
around a group of successively received scan lines from the
scan image with predetermined background pixels to define
image boundaries for each group of scan lines, forming an
edge segment during receipt of the scan lincs by extending
an image boundary between successive groups of scan lines
and determining a skew angle by calculating an aggregate
slope of all edge segments longer than a predetermined
length value, and further comprising searching for pre-
defined known characteristics within the document image
and ignoring the predefined known characterstics if found.

3. The method of claim 1, whercin the scan image
includes document image pixels of the document image and
background pixels of the scan image, wherein comparing a
neighborhood of pixels further comprises:

receiving a neighborhood of pixels located around a group
of scan lines; and

comparing the group of scan lines of the scan image with
corresponding background pixels to define left and
right image boundaries for each group of scan lines.

4. The method of claim 3, further comprising:

comparing color of the group of scan lines with color of
the comresponding background pixels;

comparing color of adjacent pixels of the group of scan
lines with color of the corresponding background pix-
els; and

confirming the location of an image boundary when the
color of the group of scan lines is dilferent from that of
the corresponding background pixels and the color of
the adjacent pixels are different from that of the cor-
responding background pixels.

5. The method of claim 4, wherein the simulation includes
at least one of cropping, skewing and rotating the scan
image.

6. The melbod of claim 1, further comprising ending the
edge segment and generating a new edge segment that
extends from an end scan line of the group of scan lines if
the group of scan lines do not continue the edge segment.

7. A computer apparatus, comprising:

a computer executable program siored om a storage
medium. the computer executable program, when
executed, processes a document image inside a scan
image baving a plurality of scan lines of pixels by:
sending a portion of the scan image in a first resolution

mode to a digital processor. applying and storing at
least one scan processing simulation to a portion of
the scan image, allowing approval or disapproval of
the simulation, reversiog the applied simulation, if
the simulation is approved, sending a portion of the
scan image in a sccond resolution mode higher than
the first resolution mode 1o the digital processor
without the simulation and applying the stored simu-
lation to the portion of the scan image in the second
resolution mode.

8. The apparatus of claim 7, wherein the scan image
includes image pixels of the document image and back-
ground pixels of the scan image, further comprising,

receiving a neighborhood of pixels located around a group
of scan lincs;

comparing color of the group of scan lines with color of
corresponding background pixels;

comparing color of adjacent pixels of ihe group of scan
lines with color of the corresponding background pix-
els; and

confirming the location of an image boundary when the
color of the group of scan lines is different from that of
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the corresponding background pixels and the color of
the adjacent pixels are different from that of the cor-
responding background pixels.
9. The apparatus of claim 8, further comprising a first set

of instructions that receives and examines a neighborhood of s

pixels located around a group of scan lines of pixels of the
scan image, a second set of instructions that compares a
neighborhood of pixels located around a group of scan lines
with predetermined background pixels to define image
boundaries for each group of scan limes, a third set of
instructions that forms an edge segment by extending an
image boundary between continuous groups of scan lincs
and a fourth sct of instructions that determincs the skew
angle by calculating the slope of all edge segments longer
than a predetermined length value.

10. The apparatus of claim 7, further comprising a first
subset of the third set of instructions that ends the edge
segment and generates a new edge segment that extends
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from an end scan line of the group of scan lines il the group
of scan lines do not continue the edge segment.
1. The apparatus of claim 9, further comprising
a first subset of the fourth set of instructions that deter-
mines if the document image has a rectangular shape by
determining the geomeirical relationship to previous
edge segments and it the edge segment is longer than
a predetermined length value; and
a second subset of the fourth set of instructions that sets
the skew angle to zero if the document image is not
within predefined limits of the rectangular shape.
12. The apparatus of claim 7, further comprising a fifth sel
of instructions that searches for predefined known charac-

15 teristics within the document image and ignores the known

characteristics if found.
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TECHNIQUE FOR LOCATING OBJECTS
WITHIN AN IMAGE

FIELD OF THE INVENTION

The present invention relates generally to visual recogni-
tion systems and, more particularly, to a technique for
locating objects within an image.

BACKGROUND OF THE INVENTION

An interface to an automated inforrnation dispensing
kiosk represents a computing paradigm that differs from the
conventional desktop environment. That is, an interface to
an automated information dispensing kiosk differs from the
traditional Window, Icon, Mouse and Pointer (WIMP) inter-
face in that such a kiosk typically mnst defect and commu-
nicate with one or more users in a public selting. An
automated information dispensing kiosk therefore requires a
public multi-user computer interface.

Prior attempts have been made to provide a public multi-
user computer interface and/or the constituent elements
thereof. For example, a proposed technique for sensing users
is described in “Pfinder: Real-time Tracking of the Human
Body”, Christopher Wren, Ali Azarbayejani, Trevor Darrell,
and Alex Pentland, IEEE 1996. This technique senses only
a single user, and addresses only a constrained virtual world
environment. Because the user is immersed in a virtual
world, the context for the interaction is straight-forward, and
simple vision and graphics techniques are employed. Sens-
ing multiple users in an unconstrained real-world
environment, and providing behavior-driven output in the
context of that environment present more complex vision
and graphics problems which are not addressed by this
technique.

Another proposed technique is described in “Real-time
Self-calibrating Stereo Person Tracking Using 3-D Shape
Estimation from Blob Features”, Ali Azarbayejani and Alex
Pentland, ICPR January 1996. The implementing system
uses a self-calibrating blob sterco approach based on a
Gaussian color blob model. The use of i Gaussian color blob
model has a disadvantage of being inflexible. Also, the
self-calibrating aspect of this system may be applicable to a
desktop setting, where a single user can tolerate the delay
associated with self-calibration. However, in an automated
information dispensing kiosk setting, some form of advance
calibration would be preferable so as to allow a system to
function immediately for each new user.

Other proposed techniques have been directed toward the
detection of users in video sequences. The implementing
systems are generally based on the detection of some type of
human motion in a sequence of video images. These systems
are considered viable because very few objects move exactly
the way a buman does. One such system addresses the
special case where people are walking parallel to the image

- plane of a camera. In this scenario, the distinctive pendutum-
like motion of human legs can be discerned by examining
selected scan-lines in a sequence of video images.
Unfortunately, this approach does not generalize well to
arbitrary body motions and different camera angles.

Another system uses Fourier analysis to detect periodic
body motions which correspond to certain human activities
(e.g., walking or swimming). A small set of these activities
can be recognized when a video sequence contains several
instances of distinctive periodic body motions that are
associated with these activities. However, many body
motions, such as hand gestures, are non-periodic, and in
practice, even periodic motions may not always be visible to
identify the periodicity.
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Anolher system uses action recognition 1o identify spe-
cific body motions such as sitting down, waving a hand, etc.
In this approach, a set of models for the aclions to be
recognized are stored and an image sequence is filtered
using thé models to identify the specific body motions. The
filtered image sequence is thresholded to determine whether
a specific action has occurred or not. A drawback of this
system is that a stored model for each action to be recog-
nized is required. This approach also does not generalize
well to the case of detecting arbitrary human body motions.

Recently, an expectation-maximization (EM) technique
has been proposed to model pixel movement using simple
ulline luw wodels. In this technique, the optical flow of
images is segmented into one or more independent rigid
body motion models of individual body parts. However, for
the human body, movement of one body part tends to be
highly dependent on the movement of other body parts.
Treating the parts independently leads to a loss in detection
accuracy.

The above-described proposed techniques either do not
allow users (o be detected in a real-world environment in an
efficient and reliable manner, or do oot allow users to be
detected without some form of clearly defined user-related
motion. These shortcomings present significant obstacles to
providing a fully functiopal public multi-user computer
interface. Accordingly, it would be desirable to overcome
these shortcomings and provide a technique for allowing a
public multi-usér computer interface to detect users.

OBIJECTS OF THE INVENTION

The primary object of the present invention is to provide
a technique for locating objects within an image.

The above-stated primary object, as well as other objects,
features, and advantages, of the prescnt invention will
become readily apparent from the following detailed
description which is to be read in conjunction with the
appended drawings.

SUMMARY OF THE INVENTION

According to the present invention, a technique for locat-
ing objects within an image is provided. The technique can
be realized by having a processing device such as, for
example, a digilal computer, obtain an image. The process-
ing device then identifies an object within the image based
upon an orientation of the object within the image.

The orientation of the object within the image can be such
that the object has a first orientation within the image. For
example, if the object is a upright standing human, the first
oricntation is a vertical oricntation.

The image can be, for cxample, a representation of a
plurality of pixels, wherein at least some of the plurality of
pixels are enabled to represent the object. The plurality of
pixels can be configured to have a second orientation. For
example, if the plurality of pixels are configured in a
plurality of columnps, the second orientation is a vertical
orientation.

It should be noted that the first and second orientations do
not have to be identical. For example, the first orientation
could be a diagonal orientation, and the second orientation
could be a horizontal orientation, or vice versa.

Regardless of the direction of ordentation, the processing
device can identify an object within the image by first
counting each enabled pixel along the second orientation.
The processing device can then identify portions of the
representation having a quantity of enabled pixels exceeding
a threshold value.
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The processing device can further thereby identify an
object within the image by first grouping together substan-
tially adjacent identified portions of the representation. The
processing device can then identify areas of the representa-
tion corresponding to each group of substantially adjacent
identified porlions of the representation.

The processing device can further thereby identify an
object within the image by first recording the locations of the
outermost ¢nabled pixcls within cach group of substantially
adjacent identified portions of the representation. The pro-
cessing device can then frame areas of the representation
coinciding with the locations of the outermost enabled pixels
within each group of substantially adjacent identified por-
tions of the representation.

The plurality of pixels can also be configured to have a
third orientation. For example, if the plurality of pixels are
also configured in a plurality of rows, the third orientation is
a horizontal orientation.

It should be noted that the second and third orientations

should not be identical. For example, the second orientation 2

and the third ordentation could be orthogonal.

The processing device can further thereby identify an
object within the image by first counting each enabled pixel
in each framed area along the third orientation. The pro-
cessing device can then identify portions of each framed
area having a quantity of enabled pixels exceeding a thresh-
old value.

The processing device can further thereby identify an
object within the image by first grouping together substan-
tially adjacent identificd portions of cach framed area. The
processing device can then identify areas of each framed
area corresponding to each group of substantially adjacent
identified portions of each framed area.

The processing device can further thereby identify an
object within the image by first recording the locations of the
outermost enabled pixels within each group of substantially
adjacent identified portions of each framed area. The pro-
cessing device can then frame areas of each framed area
coinciding with the locations of the outermost enabled pixels
within cach group of substantially adjacent identified por-
tions of each framed area.

In a more specific embodiment, the plurality of pixels can
be arranged in a plurality of columns and rows. If such is the
case, the processing device can thereby identify an object
within the image by first counting each enabled pixel in each
of the plurality of columns and rows. The processing device
can then identify each of the plurality of columns having a
quantity of enabled pixels exceeding a column threshold
value, and identify each of the plurality of rows having a
quantity of enabled pixels exceeding a row threshold value.

The processing device can further thereby identify an
object within the image by first grouping together substan-
tially adjacent identified columns, and grouping together
substantially adjacent identified rows. The processing device
can then identify areas of the representation corresponding
to each group of substantially adjacent identified columns,
and identify areas of the representation corresponding to
each group of substantially adjacent identified rows.

The processing device can further thereby identify an
object within the image by first recording the locations of the
outermost enabled pixels within each group of substantially
adjacent identified columns, and recording the locations of
the outermost enabled pixels within each group of substan-
tially adjacent identified rows. The processing device can
then frame areas of the representation coinciding with the
locations of the outermost enabled pixels within each group
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of substanlially adjacent identified columns, and frame areas
of the representation coinciding with the locations of the
outermost enabled pixels within each group of substantially
adjacent identified rows.

The processing device can further thereby identify an
object within the image by first overlaying the areas of the
represeniation that were framed to coincide with the loca-
lions of the outermost enabled pixels within each group of
substantially adjacent identified columns with the areas of
the representation that were framed to coincide with the
locations of the outermost enabled pixels within each group
of substantially adjacent identified rows. The processing
device can then identify common overlayed areas as areas of
the representation that confain a significant number of
enabled pixels.

The image can be a first representation of a plurality of
first pixels representing a difference between a second
representation of a plurality of second pixels and a third
representation of a plurality of third pixels, wherein each of
the plurality of first pixels is enabled to represent a differ-
ence between a corresponding one of the plurality of second
pixels and a corresponding one of the plurality of third
pixels, wherein the object is represented by at least some of
the enabled first pixels.

The first representation can be, for example, a first elec-
trical representation of a mask image that indicates the
difference between corresponding pixels in the second and
third plurality of pixels. The first electrical representation
can be stored, for example, as digital data on a tape, disk, or
other memory device for manipulation by the processing
device.

The second representation can be, for example, a second
electrical representation of an image of a sceme that is
caplured by a camera at a first point in time and then
digitized to form the plurality of second pixels. The second
electrical representation can be stored on the same or
another memory device for manipulation by the processing
device.

The third representation can be, for example, a third
electrical representation of an image of the scene that is
captured by a camera at a second point in time and then
digitized to form the plurality of third pixels. The third
electrical representation can be stored on the same or
another memory device for manipulation by the processing
device.

Thus, the first representation typically represents, a dif-
ference in the scene at the first point in time as compared to
is the scene at the second point in time.

BRIEF DESCRIPTION OF THE DRAWINGS

In order to facilitate a fuller understanding of the present
invention, reference is now made to the appended drawings.
These drawings should not be construed as limiting the
present invention, but are intended to be exemplary only.

FIG. 1 is a schematic diagram of a vision system in
accordance with the present invention.

FIG. 2 shows a video sequence of temporally ordered
frames which are organized as arrays of pixels.

FIG. 3 is a flowchart diagram of a differencing algorithm
in accordance with the present invention.

FIG. 4 shows a vertical histogram for a YUV-mask image
in accordance with the present invention.

FIG. 5 shows a first embodiment of a horizontal histogram
for a YUV-mask image in accordance with the present
invention.
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FIG. 6 shows a second embodiment of a horizontal
histogram for a YUV-mask image in accordance with the
present invention.

FIG. 7 shows overlaid frames on a YUV-mask image in
accordance with the present invention.

FIG. 8 shows a public kiosk having an interactive touch-
screen monitor and a video camera in accordance with the
present invention.

FIG. 9 shows a first area in a YUV.-mask image in
accordance with the present invention.

FIG. 10 shows a second area in a YUV-mask image in
accordance with the present invention.

FIG. 11 shows a YUV-mask image having an area that
was classified as an area containing more than one human in
accordance with the present invention.

FIG. 12A shows a YUV-mask image having a first rede-
fined area in accordance with the present invention.

FIG. 12B shows a YUV-mask image having a divided first
redefined area in accordapce with the present invention.

FIG. 13 shows a YUV-mask image having a second
redefined area in accordance with the present invention.

FIG. 14 shows a sampled area in a current YUV-mask
image and a prior YUV-mask image in accordance with the
present invention.

FIG. 15 shows an NxN color sample in accordance with
the present invention.

FIG. 16 is a data flow diagram for a vision system in
accordance with the present invention.

DETAILED DESCRIPTION OF THE
INVENTION

Referring to FIG. 1, there is shown a schematic diagram
of a vision system 10 in accordance with the present
invention. The vision systern 10 comprises a camera 12
which is coupled to an optional analog-to-digital (A/D)
converter 14. The optional A/D converter 14 is coupled to a
image processing system 16. The image processing system
16 comprises a differencer 18, a locator 20, a classifier 22,
a disambiguator 24, and a tracker 26.

The camera 12 may be of a conventional analog variety,
or it may be of a digital type. If the camera 12 is a digital
type of camera, then the optional A/D converter 14 is not
required. In either case, the camera 12 operates by capturing
an image of a scene 28. A digitized version of the captured
image of the scene 28 is then provided to the image
processing system 16.

The differencer 18, the locator 20, the classifier 22, the
disambiguator 24, and the tracker 26 are preferably imple-
mented as software programs in the image processing sys-
tem 16. Thus, the image processing system 16 also prefer-
ably compriscs at least one processor (P) 30, memory (M)
31, and input/output (I/0) interface 32, which are connected
10 each other by a bus 33, for implementing the functions of
the differencer 18, the locator 20, the classifier 22, the
disambiguator 24, and the tracker 26.

As previously mentioned, the camera 12 captures an
image of the scene 28 and a digitized version of the captured
image is provided to the image processing system 16.
Referring to FIG. 2, the digitized version of each captured
image takes the form of a frame 34 in a video sequence of
temporally ordered frames 35. The video sequence of tem-
porally ordered frames 35 may be produced, for example, at
a rate of thirty per second. Of course, other rates may
alternatively be used.
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Each frame 34 is organized as an array of pixels 36. Each
pixel 36 has a light intensity value for a comesponding
portion of the captured image of the scene 28. The pixels 36
may have color values, although the present invention may
also be practiced with the pixels 36 not having color values.
Typically, the value of each pixel 36 is stored as digital data
on a tape, disk, or other memory device, such as the memory
31, for manipulation by the image processing system 16.

The video sequence of temporally ordered trames 35 is
presented to the image processing system 16 via the I/0O
interface 32. The digital data representing the value of each
pixel 36 may be stored in the memory 31 at an address that
corresponds to the location of each pixel 36 in a correspond-
ing frame 34. Machine executable instructions of operating
system and application software programs, which may also
be stored in the memory 31, are executed by the processor
30 to manipulate the digital data representing the value of
each pixel 36. Thus, in the preferred embodiment described
herein, the functions of the differencer 18, the locator 20, the
classifier 22, the disambiguator 24, and the tracker 26 are
implemenied by the processor 30 through the execution of
machine executable instructions, as described in detail
below.

In the preferred embodiment described herein, the vision
system 10 is used to identify a person in a single digitized
image, and then track the person through a succession of
digitized images. It should be noted, however, that the vision
system 10 can be used to identify essentially any type of
object in a single digitized image, and then track the object
through a suceession of digitized images. The vision system
10 accomplishes these tasks in part through the use of a
background-differencing algorithm which uses luminance
and chrominence information, as described in detail below.

The differencer 18 operates by storing a “background”
image and then comparing each subsequently stored
“source” image to the background image. The background
image and the source images are digitized versions of
images of the scene 28 that are captured by (he camera 12.
Thus, the background image and the source images make up
the frames 34 that make up the video sequence of temporally
ordered frames 35.

The background image forms a default or base image to
which all of the source images are compared. In its simplest
form, the background image can be an image that is captured
when it is known that no extraneous objects (e.g., a person)
are within the field of view of the camera 12. However, the
background image is more typically formed by averaging
together a number of source images (e.g., the last ten
captured source images). This allows the background image
to be continuously updated every time a new source image
is captured (e.g., every 5 seconds), which allows environ-
mental changes, such as subtle changes in lighting
conditions, to be gradually incorporated into the background
image.

The above-described time-averaged background image
updating scheme also allows more promineni changes to be
gradually incorporated, or not incorporated, into the back-
ground image. That is, if the vision system 10 determines,
through a differencing algorithm that is described in detail
below, that there are extraneous objecis (e.g., a person or a
potted plant) within the field of view of the camera 12, and
hence within one or more captured source images, then the
background image can be selectively updated to gradually
incorporate, or not incorporate, these extraneous objects into
the background image. For example, if the vision system 10
determines, through the differencing algorithm that is
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described in detail below, that there is an exiraneous object
(e.g., 2 person or a potted plant) within the field of view of
the camera 12, and hence within one or more captured
source images, then the background image is updated with-
out using the area in each captured source image that
corresponds to the extraneous object. That is, the back-
ground image is selectively updated to not incorporate the
extraneous object into the background image.

If at some later time the vision system 10 determines,
through a classifying, a disambiguating, or a tracking algo-
rithm that is described in detail below, that the exiraneous
object is not an object of interest (e.g., a potted plant), then
the background image is updated using the area in each
captured source image that corresponds to the extrancous
object to gradually incorporate the extraneous object into the
background image. That is, the background image is selec-
tively updated to gradually incorporate the extraneous object
into the background image.

On the other hand, if at some later time the vision system
10 determines, through the classifying, the disambiguating,
or the tracking algorithms that are described in detail below,
that the extraneous object is an object of interest (e.g., a
person), then the background image continues to be updated
without using the area in each captured source image that
corresponds to the extrancous object. Thal is, the back-
ground image continues to be selectively updated so as to
not incorporate the extrancous object into the background
image. For example, an object may be considered an object
of interest if the object has moved within a preselected
amount of time.

At this point it should be noted that in all of the above-
described time-averaged background image updating
scenarios, the background image is always updated using the
areas in each caplured source image thal do not correspond
to the extraneous objecl. Also, the above-described time-
averaged background image updating scheme allows certain
objects to “fade” from within the background image. For
example, if an object was present within one or more prior
captured source images, but is no longer present within more
recent caplured source images, then as the number of more
recenl captured source images within which the object is no
longer present increases with time, the object will fade from
within the background image as more of the more recent
captured source images are averaged together to form the
background image.

Source images can be captured by the camera 12 at
literally any time, but are lypically captured by the camera
12 subsequent to the capluring, or forming, of the back-
ground image. Source images ofien contain exiraneous
objects (e.g., a person) which are to be identified and
tracked.

As previously mentioned, the differencer 18 operates by
comparing each source image to the background image.
Each frame 34 in the video sequence of temporally ordered
frames 35, including the background image and all of the
source images, is in YUV color space. YUV color space is
a standard used by, for example, television cameras. The
Y-component corresponds to the brightness or luminance of
an image, the U-component corresponds to the relative
amount of blue light that is in an image, and the
V-component corresponds to the relative amount of red light
that is in an image. Together, the U and V componenls
specify the chrominence of an image.

Referring to FIG. 3, there is shown a flowchart diagram of
a differencing algorithm 44 in accordance with the present
invention. A background image 42 and a source image 44 are
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both provided in YUV formal. The individual Y, U, and V
components are extracted from both the background image
42 and the source image 44. The individual Y, U, and V
compopents from the background image 42 and the source
image 44 are then differenced to form corresponding Y, U,
and V difference images. That is, a Y~difference image 46 is
formed by subtracting the Y-component value for each pixel
in the background image 42 from the Y-component value for
a corresponding pixel in the source image 44, a U-ditterence
image 48 is formed by subtracting the U-component value
for each pixel in the background image 42 from the
U-component value for a corresponding pixel in the source
image 44, and a V-difference image 50 is formed by sub-
tracting the V-component value for each pixel in the back-
ground image 42 from the V-component value for a corre-
sponding pixel in the source image 44. The value of each
resulting pixel in the Y, U, and V difference images may be
negative or positive.

Next, a weighting operation 52 is performed on corre-
sponding pixels in the U-differcnce image 48 and the
V-difference image 50. Thal is, a weighted average is
computed between corresponding pixels in the U-difference
image 48 and the V-difference image 50. This results in a
UV-difference image 54. The formula used for each pixel is
as follows:

UV,p=BUs+(1-B)Vauyy (€]
wherein the value of § is between 0 and 1. Typically, a
B-value of approximately 0.25 is used, resulting in a greater
weight being given to the V-component than the
U-component. This is done for two reasons. First, human
skin contains a fair amount of red pigment, so humans show
up well in V color space. Second, the blue light component
of most cameras is noisy and, consequently, does not pro-
vide very clean data.

Next, a thresholding operation 56 is performed on each
pixel in the Y-difference image 46 and the UV-difference
image 54. That is, the value of each pixel in the Y-difference
image 46 and the UV-difference image 54 is thresholded to
convert each pixel to a boolean value corresponding to either
“on” or “off”. A separate threshold value may be selected for
both the Y-difference image 46 and the UV-difference image
54. Each threshold value may be selected according to the
particular object (¢.g., a person) to be identified by the vision
system 10. For example, a high threshold value may be
selected for the Y-difference image 46 if the object (e.g., a
person) to be identified is known to have high luminance
characteristics.

The result of thresholding ecach pixel in the Y-difference
image 46 and the UV-difference image 54 is a Y-mask image
58 and a UV-mask image 60, respectively. Literally, the
Y-mask image 58 represents where the source image 44
differs substantially from the background image 42 in
luminance, and the UV-mask image 60 represents where the
source image 44 differs substantially from the background
image 42 in chrominence.

Next, a boolean “OR” operation 62 is performed on
corresponding pixels in the Y-mask image 58 and the
UV-mask image 60. That is, each pixel in the Y-mask image
58 is boolean “OR” functioned together with a correspond-
ing pixel in the UV-mask image 60. This results in a
combined YUV-mask image 64. The YUV-mask image 64
represents where the source image 44 differs substantially in
luminance and chrominence from the background image 42.
More practically, the YUV-mask image 64 shows where the
source image 44 has changed from the background image
42. This change can be due 1o lighting changes in the scene
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28 (c.g., due 1o a passing cloud), objecls entering or exiting
the scene 28 (e.g., people, frisbees, etc.), or objects in the
scene 28 that change visually (e.g., a computer monitor
running a screen saver). In the preferred embodiment
described herein, the change corresponds to the presence of
a human.

The locator 20 operales by [raming areas in the YUV-
mask image 64 using a thresholding scheme, and then
overlaying the framed areas to locate specific areas in the
YUV-mask image 64 that represent where the source image
44 differs substantially in luminance and chrominence from
the background image 42, as determined by the differencer
18. The specific areas are located, or identified, based upon
an orentation of each area in the YUV-mask image 64.

Referring to FIG. 4, the locator 20 first divides the
YUV-mask image 64 into vertical columns (not shown for
purposes of figure clarity) and then counts the number of
pixels that are turned “on” in each column of the YUV-mask
image 64. The locator 20 uses this information to form a
verlical histogram 70 baving vertical columns 72 which
correspond to the vertical columos of the YUV-mask image
64. The height of each columa 72 in the vertical histogram
70 corresponds to the number of pixels that are turned “on”
in each corresponding column of the YUV-mask image 64.

Next, the locator 20 thresholds each column 72 in the
vertical histogram 70 against a selected threshold level 74.
That is, the beight of each column 72 in the vertical
histogram 70 is compared to the threshold level 74, which in
this example is shown 1o be 40%. Thus, if more than 40%
of the pixels in a column of the YUV-mask image 64 are
turned “on”, then the height of the corresponding column 72
in the vertical histogram 70 exceeds the 40% threshold level
74. In contrast, if less than 40% of the pixels in a column of
the YUV-mask image 64 are turned “on”, then the height of
the corresponding column 72 in the vertical histogram 70
does not exceed the 40% threshold level 74.

Next, the locator 20 groups adjacent columns in the
vertical hisiogram 70 that exceed the threshold level inio
column sets 76. The locator 20 then joins column sets that
are separated from each other by only a small gap to form
merged column sets 78. The locator 20 then records the
vertical limits of each remaining column set. That is, the
location of the highest pixel that is turned “on” in a column
of the YUV-mask image 64 that corresponds to a column 72
in a column set of the vertical histogram 70 is recorded.
Similarly, the location of the lowest pixel that is turned “on”
in a column of the YUV-mask image 64 that corresponds to
a column 72 in a column set of the vertical histogram 70 is
recorded.

Next, the locator 20 places a frame 79 around each area
in the YUV-mask image 64 that is defined by the outermost
columns that are contained in each columa set of the vertical
histogram 70, and by the highest and lowest pixels that are
turned “on” in each column set of the vertical histogram 70.
Each frame 79 therefore defines an area in the YUV-mask
image 64 that conlains a significanl number of pixels that are
turned “on”, as determined in reference to the threshold level
74.

Referring to FIG. 5, the locator 20 repeats the above-
described operations, but in the horizontal direction. That is,
the locator 20 first divides the YUV-mask image 64 into
horizontal rows (not shown for purposes of figure clarity)
and then counts the number of pixels that are turned “on™ in
each row of the YUV-mask image 64. The locator 20 uses
this information to form a horizontal histogram 80 having
horizontal rows 82 which correspond to the horizontal rows
of the YUV-mask image 64. The length of each row 82 in the
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horizontal histogram 80 corresponds to the number of pixels
that are twrned “on” in each corresponding row of the
YUV-mask image 64.

Next, the locator 20 thresholds each row 82 in the
horizontal histogram 80 against a sclecled threshold level
84. That is, the length of each row 82 in the horizontal
bistograw 80 is compared (o die threshold level 84, which in
this example is shown to be 40%. Thus, if more than 40%
of he pixels in a row of the YUV-mask image 64 are turned
“on”, then the length of the corresponding row 82 in the
horizontal histogram 80 exceeds the 40% threshold level 84.
In contrast, if less than 40% of the pixcls in a row of the
YUV-mask image 64 are turned “on”, then the length of the
corresponding row 82 in the horizontal histogram 80 does
not exceed the 40% threshold level 84.

Next, the locator 20 groups adjacent rows in the horizon-
tal histogram 80 that exceed the threshold level into row sets
86. The locator 20 then joins row sets that are separated from
each other by only a small gap o form merged row sets 88.
The locator 20 then records the horizontal limils of each
remaining row set. That is, the location of the leftmost pixel
that is turned “on” in a row of the YU V-mask image 64 that
corresponds to a row 82 in a row set of the horizontal
histogram 80 is recorded. Similarly, the location of the
rightmost pixel that is furned “on” in a row of the YU V-mask
image 64 that corresponds to a row 82 in a row set of the
horizontal histogram 80 is recorded.

Next, the locator 20 places a frame 89 around each area
in the YUV-mask image 64 that is defined by the outermost
rows that are contained in each row set of the horizontal
histogram 80, and by the leftmost and rightmost pixels that
are turned “on” in each row set of the horizontal histogram
80. Each frame 89 therefore defines an area in the YUV-
mask image 64 that contains a significant number of pixels
that are turped “on”, as determined in reference to the
threshold level 84.

At this point it should be noted that the locator 20 may
alternatively perform the horizontal histogramming opera-
tion described above on only those areas in the YUV-mask
image 64 that have been framed by the locator 20 during the
vertical histogramming operation. For example, referring to
FIG. 6, the locator 20 can divide the YUV-mask image 64
into horizontal rows (not shown for purposes of figure
clarity) in only the area defined by the frame 79 that was
obtained using the vertical histogram 70. The locator 20 can
then proceed as before to count the number of pixels that are
turned “on” in each row of the YU V-mask image 64, to form
the horizontal histogram 80 having horizontal rows 82
which correspond to the horizontal rows of the YUV-mask
image 64, to threshold each row 82 in the horizontal
histogram 80 against a selected threshold level 84, to group
adjacent rows in the horizontal histogram 80 that exceed the
threshold level into row sets 86 and merged row sets 88, and
to place a frame 89 around each area in the YUV-mask
image 64 that is defined by the outermost rows that are
contained in each row set of the horizontal histogram 80, and
by the leftmost and rightmost pixels that are turned “on” in
each row set of the horizontal histogram 80. By performing
the horizontal histogramming operation on only those areas
in the YUV-mask image 64 that have been framed by the
locator 20 during the vertical histogramming operation, the
locator 20 eliminates unnecessary processing of the YUV-
mask image 64.

Referring to FIG. 7, the locator 20 next overlays the
frames 79 and 89 that were obtained using the vertical
histogram 70 and the horizontal histogram 80, respectively,
to locate areas 68 that are common to the areas defined by
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the frames 69 and 70. The locations of these common areas
68, of which only one is shown in this example, are the
locations of areas in the YUV-mask image 64 that represent
where the source image 44 differs substantially in luminance
and chrominence from the background image 42, as deter-
mined by the differencer 18. In the preferred embodiment
described herein, these areas 68 are likely to contain a
buman.

It should be noted that although the locator 20, as
described above, divides the YUV-mask image 64 into
vertical columns and horizontal rows, it is within the scope
of the present invention to have the locator 20 divide the
YUV-mask image 64 in any number of manners. For
example, the locator 20 can divide the YUV-mask image 64
into diagonal sections, and then count the number of pixels
that are turned “on” in each diagonal section of the YUV-
mask image 64. Thus, it is within the scope of the present
invention that the above described columns and rows can be
oriented in any number of directions besides just the vertical
and horizontal directions described above.

The classifier 22 operates by filtering each area 68 in the
YUV-mask image 64 that was located by the locator 20 for
human characteristics. More specifically, the classifier 22
operates by. filtering each area 68 in the YUV-mask image
64 for size, location, and aspect ratio. In order for the
classifier 22 to perform the filtering operation, the position
and the orientation of the camera 12 must be known. For
example, referring to FIG. 8, there is shown a public kiosk
100 having an interactive touchscreen monitor 102 mounted
therein and a video camera 104 mounted thereon. The
interactive touchscreen monitor 102 provides an attraction
for a passing client 106, while the video camera 104 allows
the passing client 106 to be detecied in accordance with the
present invention. The video camera 104 is mounted at an
angle on top of the public kiosk 100 such that the field of
view of the video camera 104 encompasses a region 108 in
front of the public kiosk 100. The region 108 includes the
lerrain 109 upon which the passing client 106 is standing or
walking. The terrain 109 provides a reference for determin-
ing the size and location of the passing client 106, as
described in detail below.

Referring to FIG. 9, if the passing client 106 is a six-foot
tall human standing approximately three feet away from the
public kiosk 100, then the passing client 106 will show up
as an area 68' in a YUV-mask image 64' having a bottom
edge 110 located at the bottom of the YUV-mask image 64'
and a top edge 112 located at the top of the YUV-mask image
64'. On the other hand, referring to FIG. 10, if the passing
client 106 is a six-foot tall buman standing approximately
twenty feet away from the public kiosk 100, then the passing
client 106 will show up as an area 68" in a YUV-mask image
64" having a bottom edge 114 located in the middle of the
YUV-mask image 6" and a top edge 116 located at the top
of the YUV-mask image 6".

With the position and the orientation of the video camera
104 known, as well as the size and the location of an arca 68
within a YUV-mask image 64, calculations can be made io
determine the relative size and location (e.g., relative lo the
public kiosk 100) of an object (e.g., the client 106) that was
located by the locator 20 and is represented by an area 68 in
a YUV-mask image 64. That is, given the position and the
orientation of the video camera 104 and the location of the
bottom edge of an area 68 in 2 YUV-mask image 64, a first
calculation can be made to obitain the distance (e.g., in feet
and inches) between the public kiosk 100 and the object
(e.g., the client 106) that was located by the locator 20 and
is represented by the area 68 in the YUV-mask image 64.
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Given the distance between the public kiosk 100 and (he
object, as well as the size of the area 68 in a YUV-mask
image 64, a second calculation can be made to obtain the
actual size of the object (e.g., in feet and inches). At this
point, three useful characteristics are known about the
object: the distance between the public kiosk 100 and the
object (in feet and inches), the height of the object (in feet
and inches), and the width of the object (in feet and inches).

The classifier 22 can now filter each area 68 in the
YUV-mask image 64 for size, location, and aspect ratio. For
example, assuming that there is only an interest in identi-
fying humans over the height of four feet, the classifier 22
will filter out those objects that are shorter than four feet in
height. Also, assuming that there is only an interest in
identifying humans who come within ten feet of the public
kiosk 100, the classifier 22 will filter out those objects that
are further than ten feet away from the public kiosk 100.
Furthermore, assuming that there is only an interest in
idenlifying a single human, the classifier 22 will filter out
those objects that are taller than seven feel in height (e.g., the
typical maximum height of a human) and larger than three
feet in width (e.g., the typical maximum widih of a buman).

If an area 68 in a YUV-mask image 64 that was located
by the locator 20 is large enough to contain more than one
human (e.g., a2 crowd of humaus), then the classifier 22
typically only filters the area 68 in the YUV-mask image 64
for size (i.c., to eliminate small objects) and location (i.e., to
eliminate objects too far away from the public kiosk 100).
The area 68 in the YUV-mask image 64 is then passed on to
the disambiguator 24 for further processing, as described in
detail below.

It should be noted that the classifier 22 can also filter areas
of a YUV mask image according to other characteristics
such as, for example, texture and color.

In view of the foregoing, it will be recognized that the
classifier 22 can be used to identify large humans (e.g.,
adults), small humans (e.g., children), or other objects
having associated sizes. Thus, the vision system 10 can be
used lo identify objecls having specific sizes.

The disambiguator 24 operates by further processing each
area 68 in a YUV-mask image 64 that was classified by the
classifier 22 as containing more than one human (e.g., a
crowd of humans). More specifically, the disambiguator 24
operates by identifying discontinuities in each area 68 in the
YUV-mask image 64 that was classified by the classifier 22
as coptaining more than one human (e.g., a crowd of
bumans). The identified discontinuities are then used by the
disambiguator 24 to divide each area 68 in the YUV-mask
image 64 that was classified by the classifier 22 as contain-
ing more than one human (e.g., a crowd of humans). The
disambiguator 24 then filters each divided area in the
YUV-mask image 64 for size, location, and aspect ratio so
that each individual buman can be identified within the
crowd of humans. Thus, the disambiguator 24 operates to
disambiguate each individual human from the crowd of
bumans.

Referring to FIG. 11, there is shown a YUV-mask image
64" having an area 68" that was classified by the classifier
22 as an area coptaining more than one buman. The area 68"
has a botlom edge 118, a top edge 120, a left edge 122, and
a right edge 124. In a public kiosk application, the disam-
biguator 24 is most beneficially used to identify the human
(ie., the client) that is closest 1o the public kiosk. The
disambiguator 24 accomplishes this task by identifying
discontinuities along the bottom edge 118 of the arca 68",
and then using the identified discontinuities to divide the
area 68'". Referring to I'IG. 12A, the YUV-mask image 64"
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is shown having a redefined area 68" that is defined by a
bottom edge 118', the top edge 120, a left edge 122", and a
right edge 124'. The discontinuities that are shown along the
bottom edge 118" of the redefined area 68"" are identified by
identifying the location of the lowest pixel that is turned
“on” in each column (see FIG. 4) that passes through the
area 68" In the YUV-mask image 64'"". The bottom edge 118'
of the redefined area 68"" coincides with the locations of the
lowest pixels that are turned “on™ in groups of some mini-
mum number of columns that pass through the area 68" in
the YUV-mask image 64'". It should be noted that the left
edge 122' and the right edge 124' of the arca 68"" in the
YUV-mask image 64" are shortened because of the identi-
fied discontinuities that are shown along the bottom edge
118' of the redefined area 68"".

Next, the disambiguator 24 divides the redefined area
68"" in the YUV-mask image 64" according to the identified
discontinuities. For example, referring to FIG. 12B, the
redefined area 68"" is divided into four subareas 68a""
68b"", 68c™", and 684" according to the discontinuities that
were identified as described above.

After the redefined area 68" has been divided into the
four subarcas 68a"", 68b"", 68c"", and 684"", the disam-
biguator 24 filters each of the four subareas 684"", 68b"",
68c"", and 684"" for size, location, and aspect ratio so that
each individual human can be identified within the crowd of
humans. For example, subareas 684"" and 68d"" can be
filtered out since they are too small to contain a human. The
remaining two subareas, however, subareas 68b"" and
68c"", pass through the filter of the disambignator 24 since
each of these areas is large enough to contain a human, is
shaped so as to contain a human (i.c., has a snitable aspect
ratio), and is located at a suitable location within in the
YUV-mask image 64". The disambiguator 24 can thereby
identify these remaining two subareas as each containing a
human. Thus, the disambiguator 24 can disambiguate indi-
vidual bumans from a crowd of humans.

It should be noted that, similar io the filtering operation of
the classifier 22, the filiering operation of the disarbiguator
24 requires that the position and orientation of the camera 12
be known in order to correctly filter for size, location, and
aspect ratio.

At this point it should be noted that the disambiguator 24
can also identify discontinuities along the top edge 120, the
left edge 122, and the right edge 124 of the area 68" in the
YUV-mask image 64". For example, the disambigunator 24
can identify discontinuities along both the bottom edge 118
and the top edge 120 of the area 68" in the YUV-mask image
64". Referring to FIG. 13, the YUV-mask image 64" is
shown having a redefined area 68" that is defined by a
bottom edge 118", a top edge 120, a left edge 122", and a
right edge 12". The bottom edge 118" of the redefined area
68"" coincides with the Iocations of the lowest pixels that
are turned “on” in groups of some minimum number of
columns that pass through the area 68" in the YUV-mask
image 64", while the lop edge 120" of the redefined area
68"" coincides with the locations of the highest pixels that
are turned “on” in groups of some minimum number of
columns that pass through the area 68" in the YUV-mask
image 64". The minimum number of columas in each group
of columns can be the same or different for the botlom edge
118" and the top edge 120'. Again, it should be noted that the
left edge 122" and the right edge 124" of the area 68" in the
YUV-mask image 64" are shortened because of the identi-
fied discontinuities that are shown along the bottom edge
118" and the top edge 120" of the redefined area 68™". By
identifying discontinuities along more than one edge of the
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area 68", a more accurale representalion of each identified
area is obtained.

The disambiguator 24 can divide the redefined area 68"
shown in FIG. 13 in a similar manner to that described with
respect to FIG. 12B. The disambiguator 24 can then filter the
divided areas for size, location, and aspect ratio so that each
individual human can be identified within the crowd of
bumans. Thus, the disambiguator 24 can disambiguate an
individual human from a crowd of humans so that each
individual human can be identified within the crowd of
humans.

It should be noted that the disambiguator 24 can also filter
areas of a YUV mask image according to other character-
istics such as, for example, texture and color.

In view of the foregoing, it will be recognized that the
disambiguator 24 can be used to disambiguate an individual
object from a plurality of objects so that each individual
object can be identified within the plurality of objects.

Once an individual object has been identified by either the
classifier 22 or the disambiguator 24, the tracker 26 can track
the object through a succession of digitized images. The
tracker 26 operates by matching areas in a “current” YUV-
mask image that were identified by either the classifier 22 or
the disambiguator 24 as areas containing a human with areas
in “prior” YUV-mask images that were also ideatified by
cither the classifier 22 or the disambiguator 24 as areas
containing a human. A current YUV-mask image is typically
a YUV-mask image 64 that is formed from a background
image and a recently captured source image. A prior YUV-
mask image is typically a YUV-mask image 64 that is
formed from a background image and a source image that is
captured prior to the recently captured source image. Prior
YUV-mask images are typically stored in the memory 31.

The tracker 26 first compares each area in the current
YUV-mask image that was identified by either the classifier
22 or the disambiguator 24 as an area containing a human
with each area in the prior YUV-mask images that was
identified by either the classifier 22 or the disambiguator 24
as an area containing a human. A score is then established for
each pair of compared areas. The score may be calculated as
a weighted sum of the differences in size between the
compared areas, the differences in location between the
compared areas, the differences in aspect ratio between the
compared areas, the differences in texture between the
compared areas, and the differences in color, or the color
accuracy, between the compared areas.

The differences in size, location, and aspect ratio between
the compared areas can be calculated using the size,
location, and aspect ratio information that was utilized by
the classifier 22 as described above. Color accuracy is
measured by taking small samples of color from selected
corresponding locations in each pair of compared areas. The
color samples are actually taken from the source images
from which the current and prior YUV-mask images were
formed since the YUV-mask images themselves do not
contain color characteristics, only diflerence characleristics.
Thal is, color samples are taken from an area in a source
image which corresponds io an area in an current or prior
YUV-mask image which is formed from the source image.
For example, a color sample may be taken from an area in
a “current” source image which corresponds 1o an area in an
associated current YUV-mask image. Likewise, a color
sample may be taken from an area in a “prior” source image
which corresponds to an area in an associated prior YUV-
mask image. The color samples are therefore taken in
selected corresponding locations in source images from
which current and prior YUV-mask images which are
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formed, wherein the selected corresponding locations in the
source images correspond 1o selected comresponding loca-
tions in areas in the current and prior YUV-mask images
which are 10 be compared.

Referring to FIG. 14, there is shown a current YUV-mask
image 64a and a prior YUV-mask image: 64b. The current
and prior YU V-mask images 64a and 64b cach have an area
684 and 68D, respectively, that has been identified by either
the classifier 22 or the disambiguator 24 as an arca conlain-
ing a human. Color samples 90a and 90b arc taken from
selected corresponding locations in the arcas 68a and 68b in
the current and prior YUV-mask images 64a and 645,
respectively.

There are several methods that can be used o select the
corresponding locations in the areas 68a and 68b in the
current and prior YUV-mask images 64a and 64b, respec-
tively. One method is 1o select corresponding locations
arranged in a grid pattern within each of the YUV-mask
image areas 68a and 68b. Typically, each grid pattern is
distributed uniformly within each of the YUV-mask image
arcas 682 and 68b. For example, a grid pattern may consist
of nine uniformly spaced patches arranged in three columns
and three rows, as shown in FIG. 14. The color samples 90a
and 90b are taken from the nine selecled comesponding
locations in the areas 682 and 685 in the current and prior
YUV-mask images 64a and 64b, respectively.

A second method is to select corresponding locations
arranged in a grid pattern within each of the YUV-mask
image areas 682 and 68b wherein a corresponding location
is used only if the color samples 90a and 905 cach contain
more than a given threshold of enabled pixels.

Referring to FIG. 15, each color sample %0a or 90b may
consist of an NxN sample square of pixels 92. For example,
N may equal two. The color values of the pixels 92 within
each sample square are averaged. To compare two arcas, a
subset of the best color matches between corresponding
color samples from each compared area are combined to
provide a measure of color accuracy belween the compared
areas. For example, the best five color matches from nine
color samples taken from each area 68z and 685 from the
corresponding current and prior YUV-mask images 64a and
64b may be used to determine color accuracy. The use of a
subset of the color maiches is beneficial because it can
enable tracking in the presence of partial occlusions. This
measure of color accuracy is combined with the differences
in size, location, aspect ratio, and texture of the compared
areas to establish a score for each pair of compared arcas.

The scores that are established for each pair of compared
arcas are sorted and placed in an ordered list (L) from
highest score to lowest score. Scores below a threshold value
are removed from the list and discarded. The match with the
highest score is recorded by the tracker as a valid match.
That is, the compared area in the prior YUV-mask image is
considered to be a match with the compared area in the
current YUV-mask image. This match and any other match
involving either of these iwo compared areas is removed
from the ordered list of scores. This results in a new ordered
list (L"). The operation of selecting the highes! score, record-
ing a valid match, and removing elements from the ordered
list is repeated until no matches remain.

The tracker 26 works reliably and quickly. It can accu-
rately track a single object (¢.g., a human) moving through
the frames 34 in the video sequence of temporally ordered
frames 35, as well as multiple objects (e.g., several humans)
which may temporarily obstruct or cross each others paths.

Because the age of each frame 34 is known, the tracker 26
can also determine the velocity of a matched area. The
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velocity of a matched area can be determined by dilferencing
the centroid position of a matched area (i.c., the center of
mass of the malched area) in a current YUV-mask image
with the cenltroid position of a corresponding matched area
in a prior YUV-mask image. The differencing operation is
performed in both the X and Y coordinates. The differencing
oporation providos a differonce value that corresponds to a
distance that the matched area in the current YUV-mask
image has traveled in relation to the corresponding matched
area in the prior YUV-mask image. The difference value is
divided by the amount of time that has elapsed between the
“current” and “prior” frames to obtain the velocity of the
maiched arca.
It should be noted that the velocity of a matched area can
be used as a fillering mechanism since it is often known how
fast an object (e.g., a buman) can travel. In this case,
however, the filtering would be performed by the tracker 26
rather than the classifier 22 or the disambiguator 24.
In view of the foregoing, it will be recognized that the
vision systemn 10 can be used 1o identify an object in each of
a succession of digitized images. The object can be animate,
inanimate, real, or virtual. Once the object is identified, the
object can be tracked through the succession of digitized
images.
Referring to FIG. 16, there is shown a data flow diagram
for the vision system 10. Background image data 42 is
provided to the differencer 18. Source image data 44 is
provided 1o the differencer 18 and to the tracker 26. The
differencer 18 provides mask image data 64 to the locator
20. The locator 20 provides located arca data 68 to the
classifier 22. The classifier 22 provides identified human
dala 68' and 68" to the tracker 26, and identified crowd data
68" to the disambiguator 24. The disambiguator 24 provides
identified human data 68"" and 68" to the tracker 26. As
previously described, background image data 42 is typically
formed with source image data 44, located area data 68 from
the locator 20, identified human data 68' and 68" from the
classifier 22, identified human data 68"" and 68"" from the
disambiguator 24, and tracked buman data 94 from the
tracker 26.
The present invention is not to be limited in scope by the
specific embodiment described herein. Indeed, various
modifications of the present invention, in addition to those
described herein, will be apparent to those of skill in the art
from Lhe foregoing description and accompanying drawings.
Thus, such modifications are intended to fall within the
scope of the appended claims.
‘What is claimed is:
1. Amethod for locating objects within an image, wherein
an object is represented by a plurality of enabled pixels
within the image, the method comprising the steps of:
defining a first representation of the image, the first
representation having a plurality of first pixels,

obtaining a seccond and a third representation of the
image; the second representation having a plurality of
second pixels, and the third representation having a
plurality of third pixels,

forming the plurality of first pixels by taking the differ-

ence between the plurality of second pixels and the
plurality of third pixels, wherein at least some of the
plurality of first pixels are enabled and represent the
object,

defining at least two oricntations of the object;

counting the number of enabled plurality of first pixels

along the each of the two orientations;

defining a threshold as a quantity of the plurality of first

pixels counted;
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identifying portions of the plurality of first pixels exceed-

ing the threshold; and

identifying the object within the image based upon the

orientation and the identified portions of the plurality of
first pixels exceeding the threshold of the object within
the image.

2. The method as defined in claim 1, wherein the step of
identifying an object within the image based upon an
orientation of the object within the image includes lhe sleps
or:

grouping together substantially adjacent identified por-

tions of the representation; and

identifying areas of the representation corresponding to

each group of substantially adjacent identified portions
of the representation.

3. The method as defined in claim 2, wherein the step of
identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:

recording the localions of the outermos! enabled pixels

within each group of substantially adjacent identified
portions of the representation; and

framing areas of the representation coinciding with the

Iocations of the outermost enabled pixels within each
group of substantially adjacent identified portions of
the representation.

4. The method as defined in claim 3, wherein the plurality
of pixels are also configured having a third orientation,
wherein the step of idenlifying an object within the image
based upon an orientation of the object within the image
further includes the steps of:

counting each enabled pixel in each framed area along the

third orientation; and

identifying portions of each framed area having a quantity

of enabled pixels exceeding a threshold value.

5. The method as defined in claim 4, wherein the step of
identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:

grouping together substantially adjacent identified por-

tions of each framed area; and

identifying areas of each framed area comesponding to

each group of substantially adjacent identified portions
of each framed area.

6. The method as defined in claim 5, wherein the step of
identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:

recording the locations of the outermost enabled pixels

within each group of substantially adjacent identified
portions of each framed area; and

framing areas of each framed area coinciding with the

Iocations of the outermost enabled pixels within each
group of substantially adjacent identified portions of
each framed area.

7. The method as defined in claim 4, wherein the second
orientation and the first orientation are orthogonal.

8. The method as defined in claim 1, wherein the image
is a representation of a plurality of pixels, wherein the
plurality of pixels are arranged in a plurality of columns,
wherein at least some of the plurality of pixels are enabled
to represent the object, wherein the step of identifying an
object within the image based upon an orientation of the
object within the image includes the steps of:

counting each enabled pixel in each of the plurality of

columns; and
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identifying each of the plurality of columns baving a
quantity of enabled pixels exceeding a threshold value.
9. The method as defined in claim 8, wherein the step of
identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:
grouping together substantially adjacent identified col-
umns; and
identifying areas of the represenlalion corresponding Lo
each group of substantially adjacent identified columns.
10. The method as defined in claim 9, wherein the siep of
identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:
recording, the locations of the outermost enabled pixcls
within each group of substantially adjacent identified
columns; and
framing areas of the representation coinciding with the
locations of the outermost enabled pixels within each
group of substantially adjacent identified columns.
11. The method as defined in claim 1, whercin the image
is a representation of a plurality of pixels, wherein the
plurality of pixels are arranged in a plurality of rows,
wherein at least some of the plurality of pixels are enabled
to represent the object, wherein the step of identifying an
object within the image based upon an orentation of the
object within the image includes the steps of:
counting each enabled pixel in each of the plurality of
rows; and
identifying each of the pluralily of rows having a quantity
of enabled first pixels exceeding a threshold value.
12. The method as defined in claim 11, whercin the step
of identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:
grouping together substantially adjacent identified rows;
and
identifying areas of the representation corresponding to
each group of substantially adjacent identified rows.
13. The method as defined in claim 12, wherein the step
of identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:
recording the locations of the outermost enabled pixels
within each group of substantially adjacent identified
rows; and
framing areas of the representation coinciding with the
locations of the outermost enabled first pixels within
each group of substantially adjacent identified rows.
14. The method as defined in claim 1, wherein the image
is a representation of a plurality of pixels, wherein the
plurality of pixels are arranged in a plurality of columns and
rows, wherein at least some of the plurality of pixels are
enabled to represent the object, wherein the step of identi~
fying an object within the image based upon an orientation
of the object within the image includes the steps of:
counting each enabled pixel in each of the plurality of
columns and rows;
identifying each of the plurality of columns having a
quantity of enabled pixels exceeding a column thresh-
old value; and
identifying each of the plurality of rows having a quantity
of enabled pixels exceeding a row threshold value.
15. The method as defined in claim 14, wherein the step
of identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:
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grouping together substantially adjacent identified col-

umns;

grouping together substantially adjacent identified rows;

identifying areas of the representation corresponding to

cach group of substantially adjacent identified col-
umns; and

idenlifying areas of the representalivn corresponding v

each group of substantially adjacent identified rows.

16. The method as defined in claim 18, wherein ibe step
of identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:

recording the locations of the outermost enabled pixels

within each group of substantially adjacent identified
columns;
recording the locations of the outermost enabled pixels
within each group of substantially adjacent identified
TOWS;

framing areas of the representation coinciding with the
locations of the outermost enabled pixels within each
group of substantially adjacent identified columns; and

framing areas of the representation coinciding with the
locations of the outermost enabled pixels within each
group of substantially adjacent identified rows.

17. The method as defined in claim 16, wherein the step
of identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:

overlaying the areas of the representalion that werc

framed to coincide with the locations of the outermost
enabled pixels within each group of substantially adja-
cent identified columns with the areas of the represen-
tation that were framed to coincide with the locations of
the outermost enabled pixels within cach group of
substantially adjacent identified rows; and

identifying common overlayed areas as areas of the

representation that contain a significant pumber of
enabled pixels.

18. The method as defined in claim 1, wherein the image
is a first representation of a plurality of first pixels repre-
senting a difference between a second representation of a
plurality of second pixels and a third representation of a
plurality of third pixels, wherein each of the plurality of first
pixels is enabled to represcnt a difference between a corre-
sponding onc of the plurality of second pixels and a corre-
sponding one of the plurality of third pixels, wherein the
object is represented by at least some of the epabled first
pixels.

19. An apparatus for locating objects within an image,
wherein the object is represented by a plurality of enabled
pixels within the image, the apparatus comprising:

a first representation of the image, the first representation

having a plurality of first pixels,

an obtainer for obtaining a second and a third represen-

tation of the image; the second representation having a
plurality of second pixels, and the third representation
having a plurality of third pixels,

the plurality of first pixels formed by taking the difference

between the plurality of second pixels and the plurality

of third pixels, wherein at least some of the plurality of

first pixels are enabled and represent the object,
means for defining at least two orientations of the object;

a counter of the number of enabled plurality of first pixels

along the each of the two orientations;

means for defining a threshold as a quantity of the

plurality of first pixels counted;
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a first identifier of portions of the plurality of first pixels
exceeding the threshold; and

a second identifier for identifying the object within the
image based upon the orientation and the identified
portions of the plurality of first pixels exceeding the
threshold of the abject within the image.

20. The apparatus as defined in claim 19, wherein the first

identifier further includes:

a first grouper for grouping togcther substantially adjaccnt
identified portions of the representation; and

a third identifier for identifying areas of the representation
corresponding to each group of substantially adjacent
identified portions of the representation.

21. The apparatus as defined in claim 20, wherein the first

identifier further includes:

a first recorder for recording the locations of the ouier-
most enabled pixels within each group of substantially
adjacent identified portions of the representation; and

a first framer for framing areas of the representation
coinciding with the locations of the outermost enabled
pixels within each group of substantially adjacent iden-
tified portions of the representation.

22. The apparatus as defined in claim 21, wherein the
plurality of pixels are also configured having a third
orientation, wherein the first identifier further includes:

a second counter for counting each enabled pixel in each

framed area along the third orientation; and

a fourth identifier for identifying portions of each framed
arca having a quantity of enabled pixels exceeding a
threshold value.

23. The apparatus as defined in claim 22, wherein the first

identifier further includes:

a second grouper for grouping together substantially
adjacent identified portions of cach framed area; and

a fifth identifier for identifying arcas of cach framed area
corresponding to each group of substantially adjacent
identified portions of each framed area.

24. The apparatus as defined in claim 23, wherein the first

identifier further includes;

a second recorder for recording the locations of the
outermost enabled pixels within each group of substan-
tially adjacent identified portions of each framed area;
and

a second framer for framing areas of cach framed arca
coinciding with the locations of the outermost enabled
pixels within each group of substantially adjacent iden-
tified portions of each framed area.

25. The apparatus as defined in claim 22, wherein the

second orientation and the first oricntation are orthogonal.

26. The apparatus as defined in claim 19, whercin the
image is a representation of a plurality of pixels, wherein the
plurality of pixels are arranged in a plurality of columns,
wherein at least some of the plurality of pixels are enabled
to represent the object, wherein the first identifier includes:

a counter for counting each enabled pixel in each of the
plurality of columns; and

a second identifier for identifying each of the plurality of
columns baving a quantity of enabled pixels exceeding
a threshold value.

27. The apparatus as defined in claim 26, wherein the first

identifier further includes:

a grouper for grouping together substantially adjacent
identified columns; and

a third identifier for identifying areas of the representation
corresponding to each group of substantially adjacent
identified columns.
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28. The apparatus as defined in claim 27, wherein the first
identifier further includes:

a recorder for recording the locations of the outermost
enabled pixels within each group of substantially adja-
cent identified columns; and

a framer for framing areas of the representation coincid-
ing with (he locations of the vulermost enabled pixels
within each group of substantially adjacent identified
columns.

29. The apparatus as defined in claim 19, wherein the
image is a represenlation of a plurality of pixels, wherein the
plurality of pixels are arranged in a plurality of rows,
wherein at least some of the plurality of pixels are enabled
to represent the object, wherein the first identifier includes:

a counter for counting each enabled pixel in each of the
plurality of rows; and

a second identifier for identifying each of the plurality of
rows having a quantity of enabled first pixels exceeding
a threshold value.

30. The apparalus as defined in claim 29, wherein the first

identifier further includes:

a grouper for grouping together substantially adjacent
identified rows; and

a third identifier for identifying areas of the representation
corresponding to each group of substantially adjacent
identified rows.

31. The apparatus as defined in claim 30, wherein the first,

identifier further includes:

a recorder for recording the locations of the outermost
enabled pixels wilhin each group of substantially adja-
cent identified rows; and

a framer for framing areas of the representation coincid-
ing with the locations of the outermost enabled first
pixels within each group of substantially adjacent iden-
tified rows.

32. The apparatus as defined in claim 19, wherein the
image is a representation of a plurality of pixels, wherein the
plurality of pixels are arranged in a plurality of columns and
rows, wherein al Jeaslt some of the plurality of pixels are
enabled Lo represent the object, wherein the first identifier
includes:

a counter for counting each enabled pixel in each of the

plurality of columns and rows;

a sccond identifier for identifying each of the plurality of
columns having a quantity of ¢nabled pixels exceeding
a column threshold value; and

a third identifier for identifying each of the plurality of
rows having a quantity of enabled pixels exceeding a
row threshold value.

33. The apparatus as defined in claim 32, wherein the first

identifier further includes:

a first grouper for grouping together substantially adjacent
identified columns;

a second grouper for grouping together substantially
adjacent identified rows;

a fourth identifier for identifying areas of the representa-
lion corresponding to each group of substantially adja-
cent identified columns; and

a fifth identifier for identifying areas of the representation
corresponding to each group of substantially adjacent
identified rows.

34. The apparatus as defined in claim 33, wherein the first

identifier further includes:

a first recorder for recording the locations of the outer-
most enabled pixels within each group of substantially
adjacent identified columns;
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a second recorder for recording the locations of the
outermost enabled pixels within each group of substan-
tially adjacent identified rows;

a first framer for framing areas of the representation
coinciding with the locations of the outermost enabled
pixels within each group of substantially adjacent iden-
tificd columns; and

a second framer for framing areas of the representation
eoinciding wilh the Jocations of the oulermnost enabled
pixels within each group of substantially adjacent iden-
tified rows.

35. The apparatus as defined in claim 34, wherein the first

identifier further includes:
an overlayer for overlaying the areas of the representation
that were framed to coincide with the locations of the
outermost enabled pixels within each group of substan-
tially adjacent identified columns with the areas of the
represcntation that were framed to coincide with the
locations of the outermost enabled pixels within each
group of substantially adjacent identified rows; and
a sixth identifier for identifying common overlayed areas
as areas of the representation that contain a significant
number of enabled pixels.
36. The apparatus as defined in claim 19, wherein the
image is a first representation of a plurality of first pixels
representing a difference between a second representation of
a plurality of second pixels and a third representation of a
plurality of third pixels, wherein each of the plurality of first
pixels is enabled to represent a difference between a corre-
sponding one of the plurality of second pixels and a corre-
sponding one of the plurality of third pixels, wherein the
object is represented by at least some of the enabled first
pixels.
37. An article of manufacture for locating objects within
an image, wherein the object is represented by a plurality of
enabled pixels within the image, the article of magufacture
comprising:
a computer readable storage medium; and
compuler programming stored on the slorage medium;
wherein the stored computer programming is config-
ured to be readable from the computer readable storage
medivm by a computer and thereby cause the computer
to operate so as to:
define a first representation of the image, the first
representation having a plurality of first pixels,

obtain a second and a third representation of the image;
the second representation having a plurality of sec-
ond pixels, and the third representation having a
plurality of third pixels,

the plurality of first pixels formed by taking the differ-
ence between the plurality of second pixels and the
plurality of third pixels, wherein at least some of the
plurality of first pixels are enabled and represent the
object,

define at least two orientations of the object;

count the number of enabled plurality of first pixels
along the each of the two orientations;

define a threshold as a quantity of the plurality of first
pixels counted;

identify of portions of the plurality of of first pixels
exceeding the threshold; and

identify the object within the image based upon the
orientation and the identified portions of the plurality
of first pixels exceeding the threshold of the object
within the image.

38. The article of manufacture as defined in claim 37,
further causing the computer to operate so as to:
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group logether subslantially adjacent identified portions

of the representation; and

identify areas of the representation corresponding to each

group of substantially adjacent identified portions of
the representation.

39. The article of manufacture as defined in claim 38,
further causing the computer to opcrate so as to:

record the locations of the outermost enabled pixels

within each group of substantially adjacent identified
porlions of the representation; and

frame areas of the representation coinciding with the

locations of the outermost enabled pixels within each
group of substantially adjacent identified portions of
the representation.

40. The article of manufacture as defined in claim 39,
wherein the plurality of pixels are also configured having a
third orientation, further causing the computer to operate so
as to:

count each enabled pixel in each framed arca along the

third orientation; and

identify portions of each framed area having a quantity of

enabled pixels exceeding a threshold value.

41. The article of manufacture as defined in claim 40,
further causing the computer to operate so as to:

group together substantially adjacent identified portions

of each framed area; and

identify areas of each framed area comresponding to each

group of substantially adjacent identified portions of
each framed area.

42. The article of manufacture as defined in claim 41,
further causing the computer to operate so as to:

record the locations of the outermost enabled pixels

within each group of substantially adjacent identified
portions of each framed area; and

frame areas of each framed area coinciding with the

locations of the outermost enabled pixels within each
group of substantially adjacent identified portions of
each framed area.

43. The article of manufacture as defined in claim 40, °

wherein the second orientation and the first orientation are
orthogonal.

44. The article of manufacture as defined in claim 37,
wherein the image is a representation of a plurality of pixels,
wherein the plurality of pixels are arranged in a plurality of
columns, wherein at least some of the plurality of pixels are
enabled to represent the object, further causing the computer
1o operate so as to:

count each enabled pixel in each of the plurality of

columps; and

identify each of the plurality of columns having a quantity

of enabled pixels exceeding a threshold value.

45. The article of manufacture as defined in claim 44,
further causing the computer to operate so as to:

group together substantially adjacent identified columns;

and

identify areas of the representation corresponding to each

group of substantially adjacent identified columns.

46. The article of manufacture as defined in claim 45,
further causing the computer to operate so as to:

record the locations of the outermost enabled pixels

within each group of substantially adjacent identified
columns; and

frame areas of the representation coinciding with the

locations of the outermost enabled pixels within each
group of substantially adjacent identified columns.
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47. The article of manufaclure as defined in claim 37,
wherein the image is a representation of a plurality of pixels,
wherein the plurality of pixels are arranged in a plurality of
rows, wherein at least some of the plurality of pixels are
enabled to represent the object, further causing the computer

‘to operate so as to:

count each enabled pixel in each of the plurality of rows;
and
identify cach of the plurality of rows having a quantity of
cnabled first pixels exceeding a threshold value.
48. The article of manufacture as defined in claim 47,
further causing the computer to operate so as to:
group together substantially adjacent identified rows; and
identify areas of the representation corresponding to each
group of substantially adjacent identified rows.
49. The article of manufacture as defined in claim 48,
further causing the computer to operate so as to:
record the locations of the oulermost enabled pixels
within each group of substantially adjacent identified
rows; and
frame areas of the representation coinciding with the
locations of the outermost enabled first pixels within
cach group of substantially adjacent identified rows.
50. The article of manufacture as defined in claim 37,
wherein the image is a representation of a plurality of pixels,
wherein the plurality of pixels are arranged in a plurality of
columns and rows, wherein at least some of the plurality of
pixels are enabled to represent the object, further causing the
computer to operate so as to:
count each enabled pixel in each of the plurality of
columns and rows;
identify each of the plurality of columns having a quantity
of enabled pixels exceeding a column threshold value;
and
identify each of the plurality of rows having a quantity of
enabled pixels exceeding a row threshold value.
51. The article of manufacture as defined in claim 50,
further causing the computer to operate so as to:
group together substantially adjacent identified columns;
group together substantially adjacent identified rows;
identify areas of the representation comresponding 1o each
group of substantially adjacent identified columns; and
identify areas of the representation comresponding to each
group of substantially adjacent identified rows.
52. The article of manufacture as defined in claim 51,
further causing the computer to operate so as to:
record the locations of the outermost enabled pixels
within each group of substantially adjacent identified
columns;
record the locations of the oufermosl enabled pixels
within each group of substantially adjacent identified
TOWS;
frame areas of the representation coinciding with the
locations of the outermost enabled pixels within each
group of substantially adjacent identified columns; and
frame areas of the representation coinciding with the
locations of the outermost enabled pixels within each
group of substantially adjacent identified rows.
53. The article of manufacture as defined in claim 52,
further causing the computer to operate so as to:
overlay the areas of the representation that were framed to
coincide with the locations of the outermost enabled
pixels within each group of substantially adjacent iden-
tified columns with the areas of the representation that
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were framed lo coincide wilh the locations of the
outermost enabled pixels within each group of substan-
tially adjacent identified rows; and
identify common overlayed areas as areas of the repre-
sentation thal contain a significant pumber of enabled
pixels,
54. The arlicle of manufacture as defined in claim 37,
wherein the image is a first representation of a plurality of
first pixels representing a difference between a second

26

representation of a plurality of second pixels and a (hird
representation of a plurality of third pixels, wherein each of
the plurality of first pixels is enabled to represent a differ-
ence between a corresponding one of the plurality of sccond
pixels and a corresponding one of the plurality of third
pixels, wherein the object is represented by at least some of
the enabled first pixels.
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A metbod for automatically cropping, rotating, and scaling
a scanned image to ensure that a printed copy of the scanned
image is the same size as the original, when possible. The
method attempts to bonor the default or operator designated
orientation of the printed image, but will automatically
rotate the image if that will eliminate unnecessary image
reduction. Optimal orientation and scaling factors are auto-
matically determined based on the target page size and the
size and shape of the information of interest in the original
image (not the boundaries of the original document). The
operalor selecls a desired prinled orientation (or accepts a
defaull orientation) and selects a desired printed paper size
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AUTOMATIC ROTATION, CROPPING AND
SCALING OF IMAGES FOR PRINTING

FIELD OF INVENTION
This invention relates generally to printing copies of
documents that have been scanned by optical scanners,
digital cameras, Lacsimile machines, digital photocopiers, or
other digital imaging devices, and more specifically to an

automatic method of rotating, cropping and scaling of
images for printing.

BACKGROUND OF THE INVENTION

Photocopiers typically require the operator to properly
orient the original document and may require the operator to
sclect the proper paper bin. For example, for landscape
modec, the operator typically must orient the original docu-
ment in a landscape orientation and select a paper bin having
paper in a landscape orientation. Similarly, when printing a
scanned image from a computer, the operator typically must
specify orientation of the image on the page. If an operator
makes an inappropriate choice, resources such as loner,
paper, and time may be wasted if the photocopier prints
pages that are nol useful or not what was expected.

Photocopiers also typically require an operator to inpul or
choose a scale faclor lo reduce oversized images to fit onto
lbe output page or to magpify small images to fit onto the
output page. Some photocopiers may provide an automatic
scaling feature, in which the printed document size is
automatically scaled based on the dimensions of the edges of
the original document.

Photocopicrs typically can print to the edges of the output
page. In contrast, many computer software applications, for
cxample word processing software, force unprintable mar-
gins around the edges of a page. In addition, many computer
software applications automatically scale an image to fit
inside the unprintable margins. Consider an image, includ-
ing printed text, that is scanned by a document scanner.
Assume that the scanned image includes while space around
the edges. If that scanned image is imported inlo a word
processor and reprinted, word processing software will
typically reduce the image, including Lhe scanned margins,
1o fit within Lhe prinlable area ol a page. The nel resull is that
the printed text is reduced in size.

In some situations, the primary goal is a printed page with
an image of interest that is as large as possible. There is a
need for additional automation in optimizing the printed size
of a scanned image.

SUMMARY OF THE INVENTION

One goal of the present invention is make the printed
image the same size as the original image (or slightly larger)
when possible. The method atiempts to honor the default or
operator designated orientation of the printed image, but will
automatically rotale the image il that will eliminate unnec-
essary image reduction. Optimal orentalion and scaling
factors are aulomalically determined based on the target
page size and the size and shape of the criginal image (not
the boundaries of the original document). The operator
selects a desired printed orientation (or accepis a default
orientation) and selects a desired prinled paper size (or
accepts a default printed paper size). If an image will fit
within the printable margins without rotation or cropping,
the image is simply printed withoul modification. If there is
while space that can be cropped, and if the image will fit
wilhout rotation by cropping white space, then white space
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is cropped. I[ the image with all white space cropped will
still not fit, and if the image is not oriented so that long sides
on the cropped image align with long sides on the printed
paper, then the image is rotated. If the cropped and rotated
image still does not fil, the cropped and rotated image is
scaled to fit within the printable margins and the image is
oriented so that long sides on the cropped image align with
long sides on the printed paper.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1Ais a plan view of a scanned document with whitc
margios.

FIG. 1B is a plan view of the scanned document of FIG.
1A reduced within printable margins of a printed page.

FIG. 1C is a plan view of the scanned document of FIG.
1A, printed within printable margins of a printed page,
without reduction but with cropped margins.

FIG. 2A is a plan view ol a scanned document.

FIG. 2B is a plan view of the document of FIG. 2A
cropped and rotated and printed within printable margins of
a printed page.

F1G. 3 is flow chart of a method of cropping, rotating and
scaling in accordance with the invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT OF THE
INVENTION

FIG. 1A illusirates an image 100 resulling from scanning
a lexl document. Dashed line 102 is not part ol the image,
bul instead depicts a rectangular boundary between a margin
104 containing only “white space” and non-white informa-
tion of interest 106, which in this example image is text.

FIG. 1B illustratcs the typical situation when image 100
is prinicd using computer software. Dashed line 108 depicts
the printable area on the page as determined by printer
hardware, and konown by the computer software. Often,
computer software will avoid clipping an image, and instead
will scale an image to fit within the printable area of a page.
In FIG. 1B, image 100 has been slightly reduced by the
compuler sofiware so that the entire scanned image 100,
including the margins 104, is printed within the printable
arca depicled by line 108. Specifically, for Lext as illustrated
in FIG. 1A, the lext in FIG. 1B is smaller than Lhe tex! in
FIG. 1A.

FIG. 1C illustrates a first aspect of a method in accordance
with the present invention, which is to digitally crop the
image beforc sending the image to a printer or to software
for printing, so that the resulting information of interest 106
(text in the example) in FIG. 1C is the same size as (or larger
than) the corresponding information of interest in FIG. 1A.
One approach is to simply always crop (delete margin data)
the entire margin 104 of FIG. 1A so that the information of
interest 106 in FIG. 1C extends to the edges of the prinlable
area depicled by line 108. I a large margin is entirely
cropped, the image ol interest may be enlarged if senl to
sollware for printing. Aliernatively, if the goal is (o always
keep the printed image the same size as he original image
of interest, sufficient margin may be cropped o keep the
printed image the same size as the original even if sent to
software for printing. If the cropped image is to be sent
direct to a printer, printers typically do not scale, so that full
cropping will still resull in the prioted image of inlerest
having the same size as the original image of interest. If
margins are completely cropped, the image of interest is then
preferably centered horizontally and vertically within the
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printed page. One reason [or centering is to avoid printing
the image of interest in the upper left corner where a staple
may interfere. Note that some images may not have any
white space to be cropped, and some images may have a lot
of white space, only some of which needs to be cropped. In
general, if white space is present, sufficient cropping is
performed to make the resulling cropped image fit, if pos-
sible.

FIG. 2A illustrates a scanned image 200 that includes
non-white image area of interest (for example, scanned text)
202, where the information of interest 202 is wider than the
shortest dimension of the printable arca depicted by line 108
in FIGS. 1B and 1C. That is, if image 200 is printcd onto a
page in portrait oricotation, the image must be reduced or
sune of the information of intercst 202 will be cropped
during printing. In the present application, automatic rota-
tion is preferable to scaling or cropping of information of
interest in the image. Accordingly, if image 200 will oot fit,
even after cropping, wilhin the printable area in its original
orientalion, and if the longest dimension of the reclangular
non-white image 200 is not aligned wilh the longest dimen-
sion of a rectangular printable area, then the image is rotated.
If the longest dimension of the rectangular non-white image
200 is already aligned with the longest dimension of a
rectangular printable area, then no rotation is performed.

In FIG. 2B, image 200 has been cropped (to remove white
space margios only) and rotated so that the longest dimen-
sion of the non-white image 202 is aligned with the longest
dimension of the printable arca on printed page 204. The
non-white image 202 in FIG. 2B is the samc size as
non-white image 202 within the original image 200 in FIG.
2A. The non-white image 202 is scaled only if it will not fit
inlo the printable area after cropping and rotation (if
appropriate).

FIG. 3 is a flow chart of a method in accordance with the
present invention. Before entry into the method of FIG. 3, a
preferred printed orientation is selecled (or a default orien-
lation is accepted). In addition, a printed page size is selecled
(or a defaull page size is accepied). Before entry into (he
method of FIG. 3, the image is oriented according to the
selected orientation. At decision 300, if a scanned image will
fit, within the printable area, in the selected orientation,
without cropping, rotating, or scaling, then the image is
saved or transterred without modification. Otherwise, at step
302, white-space margins (if available) are identificd and
cropped (margin data is deleted), entirely or just to the extent
necessary to make the image fit. For examples of methods
for automatic classification of various areas of an image (to
determine a rectangle defining the information of intcrest),
sece U.S. Pal. Nos. 5,280,367; 5,546,474; and 5,596,655. At
decision 304, if the scanoed image will fit, within the
printable area in the selected orientation, after cropping but
without rotation or scaling, then the image is saved or
transferred without rotation or scaling. Otherwise, at deci-
sion 306, if the longest dimension on the cropped image
does not align with the longest dimension of the printable
area on Lhe printed paper, Lhen Lhe image is rolaled ninely
degrees (slep 308). At decision 310, if the scanned image
will fit, within the pritable area, alter cropping and after
rotation (if appropriate) but without scaling, then the image
is saved or transferred without scaling. Otherwise, the image
is scaled to fit at step 312.

One alterative goal of the present invention is make the
non-white portion of the printed image the same size as the
non-white information of interest portion of the original
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image, when possible. If one pixe] in the scanned image is
printed as one pixel on.the printed page, then the scanned
image and the printed image need to have the same resolu-
tion. Accordingly, at step 314, given the printer resolution,
if the resolution of the scanned image is different than the
resolution of the printer, the image resolution is adjusted (by
interpolation, decimation, or both) to match the resolution of
the printer. For example, if the resolution of the image is 300
pixels per inch and the resolution of the priater is 600 pixels
per inch, the image pixels may be interpolated to double the
effective resolution. Alternatively, if resolution of the image
is 600 pixels per inch and the resolution of the printer is 300
pixels per inch then the image pixcls are decimated to halve
the effective resolution. For non-integral ratios, image pixels
may he interpalated and then decimated to provide the
proper resolution.

Some document scanners may be interfaced to a computer
that in tumn is interfaced to a printer. In a configuration
including a compuler, Lhe automated cropping, rolation, and
scaling may be performed by firmware wilhin the scanner or
by software in the computer, or by firmware within the
printer. Some document scanners may be directly interfaced
to a priater, so that a copy mode may be performed without
an intermediate computer. In a direct connection, the auto-
mated cropping, rotation, and scaling may be performed by
firmware within the scanner, or by firmware within the
printer.

The foregoing description of the present invention has
been presented for purposes of illustration and description.
It is not intended to be exhaustive or to limit the invention
to the precise form disclosed, and other modifications and
variations may be possible in light of the above teachings.
The embodiment was chosern and described in order to best
explain the principles of the invention and its practical
application to thereby enable others skilled in the art to best
utilize the invention in various embodiments and various
modifications as are suited to the particular use contem-
plated. It is intended that the appended claims be construed
to include other aliermative embodiments of Lhe invention
excepl insofar as limited by the prior art.

What is claimed is:

1. A method of automatically modifying a scanned image
by a system, the method comprising the following steps:

(2) determining, by the system, that the scanned image
will ot fit within a printable arca of a printed page;

(b) determining, by the system, that the scanned image
data includes margins thal do not need to be printed;
and

(c) deleting, by the sysiem, data corresponding to the
margios of the scanncd image.

2. The method of claim 1 further comprising:

(d) determining, by the system, that the scanned image
after deleting margin data in step (c) will not fit within
the printable area of the printed page; and

(e) rotating, by the system, the scanned image ninety-
degrees.

3. The method of claim 2 further comprising:

(f) determining, by the system, that the scanned image
will oot fit within the printable arca of the printed page
even with cropping and rotating; and

(g) scaling, by the system, Lhe scanned image to fit within
the printable area of the printed page.

* * * * *
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) ABSTRACT

A method for detecting a main subject in an image, the
method comprises: receiving a digital image; extracting
regions of arbitrary shape and size defined by actual objects
from the digital image; grouping the regions into larger
segments corresponding to physically coherent objects;
extracting for each of the regions at least one structural
saliency feature and at least one semantic saliency feature;
and inlegrating saliency features using a probabilistic rea-
soning engine into an estimate of a belief that each region is
the main subject.
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METHOD FOR AUTOMATIC
DETERMINATION OF MAIN SUBJECTS IN
PHOTOGRAPHIC IMAGES

FIELD OF THE INVENTION

The invention relates generally to the field of digital
image processing and, more particularly, to locating main
subjects, or equivalently, regions of photographic interest in
a digital image.

BACKGROUND OF THE INVENTION

In photographic pictures, a main subject is defined as what
the phoiographer tries lo capture in the scene. The first-parly
truth is defined as the opinion of the photographer and the
third-party truth is defined as the opinion from an observer
other than the photographer and the subject (if applicable).
In general, the first-party truth typically is not available due
to the lack of specific knowledge that the photographer may
have about the people, setting, event, and the like. On the
other hand, there is, in general, good agrecment among
third-party observers if the photographer has successfully
used the picture to communicate his or her interest in the
main subject to the viewers. Therefore, it is possible lo
design a method to automatically perform the task of detect-
ing main subjects in images.

Main subject detection provides a measure of saliency or
relative importance for different regions that are associated
with different subjects in an image. It enables a discrimina-
tive treatment of the scene contents for a number of appli-
cations. The output of the overall system can be modified
versions of the image, semantic information, and action.

The methods disclosed by the prior art can be put in two
major categories. The first category is considered “pixel-
based” because such methods were designed to locate inter-
esting pixels or “spots” or “blocks”, which usually do not
correspond to entities of objects or subjects in an image. The
second category is considered “region-based” because such
methods were designed to locate interesting regions, which
correspond to entities of objects or subjects in an image.

Most pixcl-based approaches to region-of-interest detec-
tion are essentially edge detectors. V. D. Gesu, et al., “Local
operators to detect regions of interest,” Pattern Recognition
Letters, vol. 18, pp. 1077-1081, 1997, used iwo local
operators based on the computation of local moments and
symmetries to derive the selection. Arguing that the perfor-
mance of a visual system is strongly influenced by infor-
mation processing done at early vision stage, two transforms
named the discrele moment transform (DMT) and discrete
symmetry transform (DST) are compuled to measure local
central moments about each pixel and local radial symmetry.
In order to exclude trivial symmetry cases, nonuniform
region selection is needed. The specific DMT operator acts
like a detector of prominent edges (occlusion boundaries)
and the DST operator acts like a detector of symmetric
blobs. The results from the two operators are combincd via
logic “AND" operation. Some morphological operations are
nceded to dilate the edge-like raw output map generated by
the DMT operator.

R. Milanese, Delecling salient regions in an image: From
biology to implementation, PhD thesis, University of
Geneva, Switzerland, 1993, developed a computational
model of visual atiention, which combines knowledge about
the human visual system with computer vision techniques.
The model is structured into three major stages. Firsl,
multiple feature maps are extracted from the input image
(for examples, orientation, curvature, color contrast and the
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like). Second, a corresponding number of “conspicuity”
maps are computed using a derivative of Gaussian model,
which enhance regions of interest in each feature map.
Finally, a nonlinear relaxation process is used to integrate
the conspicuity maps into a single representation by finding,
a compromise among intcr-map and inlra-map inconsisien-
cies. The effectiveness of the approach was demonstrated
using a few relatively simple images with remarkable
regions of interest.

To determine an optimal tonal reproduction, J. R. Boyack,
et al,, U.S. Pal. No. 5,724,456, developed a syslem that
partitions the image into blocks, combines certain blocks
into sectors, and then determines a difference between the
maximum and minimum average block values for each
seclor. A sector is labeled an active sector if the difference
exceeds a pre-determined threshold value. All weighted
counts of active sectors are plotted versus the average
luminance sector values in a histogram, which is then shifted
via some predetermined criterion so that the average lumi-
nance sector value of interest will fall within a destination
window corresponding to the tonal reproduction capability
of a destination application.

In summary, this type of pixel-based approach does not
explicilly detect region of interest corresponding to seman-
tically meaningful subjects in the scene. Rather, these meth-
ads altempt to delect regions where cerlain changes oceur in
order to direct attention or gather statistics about the scene.

X. Marichal, et al., “Automatic detection of interest areas
of an image or of a sequence of images,” in Proc. IEEE Int.
Conf. Image Process., 1996, developed a fuzzy logic-based
system to delect interesting areas in a video sequence. A
number of subjective knowledge-based interest criteria were
evaluated for segmented regions in an image. These criteria
include: (1) an interaction criterion (a window predefined by
a human operator); (2) a border criterion (rejecting of
regions having large number of pixels along the picture
borders); (3) a face texture criterion (de-emphasizing
regions whose texture does not correspond to skin samples);
(4) a motion criterion (rejecting regions with no motion and
low gradient or regions with very large motion and high
gradient); and (5) a continuity criterion (temporal stability in
motion). The main application of this method is for direcling
the resources in video coding, in particular for videophone
or videoconference. It is clear that motion is the most
effective criterion for this technique targeted at video instead
of still images. Moreover, the fuzzy logic functions were
designed in an ad hoc fashion. Lastly, this method requires
a window predefined by a human operator, and therefore is
not fully automatic.

W. Osberger, et al., “Automatic identification of percep-
tually important regions in an image,” in Proc. IEEE Int.
Conf. Pattern Recognition, 1998, evaluated several features
known 1o influence human visual attention for each region of
a segmented image to produce an importance value for each
feature in each region. The features mentioned include
low-level factors (contrast, size, shape, color, motion) and
higher level factors (location, foreground/background,
people, context), but only contrast, size, shape, location and
foreground/background (determining background by deter-
mining the proportion of total image border that is contained
in each region) were implemented. Moreover, this method
chose to treat each factor as being of equal importance by
arguing that (1) there is litlle quantitative data which indi-
cates the relative importance of these different factors and
(2) the relative importance is likely to change from one
image to another. Note that segmentation was obtained using,
the split-and-merge method based on 8x8 image blocks and
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this segmentation method often resulis in over-segmentation
and blotchiness around actual objects.

Q. Huang, et al., “Foreground/background segmentation
of color images by integration of multiple cues,” in Proc.
IEEE Int. Conf. Image Process., 1995, addressed automatic
segmentation of color images into foreground and back-
ground with the assumption that background regions are
relatively smooth but may have gradually varying colors or
be lightly textured. A multi-level segmentation scheme was
devised that included color clustering, unsupervised seg-
mentation based on MDL (Minimum Description Length)
principle, edge-based foreground/background scparation,
and integration of both region and edge-based segmentation.
In particular, the MDL-based segmentation algorithm was
used to further group the regions from the initial color
clustering, and the four comers of the image were used to
adaptively determine an estimate of the background gradient
magpitude. The method was tested on around 100 well-
composed images with prominent main subject centered in
the image againsl large area of the assumed type of unclut-
tered background.

T. F. Syeda-Mahmood, “Data and model-driven selection
using color regions,” Int. J. Comput. Vision, vol. 21, no. 1,
pp- 9-36, 1997, proposed a data-driven region seleclion
method using color region segmentation and region-based
saliency measurement. A collection of 220 primary color
categories was pre-defined in the form of a color LUT
(look-up-table). Pixcls are mapped lo one of the color
calegories, grouped together through connected component
analysis, and further merged according to compatible color
categories. Two types of saliency measures, namely self-
saliency and relative saliency, are linearly combined using
heuristic weighting factors to determine the overall saliency.
In particular, self-saliency included color saturation, bright-
ness and size while relative saliency included color contrast
(defined by CIE distance) and size contrast between the
concerned region and the surrounding region that is ranked
highest among neighbors by size, extent and conirast in
successive order.

In summary, almost all of these reported methods have
been developed for targeted types of images: video-
conferencing or TV news broadcasling images, where the
main subject is a talking person against a relatively simple
slatic background (Osberg, Marichal); musecum images,
where there is a prominent main subject centered in the
image against large area of relatively clean background
(Huang); and toy-world images, where the main subject are
a few distinctively colored and shaped objects (Milanese,
Syeda). These methods were either not designed for uncon-
strained photographic images, or even if designed with
generic principles were only demonstrated for their effec-
tiveness on rather simple images. The criteria and reasoning
processes used were somewhat inadequate for less con-
strained images, such as photographic images.

SUMMARY OF THE INVENTION

It is an object of this invention to provide a method for
detecting the location of main subjects within a digitally
captured image and thereby overcoming one or more prob-
lems set forth above.

It is also an object of this invention to provide a measure
of belief for the location of main subjects within a digitally
captured image and thereby capturing the intrinsic degree of
uncertainty in determining the relative importance of differ-
ent subjects in an image. The output of the algorithm is in the
form of a list of segmented regions ranked in a descending
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order of their likelibood as poleniial main subjects for a
generic or specific application. Furthermore, this list can be
converted into a map in which the brightness of a region is
proportional to the main subject belief of the region.

It is also an object of this invention to use ground truth
data. Ground truth, defined as human outlined main subjects,
is used (o fealwe seleclivn aud Lainiug the 1wasouing cugiue,

It is also an object of this invention to provide a method
of finding main subjects in ao image in an automatic manner.

It is also an object of this invention to provide a method
of finding main subjects in an image with no constraints or
assumptions on scene contents.

1t is further an object of the invention to use the main
subject location and main subject belief to obtain estimates
of the scene characteristics.

The present invention comprises the steps of:

a) receiving a digital image;

b) extracting regions of arbitrary shape and size defined

by actual objects from the digital image;

¢) grouping the regions into larger segments correspond-
ing to physically coherent objects;

d) extracting for each of the regions at least one structural
saliency feature and at least one semantic saliency
feature; and,

¢) integrating saliency features using a probabilistic rea-
soning engine into an estimate of a belief that each
region is the main subject.

The above and other objects of the present invention will
become more apparent when taken in conjunction with the
following description and drawings wherein identical refer-
ence numerals have been used, where possible, to designale
identical elements that are common to the figures.

ADVANTAGEOUS EFFECT OF THE
INVENTION

The present invention has the following advantages of:

a robust image segmentation method capable of identify-
ing object regions of arbitrary shapes and sizes, based
on physics-motivaled adaptive Bayesian clustering and
non-purposive grouping;

emphasis on perceptual grouping capable of organizing
regions comesponding to different parts of physically
coherent subjects;

utilization of a non-binary representation of the ground
truth, which capture the inherent uncertainty in deter-
mining the belief of main subject, to guide the design
of the system;

a rgorous, systematic statistical training mechanism to
determioe the relative importance of different features
through ground truth collection and contingency table
building;

cxtensive, robust feature extraction and evidence collec-
tion;

combination of structural saliency and semantic saliency,
the latter facilitated by explicit identificalion ol key
foreground- and background- subject matters;

combination of self and relative saliency measures for
structural saliency features; and,

a robust Bayes net-based probabilistic inference engine
suitable for integrating incomplete information.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a perspective view of a computer system for
implementing the present invention;
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FIG. 2 is a block diagram illustrating a sofiware program
of the present invention;

FIG. 3 is an illustration of the sensitivity characteristic of
a belief sensor with sigmoidal shape used in the present
invention;

FIG. 4 is an illustration of the location PDF with
unknown-vriulation, FIG. 4(u) is an illustration of the PDI
in the form of a 2D function, FIG. 4(b) is an illustration of
the PDF in the form of i1s projection alomg (he widih
direction, and FIG. 4(c) is an illustration of the PDF in the
form of its projection along the height direction;

FIG. 5 is an illustration of the location PDF with known-
orientation, FIG. 5(a) is an illustration of the PDF in the
form of a 2D function, FIG. 5(b) is an illustration of the PDF
in the form of its projection along the width direction, and
FIG. 5(c) is an illustration of the PDF in the form of its
projection along the height direction;

FIG. 6 is an illustration of the computation of relative
salicncy for the central circular region using an extended
neighborhood as marked by the box of dotted line;

FIG. 7 is an illustration of a two level Bayes net used in
the present invention; and,

FIG. 8 is block diagram of a preferred segmentation
method.

DETAILED DESCRIPTION OF THE
INVENTION

In the following description, the present invention will be
described in the preferred embodiment as a software pro-
gram. Those skilled in the art will readily recognize that the
equivalent of such softwarc may also be constructed in
hardware.

Still further, as used herein, computer readable storage
medium may comprise, for example; magpetic storage
media such as a magnetic disk (such as a floppy disk) or
magnetic lape; optical storage media such as an optical disc,
optical tape, or machine readable bar code; solid state
electronic storage devices such as random access memory
(RAM), or read only memory (ROM); or any other physical
device or medium employed to store a computer program.

Referring to FIG. 1, there is illustrated a computer system
10 for implementing the present invention. Although the
compuler sysiem 10 is shown for the purpose of illustraling
a preferred embodiment, the present inveation is not limited
to the computer system 10 shown, but may be used on any
clectronic processing system. The computer system 10
includes a microprocessor based unit 20 for receiving and
processing software programs and for performing other
processing functions. A touch screen display 30 is electri-
cally connected 1o the microprocessor based umit 20 for
displaying uscr rclated information associated with the
software, and for receiving user input via touching the
screen. A keyboard 40 is also connected to the micropro-
cessor based unit 20 for permitting a user to input informa-
tion to the software. As an alternative to using the keyboard
40 for input, a mouse 50 may be used for moving a selector
52 on the display 30 and for selecting an item on which the
selector 52 overlays, as is well known in the art.

A compact disk-read only memory (CD-ROM) 55 is
connecled to the microprocessor based unit 20 for receiving
software programs and for providing a means of inpulling
the software programs and other information to the micro-
processor based unit 20 via a compact disk 57, which
typically includes a software program. In addition, a floppy
disk 61 may also include a software program, and is inserted
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inlo the microprocessor based unil 20 for inpulling the
software program. Still further, the microprocessor based
unit 20 may be programmed, as is well know in the art, for
storing the software program internally. A printer 56 is
connected lo the microprocessor based unit 20 for printing
a hardcopy of the output of the computer system 10.

Images may also be displayed on the display 30 via a
personal computer card (PC card) 62 o, as it was formerly
known, a personal computer memory card intcrnational
association card (PCMCIA card) which conlains digitized
images electronically embodicd the card 62. The PC card 62
is ultimately inserted into the microprocessor based unit 20
for permitting visual display of the image on the display 30.

Referring to FIG. 2, there is shown a block diagram of an
overview of the present invention. First, an input image of
a patural scene is acquired aod stored SO in a digital form.
Then, the image is segmented S2 into a few regions of
homogeneous properties. Next, the region segments are
grouped into larger regions based on similarity measures S4
through non-purposive perceptual grouping, and further
grouped inlo larger regions corresponding to perceptually
coherent objects S6 through purposive grouping (purposive
grouping concerns specific objects). The regions are evalu-
ated for their saliency S8 using two independent yet comple-
menlary types of saliency features—structural saliency fea-
tures and semantic saliency features. The structural salicncy
features, including a set of low-level early vision features
and a set of geometric features, are extracted S8a, which are
further processed to generate a set of self-saliency features
and a set of relative saliency features. Semantic saliency
features in the forms of key subject matters, which are likely
to be part of either foreground (for example, people) or
background (for example, sky, grass), are detected S8b to
provide semantic cues as well as scenc context cues. The
evidences of both types are integraled S10 using a reasoning
engine based on a Bayes net to yield the final belief map of
the main subject S12.

To the end of semantic inferpretation of images, a single
criterion is clearly insufficient. The human brain, furnished
with its a priori knowledge and cnormous memory of real
world subjects and scenarios, combines different subjective
criteria in order to give an assessment of the interesting or
primary subject(s) in a scene. The following extensive list of
features are believed (o have influences on the human brain
in performing such a somewhat intangjble task as main
subject detection: location, size, brightness, colorfulness,
texturefulness, key subject matter, shape, symmetry, spatial
relationship (surroundedness/occlusion), bordemess, indoor/
outdoor, orientation, depth (when applicable), and motion
(when applicable for video sequence).

In the present invention, the low-level early vision fea-
tures include color, brightness, and texture. The geometric
features include location (centrality), spatial relationship
(borderness, adjacency, surroundedness, and occlusion),
size, shape, and symmetry. The semantic features include
flesh, face, sky, grass, and other green vegetation. Those
skilled in the art can define more features without departing
from the scope of the present invention.

S2: Region Segmentation

The adaptive Bayesian color segmentation algorithm
(Luo et al.,, “Towards physics-based segmentation of pho-
tographic color images,” Proceedings of the IEEE Interna-
tional Conference on Image Processing, 1997) is used to
generate a tractable number of physically coherent regions
of arbitrary shape. Although this segmentation method is
preferred, it will be appreciated that a person of ordinary
skill in the art can use a different segmentation method to
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obtain object regions of arbilrary shape without deparling
from the scope of the presest invention. Segmentation of
arbitrarily shaped regions provides the advantages of: (1)
accurate measure of the size, shape, location of and spatial
relationship among objects; (2) accurate measure of the
color and texture of objects; and (3) accurate classification
of key subject matters.

Referring to FIG. 8, there is shown a block diagram of the
preferred segmentation algorithm. First, au initial segeu-
tation of the image into regions is oblained S50. A color
histogram of the image is computed and then partilioned into
a plurality of clusters that correspond to distinctive, promi-
nent colors in the image. Each pixel of the image is classified
to the closest cluster in the color space according to a
preferred physics-based color distance metric with respect to
the mean values of the color clusters (Luo et al., “Towards
physics-based segmentation of photographic color images,”
Proceedings of the IEEE Intemational Conference on Image
Processing, 1997). This classification process results in an
initial segmentation of the image. A neighborhood window
is placed at each pixel in order to determine what neighbor-
hood pixels are used to compute the local color histogram
for this pixel. The window size is initially sct at the size of
the entire image S52, so that the local color histogram is the
same as the one for the entire image and does pot need to be
recomputed. Next, an iterative procedure is performed
between two allernating processes: re-computing S54 the
local mean values of each color class based on the current
segmentation, and re-classifying the pixels according to the
updated local mean values of color classes 856. This itera-
tive procedure is performed until a convergence is reached
$60. During this iterative procedure, the strength of the
spatial constraints can be adjusted in a gradual manner S58
(for example, the value of B, which indicates the strength of
the spatial constraints, is increased Linearly with each
iteration). After the convergence is reached for a particular
window size, the window used to estimate the local mean
values for color classes is reduced by half in size $62. The
iterative procedure is repeated for the reduced window size
to allow more accurate estimation of the local mean values
for color classes. This mechanism introduces spatial adap-
tivity into the segmentation process. Finally, segmentation
of the image is obtained when the iterative procedure
reaches convergence for the minimum window size S64.
S4 & S6: Perceptual Grouping

The segmented regions may be grouped into larger seg-
ments that consist of regions that belong to the same object.
Perceptual grouping can be non-purposive and purposive.
Referring to FIG. 2, non-purposive perceptual grouping S4
can eliminate over-segmentation due to large illumination
differences, for example, a table or wall with remarkable
illumination falloff over a distance. Purposive perceptual
grouping S6 is generally based on smooth, noncoincidental
connection of joints between parts of the same object, and in
certain cases models of typical objects (for example, a
person has head, torso and limbs).

Percepiual grouping facilitates the recoguition of high-
level vision [eatures. Without proper perceptual grouping, it
is difficult to perform object recognition and proper assess-
ment of such properties as size and shape. Perceptual
grouping includes: merging small regions into large regions
based on similarity in properties and compactness of the
would-be merged region (non-purposive grouping); and
grouping parts that belong to the same object based on
commonly shared background, compactness of the would-be
merged region, smoothness in contour connection between
regions, and model of specific object (purposive grouping).
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S8: Feature Extraction

For each region, an extensive set of features, which are
shown to contribute to visual attention, are extracted and
associated evidences are then computed. The list of features
consists of three categories—low-level vision features, geo-
metric features, and semantic features. For each feature,
either or both of a self-saliency feature and a relative
saliency feature are computed. The self-salicncy is used to
capture subjecls that stand out by themselves (for example,
in color, texture, location and the like), while the relative
saliency is used to capture subjects that are in high contrast
to their surrounding (for example, shape). Furthermore, raw
measurements of features, self-salient or relatively salient,
are converted into evidences, whose values are normalized
to be within [0, 1.0], by belief sensor functions with appro-
priate nonlinearity characteristics. Referring to FIG. 3, there
is shown a sigmoid-shaped belief sensor function used in the
present invention. A raw feature measurement that has a
value between a minimum value and a maximum value is
mapped to a belief value within [0, 1]. A Gaussian-shaped
belief sensor function (not shown) is also used for some
features, as will be described hereinbelow.

Structural Saliency Features

Structural saliency features include individuvally or in
combination self saliency features and relative saliency
features.

Referring to FIG. 6, an extended neighborhood is used to
compule relative saliency features. First, a minimum bound-
ing rectangle (MBR) 14 of a region of concern 10 (shown by
the central circular region) is determined. Next, this MBR is
extended in all four directions (stopping at the image borders
wherever applicable) of the region using an appropriate
factor (for example, 2). All regions intersecting this
stretched MBR 12, which is indicated by the dotted lines, are
considered peighbors of the region. This extended neigh-
borhood ensures adequaie context as well natural scalability
for computing tbe relative saliency features.

The following structural saliency features are computed:

contrast in hue (a relative saliency feature)

In terms of color, the contrast in hue between an object
and its surrounding is a good indication of the saliency in
color.

[t — st surronicing |
Il roarating

1
contasions = 3 @
neighborhioed

where the neighborhood refers to the context previously
defined and henceforth.

colorfulness (a self-saliency feature) and contrast in col-

orfulness (a relative saliency feature)

In terms of colorfulness, the contrast between a colorful
object and a dull surrounding is almost as good an indicator
as the contrast between a dull object and a colorful sur-
rounding. Therefore, the contrast in colorfulness should
always be posilive. In general, it is advantageous to treat a
self saliency and the comresponding relalive saliency as
separate features rather than combining them using certain
heurstics. The influence of each feature will be determined
separately by the training process, which will be described
later.

colorfulness=saturation

@
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brightoess (a sclf-salicncy feature) and contrast in bright-

ness (a relative salicocy foature)

In terms of brightness, the contrast between a bright
ubject and a dark surrounding is almost as good as the
contrast between a dark object and a bright surrounding. In
particular, (he main subject tends (o be lit up in flash scenes.

brightoess~luminance )

8

texturcfulness (a self-saliency feature) and contrast in

texturcfulness (a relative saliency feature)

In terms of texturefulness, in general, a large uniform
region with very little texture tends to be the background. On
the other hand, the contrast between a highly textured object
and a nontextured or less textured swrrounding is a good
indication of main subjects. The same holds for a pon-
textured or less textured object and a highly textured sur-
rounding.

texturefulness=texture_ energy (6)

1 fial, I

U]

location (a self-saliency feature)

In terms of location, the main subject tends to be located
near the center instead of the peripheral of the image, though
not necessarily right in the center of the image. In fact,
professional photographers tend 1o position the main subject
at the horizontal gold partition positions.

The cenlroid of a region alone is usually not sufficicnt to
indicate the location of the region without any indication of
its size and shape. A centrality measure is defined by
computing the integral of a probability density function
(PDE) over the arca of a given region. The PDF is derived
from a set of training images, in which the main subject
regions are mapually outlined, by summing up the ground
truth maps over the entire training set. In other words, the
PDF represents the distribution of main subjects in terms of
location. A more imporiant advantage of this centralily
measure is thal every pixel of a given region, not just the
centroid, contributes to the centrality measure of the region
to a varying degree depending on its location.

1

" @®)
cemtraliry = o
"

Z PDFMSD_tocaiion (% ¥)
YRR

where (x,y) denoles a pixel in the region R, N is the number
of pixels in region R, and PDFyr jocarion denoles a 2D
probability density function (PDF) of main subject location.
If the orientation is unknown, the PDF is symmetric about
the center of the image in both vertical and horizontal
directions, which results in an orientation-independent cen-
trality measure. An orientation-unaware PDF is shown in
FIG. 4(a) and the projection in the width and height direc-
tions are also shown in FIG. 4(b) and FIG. 4(c), respectively.
If the orientation is known, the PDF is symmetric about the
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center of the image in the horizontal direction but not in the
vertical direction, which resulls in an orcntation-awarc
cenlrality measurc. An crientation-aware PDF is shown in
FIG. 5(a) and the projection in the horizontal and vertical
directiops are also shown in FIG. 5(b) and FIG. 5(c),
respeclively.

size (a self-saliency feature)

Main subjects should have considerable bui reasonable
sizes. however, in moslt cases, very large regions or reginns
that span at least onc spatial dircction (for example, the
horizontal direction) are most likely to be background
regions, such as sky, grass, wall, snow, or water. In general,
both very small and very large regions should be discounted.

0 if s>s4
5—52
Ts3-s2

©)

Il if s>s3and s<s4

size=14 1 if s>s2 and s <s3
s—sl
s2—sl
0 if s<s!

if s>sland s<s2

where sl, s2, s3, and s4 are predefined threshold
(sl<s2<s3<sd).

In practice, the size of a region is measured as a fraction
of the entire image size to achieve invariance to scaling.

region,; 10
size= BN ety (10)

IMAGEpieels

In this invention, the region size is classified into one of
three bins, labeled “small,” “medium” and “large” using two
thresholds s2 and s3, where s2<s3.

shape (a self-saliency feature) and contrast in shape (a

relative saliency [eature)

In general, objects that have distinctive geometry and
smooth contour tend to be man-made and thus have high
likelihood to be main subjects. For example, square, round,
clliptic, or triangle shaped objects. In some cases, the
contrast in shape indicates conspicuity (for example, a child
among a pool of bubble balls).

The shape features are divided into two categorics, self
salient and relatively salient. Self salicnt features character-
ize the shape properties of the regions themselves and
relatively salient features characlerize (he shape propertics
of the regions in comparison to those of neighboring regions.

The aspect ratio of a region is the major axis/minor axis
of the region. A Gaussian belief function maps the aspect
ratio to a belief value. This feature detector is used lo
discount long narrow shapes from being part of the main
subject.

Three different measures are used to characterize the
convexity of a region: (1) perimeter-based—perimeter of the
convex bull divided by the perimeter of region; (2) area-
based—area of region divided by the area of the convex hull;
and (3) hyperconvexity—the ratio of the perimeter-based
convexity and area-based convexity. In general, an object of
complicated shape bas a hyperconvexily greater than 1.0.
The three convexily [eatures measure the compactness of the
region. Sigmoid belicf functions are used to map the con-
vexity measures to beliefs.

The rectangularity is the area of the MBR of a region
divided by the area of the region. A sigmoid belief function
maps the rectangularity to a belief value. The circularity is
the square of the perimeter of the region divided by the area
of region. A sigmoid belief function maps the circularity to
a belief value.
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Relative shape-saliency features include relative
rectangularity, relative circularity and relative convexity. In
particular, each of these relative shape features is defined as
the average difference beiween the corresponding self
salient shape feature of the region and those of the neigh-
borhood regions, respectively. Finally, a Gaussian function
is used 10 map e relalive weaswes Lo beliefs.

symmetry (a self-saliency feature)

Objects of striking symmetry, natural or artificial, are also
likely to be of great interest. Local symmetry can be
computed using the method described by V. D. Gesu, et al.,
“Local operators to detect regions of interest,” Pattern
Recognition Letters, vol. 18, pp. 1077-1081, 1997.

spatial relationship (a relative saliency feature)

In general, main subjects tend to be in the foreground.
Consequently, main subjects tend to share boundaries with
a lot of background regions (background clutter), or be
enclosed by large background regions such as sky, grass,
snow, wall and water, or occlude other regions. These
characteristics in terms of spatial relationship may reveal the
region of attention. Adjacency, surroundcdness and occlu-
sion are the main features in terms of spatial relationship. In
many cases, occlusion can be inferred from T-junctions (L.
R. Williams, “Perceptual organization of occluding
contours,” in Proc. IEEE Int. Conf Computer Vision, 1990)
and fragmenis can be grouped based on the principle of
perceptual occlusion (J. August, et al., “Fragment grouping
via the principle of perceptual occlusion,” in Proc. IEEE Int.
Conf Pattern Recognition, 1996).

In particular, a region that is mearly completely sur-
rounded by a single other region is more likely to be the
main subject. Surroundedness is measured as the maximum
fraction of the region’s perimeter that is shared with any one
neighboring region. A region that is totally surrounded by a
single other region has the highest possible surroundedness
value of 1.0.

length_of _common_border
reglon__perimeter

an

= max
naiphbors

borderness (a self-saliency feature)

Many background regions tend to contact one or more of
the image borders. In other words, a region that has sigpifi-
cant amount of ils contour on the image borders tends to
belong (o the background. The percentage of the contour
points on the image borders and the number of image
borders shared (at most four) can be good indications of the
background.

In the case where the orientation is unknown, one borde-
mess feature places each region in one of six categories
determined by the number aund configuration of image
borders the region is “in contact” with. A region is “in
contact” with a border when at least one pixel in the region
falls within a fixed distance of the border of the image.
Distance is expressed as a fraction of the shorter dimension
of the image. The six categories for bordemess_a are
defined in Table 1.

TABLE 1

Categories for erientation-independent bordemess _a.

Category The region is in contact with . . .

0 none ol the image borders

1 exactly one of the image borders

2 exaclly two of the image borders, adjacent to one another
3 exactly two of the image borders, opposile to one agother
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TABLE 1-continued

Calegories for orientation-independent bordemess_u.

Category The region is in contact with . . .

4 exactly three of the image borrlers
5 exactly four (all) of the image borders

Knowing the proper orientation of the image allows us lo
refine the borderncss feature to account for the fact that
regions in conlact with the top border are much more likely
to be background than regions in contacl with the bottom.
This feature places each region in ome of 12 categories
determined by the number and configuration of image
borders the region is “in contact” with, using the definition
of “in contact with” from above. The four borders of the
image are labeled as “Top”, “Bottom”, “Left”, and “Right"
according to their position when the image is oricnled with
objects in the scene standing upright. In this case, the twelve
categories for borderness_b are defined in Table 2, which
lists each possible combination of borders a region may be
in contact with, and gives the category assignment for that
combination.

TABLE 2
Categorics for orentation-dependent borderness_a.
‘The region is in contact with . . . Category
Top Bollom Lefl Right Category
N N N N 0
N Y N N 1
Y N N N 2
N N Y N 3
N N N Y 3
N Y Y N 4
N Y N Y 4
Y N N N 5
Y N N N 5
Y Y N N 6
N N Y Y 7
N Y Y Y 8
Y Y Y N 9
Y Y N Y 9
Y N Y Y 10
Y Y Y Y 11

Regions that include a large fraction of the image border
are also likely to be background regions. This feature
indicates what fraction of the image border is in contact with
the given region.

perimeter_pixels_in_this_region

(12)
~b= 2= (image_heighr+ image_ width—2)

When a large fraction of the region perimeter is on the
image border, a region is also likely to be background. Such
aratio is unlikely to exceed 0.5, so a value in the range [0,1]
is obtained by scaling the ratio by a factor of 2 and saturating
the ratio at the value of 1.0.

bordemess_c = 13

min(1, 2 «num__region__perimeter_pixels_on__border)
region__perimeter

Again, pote that instead of a composite borderness mea-
sure based on heuristics, all the above three bordemess
measures are separately trained and used in the main subject
detection.
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Semantic Saliency Features

flesh/face/people (foreground, self saliency features)

A majority of photographic images have people and about
the same number of images have sizable faces in them. In
conjunction with certain shape analysis and pattern analysis,
some detected flesh regions can be identified as faces.
Subsequently, using models of human figures, flesh delec-
tion and face a detection can lead to clothing detection and
eventually people detection.

The current flesh detection algorithm utilizes color image
segmentation and a pre-determined flesh distribution in a
chrominance space (Lee, “Color image guantization based
on physics and psychophysics,” Journal of Society of Pho-
tographic Science and Technology of Japan, Vol. 59, No. 1,
Pp- 212-225, 1996). The flesh region classification is based
on Maximum Likelihood Estimation (MLE) according lo the
average color of a segmented region. The conditional prob-
abilities are mapped to a belief value via a sigmoid belief
function.

A primitive face detection algorithm is used in the present
invention. It combines the flesh map output by the flesh
detection algorithm with other face heuristics to output a
belief in the location of faces in an image. Each region in an
image that is identified as a flesh region is fitled with an
ellipse. The major and minor axes of the ellipse are calcu-
lated as also the number of pixels in the region outside the
ellipse and the number of pixels in the ellipse not part of the
region. The aspect ratio is computed as a ratio of the major
axis to the minor axis. The belief for the face is a function
of the aspect ratio of the fitted ellipse, the area of the region
outside the ellipse, and the area of the ellipse not part of the
region. A Gaussian belief sensor function is used to scale the
raw function outputs to beliefs.

1t will be appreciated that a person of ordinary skill in the
art can use a different face detection method without depart-
ing from the present invention.

key background subject matters (self saliency features)

There are a number of objects that frequently appear in
photographic images, such as sky, cloud, grass, tree, foliage,
vegetation, water body (river, lake, pond), wood, metal, and
the like. Most of them have high likelihood to be back-
ground objects. Therefore, such objects can be ruled out
while they also serve as precursors for main subjects as well
as scene types.

Among these background subject matters, sky and grass
(may include other green vegetation) are detected wilh
relatively high confidence due to the amount of constancy in
terms of their color, texture, spatial extent, and spatial
location.

Probabilistic Reasoning,

All the saliency features are integrated by a Bayes net to
yield the likelihood of main subjects. On one hand, different
evidences may compelc with or contradict each other. On the
other hand, different evidences may mutually reinforce each
other according to prior models or knowledge of typical
photographic scenes. Both competition and reinforcement
are resolved by the Bayes net-based inference engine.

A Bayes net (). Pearl, Probabilistic Reasoning in Intelli-
gent Systems, San Francisco, Calif.. Morgan Kaulmann,
1988) is a direcled acyclic graph Lhal represenis causality
relationships between various entities in the graph. The
direction of links represents causality. It is an evaluation
means knowing joint Probability Distribution Function
(PDF) among various entities. Its advantages include
explicit uncertainty characterization, fast and efficient
computation, quick training, high adaptivity and ease of
building, and representing contextual knowledge in human
reasoning framework. A Bayes net consists of four compo-
nents:
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1. Priors: The initial beliefs aboul various nodes in the Bayes
net

2. Conditional Probability Matrices (CPMs): the statistical
relationship between two connected nodes in the Bayes
net

3. Evidences: Observations from feature detectors that are
ioput to the Bayes net

4. Posteriors: The final computed beliefs after the evidences
have been propagated through the Bayes net.

Referring to FIG. 7, a two-level Bayesian net is used in
the present invenlion that assumes conditional independence
between various feature deteclors. The main subject is
determined at the root node 20 and all the feature detectors
arc al the leaf nodes 22. There is one Bayes net aclive for
each region (identified by the scgmentation algorithm) in the
image. The root node gives the posterior belief in that region
being part of the main subject. It is to be understood that the
present invention can be used with a Bayes net that has more
than two levels without departing from the scope of the
present invention.

Training Bayes Nels

One advantage of Bayes nets is each link is assumed (o be
independent of links at the same level. Therefore, it is
convenient for training the entire net by training each link
separately, i.c., deriving the CPM for a given link indepen-
dent of others. In general, two methods are used for obtain-
ing CPM for each rool-feature node pair:

1. Using Expert Knowledge

This is an ad-hoc method. An expert is consulted to obtain
the conditional probabilities of each feature detector observ-
ing the main subject given the main subject.

2. Using Contingency Tables

This is 2 sampling and correlation method. Multiple
observations of each feature detector are recorded along
with information about the main subject. These observations
are then compiled together 1o create contingency tables
which, when normalized, can then be used as the CPM. This
method is similar to neural network type of training
(tearning). This method is preferred in the present invention.

Consider the CPM for centrality as an example. This
matrix was generated using conlingency tables derived from
the ground truth and the feature detector. Since the feature
detector in general does mot supply a binary decision
(referring to Table 3), fractional frequency count is used in
deriving the CPM. The entries in the CPM are determined by

(14)

CPM = [[Z 3 n;F,TT,]P "

iel reR;

Fe=Uf5H - i)
T, =[r-.- 12),
P=diaglp;),

. =[z 5 ,.,]

it rek;

where 1 is the set of all training images, R; is the set of all
regions in image i, n; is the number ol observations
(observers) [or image i. Moreover, F, represents an M-label
feature veclor for region r, T, represenis an L-level ground-
truth vector, and P denotes an LxL diagonal matrix of
pnormalization constant factors. For example, in Table 3,
regions 1, 4, 5 and 7 contribute to boxes 00, 11, 10 and 01
in Table 4, respectively. Note that all the belief values have
been normalized by the proper belief sensors. As an intuitive
interpretation of the first column of the CPM for centrality,
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a “ceniral” region is about twice as likely to be ihe main
subject than not a main subject.

TABLE 3

An example of Lrainiog the CPM,

Festure Detector
Region Number  Ground Truth Output Contribution
1 0 0.017 00
2 0 0.211 00
3 0 0.011 (1]
4 0.933 0.953 11
5 0 0.673 10
6 1 0.891 11
7 093 0.072 01
8 1 0.091 01
TABLE 4
The traincd CPM.

Feature = 1 feature = 0

Main subject = 1 0.35 (11) 0.65 (01)

Main subject = 0 0.17 (10) 0.83 (00)

The output of the algorithm is in the form of a list of
scgmenled regions ranked in a descending order of their
likelihood as polential main subjects for a generic or specifie
application. Furthermore, this list can be converted into a
map in which the brightness of a region is proportional to the
main subject belief of the region. This “belief” map is more
than a binary map that only indicates location of the deter-
mined main subject. The associated likelihood is also
attached to each region so that the regions with large
brightness values correspond to regions with high confi-
dence or belief being part of the main subject. This reflects
the inherent uncertainty for humans (o perform such a task.
However, a binary decision, when desired, can be readily
oblained by applying an appropriaie threshold to the beliel
map. Moreover, the belief information may be very useful
for downstream applications. For example, different weight-
ing factors can be assigned to different regions in determin-
ing bit allocation for image coding.

‘What is claimed is:

1. Amethod for detecting a main subject in an image, the
method comprising the steps of:

a) receiving a digital image;

b) extracting regjons of arbitrary shape and size defined

by actual objects from the digital image;

c) extracting for each of the regions at least one structural
saliency feature and at least one semantic saliency
feature; and,

d) integrating the structural saliency feature and the
semantic feature using a probabilistic reasoning engine
into an estimate of a belief that each region is the main
subject.

2. The method as in claim 1, wherein step (b) includes
using a color distance metric defined in a color space, a
spatial homogeneity constraint, and a mechanism for per-
mitting spatial adaptivity.

3. The method as in claim 1, wherein the structural
saliency feature of step (c) includes at least one of a
low-level vision feature and a geometric feature.

4. The method as in claim 1, wherein step (c) includes
using ecither individually or in combination a color, bright-
ness and/or texiure as a low-level vision feature; a location,
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size, shape, convexily, aspecl ratio, symmelry, borderness,
surroundedness and/or occlusion as a geometric feature; and
a flesh, face, sky, grass and/or other green vegetation as the
semantic saliency feature.

5. The method as in claim 1, wherein step (d) includes
using a collection of human opinions to train the reasoning
engine to recognize the relative importance of the saliency
features.

6. The method as in claim 1, wherein step (c) includes
using either individually or in combination a self-saliency
feature and a relative saliency feature as the structural
saliency featurc.

7. The method as in claim 6, wherein step (c) includes
using an extended neighborhood window to compute a
plurality of the relative saliency features, wherein the
extended neighborhood window is determined by the steps
of:

(cl) finding a minimum bounding rectangle of a region;

(c2) stretching the minimum bounding rectangle in all

four directions proportionally; and

(c3) defining all regions intersecting the stretched mini-

mum bounding rectangle as ncighbors of the region.

8. The method as in claim 4, wherein step (c) includes
using a centrality as the location feature, whercin the ccn-
trality feature is computed by the steps of:

(c1) determining a probability density function of main

subject locations using a collection of training data;

(c2) computing an integral of the probability depsity

function over an area of a region; and,

(c3) obtaining a value of the centrality feature by nor-

malizing the integral by the area of the region.

9. The method as in claim 4, wherein step (c) includes
using a hyperconvexity as the convexity feature, wherein the
hyperconvexity feature is computed as a ratio of a perimeter-
based convexity measure and an area-based convexity mea-
sure.

10. The method as in claim 4, wherein step (c) includes
computing a maximum fraction of a region perimeter shared
with a peighboring region as the surroundedness feature.

11. The method as in claim 4, wherein step (c) includes
using an orientation-unaware borderness feature as the bor-
derness feature, wherein the orientation-unaware borderness
feature is categorized by the number and configuration of
image borders a region is in contact with, and all image
borders are treated equally.

12. The method as in claim 4, wherein step (c) includes
using an orientation-aware borderness feature as the border-
ness feature, wherein the orientation-aware borderness fea-
ture is categorized by the number and configuration of image
borders a region is in contact with, and each image border
is treated differently.

13. The method as in claim 4, wherein step (c) includes
using the borderness feature that is determined by what
fraction of an image border is in contact with a region.

14. The method as in claim 4, wherein step (c) includes
using the borderness feature that is delermined by what
fraction of a region border is in contact with an image
border.

15. The method as in claim 1, wherein step (d) includes
using a Bayes net as the reasoning engine.

16. The method as in claim 1, wherein step (d) includes
using a conditional probability matrix that is determined by
using fractional frequency counting according to a coliection
of training data.

17. The method as in claim 1, wherein step (d) includes
using a belief sensor function to convert a measurement of
a feature into evidence, which is an input to a Bayes net.
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18. The method as in claim 1, wherein step (d) includes
outputting a belief map, which indicates a location of and a
belief in the main subject.

19. Amethod for detecting a main subject in an image, the
method comprising the steps of:

a) receiving a digital image;

b) extracting regions of arbitrary shape and size defined

by actual objects from the digital image;

c) grouping the regions into larger segments correspond-
ing to physically coherent objects;

d) extracting for cach of the regions at least one structural
salicncy feature and at least one semantic salicncy
feature; and,

e) integrating the structural saliency feature and the
semantic feature using a probabilistic reasoning engine
into an estimate of a belief that each region is the main
subject.

20. The methed as in claim 19, wherein siep (b) includes
using a color distance metric defined in a color space, a
spatial homogeneity constraint, and a mechanism for per-
mitting spatial adaptivity.

21. The method as in claim 19, wherein slep () includes
using either individually or in combination non-purposive
grouping and purposive grouping.

22. The method as in claim 19, wherein step (d) includes
using either individually or in combination at least onc
Jow-level vision feature and at least one geometric feature as
the structural saliency feature.

23. The metbod as in claim 19, wherein step (d) includes
using either individually or in combination a color, bright-
ness and/or texture as a low-level vision featurc; a location,
size, shape, convexity, aspect ratio, symmetry, borderness,
surroundedness and/or occlusion as a geometric feature; and
a flesh, face, sky, grass and/or other green vegetation as the
semantic saliency feature.

24. The method as in claim 19, wherein siep (¢) includes
using a collection of human opinions to train the reasoning
engine lo recognize Lhe relative importance of the saliency
features.

25. 'The method as in claim 19, wherein step (d) includes
using either individually or in combination a self-saliency
feature and a relative saliency feature as the structural
saliency feature.

26. The method as in claim 25, wherein step (d) includes
using an extended neighborhood window to compute a
plurality of the relative saliency featurcs, wherein the
extended neighborhood window is determined by the steps
of:

(cl) finding a minimum bounding rectangle of a region;

(c2) stretching the minimum bounding rectangle in all
four directions proportionally; and,
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(c3) defining all regions intersecting the streiched mini-

mum bounding rectangle as neighbors of the region.

27. The method as in claim 23, wherein step (d) includes
using a centrality as the location feature, wherein the cen-
trality feature is computed by the steps of:

(c1) determining a probability density function of main

subject locations using a collection of training data;

(c2) computing an integral of the probability density

function over an area of a region; and,

(c3) oblaining a valuc of the centrality feature by nor-

malizing the intcgral by the area of the region.

28. The method as in claim 23, wherein step (d) includes
using a hyperconvexity as the convexity feature, wherein the
hyperconvexity feature is computed as a ratio of a perimeter-
based convexity measure and an area-based convexity mea-
sure.

29. The method as in claim 23, wherein step (d) includes
compuling a maximum [raclion ol a region perimeler shared
with a neighboring region as the surroundedness feature.

30. The method as in claim 23, wherein step (d) includes
using an orientation-unaware borderness feature as the bor-
derness featurc, wherein the orientation-unaware borderness
feature is categorized by the number and configuration of
image borders a region is in contact with, and all image
borders are treated equally.

31. The method as in claim 23, wherein step (d) includes
using an orientation-aware borderness feature as the border-
ness feature, wherein the orientation-aware borderness fea-
ture is categorized by the number and configuration of image
borders a region is in contact with, and each image border
is treated differently.

32. The meihod as in claim 23, wherein step (d) includes
using the borderness feature that is determined by what
fraction of an image border is in contact with a region.

33. The method as in claim 23, wherein step (d) includes
using the borderness feature that is determined by what
fraction of a region border is in contact with an image
border.

34. The method as in claim 19, wherein step () includes
using 2 Bayes net as the reasoning engine.

35. The method as in claim 19, wherein step (¢) includes
using a conditional probability matrix that is determined by
using fractional frequency counting according to a collection
of training data.

36. The method as in claim 19, wherein step (€) includes
using a belicf sensor function to convert a measurement of
a feature into evidence, which is an input to a Bayes net.

37. The method as in claim 19, wherein sicp (¢) includes
outputting a belief map, which indicates a location of and a
belicf in the main subject.

* ok ok k%
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571 ABSTRACT

The present invention features the use of the fundamental
concept of color perception and multi-level resolution to
perform scene segmentation and object/feature extraction in
the context of self-determining and self-calibration modes.
The technique uses only a single image, instead of multiple
images as the input to generate segmented images.
Mareover, a flexible and arbitrary scheme is incorporated,
rather than a fixed scheme of segmentation analysis. The
process allows users to perform digital analysis using any
appropriate means for object extraction after an image is
segmented. First, an image is retrieved. The image is then
transformed into at least two distinct bands. Each trans-
formed image is then projected into a color domain or a
multi-level resolution setting. A segmented image is then
created from all of the transformed images. The segmented
image is analyzed to identify objects. Object identification is
achieved by matching a scgmented region against an image
library. A featureless library contains full shape, partial
shape and real-world images in a dual library system. The
depth contours and height-above-ground structural compo-
nenis constitute a dual library. Also provided is a mathemati-
cal model called a Parzen window-based statistical/neural
network classifier, which forms ar integral part of this
featureless dual library object identification system. All
images are considered three-dimensional. Laser radar based
3-D images represent a special case.

16 Claims, 10 Drawing Sheets
(@ of 10 Drawing(s) in Color)

M704J3 Original Scenn

Mono

Page 167 of 263

input 1



U.S. Patent Jun, 17, 1997 Sheet 1 of 10 5,640,468

Nong
M70405 Origingt Sosee N B3
wm-ﬂﬁe tnput 1 e M7 — G 3 E
’ MBS — B 2
gfnga 7 (_}-igum z

Page 168 of 263



U.S. Patent Jun. 17, 1997 Sheet 2 of 10 5,640,468

M7OLIS —» R 2 MI0ASS Compmssed 25 (DR

MGEI3 — G 3 \-\ MISIFC @G

TIOR3 e B 2 f/ B8
iguizs - gtgww 4

Page 169 of 263



U.S. Patent Jun. 17, 1997

M7ISFC Traales as Morks
Comprassion -8 R} .,

A0 BB — Cuput2
w8 7

gings 5

Page 170 of 263

AEGIONS

k.

£

Sheet 3 of 10 5,640,468

CUTIFF VALUE
Figure 9



35,640,468

Sheet 4 of 10

Jun. 17, 1997

U.S. Patent

GAT4 193rd0
435Y4-000HA0aHOIAN SWAISAS 13X T 1AVANILNODT
S o UL TNV NOUIVALXE L3N0 404 SIGKIVNY oy
‘035va-1aN44010dn0 | a35Y8 T GLUYWOLNY QY AUV INI *| GAY3590 FHLISNIVOY
WLIIQAVIASIA FOVAI T s ] 9NV 0 610N
agvd 1N41N0 il mh_z%mw_a AAYIIND
: ) A= TMONY
az” SYANY1 A35Y4-19340 §o, habitialin
S ONISSTI0Nd TATIVAV v mm.\
(ONISSII04 VRIS ‘SISKIVNY
ol NOLLYINIW3S 5308108 1IN
ONOWY NOLLVS9AINI SSTTAYAS
eas ONISSAI0NATd e
b FFNHL 13ATT Avideia
e — g o
¥l
'STNAI0NA ONISS30Y4 | xomawmwass
— YW1 2VINA0NAAY ~ p
O ONISSAI0NA T ndo o9 old
...... OMLTATI_______
\v SRS, OSSR AV1dSiavLva 2i~
| onan0I NoIssaMN | 3ovaoisviva VIYAOINONOI3-01005
9l o VIVd 3015V 01301934 —_— < (3000-039 STV SV
mz_mmmowum VIVA LNaN
INO T3AT1

Page 171 of 263



U.S. Patent Jun, 17, 1997 Sheet 5 of 10 3,640,468

Fult Sape; Cosrest £ $16-60)

Fartizl Shape Oase; Missing Right; Comsyt 1D

=E

Pariizt Shepe Uase; Mo Missirg
LCorrent Heongnition « Tank Partial Shape Cagze; Missing Soliom; Comrect

Page 172 of 263



U.S. Patent Jun. 17, 1997 Sheet 6 of 10 5,640,468

¥

Transform by
Down-sampling

2

‘| Transform to Previous
1027 Resolution by Up-sampiling

¥
¥ By ¥By 2 1By 3 vBy4
I 1 i
PN [
104 106 108
N N N
v vExpby 2 vExp by 2 vExp by 2
Compare
by - .
Subtraction Sgg;?l;?;zt':d 114
112 110f
. y v vExp by 2
Ouiput 1 .
Self-calibrated Compare Self-calibrated
Edge Pixels Edge Pixels
116—"
h 4 ‘
Output 3
Third Version of - Self-calibrated
Seli-calibrated Compare Edge Pixels
Edge Pixels |
Output 3 118 ‘)
: Third Version of
Integrate by Self-calibrated
Mathematical Edge Pixels
Morphology
120
Final Output '
Edge-based ,
Features 7‘9“’“" Sa

Page 173 of 263



5,640,468

Sheet 7 of 10

Jun. 17, 1997

U.S. Patent

seinjea

peseqg-uo|bey
peseq-abp3g

ovl suojfial
6€l peseqg-efipe
Bugeiq)eo-yes
Buneleueb-jeg
0cL-2ot
sdejg

seinjesy
peseq-efip3
paseg uojnjosey
[eAe]-Iny

10SS8001d di1seq

pueg [eay
1o opnesd

(ABojoydion

Uren) ieisselo
JojuewbBag

ctl

9gt

0cl-coi

sdejg
r il leaday

salnjeed
peseq-ebp3
peseg uopnjosey

[ens|-nN

seinjge4
peseg-abpg
peseq uoynjosay
[eAe]-jinip

lossaoold ojseg

pueg [eey
10 opnasd

o€l

el

10886001 diseg

} pueg |esy
10 opnesd

8¢l

écl

J08lq0
MmeN

s199[qO peseg (A1esssaau )
Jojog Ny |—» Bujsssooly
* Jo e|fuig 1804
+
$8NY) 10|09
Aq uonoenxg
elqQ enyosjes
T
OAES
pue eyden _—~8g
leubiq
*
buiddeyy yg Aq
uojjelausy) eus0g
eysodwog oo | 99
A S
Senelwid ¥S
g-9-4 [ 05
10j09) a1y
4 ﬁ Q0L
[SPuEq _Eﬁmﬂm uoissaldwo)
-ginw opnesd l—
-~ Aq wuojsuey [« susag e)bulg

Page 174 of 263



5,640,468

Sheet 8 of 10

Jun, 17, 1997

U.S. Patent

THAONISION |
SIVNI 534915 | s2vms og ‘b1
AT0M fqoniva | 1104
vy
TINLINYLS (3GVA LHOEH
ANV INOINOD Hid3d
| mzo_omwwmsm_, | ly3esv1 dasve
g193rgo aaiinaq | | MOANIM NIZAd
I5va y !
gz—] 1014100« ONIssa00¥d ||  3sva
5 519 ~—1  390TIMONY
ye—" 97—
|oN1s530034
1 -34d &

Page 175 of 263



U.S. Patent Jum, 17, 1997 Sheet 9 of 10 5,640,468

?ngzw 84 ?&qam e “‘:}‘-iﬂmz 7k

Page 176 of 263



U.S. Patent Jun. 17, 1997 Sheet 10 of 10 5,640,468

Observed Data\ / Models or Library
Feature Exiraction

Observed Feature Set Model based Feature Set

|——. Classifier Systems: 4——-‘
v
(a) Statistical Decision Logic or
(b) Rule-based (Al) Decision or
(c) Neural Network Based Decision or
(d) Other approaches
v
ATR/I Result

_ﬁguw JO0a

Observed Data §- ————— - Pure Models in the Library —————»,
i ) \‘\ : ~ ~~» Full Plus Partial Shapes in Library ———
Feature Extraction NS -
Omitted Y * Full plus Partial Shape plus —————»/
¢ \\ Observed Images
Classifier System: —— Ny _
Fixed as 4 (5) Noise Model applied onto:
Parzen Window- Full and Partial Shapeg ——————»
based Decision Library, Real Images Optional
. ‘Matching
ART/l Decision

71.3 uie J ok

Page 177 of 263



5,640,468

1

METHOD FOR IDENTIFYING OBJECTS
AND FEATURES IN AN IMAGE

FIELD OF INVENTION

The present invention pertains to object and feature
identification in an image and, more particularly, to scene
segmentation and object/feature extraction by generating
uniform regions from a singlc band image or a plurality
thereof using a self-determining, self-calibrating, improved
stable structure, psendo multispectral colar, and multilevel
resolution processing technique, and associated matching
methods for object identification.

BACKGROUND OF THE INVENTION

An image is basically a data matrix of m rows and n
columns. An element of that image matrix is called a picture
element, or a pixel. An image becomes meaningfal when a
user is able to partition the image into a number of recog-
nizable regions that corespond to known natural features,
such as rivers and forests, or to man-made objects. Once this
higher-level of image generalization is completed, each
distinct feature/object, being a uniform field, can be identi-
fied. The process by which such a nniform field is generated
is generally referred to as segmentation. The process by
which a segmented region is matched with a rule set or a
model is referred to as identification.

Dozens of techniques have been used by researchers to
perform image segmentation. They can be grouped into
three major categories: (1) class-interval based segmentars,
(2) edge-based segmentors, and (3) region-based segmen-
tars.

A given image has 0 (zero) as the minimnm pixel value
and 255 as the maximum pixel value. By mapping all pixels
whose intensity values are, say, between 0 and 20 into one
categary, a simple thresholding method can be used to
perform image segmentation.

An edge is generally defined as the difference between
adjacent pixels. Edge-based image segmentation is per-
formed by generating -an edge map and linking the edge
pixels to form a closed contonr. A review of this class of
segmentors can be obtained from Farag. (Remote Sensing
Reviews, Vol. 6, No. 1-4, 1992, pp. 95-121.)

Region-based segmentation reverses the process of edge-
based segmentation, becanse it starts with the interior of a
potential uniform field rather than with its outer boundary.
The process generally begins with two adjacent pixels and
one or more rules used to decide whether merging of these
two candidates should occur. One of the examples of this
class of segmentors can be found in Tenorio using a Markov
random field approach. (Remote Sensing Reviews, Vol. 6,
No. 1-4, 1992, pp. 141-153.)

All conventional segmentors share the following funda-
mental features:

1) the scmntnuon process is gcm:rally performed on a

single band image;

2) the segmentation process follows well-defined math-

ematical decision rules;

3) except for simple thresholding, all segmentors are

computationally expensive and/or intensive; and

4) none of the conventional techniques is self-determining

or self-calibrating,

H segmentation is defined as the process of generating
distinct uniform fields from a scene, a human visual system
that is based on color perception should also be considered
a segmenter. In contrast to mathematics-based segmentation
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schemes, color-based segmentation relies on the use of three
spectrally-derived images. These multiple images are, in
most cases, generated from a physical device called a
multispectral sensor. The advantage of this method over
mathematical segmentors is its ability to perform scene
segmentation with minimal or no mathematical eompnta-
tion.

For purposes of clarity throughout this discussion, it
should be understood that the concept of three spectrally-
derived (color) images, while representing the preferred
embodiment, is merely a subset of a more general concept:
any compositc having component ranges which may be
transfarmed into two or more respective component parts
and then projected into a common space.

Color-based scgmentors require input of three spectrally
distinet bands or colors. A true color picture can be gener-
ated from a scene taken by three registered bands in the
spectral regions of blue, green and red, respectively. Then,
they are combined into a composite image using three color
filters: red, green and blue. The resultant color scene is
indeed a segmented scene because each color can represent
a uniform field.

The above discussion is related to region-based segmen-
tation. In edge-based segmentation, all of the conventional
techniques use well-defined mathematical formulae to
define an edge. After edges are extracted, another set of
mathematical rules is used to join edges and/or eliminate
edges in arder to generate a closed contour to define a
uniform region. In other words, none of the conventional
techniques uscs the scenc itself to define an edge even
thongh, in a mare global point of view, an edge is, in fact,
defined by the scene itself.

¥ a region or an edge can be generated from the content
of the scene itself, it should be possible to integrate both
region-based and edge-based segmentation methods into a
single, integrated process rather than using two opposing
philosophies.

Object identification is a subsequent action after segmen-
tation to label an object using commonly-accepted object
names, such as a river, a forest or an M-60 tank. While object
recognition can be achieved from a variety of approaches
(such as statistical document functions and rule-based and
model-based matching), all of these conventional methods
require extracting representative features as an intermediate
step toward the final object identification. The extracted
features can be spectral reflectance-based, texture-based and
shi Statistical pattern recognition is a subset of
standard multivariable statistical methods and thus does not
require further discussion. A rule-based recognition scheme
is a subset of conventional, artificial intelligence (AT) meth-
ods that enjoyed popularity during the late 1980s. Shape
analysis is a subset of model-based approaches that requires
extraction of object features from the boundary contour or a
set of depth contours. Sophisticated features inclnde Fourier
descriptors and moments. The effectiveness of depth infor-
mation was compared to boundary-only based information,
‘Wang, Gorman and Kuhl (Remote Sensing Reviews, Vol. 6,
No. 1-4, pp. 129+). In addition, the classifier perfarmance
between range moments and Fourier descriptors was con-
trasted.

An object is identified when a match is found between an
observed object and a calibration sample. A set of calibration
samples -constitutes a (calibration) library. A conventional
object library has two distinct characteristics: 1) it is feature
based and 2) it is full-shape based. The present invention
reflects a drastically different approach to object identifica-
tion because it does not require feature extraction as an
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intermediate step toward recognition and it can handle
partially-occluded objects.

Feature extraction uses fewer but effective
(representative) attributes to characterize an object. While it
has the advantage of ecoromics in computing, it runs the
risk of selecting wrong featares and using incomplete infor-
mation sets in the recognition process. A full-shape model
assumcs that the object is not contaminatcd by noisc and/or
obscured by ground clutter. This assumption, unfortunately,
rarely comesponds to real-warld sensing conditions.

Depth contours are used for matching three-dimensional
(3-D) objects generated from a laser radar with 3-D models
generated from wireframe models. In real-wordd conditions,
any image is a 3-D image becanse the intensity values of the
image constitute the third dimension of a generalized image.
The difference between a laser radar based image and a
general spectral-based image is that the former has a well-
defined third dimension and the latter does not.

It has been proven that the majority of objective discrimi-
nation comes from the boundary contour, not the depth
contour (Wang, Gorman and Kuhbl, Remote Sensing Review,
Vol. 6, Nos. 1-4, pp. 129-?2, 1992(?)). Therefore, the present
invention uses a generalized 3-D representation scheme to
accommodate the general image. This is accomplished by
using the height above the ground (called height library) as
an additional Library to the existing depth library. The
Tesultant library is called a dual depth and height library.

It would be advantageous to provide a mnch simpler,
more cffective and mare efficient process for image
segmentation, one that achieves an integration between
region-based and edge-based segmentation methodologies
which, heretofore, have been treated as mntually exclusive
Processes.

It would also be advantageous to gencrate uniform
regions of an image so that objects and features could be
extracted therefrom.

It would also be advantageous to provide a method for
segmenting an image with minimal mathematical computa-
tion and without requiring two or more specrally-derived
images.

1t would also be advantageons to provide a flexible and
arbitrary scheme to generate colors.

It would also be advantageous to use the human phenom-
enon of color perception to perform scene segmentation on
only one spectral band.

It would be advantageous to provide an object identifi-
cation scheme that does not rely on a predetermined number
of features and fixed characteristics of features.

It would also be advantageous to provide an object
identification scheme to facilitate object matching either in
a full-shape or partial-shape condition.

It wonld also be advantageous to provide an object
identification system that is both featureless and full and
partial shape based.

It would also be advantageons to provide a mathematical
model that can handle both featureless and full/partial shape
cases.

1t would also be advantageons to provide a library con-
struction scheme that is adaptable to both featureless and
full/partial shape based object recognition scenarios.

It would also be advantageons to provide a dual library
(depth and height) to perform general 3-D object recognition
using any type of image.

It would also be advantageous to provide a full object
identification system that is capable of integrating the pre-
viously described novel segmentation and novel object
recognition subsysterns.
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4
SUMMARY OF THE INVENTION

In accordance with the present invention, there is pro-
vided a Geographical Information System (GIS) processor
to perform scene segmentation and object/feature extraction.
GIS has been called a collection of computer hardware,
softwarc, gcographical data and personnel designed to effi-
ciently manipulate, analyze, and display all forms of geo-
graphically referenced information. The invention featurcs
the use of the fundamental concept of color perception and
multi-level resolution in self-determining and self-
calibration modes. The technique uses only a single image,
instead of multiple images as the input to generate seg-
mented images. Moreover, a flexible and arbitrary scheme is
incorparated, rather than a fixed scheme of segmentation
analysis. The process allows users to perform digital analy-
sis using any appropriate means for object extraction after an
image is segmented. First, an image is retrieved. The image
is then transformed into at least two distinct bands. Each
transformed image is then projected into a color domain or
a multi-level resolution setting. A scgmented image is then
created fram all of the transformed images. The segmented
image is analyzed to identify objects. Object identification is
achieved by matching a segmented region against an image
library. A featureless library contains full shape, partial
shape and real-world images in a dual library system. The
depth contours and height-above-ground structural compo-
nents constitute a dual library. Also provided is a mathemati-
cal model called a Parzen window-based statistical/neural
network classifier, which forms an integral part of this
featureless dual library object identification system. All
images are considered three-dimensional. Laser radar based
3-D images represent a special case.

Analogous to transforming a single image into multiple
bands far segmentation would be to generate multiple reso-
lutions from one image and then to combine such resolutions
together to achieve the extraction of nniform regions. Object
extraction is achieved by comparing the original image and
a reconstructed image based on the reduced-resolution
image. The reconstruction is achieved by doubling the pixel
element in both x and y directions. Edge extraction is
accomplished by performing 2 simplec comparison between
the original image and the reconstructed image. This seg-
mentation scheme becomes more complex when two or
more sets of pair-wise comparisons are made and combined
together to derive the final segmentation map. This intepra-
tion scheme is based on mathematical morphology in the
context of conditional probability.

To accommodate featureless and full/partial shape based
object identification, the present invention proposes the use
of a mixture of fall-shape and partial-shape models plus
real-world images as a calibration library for matching
against the segmented real-world images. Marcover, in
accordance with the invention, the library is constructed in
the image domain so that features need not be extracted and
real-world images can be added freely to the library. The
invention further provides a mathematical model for the
classifier using the Parzen window approach.

BRIEF DESCRIPTION OF THE DRAWINGS

The file of this patent contains at least one drawing
executed in color. Copies of this patent with color drawings
will be provided by the patent and Trademark Office upon
request and payment of the necessary fee.

A complete understanding of the present invention may be
obtained by reference to the accompanying drawings, when
considered in conjunction with the subsequent detailed
description, in which: .
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FIG. 1 is a monochrome ariginal image;

FIG. 2 is a bit-reduced and reconstituted image (of FIG.
1) without compression, based on three identical bands, in
accordance with the present invention;

FIG. 3 is a multispectral original image;

FIG. 4 is a compressed-transformed versioa of FIG. 3
with compression in accordance with the present invention;

FIG. 5 is a compressed-transtormned, three-band,
monochrome, reconstituted version of FIG. 3;

FIG. 6 is a block diagram depicting the multi-level
preprocessing functions incorporated in the invention;

FIG. 7 is a set of updated images in three dimensions
(partials);

FIGS. 82 and 85, taken together, are a flow chart of
self-determining, self-calibrating, edge-pixel generation and
object extraction operations, in accordance with the present
invention;

FIG. 8¢ is a block diagram of the GIS processing system
of the present invention showing system architecture and
library details;

FIG. 84 is an image gencrated by the process depicted in
the processing loop of FIG. 6;

FIG. 9 is a typical scene characterics (SC) curve;

FIGS. 10a and 10b are flow charts of a prior art approach
and the approach of the present invention, respectively, to
image and library matching techniques in accordance with
the system depicted in FIG. 8c; and

FIGS. 1la and 11b depict range and height libraries,
respectively.

DESCRIPTION OF THE PREFERRED
EMBODIMENT

In conventional multispeciral images, an object emits or
radiates electromagnetic radiation when its temperature is
above 0° K. The radiation can be divided into numerous
subsets according to any specified wavelength intervals. A
conventional color photograph is a composite of three broad
wavelength intervals: red from 0.6 to 0.7 micron; green from
0.5 to 0.6 micron; and blue from 0.4 to 0.5 micron. Using
any three wavelength regions other than the afarementioned
red/green/blue combination yields a set of colors that differs
significantly from the set produced by blue, green and red
spectral regions. All such deviations are called false coloss.
1t follows that any three bands can generate false colors. The
human-pereeived true color set is a special case.

Reducing the interval between adjacent wavelength
Tegions results in two images being very similar. Since any
wavelength regions can be used selectively to generate
multispectral images, generation of false-color images can
be a random process. The present invention reflects the
discovery that false color images can be generated from a
single band image. .

Refeming now to the FIGS., and specifically to FIG. 6,
there is shown a functional block diagram of the prepro-

40

cessing technique that is the subject of copending patent

application Ser. No. 08/066,691, filed May 21, 1993.

The first component of the system is means for accepting
various information sources as input to a second-generation
GIS system, shown at reference numeral 12. The system
accepts multiple data sources 12 for one common geographi-
cal area. The sources can be existing maps, geo-coded,
socio-economic data such as census tracts, and various
images such as LANDSAT and SPOT satellite imagery. The
most common information sources are images and maps.

Page 180 of 263

65

6

This comporent 12 allows all data to conform to a common
format: a layer of information is equivalent to a data matrix.

The input data 12 is applied to a data storage device, such
as a system memory, a hard disk, or an optical disk, and/or
to one or more conventional display devices, both storage
and display devices being represented by reference numeral
14. Disks and memory 14 are used for efficient storage and
retrieval.

All of the appropriate image processing and remote
sensing analysis techniques can be used as preprocessors,
shown generally as reference numeral 16, but consisting of
a first, second and third preprocessor 18, 20 and 22 to the
main GIS system processor 24, which performs the above-
discussed GIS-based image analysis. Preprocessing trans-
forms the incoming observed data into a format in which
objects are readily extractable. If images are properly
aligned, however, preprocessing levels 1 and 2 need not be
performed at all.

If the images are “raw”, of course, preprocessing is
required. The level 1 preprocessor 18 is used to convert
vectar data to image (raster) data, to correct geometric and
spectral emrors, to perform resolution matching, to zoom,
rotate and scale (so as to align the separate images with one
another), and to filter and transform images, if necessary.

The level 2 preprocessor 20 is used for edge detection,
special purpose feahme separation, linear combination and
multi-resolution functions. Image data must be
to the point that objects are readily extractable by the main
processor, While the majority of level 2 preprocessing is to
be performed using the segmenter of the main system,
external system processors, not shown, can be used to
perform similar functions.

A multi-level resolution analysis method is used to define
edges and then extract edge-based objects. The level 2
preprocessor 20 provides the main processor 24 with a
binary image. Backpround of zero intensity value is used to
represent non-edge based object, and 255 to represent
objects of strong edgeness.

The third level preprocessar 22 can be conceived as a
“clearing house™ for all incoming data. Regions are pro-
cessed in such a way as to generate a scene structure, Once
all of the data sets are processed, each individual region in
any layer can communicate with any other region in amy
layer While many methods are available to provide this
function, the inventive system uses an object-based segmen-
tation scheme to generate regions for each individual layer.
Each region is given a set of featwe atiributes which
includes spectral intensity, size/shape/texture information of
the region, and locational information of the centroid and the
individoal pixels in the region.

The object extraction system discussed above is a seam-
Iess integration between raster image processing and vector
GIS processing, heretofore not achieved by other research-
ers.

One or more rules are used to interrogate the attribute
database. The main system 110 accepts any appropriate
means for object identification, as long as it uses the regions
generated by level 3 preprocessor 108 as the basis of
information analysis.

The invention provides an environment for parallel pro-
cessing in the level 3 preprocessor 22 and the main processor
24. In the prefenred embodiment, the program is written for
a parallel processor manufactured by the Transputer
Company, but it should be understood that any appropriate
parallel hardware/software system can be used. Paraliel
processing is not a required feature of a GIS system, but it
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has been found to be a desirable feature for any information
extraction system.

Connected to GIS processor 24 are a set of self-
determining and self-calibrating s:gmcnlaﬁa;l schmlncs and
an image library comprising a mixiure of model-based
images and rml—woﬂt??n é, known as a knowledge base
or library 26 and an output base 28, both described in greater
detail hereinbelow.

In operation, a single, monochrome, original image (FIG.
1) is input to the GIS processor 24 (FIG. 6) as data 12 or as

8
The user is therefare able to select a simple number to
generate a new image. Accordingly, generation of a false
color image based on three bands becomes a simple proce-
dure based on selection of three mumbers (e.g., 25, 50 and

5 100).

Table I contains an example of compression factors.
These factors were generated by a generalized log scale of
75. Bach pixel value between 0 and 255 is mapped and

a level 2 preprocessed image 20, and then transformed into 10 tramsfarmed by its appropriate compression factor (value),

two or more psendo bands using varions compression meth-
ods. Such compression methods include, but are not limited
to, taking a squarc root or applying compression factors
from a general logarithm transformation. A false color

50 that an ariginal image having up to 256 pixel values can
be represented as a transformed image of no more than 18
pixel values.

image, therefare, can be generated, for example, from the |5

following three transforms of a single image: (1) square
root; (2) log; and (3) double log.

TABLE I

Single Image Transformations

Trunsformation (increases left to right, then down)

0 [ 0 [
B T T
14 114 14,
146 146 146
150 150 150
182 182 182
187 187 187
219 219 219
219 219 219
219 219 219
23 28 213
255 255 255
255 255 255
255 255 255
255 255 255
255 255 255

37 37
77
114
150
182
183

41
109
114
150
182
183

41
109
114
150
182
183
187

4 4
m mn
14 14
146 146
150 182
182 183
187 187
29 219
219 219
219 219
223 21
255 255
255 255
255 255
255 255
255 255

36

77
114
146
182
183
187
219
219
219
o]
255
255
255
2s5
255

219

A false color composite image can be generated using a
conventional bit mapping scheme (FIGS. 8a and 85), such as
the one shown below.

1. Code any number of bits from a square root transformed
band 50 (FIG, 8b) as one of the primary colors (red, green
or blue). Example: color three bits in the red band.

2. Code any number of bits from a log-transformed band 50

as one of the two remaining primary colors. Example: 45

color three bits in the green band.
3. Code any number of bits from a double-log transformed

band as the last remaining primary calor. Example: color
two bits in the blue band.

4. Combine the above three bands 52 into a composite image

54 and display it 56 on a color monitor, not shown. (This
step is identical to the conventional color image genera-
tion procedure.)
5. Digitally capture the displayed color corposite image 58.
6. Store the digital image 58 in memory or a data storage
device (e.g., a hard disk), for subsequent segmentation
and object/feature extraction analysis.
The resultant image is shown in FIG. 2.
A distinct feature of the present invention is a flexible
color generation scheme. The above-described transforma-

tion scheme is essentially a data compression procedure. 60

False color generation is an arbitrary method. Thus, a
generalized data compression scheme can be devised in
accordance with the concept of the logarithm. For instance,
2 compression factor of 10 can be selected as the equivalent

of taking a square-yoot fransform. Similarly, a compression 65

factor of 100 can be selected as the equivalent of taking a
single log transform. ’
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The color image generation procedure differs significantly
from conventional procedures because the latter relies on the

40 availability of three images, each of which corresponds

precisely to a given wavelength region. In other wards,
conventional color image generation techniques must have
multiple, original images, whereas the present invention
requires only one image.

Another distinct feature of the present invention is real
time segmentation from a single band source. As previously
noted, conventional segmentation procedures are extremely
time consuming because sophisticated segmentors require
intensive computations in finding edges and/or merging
regions. As a significant departure, however, the present
invention requires no computations beyond compression to
perform image segmentation. The inventive method uses a
color to represent aregion. That color can be generated from
the merger of three bands in the color domain using a lookup
table (Table I) procedure, rather than numerical computa-
tions or logic statement decisions.

Segmentation is a method for partitioning an image into
a number of uniform regions. It follows that a color repre-
sentation of the original image is a segmented image. Two
simple and appropriate scgmentation schemes can be used to
perform segmentation based on the present invention.

The first method is simple thresholding. Zero can be
specified as a class by itself; or an interval, say, from one to
five can represent another class. This simple and yet
extremely effcctive segmentation scheme is made possible
because the image is already segmented in the color domain.
Each color is represented by a digital number or by a class
interval.
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Two initial segmentation algorithms, LOCAL and
GLOBAL, having much in common, are discussed herein
simultaneously.

Segmentation starts at the upper left pixel (which defines
the first region) and proceeds from left to right across each
row. When a row is' complete, the mext row down is
processed.

‘When the region affiliation of a pixel is to be determined,
the pixel above it and to the left are considered. One of four
possibilities will result:

1) The pixel will define a new region.

2) It will merge into the region of the pixel above.

3) I will merge into the region of the pixel to its left.

4) Theregion of the pixel above and the region to its left will
be merged into one grand region, with this pixel being
included.

Diagonal tone values are never considered and diagonal
merging is not a possibility.

The following algorithm description refers to pixels above
and to the left of the current pixel. Obvicusly, the top row
will have none above and the left column will have none to
the left. The algorithm interprets such cases as “exceeding
the threshold.” In other words, pixels outside the frame are
assumed to have infinitely different tone, with the resuit that
a boundary is always generated around the image. In the
case of GLOBAL segmentation, the following description
refers to “changing the tone” of pixels. It should be under-
stood that this change is temporary and in effect only far the
duration of initial segmentation. All pixels revert to their
original, true values after initial scgmentation is complete.
Initial segmentation is performed as follows:

1) Initialize the first region to be the upper left pixel. Go on
to the next pixel to the right, which will be called the
‘“current pixel”.

2) Examine the tone difference between the cusent pixel and
the (possibly revised) tones of the pixel above it and the
pixel to the left of it. Compare these differences to a
predetermined threshold.

3) It both tone differcnces exceed the threshold, the current
pixel generates a new region.

4) If exactly one tone difference is less than or equal to the
threshold, absarb the current pixel into the region to
which that neighbor belongs. If GLOBAL segmentation is
being performed, change the tone of the current pixel to
the tone of that region.

5) If both tone differences are less than or equal to the
threshold, absorb both the current pixel and whichever of
the two regions was most recently created into the older
region. If GLOBAL segmentation is being performed,
change the tone of the cumrent pixel and of all pixels in the
most recent region to the tone of the older region.

In step no. 5 (above) of the initial segmentation, merging
the region of the pixel above with that of the pixel to the left
is not a trivial undertaking. Passing through the entire frame,
reclassifying peshaps thousands of pixels, would be terribly
time consuming. Therefore, a group map vector is main-
tained. Each member of this amay is the “true” region
membership of the region comresponding to that position in
the array. Thus, suppose that the fifth element of this vector
is equal to three. That means that pixels formerly considered
to belong to region five are now considesed to belong to
region three. In this way, updating regions to reflect merger
involves updating omly this relatively small group map
vector, rather than the entire image as segmented so far.

The iniiial segmentation steps are next illustrated with
code fragments extracted directly from the source module
SEG_ GLOB.C, the GLOBAL segmenter. The LOCAL seg-
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10
menter is essentially identical except that tones are never
changed to group leaders.

The image is stored as a vector. The first row is first,
followed by subsequent rows. Therefore, the pixel to the left
of the current pixel has a subscript one less than that of the
carrent pixel. The pixel above has a subscript ncols less. ¥or
example, the tone of the current pixel is compared to those
of the pixel to the left and the pixel above, as follows:

if (abs ( Gint) *pix_ptr — Gint) *(pix_ptr - 1)) > FLeft/
cut)
if (abs ( (int) *pix_ptr — FAbove’!

(int) *(pix_ptr - neols)) > cot)

If both of the differences exceed the threshold, a new
group (region) is processed. First, increment the region
counter and verify that the memory allocated for staring
region information has not been exceeded. Second, set the
group pointer for this pixel equal to the number of the new
group (region). Finally, set the group mapping pointer to be
this group. In other wards, it has its own identity and has not
yet been absorbed into another region.

if ("ngps > maxgrps)

goto EXTT
*gmp_pirt* = ngps; /*Group ID for this pixel*/
grpmapfngps] = ngps; /*Gromp map vector®/

I the tone difference with the pixel above does nat exceed
the threshold, but the tone difference to the left does, this
pixel is merged into the region above, This is done by
changing the group ID of this pixel to that of the pixel above.
Furthermore, if this is GLOBAL merging, the tone of this
pixel must be changed to that of the pixel above.

*gtp_pir =" (grp_pir-ncols); I"No top edge 5o merge vp*/
g pir; /*Point to next pixel'/
*pix_ptr = *{pix_pir-ncols); I"Propagate leader tone*/

If the tone difference with the pixel in the left does pot
exceed the threshold, but the tone difference above does
exceed the threshold, merge this pixel into the region to the
left. The steps are similar to the previous case.

*gip_ptr = *(grp_ptr-1); I*No left edge so merge left/
+omp_ptr; /+*Point to next pixel/
*pix_ptr = *(pix_ptr-1); "Bropagate leader tons*/

The Iast case is the most difficult. When both tone
differences do not exceed the threshold, the region above
and the region to the left merge with each other, due to the
current pixel. The most recently created region is absorbed
into the older region, regardless of which is above and which
to the left. This is an arbitrary decision, as either 0 choice (or
even arandom choice) could be possible. However, absorb-
ing the younger into the older speeds the remapping process,
described below, by limiting the number of regions that must
be checked. The first step is therefare to find the older region
(the smaller region nomber) and the younger. In GLOBAL
segmentation, the new region’s tone is that of the absorbing
group.
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small = grpmap[*(grp_ptr-ncols)]; 1Mot likely ardert/
big = gmmap[*(grp_ptr + 1)};
if (big < SMALL) |

temp =big;

hig = rmall;

/tbut not guaranieed*/

small = temp;

}mh =*pi_ptr-1), -
else

leader = *(pix_ptr-ncols);

/'Propagate leader tone*/

This pixel is classified as belonging to the * ” region.
For GLOBAL segmentation, change its tone to that of the
new region. The pixels above and to the left should both be
in the same region already, so nothing else need be done.

*grp_ptc* = sl I*This pixel's region mmber*/
o

*pix_ptr = Jeader; leader tone*/
If (big = small) i sbove axd left groups same, dono*/
confinue;

TF this is GLOBAL segmentation, the tone of the “big”
group’s pixels must be changed to the tone of the new
region. There is no need to process all of the pixels in the
image processed so far. Only the pixels in the row above, to
the right of the current pixel, and those in the row to the left
of the current pixel can affect future decisjons.

& =mneols - col + 1;This row, to left of current pixel*/

while (++C)

if (grpmap[“(grp_ptr-c~1)] = big)
*{pix_ptr—c) = leader;

© = col;/*And along row above which remubns*/

while (—C)
if (grpmapl*(grp_pir-ncols-1+<)] = big)
*{pix_pir-ncols+c) = leader;

The final step in dealing with the merging of two estab-
lished regions is to update the group mapping vector to
reflect the fact of the absorption. This loop requires is the
most time in this algorithm. As each new region is defined,
grpmaplugl=ng is initialized, and the updating never
increases the value of any element of grpmap. Thus it is
guarantesd that prpmap([k]<=k.

for (temp=big; temp<=agps; temp**)
if (grpmap[temp] = big)
grpmsp]temp] = small;

After processing every pixel in the image as described
above, the resulting group map vector is filled with holes.
Absorption is not reversible. Every region number that was
absorbed is an unused number, so the empty spaces must be
compressed.

The algorithm for compressing the empty spaces is
straightforward. Pass through the entire group map vector.
‘When an element is found whose value is not equal to its
subscript, it is a compressed-out region. That s, the region
of the subscript was absarbed into the region of the value, To
complete compression, increment a counter of zapped
regions, place the connter in a vector called omit_grp in
such a way that omit_ grp[ig] is the number of regions up to
that point that have been absorbed and reassign region
numbers in grpmap by subtracting the corresponding ele-
ment of omit_grp. The code for doing this is as follows:
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count =0;
for (ig=1; ig<=ngps; ig™) |
if (grpmaplig] 1=3g)*if this group has been absorbed®/
+ooumt;  Mthen count itY/
omit_grpfig] = count;
fr:mp[iz] =amit_grp{grpmap(ig]] /"Compress/

The final step is to remap all of the pixels in the image
according to the final group map. This is easily accom-
plished as follows:

temp = nrows * ncols;
whils (temp—)
idpir{temp] = grpmaplidptr{temp]|;

The core algorithm is extremely similar to the LOCAL
initial segmentation. The image is passed through the same
way, examining pixels above and to the Ieft of the cument
pixels. The only difference is that tones of pixels are not
compared as in the initial segmentation. Rather, region IDs
are examined and the merging criterion checked. If both of
a pair of pixels belong to the same region, there is abviously
no border between them. If they are in different regions the
criterion must be evaluated. If there is a tone difference,
subtract their mean tones and compare this to the catoff. If
the criterion is size-based, determine whether their sizes fit
the criterion, and so forth. Otherwise, the core algarithm of
region growing is identical to LOCAL, initial segmentation.
Mean tones and sizes are not npdated as merging takes place
during the top-to-bottom operation. All merging decisions
are based on the regions as they exist at the beginning,

A slight complication occurs whea four regions are lined
up and their mean tones are 50, 60, 48, 58. Letting the cutoff
be 10, the first two will be merged as will the last two. When
the top-to-bottom pass is completed, one new region will
have amean tone of 55 and the other will have a mean of 53.
These two new regions certainly meet the merging criterion.
Thus, another top-to bottom pass, cleaning op the newly-
created regions that meet the current criterion, is performed
and repeated until no more mergers take place. This iteration
is important to ensuring stability across similar images.

The second method is a simple region-growing method.
Neighboring pixels can be merged topether if their absolute
difference is zero or within a specified number. This one-
pass region-growing segmentation yields a segmentation
map that comresponds to a visual segmentation of the color
map.

‘The overall scene characteristics (SC) profile is a sloping
L-shaped curve with three distinct segments: 1) a steep slope
indicating the fast merging of interior pixels; 2) a gentle
slope indicating a slower rate of merging among objects and
features; and 3) an “inflection™ point between these two
scgments indicating the emergence of the object sets in
scgmentation analyses. Sincereal-world objects and features
now cxist as distinct subsets, they cannot be easily merged
by linearly increasing cutoff values. The scene structure is,
therefore, very stable, and thus called a stable structure, or
optimal segmentation of the scene.

From the foregoing, it is clear that if a set of algorithms
is available to perform such multistage segmentations with
the cutoff value increasing linearly from one iteration to the
next, a scene characteristics profile can be generated as
described above. The stable structure of the scene can be
analytically determined by identifying and analyzing the
inflection point within the curve. (In this context the term
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inflection point does not have the rigid meaning of changing
slope characteristics from a convex to a concave structure,
but significs 2 marked change in the magnitude of the slope
from one section of curve to the next) The effort is based
precisely on the fact that this task-generation of stable
structures of the scene can be accomplished with a set of
artificial intelligence (AT)-based algorithms.

It should he understood that the scene characterics curve
may itself be transformed (e.g., log, square root) in any
combination or derivative form without departing from the
scope of the present invention. Similarly, the stopping points
for processing can be obtained by a simple criterion (e.g.,
slope change>1.0) or by combining suitable criteria of
multiple curves.

Object Extraction Using Segmented Images

In the conventional approach, once the colar image is
digitally segmented, cach region can be deseribed by a set of
feature attributes using size, shape and locational descrip-
tors. An object is extracted if the given attributes match a
model specified in an expert system.

An innovative approach of the present invention is to use
a single-color (also known as “single band™) or a single-
feature-based image as the basis for generating additional
objects. Once an image is represented by a set of colars, a
series of images can be generated, each of which images is
represented by a given colar. For instance, if a color or a
number corresponds to certain material that is used to build
a road, then all of the road pixels (or similar pixels) can be
extracted and implanted onto another image whose back-
ground is filled with zero values. When this road or similar-
class map is isolated, region growing or other mathematical
operations can be performed such as buffering or connecting
broken components to generate new images.

An analogy to segmentation using multiple bands derived
from a single band in a color domain is segmentation using
multiple resolution from a single image.

Multi-level resolutions can be generated from a single
image by a down sampling technique (such as generating a
new, reduced-size image by mapping every other point into
a new matrix). Using the newly created image as the basis
for generating another down-sampled image, another lower
resolution image of the original scene is obtained.

Self-determining and self-calibrating edges are a result of
expanding the reduced-resolution image to a full-size image
by doubling a pixel in both x and y directions and then
subtracting the original matrix from the newly expanded
matrix.

By generating three additional levels of resolutions from
one scene, three sets of edge-based images can be obtained,
cach of which images is generated from two adjacent
varying-resolution image pairs.

Once it is determined that edge-based pixels can be
generated from an image by applying the above-discussed
down-sampling expansion and matrix subtraction process,
additional (third-generation) edge-pixel based images can be
generated from the second-generation (edge-pixcl based)
images.

All of the edge-based images can be expanded to a
fall-resclution image by multiplying a factor of 2, 4, 16, . .
- » Tespectively, in both x and y directions.

An edge-pixel based image is a general image composed
of pixels of varying intensity values; therefore, a simple
thresholding operation can be pecformed either to retain or
to eliminate certain pixels. In general, only strong edges are
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retained in order to generate objects that have strong con-

trasts against the background.

An object is generally represented by a uniform region.
‘While the above-discussed methodology begins with edge
extraction, the end result can be expressed in terms of a
region. This is particularly obvious when an object is a poiul
feature or a lincar feature, rather than a large-size area
fegturc, In order to make (e edge-based pixels correspond
to the arca basc of a real-world object, certain spatial,
morphological operations can be applied to the edge-based
images. The following are examples of object generation by
creating regions from the edge-based pixels using spatial
morphological processors:

2) Binary Tmage Generation: Generating a binary image
from a greytone image can be achieved by performing a
simple thresholding operation. For instance, after weak
edge points are eliminated, the values of all pixels whose
intensity values are greater than zero can be changed into
a value of 255 (black).

b) Connected Components Identification: On the binary
image, an operation can be performed to merge all con-
tiguous pixels to become one uniform region; then the
resultant discrete regions can be labeled using a region
identification code.

©) Feature Attributes Generation for Each Region: After a
region is generated, a set of feature attributes can be
generated to describe the size, shape and location of the
region.

d) Connecting Individval Regions: In certain cases, two or
more individnal regions are separated by a short distance
but must be connected to farm one uniform region. For
this, a mathematical morphological operation is per-
formed using a rectangle centered on each pixel to extend
its spatial base to connect spatially separated regions.

€) Chopping a Region into a Number of Disconnected
Regions: A region can be chopped into a number of
spatially scparated regions. In general, separation is made
to occur at the location where the width is small,

1) Edge Cleaning and Filling: Once a region is determined,
a smoothing operation can be performed on the boundary
contour while simultanconsly filling the missing pixels.

g) Buffering: A buffering operation creates an outer bound-
ary paralleling the existing boundary contour.

Another innovative approach of the present invention is
using newly-generated images, described above, to extract
additional objects from the original image. The newly-
created image can be used as an input to the osiginal
scgmentation analysis, creating an additional information
layer to perform object extraction. For instance, if a river has
been labeled from the single feature image and a buffer
around the xiver is generated around the river boundary
contour, the buffer can be used to infer that a given object is
located within a predetermined distance from the river bank.
As shown in FIG. 84, a river (black) has a thin-outline buffer
zone in cyan. :

The present invention is a process by which first a
single-based image is segmented in the color domain that
Tequires an input of two or more related bands; second, a
color composite, generated from the multiple bands, is used
as the basis for real-time segmentation; and third, intelligent
object extraction is performed by using an image that is
generated from a sinple-color represented feature.

As stated hereinabove, for purposes of clarity throughout
this discussion, it should be understood that the concept of
three spectrally-derived (color) images, while Tepresenting
the preferred is merely a subset of a more
general concept: any composite having component ranges



5,640,468

15
which may be transformed into two or more respective
component parts and then projected into a common space.

The process can best be understood with reference to the
FIGS. The input components accept one single image (FIG.
1) or multiple images that can be combined to gencrate a
single imnge (FIG. 3), as the input. The input image(s) is
stared in the memoary or a physical device such as a hard disk.
or an optical disk.

Any composite having component ranges (e.g., color)
break (transform) into three (3) paris, then project into
common space.

The image display device is a means for visualizing the
input image(s) and the subsequently processed images. A
conventional color monitor in conjunction with a graphic
adapter is sufficient to perform this function,

pseudo band generation using a generalized data com-
pression scheme generates a data compression lookup table
once a compression factor is given by the user. These data
compression tables car also be generated offline for imme-
diate use.

In the prefemred embodiment, a given image follows an
eight-bit structure; the user selects only thres bits for a given
band. A transformation scheme must be provided to perform
this fewer-bit mapping to generate a new image. In general,
this is an extremely simple procedure.

Once two or more derived bands are generated and
fewer-bit transformations are performed, two or three trans-
formed bands are selected for mapping into a color domain
using red, green or blue primary colors as optical filters.
Thus, two or three images are combined into a color
composite. Once this color composite is displayed on a color
monitor, it is generally a true or false color image.

The digital image capture component provides a means by
which a color image (FIG. 3) is digitally captured. This
captured image is equivalent to an additional band over and
beyond the ariginal set of images.

The segmenter, depicted in FIG. 6 as either the level 3
processor 22 ar the GIS processor 24, provides a means by
‘which a color or a group of colars is isolated as one uniform
region. Any conventional segmenter is appropriate far this
operation.

The object feature descriptor generator provides a2 means
by which a region is described by a set of feature attributes
such as size, shape and location descriptors.
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The knowledge base or preset models provide a means by 45

which a physical object is described in terms of a set of rules
ar set of models. The models can be three-dimensional, full
image, and/or partial image or a mixture of models and real
world images or a mixture: of partial and full images.

1t is possible to generate images and extract features based
on threc-dimensional images. Such techniques, in accor-
dance with the present invention, use a dual library to form
part or all of the knowledge base 26, which is not based on
features. Therefore, it is called a featureless recognition
system. For example, the two libraries used in the prefemmed
embodiment relate to range and height, FIGS. 11z and 115,
respectively.

Object recognition is generally achieved by matching an
observed (real world) image against a set of preset models
(a library). A library can be generated from a set of physical
models or a s¢t of wireframe models. A wireframe model of
an object can be built from a set of points, lines and surfaces.
The result of an orthographic projection of a wireframe
model is a boundary contour. A differential orthographic
projection, according to a set of maximum range limits,
yields a set of depth contours. The difference between two
depth contours is called a depth or class interval. In addition
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to depth contours, a 3-D object can also be described by
Fourier descriptors and moments, as discussed by Wang,
Gorman and Kuhl (Remote Sensing Reviews, Vol. 6, pp.
229-250, 1992.). For object recognition, it is impaortant to
know to what extent the classifier relies on the information
trom the boundary contour alone, versus from the entire set
of the depth contours.

The library 26 can also include rules for use in an expert
system. The rules available can go far beyond simple
specification of properties such as size, tone, shape and
texturc. They can include spatial relationships between
objects. (AN ENGINE IS INSIDE ATANK BODY AND IS
ABOVE ATREAD), Special classes which are interdepen-
dent collections of two or three other classes may also be
defined. (A TANK CONSISTS OF A GUN AND A BODY
AND ATREAD.) Awide variety of interactive interrogation
is also available. (WHICH TANKS ARE NOT TOUCHING
A TREE?)

Referring now also to FIG. 7, in the preferred
embodiment, the library 26 is three-dimensional. Not only
are objects represented in three dimensions in this library 26,
but so too are partial images representative of portions of the
objects. Thus, along with the full, three-dimensional image
of each object, can be stared a partial image that is cut or
cropped up to 30% from the bottom of the image. Likewise,
a second partial image represents the full image less up to
30% of the leftmost portion thereof. Finally, a third partial
image represents the full image less op to 30% of the
rightmost portion thereof. Thus, the full library representa-
tion of each object actually consists of four components: the
full image representation and three partial image represen-
tations.

The library or knowledge base 26 is updatable by the GIS
processor 24. The updating procedure occurs when a frac-
tion of real world images (full images or partials) is incor-
porated into the library 26. The resultant Iibrary is a mixture
of model-based and real-world images. The matching opera-
tion is accomplished by using a modified k-nearest neighbor
classifier, as described in Meisel (Computer Oriented
Approaches to Pattern Recognition, Academic Press, 1972),
Thus, the library can be updated as it is used, and therefore
contains a more precise reflection of actual images, the more
it is used.

The matcher, which is functionally located between the
segmenter (the GIS processar 24) and the knowledge base or
library 26, and which can be located physically in either of
those components, provides a means by which an observed
set of feature attributes or a scgmented but featurcless image
is matched with a given preset model for object recognition.

The present invention has been reduced to practice to
result in an ATR/I system capable of performing target
identification using LADAR data beyond one kilometer, up
toat Jeast 2.2 kilometers. The system superiority comes from
a drastically different approach to ATR/I processes from
conventional methods.

For the past 20 years, the vast majority of ATR/ efforts
have been spent on issucs relating to feature extraction,
observed feature set, model-based feature set, and classifier
systems, shown in FIG. 10a. The underlying assumption has
been that only an insignificant difference exists between the
model library and observed data. The results have not been
encouraging.

In the past 15 years, however, each of the ATR/I compo-
nents has been examined in depth, from both theoretical and
empirical considerations. As a result, a working ATR/I
system is achieved by confronting the complex issue on the
relationship between the obscrved data (FIG. 105) and the
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pure models in the library, and by treating the rest of the
system components as constants. In other words, the under-
lying assumption for the present invention is that a signifi-
cant difference exists between the model library and the
observed data.

To recognize or identify the observed tarpet M, the
conditional probability P (Ti I M) must be determined for
each target or significant clutter i. The posterior probability
of Ti given M is defined by the Bayes rule:

P (IiIM) =P (MITy P (TYP (M)
o PM ITH) P (T3) '

where P (Ti) is the prior probability of the target or signifi-
cant clutter, Ti.

To estimate P (M I Ti), a Parzen window density estima-
tion scheme is used. Each target Ti is represented by a set of
significant geometric distortions of Ti, TID= {Ti, I1d e D},
where D is a set of all significant geometric distortions
caused by viewing angle © and object occlusion 0. Each
instance of the geometrically distorted target Ti, is repre-
sented by its expected measurement Mi,, where

Mi=TiN'

and N'is the estimated noise component for the distorted

target Ti,.
The conditional probability P (M ITi) can be estimated by

Zp(MIM )IDI

where IDI is the cardinality of set D, iec., the total number
of the component in set D. P (MIM4,) is normally repre-
sented by a Gaussian distribution having mean M'i, and a
proper variance defined based on the number of training
sample Mi,. The exact form of Parzen window method has
been given by Meisel (1972), to which a minor modification
has been made in the area of estimating the sigma parameter.

A partial shape library is employed to represent f(T,0,0).
For example, the shape library contains a subset of the full
shape constructed from varying azimath and depression
angles. For the ground-to-ground case, the azimnth angle is
40°; the depression angle is fixed at 5°. In addition, the shape
library contains three partial shape components: 1) each full
shape is removed 30% from the bottom; 2) each full shape
is removed 30% from the lefthand side; and 3) each full
shape is cropped 30% from the righthand side. These partial

shape components are added to the full shape library by .

means of software control rather than by using a manual
method. i

Throogh the generation of the distorted target Tid using
the wireframe models, the nonlinear distortion function f,
and the interaction between the measurements and the
geometric distortion parameters © and o can be straight-
forwardly handled offline during the trairing phase of algo-
rithm development. In the offline training process, a data-
base of the expected target models are developed for the
online target recognition and identification analysis
(conditional probability estimation).

The remaining issue is to estimate the measurement result
for a distorted target Ti,:

Mi=Ti N
To determine My, the estimated noise component N

must be determined. Many approaches have been proposed 65

for the estimation of the measurement noise. Codrington and
Tenorio (1992) used a Markov Random Ficld model after

Page 186 of 263

10

20

40

55

60

18

Geman and Geman (1984). In this model, noise is a function
of the spatial structure of the image. Geman and Geman
pointed out the duality between Markov Random Field and
Gibbs distributions and employed a MAP estimation para-
digm to perform image restoration. The estimation, together
with some assumptions ahout the noise model, resulted in
the energy function format. In Codrington and Tenorio, the
estimation is conducted by the optimization of an objeetive
energy function consisting of a likelihood term determined
by a random noise term and a smoothness term determined
by the underlying image structure, which makes a smoother
image structure more likely.

The energy function approach is extended to determine
the measurement results, The energy function approach has
the ability to incorporate many different objective functions
into a single cost function to be minimized, as described in
Kass, Witkin, and Terzopouloe (1988), Friedland and Rosen-
field (1992) and Leclerc (1989).

Creating an energy function framework includes the defi-
nition of energy components to perform the appropriate
subtasks, A combination of two components is used: the first
component attempts to minimize the cost related to bound-
ary contour shape variation; and the second component
minimizes the internal image structure of the target. Thus,

E(xyw, *Ey(x ), EL(x)

where W, and W, are weights and E,(x) and E,(x) are the
boundary and structure energy components, respectively;
and where x is the image value of the distorted target Ti .
The image value of the best estimated measurement result
M, is the value y, which minimizes E(x).

The functional form and the parameters of the energy
functions E(x) ar: determined during the training phase by
acquiring a set of measurements of known targets under
known geometric distortions. The best fanction is the func-
tion which yields the minimom mean squared error between
the estimated vabies and the true measurements.

Once w, and w, are estimated, the Markov Random Feld
model can be applied to the existing partial shape Iibrary to
create a more realisticmodel based shape library (images) to
maich against the observed LADAR images for ATR/L
analysis. A simulation has been conducted using a noise
model-based shape library to identify observed LADAR
images. This simulation is done simply by adding a sample
of observed LADAR images to the wircframe models-based
partial shape library. A significant (15%-30%) improvement
in correct target identification rate is obtained by replacing
the original pure model library with this mixed (observed
plus models) librury. ’

The output 28 provides a means by which the result of
matching is an output element which can be displayed,
stored or input into the scgmenter 22, 24 or back to the
updated library 26.

The feedback loop 28, 22, 24, 26 provides a means by
which the output 28 becames an input into the segmenter 22, .
24 for extracting additional objects.

Referring now to FIG. 84, there is depicted a flow chart
for the self-determining/self-calibrating uniform region gen-
erator and object extractor.

A single scene is provided, step 100. As described in
greater detail in the aforementioncd copending patent
application, Ser. No. 08/066,691, various information
somrces can be used as input to a second-generation GIS
system. In fact, combined image and map data can be used
to represent the image entered into the system.

‘The system accepts multiple data sources for one common
geographical area. The sources can be existing maps, geo-
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coded, socio-economic data such as census tracts, and
various images such as LANDSAT and SPOT satellite
imagery. The most common information sources are images
and maps. i

The single scene generally has well-defined edges and is
in the red spectrum. Xt should be understood, however, that
multiple bands for the scene can also be provided. Once the
scene has been provided to the system, step 100, down-
sampling occurs, step 102. For the first down-sample, step
104, alterpate pixels are input to the system. In this way
resolution is lowered. Similarly, the image is again down-
sampled, step 106, so that every second image pixel from
step 104 is input to the system. Finally, the image is again
down-sampled, step 108, so that every second image pixel
from step 106 is input to the system.

At this point, the image formed by step 104 is expanded
back to the original resolution, step 110, by doubling each of
the pixels so that the number of pixels in the transformed
image is equal to the number of pixels in the original image.

Edge-mapping occurs by subiracting the original image
from the image of step 110, which is shown as step 112.
Similarly, the image of step 106 is expanded, step 114, and
the result is subtracted from the image of step 104, resulting
in the image of step 116. Similardy, for the image of step 108,
the number of pixels is expanded, compared and subtracted
fram the image of step 106 to create the image of step 118.

Thus, the image of step 116 can be expanded to the
ariginal size merely by successively doubling the number of
pixels two times. Similarly, the image of step 118 can be
expanded to the original image by successively doubling the
numbser of pixels three times. The expanded images can then
be integrated, step 120, to create or define the common edge
or edges in the original image. Such integration is accom-
plished by the use of mathematical mosphology procedures,
as are well known in the art.

At this point, the scene provided in step 100 can be
provided to another band (e.g., near infrared sach as 2.0
microns, such as provided by Landsat band 7 of Thematic
Mapper). The image processed by such a second band is
generated as previously mentioned to provide an integrated
edge map, step 120. The two resulting images from step 120
are then merged together in accordance with standard union/
intersection principles in a so-called conditional probability
technique.

If the scene provided in step 100 is then provided to any
pseudo band or any real band, 122, 124, 126, as the new
original image 100, then multi-level resolution features are
extracted 128, 130, 132, respectively and steps 102-120 are
repeated for each band.

All bands are integrated 136 to extract multi-band based,
self-generating, self-calibrated, edge-based, feature-less
regions, which are applied (step 139) to the GIS processar
24 (FIG. 6), to extract objects 140.

As mentioned above, it is also possible to generate images
and extract features based on three-dimensional images,
using a dual library which is not based on features.

‘The majority of image processing techniques assume that
input data has 8-bit information (i.c., the intensity range of
apixel is 0 to 255). Beyond this range (e.g., a 12-bit image),
specialized processors must be designed to analyze the data,
and specialized hardware must be used to display the image,
The present invention allows 16-bit data to be processed into
a set of 8-bit images. In addition, using LADAR depth data,
this 8-bit mode approach provides a reliable environment for
scgmentation and object identification.

In real world conditions, an object is 3-dimensional. From
a given angle, the object is actually only a 2%-dimensional
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object, because the other half of an object cannot be per-
ccived until it is rotated. Given that an object has
2Y-dimensional information, a set of depth contours can be
used to present the object; each contour-based plane is
perpendicular to the optical axis. The last contour (away
from the sensor location) is called the boundary contour. In
a 2-D image domain such as obtained from FLIR (forward
looking infrared) imapery, the boundary contour is gencrally
referred to as a silhouette.

The principal ose of boundary contour is to perform
object recognition using shape information. The variables
used to describe a given contour are called shape descriptars.
Conventionally, researchers use Fourier descriptors and
moments as shape descriptors. Another approach is to use a
neural network to perform classification analysis by using
binary silhouette-based images as input withont having to
extract feature attributes. While this boundary contour-based
method is extremely effective in recognizing airplane types,
it is not effective for ground vehicle recognition. For this
reason, researchers use depth infarmation to perform object
recognition. Laser radar is an appropriate sensor for gener-
ating depth information; therefore, the image is called a
Tange image, as oppose to an intensity-based image.

‘Wang, Gorman and Kuohl (ibid) conducted an experiment
using wireframe models of pround vehicles. The experimen-
tal results show that using the silhouette information alone,
the classifier can achieve a comect recognition rate of
ranging from 72 to 78 percent. By adding depth information
to the classifier system, an increase of an average rate of
three percentage points can be expected if depth moments
are used.

In a classification analysis using real world LADAR
images against a set of wircframe-based ground vehicles,
similar results have been obtained regarding the contribution
of boundary contour: approximately 75 percent comect
classification rate. While a much higher correct identifica-
tion rate has been achieved using LADAR range images—
approximately 95 percent in a 6-vehicle scenario—the most
important information source is still the boundary contour.

A 16-bit pixel can be reformatted into a set of 8-bit pixels
by manipulating an 8-bit number at a time using a shift-right
method. For instance, from a 16-bit binary coded data, a
nmumbcgenmtcdﬁnmﬂmﬂrstﬁbﬂs;ncﬂ,by
shifting to the right one bit and using the same 8-bit range,
another number can be generated. The final 8-bit number
represents the highest 8 bits of the original 16-bit number.
This 8-bit shift-right technique is iliustrated as follows:

TABLE IT
ID 1234567891011 1213 1415 16

Bl 1
B2 2

B3 3

BS
B6 [ L 1
B7 T . 1

B8 SN 1

In terms of an image, taking 8 bits at a time is similar, in
a very general sense, to the down-sampling multi-resolution
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technique described above. The difference is that using this
mcethod, the dimensions of the image remain the same,
whereas using a down-sampling approach, the size of the
image (ie., number of pixels) is gradually reduced by a
factor of four.

A segment can be used to determine whether an object of
certain size and shape is contained in a candidate interval.
Then the automatic searching process can be terminated.

¥rom the aforementioned data transformation model, each
ariginal 16-bit data item is decomposed into nine reduced
resolution numbers: BO through BS. (In LADAR data
structure, a BO-based image is equivalent to the 8-bit
LADAR AM channel data, and B8 is close to its FM channel
data.) However, empirical data show that the B8-based
imapes have less naise as compared to the corresponding
FM image.
The self-determining segmentation method of the present
invention assumes that an object has been detected by a
FLIR sensor; therefore, the approximate centroid of the
object is known. Under this assumption, the intensity value
of the object centroid can be obtained. This value now
represents the center of the 214-D object.

The next step is to use a depth interval of “centroid value
12" to create a binary image using the forming rule set:

any (depth) value within the designated depth interval

becomes 1;
any (depth) value outside of the designated depth interval
is set to 0. (1)

The final segmentation map is generated by multiplying

the BO image by the B8-derived binary image, or

Segmented Image BO _Seg=B0xB0_Binary. @
The foregoing ranging method can be set in an antomated
mode. The process begins with an arbitrary number and a
. preset class interval. Then the next search is performed on
the next interval, which is created by adding a number to the
original arbitrary number. For example, the first search
interval is set as 11-15 (or 1312). Then the second search
interval is 12-16,

Equation (2), above, is equivalent to using a mask created
by the B8 to perform segmentation using the B0 data set.
Thus, scgmentation of BO is entirely determined by BS. The
gencration of the binary is based on a simple thresholding
principle, shown as Equation (1), above. Human interven-
tion is minimal.

In general, the image B0y, Seg has clutter attached at the
bottom and both sides. Additional processing is thus
required to create a clutter-free boundary contour. For this,
an intelligent segmenter is used which is capable of merging
ncighboring pixels and subsequently performing region
absorption based on size, shape and other criteria.

As a mle, in LADAR images, the edge value between
object pixels is much smaller than its counterpart outside of
the object. The area outside of the object is generally called

" the background. Therefore, using a thresholding value of
approximately 10 would merge all of the object pixels to
form a relatively large uniform region. At this stage,
however, some background. pixels are still likely to be
aftached to the object.

Accordingly, the next step is to nse an extreme size
difference penalty function to merge a relatively small-sized
region into a relatively large-sized background. It should be
noted that this mexge is based on size criterion, not intensity
or depth criterion, Since the clutter attached to the object
may exhibit itself as mulfiple layers, this extreme size
difference penalty function may have to be performed a
number of times.
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In certain cases, a small-sized pepalty function may have
1o be performed to merpe all small-sized clusters into one
Tegion. Since in LADAR images the clutter usually comes
from the bottom of the object, this newly-formed region is
usually extremely elongated. This is in opposition to the
object that is either a square or a rectangle with minimal
clongation. Then, the next step is to merge the elongated
region with the general background using a shape criterion.

The last step is to merge relatively large-sized background
objects with the general background using the same extreme
siz¢ difference penalty function.

For this post-BO_Seg segmentation analysis to be
suceessful, the approximate distance between the object and
the sensor location should be known. This information is
needed to set the size parameter for the target, and a range
value depending on the erientation of the object. The fol-
lowing program is a sample general penalty function-based
segmentation method that is used to generate hiph-quality
boundary contour from LADAR Images.

As noted earlier, an object is recognized only when a
match occurs between an observed object (sensor
dependent) and an clement of a library. In addition, a library
clement can be represented by a set of descriptors (Fourer
Or moments, or any variables) or simply a model image
without going through an intermediate step of feature extrac-
tion.

A means by which a match or no match is determined is
generally referred to as a classifier or as classification logic.
A simple form of a classifier can be a minimum distance
criterion using a simple distance computation formula.
However, this minimum distance classifier can be adapted
for any feature-based classification system. For example, a
Fourier descriptor-based classifier can be executed in a
general framework of a minimum distance classifier because
the Fourier coefficients can be used to compute a distance
from a observed object to an element of a shape library.

A minimum distance classifier is also known as a nearest
neighbor classifier because a minimum distance defines the
nearest neighbor. If two or more library elements are used to
compute the distance from an observed object to a given
clement in the library, this classifier is generally known as a
K-nearest neighbor classifier.

Conventional pattern recognition techniques to perform a
matching analysis use a set of features to deseribe an object.
This set of features is then compared to another set of
features that describe an element of a library or training set.
An alternative to this approach is to match a raw image
(instead of the extracted features) to raw models (also
withont feature extraction) in a library to determine the best
match element. This is an innovative approach because
heretofore it has not been successful in pattern recognition.

To be successful in using this feature-free method, the
models must be prepared in such a way that they are realistic
Tepresentations of real world objects. In addition, this real-
isticrepresentation is judged from a visual and graphic point
of view, rather than from measurable features. This is a
significant departure from conventional approaches to object
recognition.

This invention proposes two visual and graphic based
representations of an object to perform object recognition.
The first model uses depth contours to present a 3-D object.
The second model uses structural components arranged by
height above the ground to present a general object. The
combination of these two models leads to a generalized 3-D
representation of an object. For example, in a depth contour-
bascd representation, the Z-axis coincides with the optical
axis; whereas in a structural component representation, the
Z-axis is approximately perpendicular to the optical axis;
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A 3-D object can be constructed from three data files: a
point file, a line file and a surface file. A line is constructed
fram a set of points and a surface is constructed from a set
of lines. Furthermore, a surface so constructed is a planar
surface.

A depth contour-bascd model can be constructed by an
orthographic projection of the 3-D wireframe mode] that
intesseeds a sel of pmpesdicolar planes. The distance
between a pair of planes is called a depth interval. The result
of this 3-D representation is amalogous to using a set of
contour lines to represent a terrain feature, such as a conic
hill being represented by a set of concentric circles, Unlike
topographic contour lines, pixels having varying greytone
valaes are used in the preferred embodiment to presenta3-D
object.

A tank can be conceptualized as an object that has these
structural elements: a gun,atlmet,abody,atmckmmpo-
nent and a set of wheels in the track. Using the same
wircframe model data files, each structural component can
be labeled using a set of surfaces. In addition, the centroid
of the structural component can be used to represent the
height of the object above the datum, which can be specified
by the user.

Following the same projection method, and using the
centroid infarmation of each componen(, a model can be
genexated of a given object in terms of the spatial arrange-
ment of its structure components. A model can be projected
in terms of a set of viewpoints, each of which is obtained
from a combination of a specific azimuth angle and a
specific depression angle.

The above discassion requires both a range/depth library
and a height/structural library to present a 3-D object for
matching an observed object that possesses depth
information, such as a laser radar image. If the observed
object does not have depth information (e.g., a FLIR image),
only the height component of the dual library is applicable
to a matching analysis. However, this dual library concept is
still valid if only the boundary contour is used to represent
the depth library component of the systemn.

To match against elements in a depth contour library, the
boundary contour of an observed object in a range image
must be extracted first. After the boundary contour is
extracted, the original depth-coded pixels are applied to the
space enclosed by the boundary contour. The last step is to
pe:fonnaﬁlteﬁng (e g.,a3 by 3 median filter) to remove the
noise in the range

For matching against the height library, the above pro-
cessed range image must be segmented nsing an appropriate
segmenter to bring out the structure component of the
observed object. The segmented range image is rescaled and
greytone-coded accarding to the values of the y-axis of the
centroids of all segmented regions. A set of matching
examples with this dual library system is shown as FIG. 11a,
depicting portions of an M60 tank (broadside view) from the
height library and as FIG. 11b, depicting the same image
from the contour library.

Using feature descriptors, researchers generally select a
minimum distance classifier to perform the matching analy-
sis. Since this invention proposes the use of a graphically-
represented global image as an input and the library com-
ponent as well, to perform a matching analysis without
measurable features, two dissimilar classifiers are proposed.
The first is a modified K-nearest neighbor classifier follow-
ing the work of Meisel (Computer Oriented Approaches to
Pattern Recognition, Academic Press, 1972). The second is
a standard back propagation neural netwark. Meisel’s work
belongs to a general Parzen window methodology for which
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a major reference is Parzen’s work entitled “An Estimation

of a Probability Density Function and Mode”, Annals of

Mathematical Statistica, 33, pp. 1056-1076.

While this invention is not a new classifier, per se, two
most appropriate classifiers arc identified herein that shonld
be an integral part of an object recognition system. The
classifiers are unique in two aspects:

1) The use of visual, graphic representation of objects in
both the observed component and the library component
to perform matching analysis. This innovation eliminates
the traditional process of feature extraction, a drastic and
significant departure from the traditional pattern recogni-
tion paradigm.

2) The use of a dual library, range library and height library,
to present a 3-D object.

Conventional pattern recognition systems have the fol-
lowing components:

(1) Input data,

(2) Feature extractor,

(3) Classifier,

(4) Training set or library, and

(5) Output.

The present invention replaces the above set of compo-
nents with:

(1) Input data,

(2) Self-determining and self-calibration segmenter,

(3) Intelligent segmenter using general penalty fanctions,

(4) Visnal and graphic representation of the observed

objects and the library models,

(5) Designated classifier (not any classifier),

(6) Dual 3-D library,

(7) Outpat, and

(8) Feedback loop linking the output to the segmenter

component.

The present invention can integrate the two aforemen-
tioned object generation approaches into one system. Using
the system components of the object extractor, multiple
bands are generated from a single band image. Inputting
these maltiple bands into the self-determining/self-
calibrating edge-pixel and uniform-region extractor yields
multiple sets of regions from the original single scene. These
multiple sets of regions provide the basis for extracting
objects in the vector processing domain using rule sets
and/or image libraries.

With multiple sets of input, a new object (spatial union
based) can be defined in terms of the union of mnltiple
individual regions. Using the same principle, a new object
(spatial intersection based) can be defined in terms of the
intersection portion of multiple individual regions.

Spatial normalization is performed by taking the ratio of
pairs between the mesotexture, as described in U.S. Pat. No.
5,274,715, granted to the present inventor, of two adjacent
cells in two separate directions as shown in the following
example:

mi(h,1) myl,2) mi(1,3) mi(1,4)
mi(2,1) mi22) mi2,3) mi(24)
mt3,1) m(3,2) mi33) mi(34)
m(4,1) m@2) mi43) m4,4)
Row-wider Normalization

m(1,2/mt(1,1)  mi(1,3)mt(1,2)
22ymt(2,1)  mi(23)/em(2,2)

- mi(1,4)mi(1,3)
)
mi(3,2ymi3,1)  mi(3,3)mi(3,2)

mi(2AVmi(2,3
mi(3,4)mi(3,3)
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-continued
w4 2Vm1)  mASVIA2)  mi4AYmI43)
Column-wide Normalization
mEYmL])  mE2Vm2)  my23ym3) w4y
mEMR])  mEm(22)  mi33yme3) ﬁﬁ,ﬁ}'
TODRGD  mOAWG) WA  mhe)

Each transformed matrix is called a simple stracture
because the majority of the background elements are repre-
sented by a value close to 1. In addition, cells having values
significantly different from 1 most likely contain a “foreign
object” or'belong to an interface zone.

For ground-to-gronnd FLIR images, the column-wide
simple structure refiects a scene structure composed of the
Sky Zone, the Sky/Tree Interface, the Tree Zone, the Tree/
Ground Interface, the Ground Zone, and the Ground/Ground
Interface. I the airplane rolls while acquiring images,
however, the Sky/Tree Interface and the Tree/Ground Inter-
face lines will not be pure east-west straight lines. As a
result, the criginal ground-to-ground simple structure may
not match a general air-to-ground scene structure. Therefore,
it will not be a good model for predicting target locations
using structure as an inference engine.

The proposed isotropic transformation combines both row
and column directions into one edge-based index to detect
“foreign objects™ existing in all directions: horizontal, ver-
tical and diagonal. The specific normalization algorithm s as
follows:

TFE g imeso{meso(JUE L))

where N(D) is the neighboring cell set far the cell i and
meso(k) is the mesotextuxe index for the cell k.

The image understanding (IU) Model #1 has the follow-
ing specifications:

1) Three Neighboring Interface Rows:

First Row: Sky/Tree Interface

Second Row: Tree/Tree Interface

Third Row: Tree/Tree Inierface or Tree/Ground Inter-
face

2) Target Row Detection Principles:

a) Target row(s) are located at the last Interface Row or
on one or two rows below the last of the Triple
Interface Rows. Effective Rows are the last two
Triple Interface plus two rows below.

b) K there is no Tdple Interface, possible Effective
Rows are the Sky/Tree Interface plus four rows.

<) The column-wide SOS (sum of squares) Ratio Dif-
ference can be used to find the Target Row: Usually,
the maximnm or last of the three very large SSRD
(sum of squares of ratio differences) values is/are
linked to the Tree/Ground Interface.

3) Target Column Detection Principles

a) Row-wide SSRD global maximum or local maxi-
mum is the target column.

b) Local cluster of maxima with a 2 by 2 cell is a
potential target location. Search is limited to Effec-
tive Rows.

4) Miscellaneous Universal Rules, applicable to all mod-
els:

a) Mesotexture maxima Effective Rows are restricted
global maxima.

b) Mesotexture maxima row/column coincidence are
target locations.
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) Mesotextare first Rank row/column coincidence are
target locations.

d) Row and Column-wide Minimum pairwise ranked
correlation are target column or rows,

Accordingly, once the two simple structures are replaced
by a isotropic normalization derived interface -valucs, the
above-described scene structure and its associated target
detection rules arc invalid.

Beyond simple operations of union and/or intersection,
objects can be generated having a spatial base between the
region of union and the region of intersection. Once edge-
based and region-based objects are generated, information
intepration can be performed at a higher level (an object
level) as opposed to a pixel level. The vehicle used for
performing this process is the IMAGE system described in
copending application, Ser. No. 08/066,691.

After the detection of the scene structure and content,
geometric evidence can be extracted from the detected scene
structure and regions. The geometric evidence for each cell
can be defined as it is “inside tree region”, “outside tree
region”, “inside sky region”, “ontside sky region”, “inside
road region”, “outside road region™, “inside ground region”,
“outside ground region”, “nearby tree-gronnd region”,
“nearby sky-ground region®, etc. The evidence can be
defined as fuzzy membership functions. Fuzzy memberships
are defined for: “inside tree region and outside tree region.”
To determine the fuzzy membership, the shortest distance
between the cell of interest and the tree boundary is mea-
sured. When the distance is small, the “inside tree region™
evidence has a higher value, and the “outside trec region™
has a lower value. As the distance increases, the confidence
value of the “inside tree revion” is progressively decreased
and the confidence value of the “outside tree region” is
progressively increased.

A geometric reasoning process is to be applied to cach
detected potential target. The reasoning process integrates
the potential target probability with the geometric evidence
derived from the scene structure and content. A probability
reasoning approach based on the Bayes Belief Netwaork
paradigm is used to perform this multi-source information
integration. The input information is integrated and updated
through Bayes rules rather than the ad hoc method. For
example, each node has a vector of input conditions and a
vector of ontpat conditions. The mepping between the input
conditions and the output conditions is through a conditional
probability (CP) matrix. The CP matrix encodes the rela-
tionship between the input and the output conditions. Prior
probabilitics can be assigned to the output conditions of each
node. The belief of a node is the probability of the output
conditions in the node. The belief is updated incremental as
new evidence is gathered.

As an example, a Bayes network configured as a tree
structure can be used for target detection application. A root
node name “detection node” is used to make the final target
vs. clutter decision. The probability of the potential target
derived from the ratio image map is used as a prior prob-
ability of the root node. The root node is supported by five
evidence nodes: a sky node, a tree node, a ground node, a
road node, and a tree-ground node. Each of these nodes
provides one aspect of the geometric evidence. The inpat
conditions of the sky node are “inside sky region” and
“outside sky region” which can be determined from the
fuzzy membership functions described above if sky regions
exist. The output conditions of the sky node are “farget
confirm” and “target reject” which provides contextual
information to support the target detection decision. The
relationship between the “inside sky region”, “outside sky
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region” conditions and the. “target confirm” and “target
reject” conditions are encoded in a 2 by 2 CP matrix with the
following elements:

28
3. The method of gencralizing objects or features in an
image in accordance with claim 1, the steps further com-
prising:

1 { P mside sky region I } p {insideakymslm!
targot oonfirm target reject

1 { P outside sky region I P outside sky region I
target confirm } {mrgeueject

The conditional probability elements can be determined
by human expert or by an off-line training process. For
example, it is obvious that if the ground target is confirmed
it is unlikely to be inside sky region. Therefore, we will
assign a very small value to P(inside sky region I target
confirm). The principles of the operations for the other
evidence are similar to the sky node.

The relationship between the “target confirm™ and “target
region” conditions and the “target™ or “clutter” conditions
are converted to evidence of target vs. clutter decision. This
evidence along the prior target probability will be used to
generate the output target vs. clutter decision.

The output of the network is a probability vector of
P(target) and P(clutter)=1-P{target). A detection threshold
can be defined in such a way that we call an object “target”
if P(target)> detection threshold and call an object “clutter”
otherwise. The detection threshold can be set for the detec-
tion system based on the criteria defined earlier to achieve
the best compromise between the detection sensitivity and
the false alarm rate.

Since other modifications and changes varied to fit par-
ticalar operating requirements and environments will be
apparent to those skilled in the am, the invention is not
considered limited to the example chosen for purposes of
disclosure, and covers all changes and modifications which
do not constitute departures from the true spirit and scope of
this invention.

Having thus described the invention, what is desired to be
protected by Letters Patent is presented in the subsequently
appended claims.

‘What is claimed is:

1. A method of generalizing objects or features in an
image, the steps comprising:

a) retrieving an original image, each pixel of which has a

valuerepresented by a predetermined number of bits, n;

b) transforming said original image into at least two
distinct bands, each of said pixels in each of the
band-images comprising less than n bits;

c) transforming said ariginal image into at least two
distinct resolutions by a series of down sampling
schemes;

d) projecting each of said transformed, band-images, into
a composite domain;

¢) expanding each down-sampled image back to previous
resolution by doubling, tripling, or quadrupling the
pixels in both the x and y direction;

f) creating a composite image from all of said
transformed, band-images; and

g) creating edge-based images by a series of comparisons
and integrating among all resultant edge-based images.

2. The method of generalizing objects or features in an
image in accordance with claim 1, the steps further com-
prising:

h) digitizing said composite image, if necessary; and pl i)
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g) coordinating said composite image with
independently-generated information to identify fea-
tures and objects.

4. The method of generalizing objects ar features in an
image in accordance with claim 1, wherein said transform-
ing step (b) comprises compressing said original image,
each of said bands using a different compression factor ot
technique, and said transforming step (c) comprises extract-
ing said original image, each of said bands using a different
down-sampling factor or technique,

5. The method of generalizing objects or features in an
image in accordance with claim 4, wherein said compressing
of said original image is accomplished by extracting the
square root of the pixel values thereof.

6. The method of generalizing objects or features in an
image in accordance with claim 4, wherein said compressing
of said original image is accomplished by extracting the log
of the pixel values thereof.

7. The method of generalizing objects or features in an
image in accordance with claim 4, wherein said compressing
of said original image is accomplished by extracting the
double log of the pixel values thereof.

8. The method of generalizing objects or features in an
image in accordance with claim 4, wherein said compressing
of said original image is accomplished by filtering said pixel
values thereof.

9. The method of generalizing objects or features in an
image in accordance with claim 1, wherein said transform-
ing step (b) comprises bit reduction and remapping without
compression.

10. A self-calibrating, self-determining method of gener-
alizing objects or features in an image, the steps comprising:

a) refricving an original image in pixel form;

b) transforming said original image into at Icast one stable
structure band;

c) exccuting a predetermined algarithm with said trans-
formed image to perform iterative region-growing or
region-merging by interrogating said image with a set
of linearly-increasing color values;

d) generating groups having a set of values indicating a
number of regions in each scgmented image;

€) monitoring a slope and slope change of a scene
characteristic (SC) curve;

f) establishing at least one stopping point;

g) projecting each of said transformed, band-images, into
a composite domain; and

h) creating a composite image from all of said
transformed, band-images.

1. The self-calibrating, self-determining method of gen-
eralizing objects or features in an image in accordance with
claim 10, wherein said stopping point occars when the slope
or slope change of said SC curve is greater than zero.

12. The self-calibrating, self-determining method of gen-

analyzing regions in said segmented images toidentify  cralizing objects or features in an image in accordance with

objects.
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i) digitizing said composite image, if necessary; and
" j) analyzing regions in said segmented images to identify
objects,

13. The self-calibrating, self-determining method of gen-
eralizing objects or features in an image in accordance with
claim 12, the steps further comprising: p1 k) coordinating
said composite image with independently-generated infor-
mation to identify features and objects.

14. The self-calibrating, self-determining method of gen-

eralizing objects or features in an image in accordance with 10

caim 10, wherein said transforming step (b) comprises

Page 192 of 263

5

30
compressing said original image, each of said bands using a
different sion factor ar technique.

15. The method of generalizing objects or features in an
image in accordance with claim 10, wherein said library
comprises data representative of full images or a combina-
tion of portions thercof.

16. The method of generalizing objects or featurcs in an
image in accordance with claim 15, wherein said library
further comprises a noise modcl for facilitating matching of
an actnal image with stored library clements.

* ¥ ¥ % %
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1

APPARATUS AND METHOD FOR
CROPPING AN IMAGE

BACKGROUND OF THE INVENTION

The subject invention relates to an apparatus and method
for cropping an image to remove portions of the image
which contain relatively little detail (i.c. have a low infor-
mation content). More particularly it relates to a method and
apparatus for cropping an image of a person’s face.

U.S. Pat. No. 5.420.924; to: Berson et. al; issued: May 30,
1995 discloses an identification card which includes an
image of a person to be identified together with an encrypted
digital representation of that image. Such a card can be
verified by decrypting the digital representation and display-
ing it for comparison with the image on the card. Preferably
the digital representation is stored on the card in the form of
a two dimensional barcode. In order to reduce the amount of
area on the card consumed by the barcode needed. it would
be very desirable to crop the image to eliminate as much of
the image background as possible.

Other applications where it would be desirable to crop an
image will be readily apparent to those skilled in the art.

Thus, it is an object of the subject invention to provide a
method for automatically cropping an image.

One known method of producing such cropped images is
to have a skilled operator manually crop an image by
physically cutting away portions of a photographic image. or
by electronically manipulate a digital array representing the
image through a computer system. Another method would
be to have a skilled technician initially create a closely
focused image which contains minimal amounts of back-
ground. These approaches, however, require high degrees of
judgment and care which could prove to be unduly expen-
sive for applications where large numbers of identification
cards must be produced. as where the identification card also
serves as a drivers license.

BRIEF SUMMARY OF THE INVENTION

The above object is achieved and the disadvantages of the
prior art are overcome in arcordance with the subject
invention by means of an apparatus and method for cropping
an image which is represented as a digital array of pixel
values. The digital array is first processed to produce a
second digital array which comresponds to a transformation
of the image to enbance edges in the image. (i.e. The
boundaries between areas of uniform or gradually changing
intensity are emphasized while variations within such areas
are de-emphasized.) The second digital array is then parti-
tioned into predetermined segments and the pixel values for
each segment are summed to obtain a brightness sum for
each of the segments. The segments are then divided into a
first. higher brightness group and a second. lower brightness
group in acoordance with predetermined criteria relating to
the brightness sums. A group of the first digital amray which
comresponds to the first group of the second digital array is
then identified and at least part of the group of the first digital
array is then output to generate a cropped image.

In accordance with one aspect of the subject invention a
threshold is applied to cach value output by the edge
enhancement transformation so that the second digital array
is an array of binary pixel values.

In accordance with another aspect of the subject invention
the edge enhancement transformation includes applying a
non-linear edge enhancement filter to the first digital array

Page 200 of 263

10

15

25

35

65

2

and the applied threshold is selected as a function of the
background portion of the image.

In accordance with still another aspect of the subject
invention the edge enhancement transformation includes
applying a linear edge enhancement filter to the first digital
array and then applying a noise filter to output of the linear
edge enhancement filter.

In accordance with still another aspedt of the subject
invention the segments are horizontal rows of the second
digital array and the first group of segments is a continuous
group of rows which contain a predetermined fraction of the
total brightness of the second digital array.

In accordance with still yet another aspect of the subject
invention the segments are horizontal rows (or vertical
columns) of the second digital array and the second group of
segments is a predetermined pumber of the rows (or
columns) divided into two contiguous outboard subgroups
of the rows (or columns), the subgroups having equal
brightness.

Since the density of detail (i.e. information content) of an
image closely comrelates to the density of edges in that
image, those skilled in the art will readily recogoize that the
above summarized invention clearly achieves the above
object and overcomes the disadvantages of the prior art.
Other objects and advantages of the subject invention will be
apparent to those skilled in the art from consideration of the
attached drawings and the detailed description set forth
below.

BRIEF DESCRIPTION OF THE DRAWINGS

Various preferred embodiments of the subject invention
are shown in the following figures wherein substantially
identical elements shown in various figures are pumbered
the same.

FIG. 1 shows a schematic block diagram of a preferred
embodiment of the subject invention.

FIG. 2 shows a schematic block diagram of a second
preferred embodiment of the subject invention.

FIG. 3 is an illustration of one method of cropping an
image in accordance’s with the subject invention.

FIG. 4 is a flow diagram of the method of FIG. 3.

FIG. 5 is an illustration of another method of cropping an
image in accordance with the subject invention.

FIG. 6 is a flow diagram of the method of FIG. 5.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS OF THE SUBJECT
INVENTION

Turning to FIGS. 1 and 2. two preferred embodiments of
the subject invention are shown. In cach of these embodi-
ments a subject S is scanned by conventional scanner 10
whose output is converted to digital values by conventional
A/D converter 12. Preferably subject S consist of face F of
a person to be identified by an identification card and
background B. which is preferably a uniform. substantially
featureless screen or the like.

The output of A/D converter 12 is stored in first array
store 20 which is comprised in both cropping apparatus 16-1
and 16-2. Store 20 stores a first aray of pixel values, which
are preferably greyscale values. Apparatus 16-1 and 16-2
process the first array to provide an output to printer 18 (or
other suitable output device) to provide cropped image CL
as will be described further below.

Turning to FIG. 1 the output of store 20 is transformed by
linear edge ephancement filter 22-1, noise filter 24 and
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threshold 26-1 to generate a second digital array of binary and appropriately selecting threshold 26-2 apparatus 16-2
pixel values corresponding to an image of subject S having climinates the need for a noise filter.
its edges enhauced.
The second digital array is then cropped by second array TABLE I
cropping clement 30, which sums the pixel values for each 5
of a plurality of predetermined segments into which the
second digital array have been partitioned to obtain a ] 1 L 2 1
brightness sum for each of thc segments. These segments are -2 0 2 [ o o 0 ]
divided into at least a first group having a relatively higher o
total brightness and a second group having a relatively lower 10
total brightness. The boundaries between the first and second Determination of the proper threshold value to use in
groups of the second digital array are then appliedto the first  apparatus 16-2 is a function of background B. For a given
digital array by first array cropping apparatus 32 to identify  background color. lighting conditions. and camera position
a group of the first digital array which corresponds to the  and parameters, threshold 26-2 may be calibrated by repeat-
first group of the second digital array. The identified group 13 edly gemerating a second digital image of background B
of the first array is then output to printer 18 to produce  only; j.e. without a foreground subject. and adjusting thresh-
aopped image CL old 26-2 to minimize the number of asserted noise pixels.
In a preferred embodiment element 30 may further crop  This calibration process can readily be automated by a
the second digital array by partitioning the second digital _ person skilled in the art. Where background B is known
array into a sel of segments which are then divided into a 20 threshold 26-2 may be preset; or. where background B may
third relatively bright and forth relatively less bright groups vary threshold 26-2 can be calibrated in the field
and element 32 outputs only those pixel values of the first Preferably apparatus 16-1 and 16-2 are implemented by
digital aray which comespond to values of the second  programming a general purpose digital computer to carry
digital array common to the first and third groups. as willbe __ out the various functions illustrated. Programming of such a
described further below. computer to implement appropriate sub-routines to carry out
Linear edge enhancement filter 22-1 begins the transfor-  the illustrated functions would be a routine matter for a
mation of the first digital array by successively convolving  person of ordinary skill in the art and need not be discussed
the first digital array with each of four 3x3 masks shown in  further here for an understanding of the subject invention.
Table I below. The results of these four convolution opera- ,;  FIG. 3 is an illustration of one manner in which second
tions are then summed to provide an output. array cropping element 30 can operate. Image 48 is a line
(The functioning of such edge enhancement filters, and of drawing representation corresponding to the second digital
the nonlinear filter which will be described with respect to  array and showing an edged enhanced image of subject S.
FIG. 2 are well known in the art and need not be discussed By emphasizing edges and de-emphasizing variations within
further here for an understanding of the subject invention.) areas of constant or slowly varying intensity image 40

TABLE 1
mask] mask? mask3 maské

1 0 -1 -1 0 1 11 1 -1 -1 1
1 0 -1 -1 0 1 o 0 0 ¢ 0 0
1 0 -1 -1 0 1 -1 -1 -1 1 1 1

‘The output of filter 22-1 is then applied to noise filter 24 45 concentrates brightness (i.e. asserted pixels) in areas of high
which is preferably a conventional “blumring” filter to detail, thus emphasizing face F and particularly high detail
remove artifacts which might be interpreted as false edges. areas such as the eyes of face F. Pixel values are summed for
The output of noise filter 24 is then applied to threshold 26-1 the rows and columns of the second digital array to obtain
to produce a binary second digital aray. Threshold values of  brightness sums for image 40. Histogram 42 represents a
approximately 200 have provided satisfactory results where 50 plot of horizontal row brightness sums as a function of
the pixel values of first digital array represented a 256-level ~ vertical position and histogram 44 represents a plot of
greyscale. vertical column brightness sums as a function of horizontal

Turning to FIG. 2 a first digital array is produced. and a  position. (Histograms shown in FIGS. 3 and 5 are intended
second digital array is cropped and applicd to the first digital s illustrative only and are not actually derived from the line
array to produce cropped image CI in a manner substantially 55 drawing representations shown.)
identical to that described with respect to FIG. 1 and In accordance with the embodiment of the subject inven-
apparatus 16-2 differs from apparatus 16-1 only in the tion illustrated in FIG. 3 the second digital array is first
manner in which the second digital array is pencrated. o partitioned into two groups of horizoatal rows of pixel
apparatus 16-2 the first digital array is applied to non-linear  values; a first. central, brighter group 46-3 and a second. less
edge enhancement filter 22-2 which scquentially convolves 60 bright group consisting of upper border 48-3 and iower
two 3x3 masks, shown in Table I below, with the first digital ~ border 58-3 in accordance with criteria which require that
array. The absolute values of these convolution operations  first group 46-3 contain a predetermined fraction TB, of the
are then summed to provide the output of filter 22-2. In  total brightness of image 40 and that the remaining fraction
another embodiment of the subject invention the RMS value  of the total brightness be evenly divided between upper
of the convolution operations may be taken as the output. 65 border 48-3 and lower border 50-3.

Threshold 26-2 is then applied to the output of filter 22-2 to The columns of the second digital array are then divided
generate the second digital array. By using a non-linear filter ~ into a third. central brighter group 54-3 and a forth. Jess

7]

Page 201 of 263



5.781.665

5
bright group consisting of left border 56-3 and right border
58-3. The criteria for dividing the columns into groups are
similar to the criteria applicd to the rows with group 54-3
conlaining a predetermined fraction TB,, of the total bright-
ness of image 40 and borders 56-3 and 58-3 having the
remaining totnl brightness evenly divided between them.

Once these groups are identified the borders between
groups are applied to the first digltal amay by cropping
element 32; which outputs only those pixel values of the first
digital array which carrespond to pixel values common to
both central common brighter groups 46-3 and 54-3 to
printer 18 to generate cropped image CL

Values of 80% for TB, and TB, have been found to
provide  substantial reduction in the number of pixels
required to represent cropped image CI while still retaining
sufficient detail so that cropped image CI is easily recog-
nizable.

FIG. 4 shows a flow diagram of the operation of cropping
clement 30 in implementing the embodiment described
above with respect to FIG. 3. At 60 clement 30 sums pixel
values for the second array rows and columns to generate
row and column brightness sums. Then at 61 the next (i.c.
outer most remaining) upper row is deleted and at 62
¢lement 39 tests to determine if the upper row brighiness
criteria have been meet; that is. for the prefered embodi-
ment described above, has approximately 10% of the total
brighiness been deleted. If the criteria has not been meet
element 30 returns to 61 to delete the next upper row. and,
if the criteria has been met. at 64 stores the upper border
between group 46-3 and upper border 48-3. Then at step 65.
66 and 68 the lower boundary between border 50-3 and
central group 46-3 is determined and stored in the same
manaer. Then at step 70, 71 and 72; and at steps 74, 76. and
77 the columns of the second digital amray are divided into
central group 54-3 and borders 56-3 in the same manner.
Then. as described above identified boundaries are applied
to the first digital array to generate cropped image CL

(Those skilled in the ant will recognize that, since only
whole rows or columns can be deleted the above described
brightness criteria (and those described below with respect
to FIGS. 5 and 6) will, in general. only be met
approximately.)

In other embodiments of the subject invention values for
fractions TB, and TB,, can be unequal and the total bright-
ness in boundaries 48-3 and 50-3, and 56-3 and 58-3 nced

45

6

not be equal. In embodiments where face F is symmetrically
positioned central groups 46-3 and 54-3 may simply be
positioned symmetrically about the horizontal and vertical
axes of image 48 by deleting the outermost pairs of rows or

5 columans until the predetermined fraction of the total image

brightness is left.

FIG. 5 shows an illustration of an other embodiment of
the inventivn wheiein cropping element 30 operatcs on the
second digital amay to divide the rows into a first, central.

10 brighter group 46-5 having a predetermined height H and a

second. less bright group consisting of upper border 48-5
and lower border 50-5; and to divide the columns into a
third, central, brighter group 54-S having a predetermined
width W; and a fourth less bright group consisting of left

15 border 56-6 and right border 58-5.

FIG. 6 shows a flow diagram of the operation of cropping
efement 30 on the second digital array in the embodiment
described with respect to FIG. 5. At 89 element 30 sums the
pixel values for the second digital array rows and columns.

20 Then at 82 the left end lower borders are set equal to zero.

That is group 46-5 is initially assumed to begin at the left
edge of image 40 and group §4-5 is initially assumed to
begin at the lower edge of image 40. Then at 86 the next (i.e.
outermost) column is added to the left border and the next

25 (ie. innermost) column is deleted from the right border; and

at 88 element 39 tests to determine if the left border total
brightness cquals the right border total brightness as closely
as possible. If not clement 3 returms to 86 to delete and add
the next pair of columns; and. if the total brightness of the

30 Jeft and right borders are equal, stores the left and right

boundaries between groups 54-3 and borders 56-3 and 58-3
at step 99. Then at steps 94, 96, and 98 clement 30 operates
on the rows of the second digital array to divide the pixel
values into groups corresponding to groups 46-3 and border

35 48-3 and 58-3 in the same manner.

In other embodiments of the subject invention the bound-
aries between the central and border groups of the rows and
columns may be taken at the outermost peaks of histograms
42 and 44 respectively and still other embodiments of the
subject invention the second digital array may be partitioned
into segments other than rows and columns. For example,
the scgments may be taken as concentric, and anpular rings
of approximately equal area and the image may be cropped
radially.

EXAMPLE

TABLE I

Pixel Area Reduction: (Area measured in pixels?)

Manual Crop Auto-Cropped Auto-Cropped Auto-Cropped
12 poxels/side {90%) {85%) (BO%)

Original % of % of % of % of
Albert 32279 24215 75.02% 16256 5036% 13221 4096% 10816 33.51%
Eric 32279 24215 7502% 18445 57.14% 15038 48.59% 13066 40.48%
GeorgeH 32278 24215 7502% 23760 73.61% 20808 64.46% 15960 49.M4%
James 32279 24215 75.02% 19398 6009% 16R72 5221% 15080 46.72%
Lady 2879 16159 70.63% 15729 €8.75% 13700 5988% 11500 50.26%
Mayur 32279 24215 75.02% 19602 60.73% 16912 5239% 14214 44.03%
Steve 32279 24215 7502% 18207 5641% 15194 4707% 12544 3886%
Thesesa 32279 24215 7502% 18048 49.72% 12669 39.25% 9890 30.64%
Averages: 59.60% 50.36% 41.74%
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TABLE IV
C File Reduction: (Tested using JPEG with @ factor = 60
Manual Crop ped Auto-Cropped Auto-LCropped
12 pixelo/side (90%) (85%) (90%)
Original % of % of % of % of
bytes  bytes Original byles Origimal bytes Original bytes Original
Albert 1262 1004 79.56% B33 6601% 753 3967% 691 54.75%
Eric 992 742 7480% 635 6401% 573 57.76% 440 44.35%
GeorgeH 1130 893 7903% B9 7867% 799 T0.71% 599 5301%
James 1233 831 6740% 723 5864% 641 S5199% 642 5207%
Lady 767 539 7027T% 609 7940% 542 7066% 423 55.15%
Mayur 1107 843 7615% M 7173% &9 57.72% 550 49.68%
Steve 1196 B96 74.92% 779 6513% 631 5276% 471 35.88%
Teresa 97 721 7695% 590 6279% 493 52.61% 433 46.21%
Averages: 74.88% 6832% 59.24% 49.39%

Table I shows examples of the subject invention where
subject’s faces were scanned to generate a first, 169x191.
256 greyscale level array of pixel values. The first amray was
operated on by a four mask linear filter and a conventional
nois¢ filter as described above, and a threshold of 200
applied to generale a second. binary array. The second array
was then aropped to central groups of rows and columns
having the various percentages of to total brightness shown.
For each percentage of total brightness the percentage of
pixels in the cropped image (i.e. pixels common to the two
central groups) is given. A predetermined fixed cropping of
12 pixels/side is also shown for purposes of comparison

Table IV shows the same percentages where the images
are also compressed using the well known JPEG compres-
sion algorithm; demonstrating substantial benefits even with
compression of the images.

The embodiments of the subject invention described
above have been given by way of illustration only, and those
skilled in the art will recognize numerous other embodi-
ments of the subject invention from the detailed descriptions
set forth above and the attached drawings. Accordingly.
limitations on the subject invention are found only in the
claims set forth below.

What is claimed:

1. A method of cropping an image, said image being
represented as a first digital armay of pixel values, said
method comprising the steps of:

a) processing said first digital array to produce a second
digital array of pixel values, said processing including
applying an edge enhancement transformation to said
first digital array;

b) partitioning said second digital amray into predeter-
mined segments;

c) summing pixel values for each of said scgments to
obtain a brightness sum for cach of said segments;

d) dividing said segments into first and sccond groups in
accordance with predetermined criteria relating to said
brightness sums;

¢) identifying a group of said first digital amray corre-
sponding to said first group of said second digital array;

f) outputting at least a part of said group of said first
digital array to generate a cropped image.

2. A method as described in claim 1 wherein said pro-
cessing further includes applying a threshold to cach value
output by said edge enhancement transformation whereby
said second digital array is an array of binary pixel values.

Page 203 of 263

30

45

65

3. A method as described in claim 2 wherein said edge
enhancement transformation comprises applying a non-
linear edge enhancement filter to said first digital array.

4. A method as described in claim 3 wherein said image
includes a substantially featureless background and said
threshold is sclected as a function of said background.

5. A method as described in claim 2 whersein said edge
enhancement transformation comprises applying a linear
edge enhancement filter to said first digital array and then
applying a noise filter to output of said lincar edge enhance-
ment filter.

6. A method as described in claim 1 wherein said seg-
ments are horizontal rows or vertical columns of said second
digital array.

7. A method as described in claim 6 wherein said first
group of segments is a contiguous group of said rows or of
said columns containing a predetermined fraction of the total
brightness of said second digital array.

8. A method as described in claim 7 wherein said prede-
termined fraction is approximately equal to 80 percent.

9. A method as described in claim 6 wherein said second
group of segments consists of two contiguous borders out-
board of said rows or columns. said borders having equal
brightness.

10. A method of cropping an image. said image being
represented as a first digital amay of pixel values, said
method comprising the steps of:

a) processing said first digital array to produce a second
digital array of pixel values. said processing including
applying an edge enhancement transformation to said
first digital aray;

b) partitioning said second digital aray into predeter-
mined horizontal rows of pixel values;

c) summing pixel values for each of said horizontal rows
to obtain brightness sums for each of said rows;

d) dividing said rows into first and second groups in
accordance with predetermined criteria relating to said
horizontal row brightness sums;

¢) partitioning said second digital array into predeter-
mined vertical columns;

f) summing pixel values for each of said vertical columns
to obtain brightness sums for each of said columns;

g) dividing said columns into third and fourth groups in
accordance with predetermined criteria relating to said
column brightness sums;

h) identifying a part of said first digital array correspond-
ing to pixels common to said first and third groups of
said second digital array;
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i) outputting said part of said first digital array to generate
a cropped image.

11. A method as described in claim 10 wherein said
processing further includes applying a threshold to each
value output by said edge enhancement transformation
wherehy said second digital array is an array of binary pixel
values.

12. A method as described in claim 11 wherein said edge
enhancement transformation comprises applying a non-
linear edge enhancement filter to said first digital array.

13. A method as described in claim 12 wherein said image
includes a substantially featureless background and said
threshold is selected as a function of said background.

14. A method as described in claim 11 wherein said edge
enhancement transformation comprises applying a linear
edge enhancement filter to said first digital array and then
applying a noise filter to output of said linear edge enhance-
ment filter.

15. A method as described in claim 1 wherein said image
is an image of a human face.
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16. An apparatus for cropping an image. said image being
represented as a first digital array of pixel values. said
apparatus comprising:
a) means for processing said first digital array to produce
a second digital array of pixel values. said processing
including applying an edge enhancement transforma-
tion to said first digital array: )
b) means for cropping said second digital array to form
first and second groups of predetermined segments of
said second digital array in accordance with predeter-
mined criteria relating to brightness of said segments;
c) means for identifying a group of said first digital array
corresponding to said first group of said second digital
amray;
d) means for outputting at least a part of said group of said
first digital array to generate a cropped image.

* ¥ ®= * =
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METHOD OF AUTO-CROPPING IMAGES
FOR SCANNERS

BACKGROUND OF THE INVENTION

1. Field of tbe Invention

The present invention generally relates to an imape-
processing method. More particular, the present invention
relates to 2 method of auto-cropping images for scanners,
accordingly the images prescanned by a scanner can be
located and cropped automatically without further maoual
opcration by the uscr.

2. Description of the Related Art

Generally speaking, after putling objects in a scanncr, for
example documents and drawings, the scanner prescans the
objects and displays the images of the objects in a preview
window. For conventional scanners, users must crop the
prescanned images manually by using poiniers such as a
mouse 1o selecl the required images. Cropping the images
manually is very inconvenienl. Especially, in the case of
scanners with batch-scan [unctions, users wasie a great deal
of time cropping the images, while batch-scanning the
objects. Without an auto-cropping function, users are subject
to inconvenience and work efficiency is degraded.

SUMMARY OF THE INVENTION

Accordingly, the object of the present invention is to
provide a method of aulo<cropping images for scanpers,
such that the prescanned images displayed in a preview
window can be auto-cropped. Therefore, users don’{ have to
crop the images, thus increasing convenience and efficiency.

The disclosed method can be applied fo scanners with or
without covers. In addition, interference due to the back-
ground color of the cover can also be solved.

Furthermore, the present invention is appropriate for
scanners that scan positive films and negative films, and
films with or without frames can also be determined and the
images sclected properly.

In order to achicve the above objects, one method of
auto-cropping images for scanners according to the present
invention is proposed, wherein the steps are as follows:

(2) provide a prescanned image, wherein the pixels of the
image are processed by the image division method to
obiain at least a low threshold and a high threshold;

(b) compare the pixels in every horizontal row with the
low threshold, wherein (he number of any pixel Lhat is
larger than the low threshold is recorded respectively to
obtain a dot-inlension number [or every row, and the
dot-intension oumber of every row is compared with a
limit, whereby the rows with dot-intension numbers
that exceed the limit are cropped, and the prescanned
image is divided into several image regions;

(c) comparc the pixcls of every vertical column in every
divided image region with the low threshold, wherein
the number of the pixels that exceed the low threshold
is recorded respectively to obtain a dot-iniension num-
ber for every column, and the dot-intension number of
every column is compared with the limit, whereby the
columns with dot-intension numbers that exceed the
limit are cropped, and every one of the divided image
region is [urther divided into several cropped regions;
and

(d) iterate steps (b) and (c) to further divide the cropped
regions horizontally and vertically, wherein the iterat-
ing process stops when every horizontal and vertical
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division ol the cropped regions can not form any new
divided region.

In order to achieve the above objccts, another method of
auto-cropping images for scanners wherein that must crop
films with or without frames is also proposed, wherein the
steps arc as follows:

(I) the frame delection step comprises the following
sub-steps: (1a) processing all pixels in a preview win-
dow to obtain a low threshold and a high threshold; (1b)
comparing the pixels in every horizontal row with the
low threshold, and recording the number of pixels that
exceed the low threshold respectively to obtain a dot-
intension number with respect to every row, then com-
paring the dot-intension number of every row with a
limit, and cropping the rows with dol-intension num-
bers that exceed the limil, and recording the row
number of every cropped regions; (1c) transforming the
size of the regions for disposing films into pixel dots;
and (1d) comparing every one of the horizontal row
numbers recorded with the pixel dot-number of the
region for disposing a film, and if at least two of the
borizontal row numbers and the dot-number have a
difference that falls within a specific range, the frames
are then detected.

After confirming that the films are disposed in frames, the
auto-cropping step is carried out, comprising the following
sub-steps: (22) processing the pixels of the prescanncd
image by the image division method to obtain at lcast a low
threshold and a high threshold; (2b) comparing the pixcls in
every horizontal row with the low threshold, and recording
the number of pixels that exceeds the low threshold respec-
tively to obtain a dot-intension numbers with respect to
every row, then comparing the dot-intension number of
every row with a limil, and cropping the rows with dol-
intension pumbers that exceed the limit, and dividing the
prescanned image inlo several divided image regions; (2c)
comparing the pixels in every vertical column of every the
divided image region with the low threshold, and recording
the number of pixels that exceed the low threshold respec-
tively to obtain a dot-intension number with respect to every
column, and comparing the dot-intension number of every
column with the limit, thereby the columns with dot-
intension nmumbers exceeding the limit are cropped, and
further dividing every divided image region into several
cropped regions; (2d) iterating steps 2b and 2c to further
divide thc cropped regions horizontally and vertically,
wherein the iterating process stops when every horizontal
and vertical division doing to the cropped regions can not
form any new divided region; and (2e) comparing the pixels
in every cropped region with the high threshold, and record-
ing the number of the pixels that exceed the high threshold
to serve as a sum number, and if the sum number of every
cropped region exceeds the total pixel dols in a cropped
region for a cerlain proportion, then no film is disposed at the
cropped posilion, whereby every cropped region can be
checked sequentially to locate the correct position of the
films; wherein if in step I the frames are not detected, then
the steps described steps 2a~2d in process I are carried out
1o crop the film regions properly.

BRIEF DESCRIPTION OF THE DRAWINGS

Other objects, features and advantages of the present
invention will become apparent by way of the following
detailed description of the preferred but non-limiling
embodiment. The following description is made with refer-
ence to the accompanying drawings.

[IG. 1A to FIG. 1L illustrate the process of the first
embodiment according to the present invention.



5,880,858

3
FIG. 2 illustrates the pixel distribution in a preview
window of a scanner.
FIG. 3A to FIG. 3F illustrate the process of the second
embodimént according to the present invention.

FIG. 4A to FIG. 4E illusirate the process of the third
embodiment according to the present invention.

DETAILED DESCRIPTIONS OF THE
INVENTION

First Embodiment

Referring to FIG. 1A, after a scanner prescans some
objects A, B, and C, the images of A, B, and C are displayed
in a preview window. For conventional scanners, users must
crop the images of objects A, B, and C with additional steps.

FIG. 2 illustrates the pixel distribution in a preview
window of a scanner. In the first embodiment, the horizontal
resolution of the preview window has m pixels, and the
vertical resolution of the preview window has n pixels. Any
pixel in the preview window is indicated as Py, wherein i, j
indicates the coordinates and 1=i=m, 1 =j=n. The imagcs
in the preview window cousist of the pixcls.

In the first embodiment, after prescanning the objects A,
B, and C, the images A, B, and C are displayed in a preview
window, as shown in FIG. 1.

After prescanning, the steps for completing the auto-
cropping method are as follows.

Step (a)

An image-division method is carriecd out to process the
pixels to obtain at lcast a low threshold and a high threshold.
The image-division method will be described in another
section.

Step (b)

In every horizontal row, the pixels are compared with the
low threshold, and the number of pixels that exceed the low
threshold is recorded respectively. Therefore, each row has
a corresponding dot-iniension number. The dot-intension
number in every row is compared with a limit, thereby
selecting the rows with dot-intension oumbers that exceed
the limit.

In the first embodiment, a cropped region d, is obtained,
as shown in FIG. 1B.

Step (c)

Next, the cropped region d, serves as a region for pro-
cessing. In every vertical column of the region d,, the pixels
are compared with the low threshold, and the pumber of
pixels Lhal exceed the low threshold is recorded respectively.
Thercfore, each column has a corresponding dot-intension
numbecr. Then, the dot-intension number in cvery column is
comparcd with the limit, thereby sclecting the columns with
dot-intension numbers that exceed the limit. Consequeatly,
the region d, is further divided into regions d, and d, as
shown in FIG. 1C.

Step (d)

Then, the regions d, and d, are used as the processing
regions, and the above slep (a) is carried out again. In every
horizontal row ol Lhe regions d, and d, the pixels are
compared with the low threshold, and the number of pixels
that exceed the low threshold is recorded respectively.
Therefore, each row bas a corresponding dol-intension num-
ber. The dot-intension number in every row is compared
with a limit, thereby selecting the rows with dot-intension
numbers (hat exceed the limit. Consequently, the regions d,
and d; are divided inlo three regions d,;, ds, and dg, as shown
in IIG. 1D. It is obvious thal the images of objects B and C
are well cropped as the regions ds and dg.
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Next, the regions d,, ds, and dg are used as the regions [or
processing, and the above step (b) is carried out again. In
every vertical column of the regions d4, d5, and d6, the
pixels are compared with the low threshold, and the number
of pixels that exceed the low threshold is-recorded respec-
tively. Therefore, each column has a corresponding dot-
intension nymber Then, the dot-intension number in every
column is compared with the limit, thereby selecting the
columns with dot-intension numbers that exceed the limil.
Finally, the images of objects A, B, and C are cropped
properly. For the final cropped regions corresponding to the
images of A, B, and C, further division in these regions can
pot be formed, even when the steps (a) and (b) are repeated.
Consequently, auto-cropping processing is completed, as
shown in FIG. 1E.

The image division method mentioned above is described
hereinafter.

In general, a fixed threshold is adopted in the conventional
image-division method. The image dala are compared with
the fixed threshold fo divide the image data into two groups.

The image-division method applied i the present inven-
tion is different from the conventional one. Its processing
steps will be described as follows.

The image-division method comprises the following
steps:

(a) First, a plurality of initial values a,~a, are selected
corresponding to a plurality of sets S,~S,, serving as
central characteristic values of the above sets, where
a,< ... <2,

(b) After calculating the color values of every onc of the
pixcls P;; in the preview window (FIG. 2), for example
taking the average of the color values, the pixel char-
acteristic values corresponding to all pixels are
obtained respectively.

(c) The differences between every pixel characteristic
value and every central characteristic value are calcu-
lated and then absolute values of the differences are
taken. The central characteristic value most close to the
pixel characleristic value is selected, and then the pixel
characteristic value is assigned to the set corresponding
to the central characteristic value. Therefore, all the
pixel characleristic values are assigned to their comre-
sponding seis.

(d) The pixel characteristic values in every set (S,~S,,) are
averaged to obtain corresponding mean characteristic
values T,~T,, respectively.

(¢) The mean characleristic values T; are compared with
the central characleristic values a; respectively (where,
i=1~n). If every absolutc valuc |T;_a] is within a
specific value, for examplc 1, then the minimal mean
characteristic value T, will replace the low threshold,
and the maximal mean characteristic value T, will
replace the high threshold, such that the object for
image-division is achieved. If the absolute value |T;_a]
is greater than the specilic value, then the central
characieristic values a,~a, are replaced by the mean
characleristic values T;~T,,, and the steps (c), (d), and
(e) are carried out again.

In general, the image 2-division method can be carried out
by providing two initial values, for example, let a, and a,
equal 3 and 250. If the image intension requires being
divided more finely, more initial values can be added
between the initial values a, and a,. Therefore, the image-
division method according lo the presenl invention can
provide suitable low threshold and high threshold according
to the characteristic of the images.
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Second Embodiment

The background color of the cover of a scanner usually is
not black, such that the prescanned images will be subject to
interference by the background color of the cover. In
addition, the extra or redundant images such as the connec-
tion lines will be scanned and appear in the preview window.

'Ihe above-mentioned problems can be solved according
the method described hereinafter.

First, a background image is oblained by scanning the
closed cover without any objects in the scanner. The back-
ground image is shown in FIG. 3A, wherein the redundant
images such as connection lines are indicated as numeral 30.

Next, objects D and E are scanned by the scanner, and the
prescanued image is shown in FIG. 3B. The image in FIG.
3B and the background image in FIG. 3A are processed by
subtracting to cancel out the interference due to redundant
image and background color of the cover. The result image,
which serves as a prescanned image, is shown in FIG. 3C.

There is an overlapping portion L of the object D and the
redundant image (for example, connection lines).

In order lo further reduce the disturbance due to the
overlapping portion L, a portion of the prescanped image 1,
is masked out with the width of some pixel dots. Thus, the
object D is divided into two parts D, and D,. The width of
the masked image I, should be larger than that of connec-
tion lines. For high resolution, the width of the masked
image can be 18 pixel dots. For low resolution, the width of
the mask image ean be 9 pixel dots. Then, the method
described in the first embodiment is carried out 1o process
the unmasked image 1, such that the image of objects D,
and E are cropped automatically, as shown in FIG. 3D.

Fipally, the masked image I, is processed to crop the
object D,. The cropped region of the object D, is cxpanded
toward the masked region 14, dis horizontally or vertically,
such that the object D, at the masked image region 1 is
cropped as a recovery region I,... In the second embodiment,
the cropped region of the object D, is expanded toward the
masked region 1., horizontally, as shown in FIG. 3E, Then,
the recovery region I, is processed according to the method
described in the first embodiment. Next, the object D, can be
cropped properly, thus completing the cropping of the
objects D and E, as shown in FIG. 3F.

Third Embodiment

When scanners scan films, the film usually disposed in a
frame for convenience. FIG. 4A illustrates a frame for
loading films, the portions  is where the film is disposed.

While scanning positive films without using a frame, the
background color of prescanned image is white, and there-
fore a reversal (complement) operation is carried out to the
pixels in the preview window. Then, the prescanned image
aller carrying oul a reversal operation is processed according
to the auto-cropping method described in first embodiment.

‘While scanning negative films without using a frame, the
background color of the prescanned image is black, and thus
il is processed according to the auto-cropping metbod
deseribed in first embodiment, without carrying out a rever-
sal operation.

In a scanner for scanning films, the tube (light source) is
disposed in the cover, and while scanning positive (negative)
films, the positions of the frames in the preview images are
black (white). Therefore, the general method described
above can not be applied for scanning positive and negative
films. Before scanning films, films with or without frames
musl be distinguished.
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Frame Delection Method

‘The method for detecting frames will be described in
detail, with reference to FIG. 4A to FIG. 4E. The image of
films disposed in a frame after scanning is shown in FIG.
4A, wherein the frame portion is black or white depending
on the type of film (positive or negative).

In general, the. frame can not cover the scanning window
of a scanner completely, therefore, the light source will be
transparent in the part of the region uncovered by the framc.
This light leakage will interfere with the detection of the
frame. To reduce the interference, the margin of the frame is
masked out, and the remaiving image 40 enclosed by a
dashcd line is uscd for frame detection, as shown in FIG. 4B.
If the films are negative, the image 40 has to be processed
by carrying out a reversal operation first, and the frame
detection then follows. If the films are posilive, a reversal
operation is not required for processing the image 40, and
the frame detection is carried out directly.

The steps (a) and (b) described in first embodiment are
used to process the image 40 1o selecl the rows with
dot-intension numbers that exceed the limit. For the third
embodiment, three regions bl, b2, and b3 are cropped, as
shown in FIG. 4C. (The oumber of the cropped regions
depends on the type of frame.)

In a frame, the portions H for disposing films have
specific sizes. In the third embodiment, the size is about 3.6
cm, for example. Therefore, the pixel dol-number after
mapping to the preview window can be expressed as pe=
(3:6/2.54)xprescan__dpi, wherein prescan_dpi is the pres-
canncd resolution (dots per inch) of the scanncr.

In FIG. 4C, the cropped regions bl, b2, and b3 have
corresponding pixel dots pl, p2, and p3 along their vertical
columns respectively. If at least two pixel dots conform to
the following condition (pc-sn)<pi=(pc+sn), then the frame
is detected, wherein i=1~3, and sn is a specific number, here
sn is 3 for example.

Auto-cropping method while a frame is detected

Alter delecting a [rame, if the films are posilive, then the
prescanned image is processed by the auto-cropping
method, If the films are negative, then the reversal of
prescanned image must be carried out first, and then the
prescanned image after reversal is processed by auto-
cropping method.

The auto-cropping method applied to positive films is
similar to that applied to negative films, therefore, the one
applied 1o positive films is described hereinafter.

First, the prescanned image is processed by the auto-
cropping method described in the first embodiment, and all
the positions where films can be disposed arc cropped, as
shown in FIG. 4D.

Becausc not all the positions arc disposed with films, an
examination process is required to get rid of the cropped
positions without films disposed. The process is described as
follows:

The image pixels of every cropped position are compared
with a high threshold, the numbers of the pixels thal exceed
the high threshold are recorded as a sum number. If the sum
number ol a cropped position is larger than the Lotal pixel
dots in a cropped position for a certain proportion, then no
film is disposed at the cropped position. By this way, every
cropped position can be checked sequentially, and therefore
the correct position of the film can be cropped properly, as
shown in FIG. 4E.

While the invention has been described in terms of what
is presently considered to be three most practical and
preferred embodiments, it is to be understood that the
invention need not be limited to the disclosed embodiments.
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On Lhe contrary, it is intended Lo cover various modilicalions

and similar arrangements included within the spirit and

scope of the appended claims, the scope of which should be
accorded the broadest interpretation so as to encompass all
such modifications and similar structures.

What is claimed is:

1. A method of auto-cropping images for scanners com-

prising the steps of:

a. providing a prescanned image wherein the pixels of
said image are processed by an image-division method
to obtain at least a Iow threshold and a high threshold;

b. comparing the pixels in every horizontal row with said
low threshold, wherein the number of the pixels that
cxceed said low threshold is recorded respectively to
obtain a dot-intension number for every row, and the
dot-intension number of every row is compared with a
limit, whereby cropping the rows with a dot-intension
number that exceeds said limit, and dividing the pres-
canned image inlo several divided image regions;

c. comparing the pixcls in every vertical column of cvery
said divided imagc region with said low threshold, and
the number of the pixels that exceed said low threshold
is recorded respectively to obtain a dot-intension num-
ber for every column, then the dot-intension number of
every column is compared with said limit, and the
columns with dot-intension numbers that exceed said
limit are cropped, and every said divided image region
is forther divided inlo several cropped regions; and

d. iterating steps b and c to further divide the cropped
regions horizontally and vertically, and stopping thc
iterating process when every horizontal and vertical
division in the cropped regions can not form any new
divided region.

2. The method as claimed in claim 1, wherein said

image-division method comprises the sleps of:

a. selecting a plurality of different initial values with
respect to a plurality of sets one to one, serving as the
central characteristic values of said sets;

b. caleulating the color values of every pixel lo oblain the
pixel characteristic values comesponding to every
pixel;

. calculating every said pixel characteristic value with
said central characteristic values by subtraction and
continuously taking the absolute values thereof,
whereby selecting the central characteristic value clos-
est to said pixel characteristic value, and by this way,
every pixel characleristic value is assigned to the
corresponding sel of central characleristic values,
which is closest to the pixel characlerislic value;

d. averaging the pixcl characteristic valucs in every sct
respectively to obtain corresponding mean characteris-
tic values; and

¢. comparing every said mean characteristic value in
every set with the corresponding central characieristic
value, wherein if every difference is within a specific
range, then the minimal mean characteristic value
serves as said low threshold, and thc maximal mcan
characleristic valuc scrves as said high threshold, and if
at lcast onc of the differcoces exceeds said specific
range, then every central characteristic value of said
sets is replaced by said mean characteristic values of
said sets and the steps ¢, d, and e are iterated.

3. The method as claimed in claim 1, when the scanners

have covers, said method furlher comprises the steps of:

a. prescanning a background image and storing it, before
pulting any objecls in a scanner;

o
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b. detecling whether said cover is closed or not, wherein
if not closed, then the steps a~d in claim 1 are carried
out to auto-crop the images, and if closcd, then the
process comprises the following steps:

i. calculating the background image and a prescanned
image by subtraction; and

ii. carrying out the steps a~d in claim 1 io the image
after subtraction to complete the auto-cropping pro-
cess.
4. The method as claimed in claim 3, wherein, after
carrying oul step ii, the margin of said prescanned image is
masked out first and then (he step ii is carried out, and after
completing the cropping of the unmasked region, the crop-
ping regions are expanded toward the masked regions hori-
zontally or vertically to crop the images in the masked
regions serving as recovery regions, and the recovery
regions are processed by step ii to crop the masked image,
thereby completing the cropping of all images.
5. A method of auto-cropping images for scanners appro-
priate for scanning films with or without frames comprising
the steps of:
(I). confirming the lype of the films first, and detecting
frames, and if frames are detected, then step (II) is
carried out,
(II). preprocessing a prescanned image according to the
film type, and carrying out the following steps:
2a. processing the pixels of said prescanned image by
the image-division method to obtain at least a low
threshold and a high threshold;

2b. comparing the pixels in every horizontal row with
said low threshold, and recording respectively the
number of the pixels that exceed said low threshold
to obtain a dot-intension number for every row, then
comparing the dot-intension number of every row
with a limit, thereby cropping the rows with dot-
intension numbers that exceed said limit, and divid-
ing the prescanned image into several divided image
regions;

2c. comparing the pixcls in every vertical column of
cvery said divided image region with said low
threshold, then respectively recording the oumber of
the pixels that exceed said low threshold to obtain a
dot-intension number for every column, then com-
paring the dot-intension number of every column
with said limit, thereby cropping the columns with
dot-intension numbers that exceed said limit, and
further dividing every said divided image region into
several cropped regions;

2d. ilerating sleps 2b and 2c to further divide the
cropped regions horizontally and verlically, and
stopping the iterating process when every horizontal
and vertical division of the cropped regions can not
form any new divided region; and

2¢. comparing the pixels in every cropped region with
said high threshold, and recording the number of the
pixels that exceed the high threshold to serve as a
sum oumber, and if said sum number of every
cropped region is greater than the total of pixel dots
in a cropped region for a certain proportion, then oo
film is disposed al thc cropped position, whercby
every cropped region can be checked sequentially to
locate the correct position of said film;

wherein if in step I the frames are not detected, then the
steps described steps 2a~2d in process 11 are carried out
to crop the films regions properly.

6. The melhod as claimed in claim 5, wherein the frame

detection step I comprises the following sub-steps:



5,880,858

9

la. processing all pixels in a preview window 1o obtain a
low threshold and a high threshold;

1b. comparing the pixels in every horizontal row with said
fow threshold, and respectively recording the number
of the pixels that exceed said low threshold to obtain a
dol-intension number with respect lo every row, then
comparing the dot-intension number of every row with
a limit, thereby cropping the rows with dot-intension
numbers that cxceed said limit, and recording the row
number of every cropped regions;

le. transforming the size of the regions for disposing films
into pixel dots; and

1d. comparing cvery onc of said horizontal row number
recorded with said pixel dot-number of the region for
disposing a film, and if the difference between at least
two of said horizontal row numbers and said dot-
number is within a specific range then frames are
detected.

7. The method as claimed in claim 5, wherein the image-

division method comprises the [ollowing steps:

a. selecting a plurality of initial values with respect fo a
plurality of sets one to one to serve as the central
characteristic values of said sets;

b. calculating the color values of every pixel to obtain the
pixel characleristic values comresponding to every
pixel;

c. calculating every said pixel characteristic value with
said central characteristic values by subltraction and
continuously taking the absolute values, thereby select-
ing the central characteristic value closest to said pixcl
characteristic value, whereby every pixel characteristic
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value is put into the corresponding set of the central
characteristic value, that is closest to the pixel charac-
teristic valuc;

d. averaging the pixel characieristic values in every set
respectively to obtain corresponding mean characteris-
tic values; and

e. comparing every said mean characteristic value in
every set with the corresponding central characteristic
value, if every difference is within a specific range, then
the minimal mean characterstic value serves as said
low threshold, and the maximal mean characteristic
value serves as said high threshold, and if at least one
of the differences exceeds said specific range, then
every central characteristic value of said sets is
replaced by said mean characieristic values of said sets,
then the sieps c, d, and e are iterated.

8. The meihod as claimed in claim 5, wherein, after
confirming the type of films in step I, il said films are
pegalive, then said prescanned image is subjecled 10 a
reversal operalion first, and the [rame detection process is
carried out successively; while if said films are positive, then
the frame detection is carried out successively without a
reversal operation.

9. The method as claimed in claim 5, wherein if the films
are pmegative, then said prescanned image is subjected to a
reversal operation, and the cropping process are carried out
successively; while if the films are positive, then the crop-
ping process are carried out to said prescanned image
without a reversal operation.

* ok * k¥
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1
OBJECT EXTRACTION APPARATUS

BACKGROUND OF THE INVENTION

The present invention relates to an object extraction
apparatus and, more particularly, to an object extraction
apparatus for detecling, the position of a target object from
input moving picture and (racking/exiracting a moving
ohject.

An algorithm for tracking/extracting an object in moving
picture has conventionally been proposed. This is a tech-
nique of extracting only a given object from a picture
including various objects and a background. This technique
is useful for a process and editing of moving picture. For
example, a person extracted from moving picture can be
synthesized with another background.

As a method used for object extraction, the region divid-
ing technique using region segmentation of the spatio-
temporal image sequence (Echigo and Hansaku, “region
segmentation of the spatio-temporal image sequence for
video moszaic”, THE 1997 IEICE SYSTEM SOCIETY
CONFERENCE, D-12-81, p. 273, September, 1997) is
known.

In this region dividing method using region segmentation
of the spatio-temporal image sequence, moving picture is
divided into small regions according to the color texture in
one frame of the moving picture, and the regions are
integrated in accordance with the relationship between the
frames. When a picture in a frame is to be divided, initial
division must be performed. This greatly influences the
division result. In this region dividing method using region
segmentation of the spatio-temporal image sequence, initial
division is changed by using this phenomenon in accordance
with another frame. As a result, different division results are
obtained, and the contradictory divisions are integrated in
accordance with the motion between frames.

If, however, this technique is applied to tracking/
extracting of an object in moving picture without any
change, a motion vector is influenced by an unnecessary
motion other than the motion of the moving object as a
target. In many cases, therefore, the reliability is not satis-
factorily high, and erroneous integration occurs.

A moving object detecting/tracking apparatus using a
plurality of moving object detectors is disclosed in Jpn. Pat.
Appln. KOKAI Publication No. 8-241414. For example, this
conventional moving object detecting/tracking apparatus is
used for a monitoring system using a monitor camera. This
apparatus detects a moving object from an input moving
picture and tracks it. In this moving object detecting/
tracking apparatus, the input moving picture is input to a
picture segmenting section, an inter-frame difference type
moving object detector section, a background difference
type moving object deteclor section, and a moving object
tracking section. The picture segmenting section segments
the input moving picture into blocks each having a prede-
termined size. The division resull is sent to the inter-frame
difference type moving object detecior section and the
background difference type moving object delector section.
The inter-fame difference type moving object detection
section detects the moving object in the input picture by
using the inter-frame difference in units of difference results.
In this case, to detect the moving object without being
influenced by the moving speed of the moving object, the
frame intervals at which inler-frame differences are obtained
are set on the basis of the detection result obtained by the
background difference type moving detector section. The
background difference type moving detector section detects
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the moving objecl by obtaining the diflerence between the
moving object and the background picture created by using
the moving picture input so far in units of division results.
An integration processor section integrates the detection
results obtained by the inter-frame difference type moving
object detector section and the background difference type
moving detector scction to extract the motion information
about the moving object. After the object is detected from
cach frame, thc moving objcct tracking scction makes the
correction moving objects on the respective frames corre-
spond to each other.

In this arrangement, since a moving object is detected by
using not only an inter-frame difference but aiso a back-
ground difference, the detection precision is higher than that
in a case wherein only the inter-frame difference is used.
However, owing 1o the mechanism of detecting an object in
motion from overall input moving picture by using an
inter-frame difference and background difference, the detec-
tion result of the inter-frame difference and background
difference are influenced by unnecessary motions other than
the motion of the target moving object. For this reason, a
tarpet moving object cannot be properly extracted/tracked
from a picture with a complicated background motion.

Another object extraction technique is also known, in
which a background picture is created by using a plurality of
frames, and a region where the difference between the pixel
values of the background picture and input picture is large
is extracted as an object.

An existing technique of extracting an object by using this
background picture is disclosed in “MOVING OBJECT
DETECTION APPARATUS, BACKGROUND EXTRAC-
TION APPARATUS, AND UNCONTROLLED OBIJECT
DETECTION APPARATUS”, Jpn. Pat. Appln. KOKAI
Publication No. 8-55222.

According to this technique, the moving picture signal of
the currently processed frame is input to a frame memory for
sioring one-frame picture data, a first motion detection
section, a second motion detection section, and a switch. A
video signal one frame ahead of the current frame is read out
from the frame memory and input to the first motion
detection section. The background video signals generated
up to this time are read out from the frame memory prepared
to hold background pictures and is input to the second
motion detection section and the switch. Each of the first and
second motion detection section extracts an object region by
using, for example, the difference value beiween the two
input video signals. Each extraction result is sent to a logical
operation circuit. The logical operation circuit calculates the
AND of the two input video data, and outputs it as a final
object region. The object region is also sent to the switch.
The swilch selects signals depending on an object region as
follows. For a pixel belonging to the object region, the
switch selects a background pixel signal. In contrast to this,
for a pixel that does not belong to the object region, the
switch selects the video signal on the currently processed
frame, and the signal is sent as an overwrite signal to the
frame memory. As a result, the corresponding pixel value in
the frame memory is overwritten.

According 1o this technique, as disclosed in Jpn. Pat.
Applo. KOKAI Publication No. 8-55222, as the processing
proceeds, more accurate background pictures can be
obtained. At the end, the object is properly extracted.
However, since the background picture is mixed in the
object in the initial part of the moving picture sequence, the
object extraction precision is low. In addition, if the motion
of the object is small, the object picture permanently remains
in the background picture, and the extraction precision
remains low.
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As described above, in the conventional object extraction/
tracking method, owing to the mechanism of detecting an
object in motion from the overall input moving picture, the
detection resuli of the inter-frame difference and background
difference are influenced by unnecessary motions other than
the motion of the target moving object. For this reason, a
target moving objcct cannot be properly extracted/traclkod.

In the object extraction method using background
pictures, the extraction precision Is poor in the initial part of
a moving picture sequence. In addition, if the motion of the
object is small, since a background picture remains
incomplete, the extraction precision remains low.

BRIEF SUMMARY OF THE INVENTION

It is an object of the present invention to provide an object
extraction apparatus for moving picture which can accu-
rately extract/track a target object without being influenced
by unnecessary motions around the object.

It is another object to provide an object exiraction appa-
ratus which can accurately determine a background picture
and obtain a high extraction precision not only in the late
period of a moving picture sequence but also in the early
period of the moving picture sequence regardless of the
magnitude of the motion of an object.

According to the present invention, there is provided an
object extraction apparatus comprising a background region
determination section for determining a first background
region common (o a current frame as an object extraction
target and a first reference frame that temporally differs from
the current frame on the basis of a difference between the
current frame and the first reference frame, and determining
a second background region common to the current frame
and a second reference frame that temporally differs from
the current frame on the basis of a difference between the
current frame and the second reference frame, an extraction
section for extracting a region, in a picture on the current
frame, which belongs to neither the first background region
nor the second background region as an object region, and
a still object detection section for delecting a still object
region.

In this object extraction apparatus, two reference frames
are prepared for each current frame as an object extraction
target, and the first common background region commonly
used for the current frame and the first reference frame is
determined on the basis of the first difference image bétween
the current frame and the first reference frame. The second
common background region commonly used for the current
frame and the second reference frame is determined on the
basis of the second difference image between the current
frame and the second reference [rame. Since the object
region on the current frame is commoanly included in both
the first and second difference images, the object region on
the current frame can be extracted by detecting a region, of
the regions that belong to neither the first common back-
ground region nor the second common background region,
which is included in the image inside figure of the current
frame. If this object region corresponds to a still object, a
still object region is detected when there is no difference
between the preceding object region and the current object
region.

In this manner, a region that does not belong to any of the
plurality of common background regions determined on the
basis of the temporally different reference frames is deter-
mined as an extraction target object to track the object. This
allows accurate extraction/iracking of the target object with-
out any influences of unnecessary motions around the target
object.
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It is preferable thal this apparatus [urlher comprise a
background correction section for correcting motion of a
background on the reference frame or the current frame such
that the motion of the background between each of the first
and second reference frames and the curfent frame becomes
relatively zero. With this background correction section set
on the inpul stage of the figure setting section or background
region determination section, even if background moving
picture gradually changes between continuous frames as in
a case wherein, for example, a camera is panned, the pseudo
background moving picture can be made constant belween
these frames. Therefore, when the difference between the
current frame and the first or second reference frame is
obtained, the backgrounds of these frames can be canceled
oul. This allows common background region detection pro-
cessing and object region extraction processing without any
influences of changes in background. The background cor-
rection section can be realized by motion compensation
processing.

In addition, the background region determination section
preferably comprises a detector section for detecting differ-
ence values between the respective pixels, in a difference
image between the cur rent frame and the first or second
reference frame, which are located near a contour of a region
belonging to the image inside figure on Lhe current frame or
the image inside figure on the first or second reference
frame, and a determination section for determining a differ-
ence value for determination of the common background
region by using the difference values between the respective
pixels near the contour, and determines the common back-
ground region from the difference image by using the
determined difference value as a threshold value for
background/object region determination. By paying atten-
tion to the difference values between the respective pixels
near the contour in this manner, a threshold value can be
easily determined without checking the entire difference
image.

The figure setting section preferably comprises a segment
section for segmenting the image inside figure of the refer-
ence frame into a plurality of blocks, a search section for
scarching for a region on the input frame in which an error
between each of the plurality of blocks and the input frame
becomes a minimum, and a setting section for setting figures
surrounding a plurality of regions searched out on the input
frame. With this arrangement, an optimal new figure for an
input frame as a target can be set regardless of the shape or
size of the initially set figure.

The present invention further comprises a prediction
section for predicting a position or shape of the object on the
current frame from a frame from which an object region has
already been extracted, and a sclector section for selecting
the first and second reference frames to be used by the
background region determination section on the basis of the
position or shape of the object on the current frame which is
predicted by the prediction section.

By selecling proper frames as reference frames to be used
in this manner, a good extraction result can always be
obtained.

Letting O;, O, and O, be objects on reference frames f;
and f; and a current frame f.,,, as an extraction target,
optimal reference frames f; and f; for the proper extraction
of the shape of the object are frames that satisfy

(0.N0)<0,,,
That is, frames f; and f; whose objects O; and O; have an
intersection belonging to the object O,,,-

In addition, the present invention is characterized in that

a plurality of object extraction sections for performing
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objecl extraction by dilferent methods are prepared, and
object extraction is performed while these object extraction
sections are selectively switched. This apparatus preferably
uses a combination of first object extraction sections for
performing object extraction by using the deviations
between the current frame and at least two reference frames
that temporally differ from the current frame and sccond
object extraction sections for performing object extraction
by predicting an object region on the current frame from a
frame having undergone object extraction using inter-frame
prediction. With this arrangement, even if the object is
partially still, and no difference between the current frame
and each reference frame can be detected, compensation for
this situation can be made by the object extraction section
using inter-frame prediction.

When a plurality of object extraction sections are
prepared, it is preferable that this apparatus further comprise
an extraction section for extracting a feature value of a
picture in at least a partial region of the current frame as the
object extraction target from the current frame, and switch
the plurality of object extraction seclions on the basis of the
extracted feature value.

If, for example, it is known in advance whether a back-
ground moves or not, the corresponding property is prefer-
ably used. i there is a background motion, background
motion compensation is performed. However, perfect com-
pensation is not always ensured. Almost no compensation
may be given for a frame exhibiting a complicated motion.
Such a frame can be detected in advance in accordance with
the compensation error amount in background motion
compensation, and hence can be excluded from reference
frame candidates. If, however, there is no background
motion, this processing is not required. This is because if
another object moves, wrong backgronnd motion compen-
sation may be performed, or even an optimal frame for
reference frame selection conditions may be excluded from
reference frame candidates, resulting in a decrease in extrac-
tion precision. In addition, one picture may include various
properties. The object motions and textures partly differ. For
these reasons, the object may not be properly extracied by
using the same tracking/extracting method and apparatus
and the same parameter. It is therefore preferable that the
user designate a portion of a picture which has a special
property, or a difference in a picture be automatically
detected as a feature value, and tracking/extracting methods
be partly switched in units of, e.g., blocks in each frame to
perform object extraction or the parameter be changed on
the basis of the feature value.

If a plurality of object extraction sections are switched on
the basis of the feature value of a picture in this manner, the
shapes of objects in various pictures can be accurately
extracted.

Assume that the first object extraction section using the
deviations between the current frame and at least two
reference frames that temporally differ from the current
frame and the second object extraction section using inter-
frame prediction are used in combination. In this case, the
first and second object exiraction sections are selectively
swilched and used on the basis of the prediction error
amount in units of blocks in each frame as follows. When the
prediction error caused by the secomd object extraction
section falls within a predetermined range, the extraction
result obtained by the second object extraction section is
used as an object region. When the prediction error exceeds
the predetermined range, the extraction result obtained by
the first object extraction section is used as an object region.

The second object extiraction section is characterized by
performing inter-frame prediction in a sequence different
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from an input frame sequence such that a frame interval
between a reference frame and the cument frame as the
abject extraction target is set to a predetermined number of
frames or more. With this operation, since the motion
amount between frames increases as compared with a case
wherein inter-frame prediction is sequentially performed in
the input frame sequence, the prediction precision can be
increased, resulting in an increase in extraction precision.

In some cases, an object motion is too small or compli-
cated to be coped with by the shape prediction technique
using inter-frame prediction depending on the frame inter-
vals. If, for example, a shape prediction error exceeds a
threshold value, the prediction precision can be increased by
increasing the interval between a target frame and the
extracted frame used for prediction. This leads to an increase
in extraction precision. In addition, if there is a background
motion, reference frame candidates are used to obtain the
background motion relative to the extracted frame to per-
form motion compensation. However, the background
molion may be excessively small or complicated depending
on the frame intervals, and hence background motion com-
pensation may not be performed with high precision. In this
case as well, the motion compensation precision can be
increased by increasing the frame intervals. If the sequence
of extracted frames is adaptively controlled in this manner,
the shape of an object can be extracted more reliably.

In addition, according to the present invention, there is
provided an object extraction apparatus for receiving mov-
ing picture data and shape data representing an object region
on a predetermined frame of a plurality of frames consti-
tuting the moving picture data, comprising a readout section
for reading out moving picture data from a storage unit in
which the moving picture data is stored, and performing
motion compensation for the shape data, thereby generating
shape data in units of frames counstituting the readout mov-
ing picture data, a generator section for generating a back-
ground picture of the moving picture data by sequentially
overwriling picture data in a background region of each
frame, determined by the generated shape data, on a back-
ground memory, and a readout section for reading out the
moving picture data again from the storage unit on which the
moving picture data is recorded, obtaining a difference
between each pixel of each frame constituting the readout
moving picture data and a corresponding pixel of the back-
ground picture stored in the background memory, and deter-
mining a pixel exhibiting a difference whose absolute value
is larger than a predetermined threshold value as a pixel
belonging to the object region.

In this object extraction apparatus, in the first scanning
processing of reading out the moving picture data from the
storage unit, a background piciure is generated in the back-
ground memory. The second scanning processing is then
performed to extract an object region by using the back-
ground picture completed by the first scanning. Since the
moving picture data is stored in the storage unit, an object
region can be extracted with a sufficiently high precision
from the start of the moving picture sequence by scanning
the moving picture dalta twice.

The present invention further comprises an output section
for selectively outputting one of an object region determined
by shape data of each of the frames and an object region
determined on the basis of an absolute value of a difference
from the background picture as an object extraction result.
Depending on the picture, the object region determined by
the shape data obtained by the first scanning is higher in
extraction precision than the object region obtained by the
second scanning using the difference from the background
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picture. The extraction precision can therefore be further
increased by selectively outputting the object region
obtained by the first scanning and the object region obtained
by the second scanning.

Furthermore, according to the present invention, there is
provided an object extraction apparatus for receiving mov-
ing picture data and shape data representiag an object region
on a predetermined frame of a plurality of frames consli-
tuting the moving picture data, and sequentially oblaining
shape data of the respective frames by using frames for
which the shape data have already been provided or from
which shape data have already been oblained as reference
frames, comprising a division scction for scgmenting a
currently processed frame into a plurality of blocks, a search
section for searching for a similar block, for each of the
blocks, which is similar in figure represented by picture data
1o the currently processed block and is larger in arca than the
currently processed block, from the reference frame, a paste
section for pasting shape data obtained by extracting and
reducing shape dala of each similar block from the reference
frame on each block of the currently processed frame, and
an output section for outputting the pasted shaped data as
shape data of the currently processed frame.

‘This object extraclion apparatus performs search process-
ing in units of blocks in the cument frame as an object
extraction target to search for a similar block that is similar
in graphic figure represented by picture data (texture) o the
currently processed block and larger in area than the cur-
rently processed block. The apparatus also pastes the data
obtained by extracling and reducing the shape data of each
similar block searched out on the corresponding block of the
currently processed frame. Even if the contour of an object
region, given by shape data, deviales, the position of the
contour can be corrected by reducing and pasting the shape
data of each similar block larger than the currently processed
block in this manner. If, therefore, the data obtained when
the user approximately traces the contour of an object region
on the first frame with a mouse or the like is input as shape
data, object regions can be accurately extracled from all the
subsequent input frames.

Moreover, according lo the present invention, there is
provided an object extraction apparatus for receiving picture
data and shape dala representing an object region on the
picture, and extracting the object region from the picture
data by using the shape data, comprising a setting section for
setting blocks on a contour portion of the shape data, and
searching for a similar block, for each of the blocks, which
is similar in graphic figure represented by the picture data to
each block and is larger than the block, from the same
picture, a replace section for replacing the: shape data of each
of the blocks with shape data obtained by reducing the shape
data of each of the similar blocks, a repeal seclion for
repeating the replacement by a predetermined number of
times, and an output section for outputting shape data
obtained by repeating the replacement as corrected shape
data.

The position of the contour provided by shape data can be
correcied by performing replacement processing using simi-
lar blocks bascd on biock matching within a frame. In
addition, since the block matching is performed within a
frame, a search for similar blocks and replacement can be
repeatedly performed for the same blocks. This can further
increase the correclion precision.

Additional objects and advantages of the invention will be
set forth in the description which follows, and in part will be
obvious from the description, or may be learned by practice
of the invention. The objects and advantages of the invention
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may be realized and obtained by means of the instrumen-
talities and combinations pariicularly pointed out hereinaf-
ter.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWING

The: acenmpanying drawings, which are incorporated in
and constitute a part of the specification, illustrate presently
preferred embodiments of the invention, and together with
the gencral description given above and the detailed descrip-
tion of the preferred embodiments given below, serve to
explain the principles of the invention.

FIG. 1 is a block diagram showing the basic arrangement
of an object tracking/extracting apparatus for moving picture
according to the first embodiment of the present invention;

FIG. 2 is a block diagram showing the first example of the
arrangement of the object tracking/extracting apparatus
according to the first embodiment;

FIG. 3 is a block diagram showing the second example of
the arrangement of the object tracking/extracting apparatus
according to the first embodiment;

FIGS. 4A and 4B are block diagrams each showing an
example of the detailed arrangement of a background region
determination section incorporated in the object tracking/
extracling apparatus according to the first embodiment;

FIG. 5 is a block diagram showing an example of the
detailed arrangement of a figure selting section incorporated
in the object tracking/extracting, apparatus according to the
first embodiment;

FIG. 6 is a block diagram showing an example of the
detailed arrangement of a background motior canceling
section incorporated in the object tracking/extracting appa-
ratus according to the first embodiment;

FIG. 7 is a view showing an example of a representative
background region used by the background motion cancel-
ing section incorporated in the object tracking/extracting
apparatus according to the first embodiment;

FIG. 8 is a view for explaining the operation of the object
tracking/extracling apparatus according to the first embodi-
ment;

FIG. 9 is a block diagram showing the first object
tracking/extracling apparatus for moving picture according
to the second embodiment of the present invention;

FIG. 10 is a block diagram showing the second object
tracking/extracting apparatus for moving picture according
to the sccond embodiment;

FIG. 11 is a block diagram showing the third object
tracking/extracling apparatus for moving picture according
to the second embodiment;

FIG. 12 is a block diagram showing the fourth object
tracking/extracting apparatus for moving picture according
to the second embodiment;

FIG. 13 is a view for explaining an object prediction
method used by the object tracking/extracting apparatus
according to the second embodiment;

FIGS. 14A and 14B are views for explaining a reference
frame selection method used by the object tracking/
extracling apparalus according lo the second embodiment;

FIG. 15 is a view showing an example of the object
extraction result oblained by switching the first and second
object extraction sections in the object tracking/extracting
apparatus according to the second embodiment;

FIG. 16 is a flow chart for explaining the flow of object
tracking/extracting processing for moving picture using the
object tracking/extracting apparatus according to the second
embodiment;
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FIG. 17 is a block diagram showing the first object
tracking/extracting apparatus for moving picture according
to the third embodiment of the present invention;

FIG. 18 is a block diagram showing the second object
tracking/extracting apparatus for moving picture according
to the third embodiment;

FIG. 19 is a block diagram showing the third object
tracking/extracting apparatus for moving picture according
to the third embodiment;

FIG. 20 is a block diagram showing the fifth object
tracking/extracting apparatus for moving picture according
to ihe third embodiment;

FIG. 21 is a block diagram showing the sixth object
tracking/extracting apparatus for moving picture according
to the third embodiment;

FIG. 22 is a block diagram shbowing the fourth object
tracking/extracting apparatus for moving picture according
to the third embodiment;

FIG. 23 is a block diagram showing still another example
of the arrangement of the object tracking/extracting appa-
ratus for moving picture according to the third embodiment;

FIG. 24 is a block diagram showing still another example
of the arrangement of the object tracking/extracting appa-
ratus for moving picture according to the third embodiment;

FIG. 25 is a view for explaining an example of an
extracted frame sequence based on frame sequence control
applied to the object tracking/extracting apparatus for mov-
ing picture according to the third embodiment;

FIG. 26 is a view showing an application of the object
tracking/extracting apparatus for moving picture according
to the third embodiment;

FIG. 27 is a block diagram showing an object extraction
apparatus according to the fourth embodiment of the present
invention;

FIG. 28 is a block diagram showing an example of the
arrangement of the object extraction apparatus according to
the fourth embodiment to which edge correction processing
is applied;

FIG. 29 is a block diagram showing an example of the
arrangement of a motion compensation section applied to
the object extraction apparatus according to the fourth
embodiment;

FIG. 30 is a block diagram showing an example of the
arrangement of an object extraction section based on
reduced block matching which is applied to the object
extraction apparatus according to the fourth embodiment;

FIG. 31 is a block diagram showing an edge comection
circuit using a background palette and used in the object
extraction apparatus according to the fourth embodiment;

FIG. 32 is a block diagram showing an image synthesiz-
ing apparatus applied to the object extraction apparatus
according to the fourth embodiment;

FIG. 33 is a view for explaining the principle of edge
correction using separation degrees and used in the object
extraction apparatus according to the fourth embodiment;

FIG. 34 is a view showing the overall processing image
to be processed by the object extraction apparatus according
to the fourth embodiment;

FIG. 35 is a view showing the coniour drawn by an
operator and used in the fourth embodiment;

FIG. 36 is a view showing the state of block setling (first
scanning) used in the fourth embodiment;

FIG. 37 is a view showing the state of block setting
(second scanning) used in the fourth embodiment;
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FIG. 38 is a view for explaining similar blocks used in the
fourth embodiment;

FIG. 39 is a view for explaining a search range of similar
blocks used in the fourth embodiment;

FIG. 40 is a view for explaining another search range of
similar blocks used in the fourth embodiment;

FIG. 41 is a view showing the state of a shape picture
before replocement/conversion, which is uscd in the fourth
embodiment;

FIG. 42 is a view showing the state of shape picture after
replacement/conversion, which is used in the fourth embodi-
ment;

FIG. 43 is a view showing an extracted contour in the
fourth embodiment;

FIG. 44 is a view showing a portion of an exiracted
background color in the fourth embodiment;

FIG. 45 is a view for explaining motion compensation
used in the fourth embodiment;

FIG. 46 is a flow chart showing an object extraction
method using a background picture and used in the fourth
embodiment;

FIG. 47 is a flow chart showing an object extraction
method based on motion compensation and used in the
fourth embodiment;

FIG. 48 is a flow chart showing an object extraction
method using reduced block matching within frames in the
fourth embodiment;

FIG. 49 is a view showing another example of block
setting used in the fourth embodiment;

FIG. 50 is a flow chart for explaining edge correction;

FIG. 51 is a view showing an example of block setting;

FIG. 52 is a view showing another example of block
setting;

FIG. 53 is a view showing still another example of block
selting;

FIGS. 54A to 54D are views showing the process of
searching for the contour of an object region;

FIG. 55 is a flow chart for explaining a method of
gradually reducing a block size;

FIG. 56 is a view showing still another example of block
setting; and

FIG. 57 is a view showing still another example of block
setting.

DETAILED DESCRIPTION OF THE
INVENTION

FIG. 1 shows the overall arrangement of an object
tracking/extracting apparatus for moving picture according
to the first embodiment of the present invention. This object
tracking/extracting apparatus is designed to track the motion
of a target object from an input video signal, and comprises
an initial figure setting section 1 and an object tracking/
extracting section 2. The initial figure setting section 1 is
used to initially set a figure that surrounds a target object to
be tracked/extracted with respect to an input video signal al
on the basis of an externally input initial figure setting
indication signal a0. A figure having an arbitrary shape such
as a rectangular, circular, or elliptic shape is set on the initial
frame of the input video signal al so as to surround the target
object on the basis of the initial figure setting indication
signal a0. As a method of inputting the initial figure setting
indication signal a0, the following method can be used: a
method of allowing the user to directly write, with a pointing
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device such as a pen or mouse, a figure on the screen on
which the input video signal al is displayed; or a method of
designating the position and size of an input figure by using
such a pointing device. With this operation, an object to be
tracked/extracted can be easily designated from outside on
the initial frame picture on which the target object appears.

Initial figure setting can also be realized by detecting, for
example, the conlours of the face or body of a person or
animal by general frame picture analysis processing and
automatically setting a figure to surround the object, instead
of figure input operation performed by the user.

The object tracking/exiracting section 2 Lracks/extracls
the object with reference 1o the image inside figure set by the
initial fipure setting scction 1. In this case, in moving object
tracking/extracting processing, attention is focused on the
object designated by the figure, and the motion of the object
is tracked. The target moving object can therefore be
extracted/tracked without any influences of the unnecessary
motions of neighboring objects other than the target moving
object.

FIG. 2 shows a preferable arrangement of the object
tracking/extracting section 2.

As shown in FIG. 2, this object tracking/extracting section
comprises memories (M) 10 and 14, a figure setting section
11, a background region delermination section 12, and an
object extraction section 13.

The figure setting section 11 is used to sequentially set
figures for input frames by using arbitrary frames input and
subjected to figure setting in the past as reference frames.
The figure setting section 11 receives a current frame picture
101, an image inside figure of a reference frame, its position
103, and an object extraction result 106 of the current frame,
and outpuls image data 102 inside an arbitrary figure of the
current frame. More specifically, in the figure setting pro-
cessing performed by the figure setling section 11, a region
on the current frame picture which exhibits the minimum
error with respect to the image 103 inside figure of the
reference frame is searched out on the basis of the correla-
tion between the image 103 inside figure of the reference
frame and the current frame picture 101, and a figure that
surrounds the region is set for the current frame picture. The
figure to be set may be any one of the following shapes: a
rectangle, a circle, an ellipse, a region surrounded by an
edge, and the like. For the sake of simplicity, a rectangle is
taken as an example in the following case. The detailed
arrangement of the figure setting section 11 will be described
with reference to FIG. 5. Note that if any figure that
surrounds an object is not to be used, the entire image is an
image inside figure, and any position need not be input and
outpuf.

The memory 10 saves at least three frames that have been
already input and undergone already figure setting. The
saved information includes the pictures of the figure-set
frames, the positions and shapes of the set figures, images
inside figures, and the like. The memory 10 may save only
the intra-frame pictures instead of the overall pictures of the
input frames.

The background region determination section 12 uses at
least two arbitrary frames of the frames that temporally
differ from a current frame as reference frames for each
current frame as an object extraction target, and obtains the
difference between each reference frame and the current
frame, thereby determining a background region common to
each reference frame and the current frame. The background
region determination section 12 receives an image inside
arbitrary figure of the current frame, its position 102, images
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inside arbitrary figures of at least two frames, and their
positions 103, which are saved in the memory 10, together
with the object extraction result 106 obtained from at least
two frames, and outputs background regions 104 common to
the images inside figures of the current frames and at least
two frames. More specifically, when first and second frames
are to be used as reference frames, a first background region
commonly used as a background region in both the current
trame and the first reference frame is determined from the
first difference image obtained by calculating the inter-frame
difference between the current frame and the first reference
frame. In addition, a second background region commonly
used as a background region in both the current frame and
the second reference frame is determined from the second
difference image obtained by calculating the inter-frame
difference between the current frame and the second refer-
ence frame.

The detailed arrangement of the background region deter-
mination section 12 will be described later with reference to
FIG. 4. A method of obtaining a common background by
using a background memory is also available.

Note that if any figure that surrounds an object is not to
be used, the entire image is an image inside figure, and any
position need not be input and output.

The object extraction section 13 is used to extract only an
object region from the image inside figure of the current
frame by using the common background region determined
by the background region determination section 12. The
object extraction section 13 receives the background regions
104 common to the current frame and at least two frames,
and outputs the object extraction result 106 associated with
the current frame. Since the object region on the curmrent
frame is commonly included in both the first and second
differcnce imagges, the object region on the current frame can
be extracted by detecting a region, of the regions that do not
belong to the first and second common background regions,
which is included in the image inside figure of the current
frame. This operation is based on the fact that regions other
than common background regions become object region
candidates. More specifically, a region other than the first
common background region on the first difference image
becomes an object region candidate, and a region other than
the second common background region on the second dif-
ference image becomes an object region candidate.
Therefore, a region where the two object region candidates
overlap can be determined as the object region of the current
frame. As the object extraction result 106, information
indicating the position and shape of the object region can be
used. In addition, the picture in the object region may
actually be extracled from the current frame by using the
information.

The memory 14 saves at least two object extraction
resulls, and is used to feed back the already extracted results
so as to increase the extraction precision.

An object extraction/tracking processing method used in
this embodiment will be described below with reference to
FIG. 8.

Assume that three temporally continuous frames f(i-1),
f(i), and f(i+1) are used to extract an object from the currcnt
frame f(i).

First of all, figure setting processing is performed by the
figure setting section 11. Figure setting processing is per-
formed by respectively using arbitrary reference frames for
the three frames f(i-1), f(i), and f(i+1) to set rectangles
R(i-1), R(i), and R(i+1) so as to surround the objects on the
respective frames. Note that the rectangular figures R(i-1),
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R(i), and R(i+1) are pieces of information about posilions
and shapes, but are not present as images.

A common background regjon is then determined by the
background region determination section 12.

In this case, first of all, the inter-frame difference between
the current frame f(i) and the first reference frame f(i-1) is
calculated to obtain a first difference image fd(i-1, i).
Likewise, the inter-frame difference between the current
frame f(i) and the second reference frame f(i+1) is calculated
1o oblain a second difference image fd(i, i+1).

When the first difference image fd(i-1, i) is obtained,
since the pixel values of portions of the current frame f(i)
and first reference frame f(i~1) which are common in pixel
value are canceled out, the difference value between the
pixels becomes zero. If, therefore, the frames f(i-1) and (i)
have substantially the same background, an image corre-
sponding to the OR of the image inside figure of the
rectangle R(i-1) and the image inside figure of the rectangle
R(i) basically remains in the first difference image fd(i-1, i).
As shown in FIG. 8, the figure surrounding this remaining
image is a polygon Rd(i-1, i)=R(i-1) or R(i). The back-
ground region common to the current frame f(i) and the first
reference frame f(i-1) is the entire region other than the
actual object region (the region in the form of the number 8
obtained by overlapping two circles in this case) in the
polygon Rd(i-1, i).

In the second difference image fd(i, i+1) as well, an image
corresponding to the OR of the image inside figure of the
rectangle R(i) and the image inside figure of the reclangle
R(i+1) remains. The figure surrounding this remaining
image becomes a polygon Rd(i, i+1)=R(i) or R(i+1). The
background region common to the current frame f(i) and the
second reference frame f(i+1) is the entire region other than
the actual object region (the region in the form of the number
8 obtained by overlapping two circles in this case) in the
polygon Rd(i, i+1).

Subsequently, the background region common to the
current frame f(i) and the first reference frame f(i-1) is
determined from the first difference image fd(i-1, i).

There is required a difference value as a threshold value
to be used for determining a common background region/
object region. This value may be input by the user or may be
automatically set by detecting picture noise and properties.
In this case, one threshold value need not be determined for
one frame but may be determined partially in accordance
with the properties of a portion of a picture. The properties
of a picture include edge intensity, difference pixel
dispersion, and the like. In addition, a threshold value may
be obtained by using a figure for tracking an object.

In this case, a difference value serving as a threshold value
for determining a common background region/object region
is obtained, and the region of a pixel having a difference
value equal to or smaller than the threshold value is deter-
mined as a common background region. This threshold
value can be determined by using the histogram of the
difference values of the respective pixels along one outer
line of the polygon Rd(i-1, i) of the first difference image
fd(i-1, i), i.e., the contour of the polygon Rd(i-1, i). The
abscissa of the histogram represents the pixel values
(difference values); and the ordinate, ihe numbers of pixels
having the respective pixel values. For example, a difference
value corresponding to the half of the total number of pixels
on the contour of the polygon Rd(i-1, i) is determined as the
above threshold value. In this manner, a threshold value can
be easily determined without checking the distribution of
pixel values throughout the first difference image fd(i-1, i).
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By using this threshold value, the common background
region in the polygon Rd(i-1, i) of the first difference image
fd(i-1, i) is determined. A region other than the common
background region is an object region including an occlu-
sion. With this operation, the region in the polygon Rd(i-1,
i) is divided into the background region and the object
reglon. The pixel values of the background and object
regions are respectively converted into binary images of “0”
and “1”.

Similar processing is performed for the second difference
image fd(i, i+1). The background region common to the
current frame f(i) and the second reference frame f(i+1) is
determined, and the region in the polygon Rd(i, i+1) is
converted into a background region baving a pixel value of
“0” and an object region having a pixel value of “1”.

After this processing, object extraction is performed by
the object extraction section 13.

In this case, AND processing for the binary image in the
polygon Rd(i-1, i) and the binary image in the polygon Rd(i,
i+1) is performed in units of pixels. With this processing, the
intersection of the objects including the occlusions is
obtained, thereby extracting an object O(i) on the current
frame f(i).

In this case, all the regions other than the object regions
in the frame difference images are obtained as common
background regions. However, only the image inside figure
may be extracted from each frame, and the difference
between the respective images inside figures may be calcu-
lated in consideration of the positions of the images inside
figures on the frames. In this case, only the common
background regions in the polygon Rd(i~1, i) and the
polygon Rd(j, i+1) are determined.

As described above, in this embodiment, object extraction
is performed by the ORAND method in consideration of
images inside figures as follows:

1) obtaining the difference images between the current
frame and at least two reference frames, i.e., the first
and second reference frames, which temporally differ
from the current frame, thereby obtaining the OR of the
images inside figures of the current and first reference
frames and the OR of the images inside figures of the
current and second reference frames, and

2) extracting the target object region from the image
inside figure of the current frame by AND processing
for the difference images obtained by OR processing
for these images inside figures.

In addition, the temporal relationship between the current
frame and the two reference frames is not limited to that
described above. For example, two frames f(i~m) and f(i-n)
temporally preceding the current frame f(i) may be used as
reference frames, or two frames f(i+m) and f(i+n) tempo-
rally following the current frame f(i) may be used as
reference frames.

Referring to FIG. 8, assume that the frames f(i-1) and f(i)
are used as reference frames, and the same processing as that
described above is performed for the difference images
beiween the reference frames and the frame f(i+1). In this
case, the object can be extracted from the frame f(i+1).

FIG. 3 shows the second example of the arrangement of
the object tracking/extracting section 2.

The main difference from the arrangement shown in FIG.
2 is to additionally arrange a background motion canceling
section 21. The background motion canceling section 21
serves to correct the motions of the backgrounds of each
reference frame and the current frame so as to cancel out
their motions.
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The apparatus shown in FIG. 3 will be described in detail
below.

The background motion canceling section 21 receives
images inside arbitrary figures of at least two frames that
temporally differ from a current frame 201, together with
positions 206 of the images inside figures, and outputs
pictures 202 obtained by canceling the motions of the
backgrounds of these two frames. The delail arrangement of
the background motion canceling section 21 will be
described later with reference to FIG. 6.

A figure setting section 22 corresponds to the figure
setting section 11 in FIG. 2. The figure setting section 22
receives the current frame 201, at least the two pictures 202
obtained by canceling the motions of the backgrounds, and
object extraction results 206 based on the pictures 202, and
outputs images 203 representing the inside of the regions of
the current frame and at least the two pictures 202 which are
surrounded by arbitrary figures.

A memory 26 holds the images inside arbilrary figures
and their positions.

The background region determination section 23 corre-
sponds to the background region determination section 12 in
FIG. 2. The background region determination section 23
receives the images inside arbitrary figures and their posi-
tions 203, and the object extraction results 206 based on the
pictures 202, and outputs background regions 204 common
to the current frame and at least the two pictures 202. An
object extraction section 24 corresponds to the object extrac-
tion section 13 in FIG. 2. The object extraction section 24
recejves the background regions 204 common to the current
frame and at least the two pictures, and outputs an object
extraction result 205 based on the current frame. A memory
25 saves at least two object extraction results. The memory
25 corresponds to the memory 14 in FIG. 2.

‘With this background motion canceling section 21, even
if background moving picture gradually changes between
continuous frames as in the case wherein a camera is
panped, the pseudo background moving picture can be made
constant between the frames. Therefore, when the difference
between the current frame and a reference frame is obtained,
the backgrounds of these frames can be canceled out. This
allows common background region detection processing and
object region extraction processing without any influences
of changes in background.

Note that the background motion canceling section 21
may be connected to the input stage of a background region
determination section 23 to eliminate the motion of the
background of each reference frame in accordance with the
current frame.

FIG. 4A shows an example of the detailed arrangement of
the background region determination section 12 (or 23).

Adifference value detector section 31 is used to obtain the
difference between the current frame and the first and second
reference frames described above. The difference value
detector section 31 receives images inside arbitrary figures
of frames that temporally differ from the current frame and
their positions 302, and object extraction resulis 301 based
on the frames that iemporally differ from the current frame,
and outputs a difference value 303 between the images
inside arbitrary figures of the frames that temporally differ
from the current frame. As this difference value, for
example, the luminance difference between the frames, color
variation, optical flow, or the like can be used. By using the
object extraction results based on the frames that temporally
differ from the current frame, an object can be extracted even
if the object does not change between the frames. Assume
that an inter-frame difference is used as a difference value.
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In this case, a portion belonging to the object and exhibiling
zero inter-frame difference indicates that the object is stand-
ing still. Therefore, the same resulls as the object extraction
results based on the frames that temporally differ from the
current frame can be obtained.

A representative region determination section 32 receives
an image inside arbitrary figure of the current frame and its
position 302, and outputs the background of the image inside
arbitrary figure as a representative region 304. As this
Tepresentative region, a region that is expected to contain the
most background in the image inside arbitrary figure is
selected. For example, a belt-like region on the outermost
portion of the image inside figure, like the contour of the
figure on the difference image described with reference to
FIG. 8, is set. Since the figure is set to surround the object,
the possibility that the figure is a background is high.

A background difference value determination section 33
receives the representative region 304 and the difference
value 303, and outpuls a difference value for determining a
background. A background difference value is delermined as
follows. As described with reference to FIG. 8, the histo-
gram of the difference values of the difference values in the
representative region is formed. Then, for example, a region
having a difference value, i.e., a difference value, corre-
sponding to the number of pixels equal to or more than the
half (majority) of the total number of pixels is determined as
a background region.

Arepresentative region background determination section
34 receives the background difference value 305, determines
a representative region background 306, and outputs it. The
background region of the representative region is deter-
mined depending on whether the region corresponds to the
background difference value determined in advance. A back-
ground region determination section 35 receives the differ-
ence value 303, the background determination threshold
value 305, and the representative region background 306,
and outputs a background 307 of a region other than the
representative region. The background region other than the
represenlative region is determined by a growth method
based on the representative region. If, for example, an
undetermined pixel adjacent to a determined pixel in the
inward direction of the figure coincides with the background
difference value, the undetermined pixel is determined as a
background pixel. Pixels that are not adjacent to the back-
ground and pixels that do not coincide with the background
difference value are determined as pixels other the back-
ground. Alternatively, a pixel may be simply determined
depending on whether it corresponds to the background
difference value determined in advance. By performing
determination iowardly from the contour of a figure on a
difference image, the extent to which the background region
inwardly extends in the image inside figure can be deter-
mined.

In contrast to this, an object region protruding outwardly
from the contour of the figure is detected. If, for example, an
undetermined pixel adjacent to a pixel determined as a pixel
other than a background in the direction of the outside of the
figure does not coincide with the background difference
value, this pixel is determined as a pixel other than the
background. A pixel which is not adjacent to a pixel other
than the background or coincides with the background
difference value is determined as a background pixel. By
performing pixel determination outwardly from the contour
of the figure on the difference image in this manner, the
extent to which an image outside the figure extends as a
region outside the background can be determined. In this
case, a difference value must also be obtained outside the
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figure. For this reason, an arbitrary figure may be increased
in size by several pixels to set a new figure that can reliably
surround the object, and a difference value may be obtained
only within the figure, or a difference value may be simply
obtained in an overall frame. Alternatively, a difference
value may be obtained in advance only within the figure, and
the above processing may be performed while a difference
value is sequentially obtained in performing determination
outside the figure. Obviously, when the object does mot
protrude from the figure, for example, when no pixel is
present except for background pixels on the contour, pro-
cessing outside the figure nced not be performed.

If an object or a part thereof is standing still between the
current frame and a reference frame, the difference between
the current frame and the reference frame cannot be detected
so that the shape of the object may not be properly extracted.
A method of detecting an object on the current frame by
using already extracted reference frames will therefore be
described with reference to FIG. 4B.

FIG. 4B shows a background region determination sec-
tion 12 (or 23) having a still object region defeclor section
37. According to this section, a difference value detector
section 31 receives an image inside figure and its position on
the current frame and images inside figures and their posi-
tions 311 on at least two temporally different frames, and
detects difference values 313 between the images inside
figures of the current and reference frames.

A shape predicting section 36 receives the image inside
figure and its position on the current frame, the images
inside figures and their positions 311 on at least the two
temporally different frames, and an image and its position
317 on an already extracted frame, predicts an object shape
312 on a frame, of the frames temporally different from the
current frame, from no object has been extracted yet, and
outputs the predicted shape.

A still object region detector section 37 receives the
predicted object shape 312, the difference values 313
between the reference frames and the current frame, and the
object shape 317 of the already extracted frame, and deter-
mines an object region 314 that is still with respect to the
current frame from at least the two frames.

A background region determination section 35 receives
the object region 314 with respect to the current frame,
which is associated with at least the two frames and the
difference values 313 between the reference frames and the
current frame, determines a background region 316 common
to at least the two frames and the current frame, and outputs
it.

Assume that an object has been extracted from a reference
frame. Consider a region of the current frame in which the
inter-frame difference with respect to the reference frame
zero. If the same position on the reference frame is part of
the object, the corresponding region on the current frame can
be extracted as part of the still object. In contrast to this, if
this region on the reference frame is part of a background,
the corresponding region on the current frame is a back-
ground.

If, however, no object has been exiracted from the refer-
ence frame, a still object or parl of an object cannot be
extracted by the above method. In this case, an object shape
on the reference frame from which no object has been
extracted can be predicted by using another frame from
which an object has already been extracted, and it can be
determined that the corresponding portion is part of the
objecl. As a prediction method, for example, the block
matching method or affine transform method which is often
used to code a picture.
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For example, the block matching method shown in FIG.
13 can be conceived. By predicting the shape of the object
in this manner, a region where no inter-frame difference is
detected can be determined as part of a still object or
background.

If any figure that surrounds an object is not to be used, the
entire image is an image inside figure, and any position need
not be input and output. This shape prediction can be
performed by using the same method as that used to select
a reference frame. In addition, in an embodiment in which
a given object extraction method is switched to another
object extraction method, the object shape obtained by
another object extraction method can be used.

FIG. 5 shows an example of the detailed arrangement of
the figure sctting section 11 (or 22).

A division section 41 receives an image inside arbitrary
figure of a frame that temporally differs from the current
frame and its position 402, and outputs segmented pictures
403. The image inside arbilrary figure may be segmented
into two or four equal paris. Allernatively, edges may be
detected to segment the image. Assume that the image is
divided into two equal figures, the divided figures will be
referred to as blocks. A motion detector section 42 receives
the segmented image inside arbitrary figure and its position
403, and the image inside arbitrary figure of the current
frame and its position 401, and outputs the motion of the
segmented image and an error 404. In this case, the position
of each block which corresponds to the current frame is
searched out to minimize the error, thereby obtaining the
motion and the error. A division determination section 43
receives the motion, the error 404, and an object extraction
result 407 based on the frame that temporally differs from
the current frame, and outputs a determination result 406
indicating whether to segment the image inside arbitrary
figure of the frame that temporally differs from the current
frame. If it is determined that the image is not segmented,
the division determination section 43 outputs a motion 405.
In this case, if the object extraction result based on the frame
that temporally differs from the current frame is not con-
tained in a given segmented block, the block is eliminated
from the figure. In another case, if the obtained error is equal
to or larger than a threshold value, the block is further
segmented to obtain the motion again. Otherwise, the
motion of the block is determined. A figure determination
section 44 receives the motion 405, and outputs the image
inside figure of the current frame and its position 407. In this
case, the figure determination section 44 obtains the posi-
tional correspondence between each block and the current
frame, and determines a new figure to contain all the blocks
at the corresponding positions. The new figure may be a
rectangle or circle that is effective for the unity of all the
blocks and contains all of them.

In this manner, the image inside figure of each reference
frame is segmented into a plurality of blocks, a region where
the error between each block and the current frame is
minimized is searched out, and a figure surrounding a
plurality of regions thal are searched oul is set for the current
frame. This allows a new figure having an optimal shape to
be set for the input frame subjected to figure setting regard-
less of initially set figure shapes and sizes.

It suffices if a reference frame to be used for figure setting
is a frame for which a figure has already been set and which
temporally differs from the current frame. A frame tempo-
rally following the current frame may be used as a reference
frame for figures setting as in the case wherein forward
prediction and backward prediction are used in general
coding techniques.
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FIG. 6 shows an example of the detailed arrangement of
the background motion canceling section 21.

A representative background region setling section 51
receives a temporally different image inside arbitrary figure
apd its position 501, and outpuis a represeniative back-
ground region 503. The representative background region is
a region representing the global motion in an arbitrary
figure, i.e., representatively represents the motion of the
background in the figure. If, for example, an arbitrary figure
is a rectangle, a belt-like frame region having a width
corresponding to several pixels is set to surround a rectangle,
as shown in FIG. 7. Alternatively, several pixels outside the
figure may be used. A motion detector section 52 receives a
current frame 502 and the representative background region
503, and outputs a motion 504. In the above case, the motion
of the belt-like frame region around the rectangle with
respect to the current frame is detected. The frame region
may be detected as one region. Alternatively, as shown in
FIG. 7, the frame region may be divided into a plurality of
blocks, and the averaged motion of the respective blocks
may be output, or a motion representing the majority may be
output.

A motion compensation section 53 receives the tempo-
rally different frame 501 and the motion 504, and outputs a
motion compensated picture 505. The motion of the tem-
porally different frame is eliminated by using the motion
obtained in advance in accordance with the current frame.
Motion compensation may be block matching motion com-
pensation or motion compensation using affine transform.

As described above, in this embodiment, a target object
can be accurately extracted/tracked by relatively simple
processing without any influences of unnecessary motions
other than the motion of the target object as follows: (1)
tracking the object by using a figure approximately sur-
rounding the object instead of a contour of the object, (2)
setting an arbitrary figure for the current frame, determining
background regions common to the images inside figures of
the current frame and at least the two frames, and exiracting
the object of the current frame, (3) canceling the motions of
the backgrounds of at least the two temporally different
frames, (4) detecting the difference value of the images
inside arbitrary figures, determining a representative region,
determining a difference value corresponding to the images
inside figures of the current frame and at least the two frames
and the backgrounds at their positions, and determining a
background on the basis of the relationship between the
difference value and the representative region, (5) scgment-
ing each image inside figure, detecting the motion of the
image inside arbitrary figure or part of the segmented image
inside figure, determining whether to segment the image
inside arbitrary figure or part of the segmented image inside
figure, and determining the image inside arbitrary figure and
its position of the current frame, and (6) setting a region
representing, the background, detecting the motion of the
background, and forming a picture by canceling the motion
of the background of each of (he temporally different frames.

In addition, a procedure for object extracting/tracking
processing of this embodimeni can be implemenied by
software control. In this case as well, the basic procedure is
the same as that described above. After initial figure setting
is performed, figure setting processing may be sequentially
performed for each input frame. Concurrently with or after
this figure setting processing, background region determi-
nation processing and object extraction processing may be
performed.

The second embodiment of the present invention will be
described next.
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The first embodiment includes only one object extraction
section based on the ORAND method. In some case,
however, satisfactory extraction performance may not be
obtained by using this section alone depending on input
pictures. According to the ORAND method in the first
embodiment, a common background is set on the basis of the
difference between the current frame subjected to object
extraction and the first reference frame that temporally
differs from the current frame. In addition, a common
background is set on the basis of another current frame and
the second reference frame that temporally differs from
another current frame. A method of selecting these first and
second reference frames is not specifically limited. Depend-
ing on the selected first and second reference frames, the
object extraction results greatly vary, and any satisfactory
result may not be obtained. '

The second embodiment is obtained by improving the first
embodiment to extract an object with high precision regard-
less of imput pictures.

The first example of the arrangement of an object
tracking/extracting apparatus according to the second
embodiment will be described first with reference to the
block diagram of FIG. 9.

Only the arrangement corresponding to the object
tracking/extracting section 2 of the first embodiment will be
described below.

A figure setting section 60 is identical to the figure setting
section 11 in the first embodiment described with reference
to FIG. 2. The figure sctting section 60 receives a frame
picture 601 and a FIG. 602 sct for an initial frame or another
input frame, sets a figure for the frame picture 601, and
outputs it. A switching section 61 receives a result 605 of
object extraction that has already been performed, and
outputs a signal 604 for switching to the object extraction
section to be used on the basis of the result.

An object tracking/extracting section 62 is made vp of
first to Kth object tracking/extracting sections, as shown in
FIG. 9. These object tracking/exiracling seclions perform
object extraction by different methods. The object tracking/
extracting sections 62 include at least a section using the
ORAND method described in the first embodiment. As
object tracking/extracting sections using other methods, a
section using a shape predictive method based on block
matching, a section using an object shape predictive method
based on affine transform, and the like can be used. In these
shape predictive methods, the position or shape of an object
region on the cumrent frame is predicted by inter-frame
prediction between a frame having undergone object extrac-
tion and the current frame, and the object region is extracted
from an image inside FIG. 603 of the current frame on the
basis of the prediction result.

FIG. 13 shows an example of how shape prediction is
performed by block matching. The image inside figure of the
current frame is segmented into blocks having the same size.
Each block that is most similar in texture to a corresponding
block of the current frame is searched out from a reference
frame from which the shape and position of an object have
already been extracied. Shape data representing an object
region on this reference frame has already been created. The
shape data is obtained by expressing the pixel value of each
pixel belonging to the object region as “255”; and the pixel
value of each of the remaining pixels as “0”. Shape data
corresponding lo the searched out block is pasted to the
corresponding position on the current frame. Such a texture
search and shape data pasting processing are performed for
all the blocks constituting the image inside figure of the
current frame to fill the image inside figure of the current
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frame with shape data for discriminating the object region
from the background region. By using lhis shape data,
therefore, a picture (texture) corresponding to the object
region can be extracted.

Assume that when operation similar to that of the first
object tracking/extracting section is performed, the extrac-
tion precision is high. In this case, the switching section 61
operates {o select the first object tracking/extracting section.
Otherwise, the swilching section 61 operales (o select
another object tracking/extracting section. If, for example,
the first object tracking/extracling section is an object shape
predicting section based on block matching, switching of the
object tracking/extracting sections may be controlled in
accordance with the magnitude of a matching error. If this
section is an object shape predicting section based on affine
transform, the object tracking/extracting sections can be
switched in accordance with the magpitude of ihe estimation
error of an affine transform coefficient. The switching opera-
tion of the swilching section 61 is not performed in units of
frames but is performed in units of small regions in each
frame, e.g., blocks or regions segmented on the basis of
luminances or colors. With this operation, the object extrac-
tion methods to be used can be selected more finely, and
hence the extraction precision can be increased.

FIG. 10 shows the second example of the moving object
tracking/extracting apparatus according to the second
embodiment.

A figure setting section 70 is identical to the figure setting
section 11 in the first embodiment described with reference
to FIG. 2. The figure setting section 70 receives a picture 701
and a FIG. 702 set for an initial frame or another input frame,
sets a figure for the frame picture 701, and outputs it.

Asecond object extraction section 71 is used to extract an
object region by shape prediction using the block matching
method or affine transform. The second object extraction
section 71 receives an image inside FIG. 703 of the current
frame which is input from the figure setting section 70 and
the shape and position 707 of an object on another reference
frame having undergone exiraction processing, and predicts
the shape and position of the object from the image inside
FIG. 703 of the current frame.

A reference frame selector section 72 receives the pre-
dicted shape and position 704 of the object on the current
frame which are predicted by the second object extraction
section 71 and the shape and position 707 of the object that
have already been extracted, and selects at least two refer-
ence frames. A method of selecting reference frames will be
described below.

Reference symbols O,, O, and O, denote objects on
frames i, j, and a currently extracted frame curr, respectively.
Deviations d; and d; between two temporally different ref-
erence frames f; and f; arc calculated, and these deviations
are ANDed to extract an object from a current frame £,,,. As
a result, the overlap between the objects O; and O; is
extracted by AND processing for the temporally different
frames, in addilion to the desired object O_,,,. Obviously, if
0,N0=¢, i.c., if there is po overlap between the objects O;
and Oy, and the overlap between the objects O; and O;
becomes an empty set, no problem arises.

If, however, there is an overlap between the objects O; and
O, and the overlap is located outside the object to be
extracied, O, and O,M0; remain as extraction results.

In this case, as shown in FIG. 14A, no problem is posed
when there is no region common all to the background
region (O_,,,”) of the object O,,, and the objects O; and O;
{Ocur N(ONO)=$}. If, however, as shown in FIG. 14B,
there is a region common all to the background region
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(0..,,) ol the object O, and the objects O; and O;
{0, N(ON0)=h}, the object O, is extracted in a
wrong shape, as indicated by the hatching.

The optimal reference frames f; and f; for extraction of an
object in a correct shape are frames that satisfy

(0N0YNO,,, (&)

That is, they are the frames f; and f; that make the overlap
between the objects O; and O; belong to the object O,
(FIG. 14A).

In addition, when two or more reference frames are to be
selected,

-

(0NO)N. . .NOVNO,,,,, %))

The shape of an object can therefore be reliably extracted
by selecting reference frames that satisfy expression (1) or
(2) on the basis of the prediction result on the position or
shape of the abject on the current frame subjecled to object
extraction.

A first object tracking/extracting section 73 receives at
least two reference frames 705 selected by the reference
frame selector section 72 and the current picture 701,
extracts an object by the ORAND method, and outputs its
shape and position 706.

A memory 74 holds the shape and position 706 of the
extracted object.

FIG. 11 shows the third example of the arrangement of the
object tracking/extracting apparatus according to the second
embodiment.

As shown in FIG. 11, this object tracking/extracting
apparatus comprises a figure setting section 80, a second
object extraction seciion 81, a switching section 82, and a
first object extraction section 83. The figure setting section
80, the second object extraction section 81, and the first
object extraction section 83 respectively correspond to the
figure setting section 70, the second object extraction section
71, and the first object tracking/extracting section 73 in FIG.
10. In this case, with the switching section 82, the extraction
results obtained by the second object extraction section 81
and the first object extraction section 83 are selectively used.

More specifically, the figure setting section 80 receives a
picture 801 and the shape and position 802 of an initial
figure, and outputs the shape and position 803 of the figure.
The second object extraction section 81 receives the shape
and position 803 of the figure and the shape and position 806
of an already extracted object, predicts the predicted shape
and position 804 of an object that has not been extracted, and
outputs them. The switching section 82 reccives the shape
and position 804 of the object which are predicted by the
second object extraction section 81, and outputs a signal 805
for swilching or not switching 1o the first object extraction
section 83. The first object extraction section 83 receives the
shape and position 806 of the already extracted object and
the predicted shape and position 804 of the object that has
not been exiracted, determines the shape and position 805 of
the object, and outputs them.

The switching operation of the switching section 82 may
be performed in units of blocks as in the above case, or may
be performed in units of regions segmented on the basis of
luminances or colors. For example, switching may be deter-
mined on the basis of the predictive error in object predic-
tion. More specifically, if the predictive error in the second
object extraction section 81 that performs object extraction
by using inter-frame prediction is equal to or smaller than a
predetermined threshold value, the switching section 82
operates to use the predicted shape obtained by the second
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object extraction section 81 as an extraction result. If the
predictive error in the second object extraction section 81
exceeds the predetermined threshold value, the switching
section 82 operates to make the first object extraction section
83 perform object extraction by the ORAND method. The
extraction result is then output to an external unit.

FIG. 15 shows examples of the extraction results obtained
when the extraction sections to be used are switched for each
block as a unit of prediction on the basis of a matching error.

In this case, each crosshatched portion indicates the object
shape predicted by the second object exiraction section 81,
and the hatched portion indicates the object shape obtained
by the first object extraction scction 83.

FIG. 12 shows the fourth example of the arrangement of
the moving object tracking/extracting apparatus according
to the second embodiment.

This object tracking/extracling apparatus has the refer-
ence frame selecting section shown in FIG. 10 in addition to
the arrangement in FIG. 11.

A figure setting section 90 receives a picture 901 and the
shape and position 902 of an initial figure, and outputs the
shape and position 903 of the figure. A second object
extraction section 91 receives the shape and position 903 of
the figure and the shape and position 908 of an already
extracted object, and predicts the shape and position 904 of
an object that has not been extracted. A switching section 92
receives the predicted shape and position 904 of the object,
checks whether the precision of the predicted object is
satisfactorily high, and outputs a swiich signal 905 for
switching the object extraction ouiput obtained by the sec-
ond object exiraction section. A reference frame selector
section 93 receives the predicted shape and position 904 of
the object that has not been extracted, selects the shape and
position 906 of an object based on at least two reference
frames or those of a predicted object, and outputs them. An
object tracking/extracting section 94 receives the current
picture 901 and the shape and position 906 of the object
based on at least the iwo reference frames or the predicted
object, extract an object, and outputs the shape and position
907 of the object. A memory 95 holds the shape and position
907 of the extracted object or the shape and position 904 of
the predicted object.

A procedure for an object tracking/extracting method in
this case will be described below with reference to FIG. 16.
(Step S1)

As reference frame candidates, frames that temporally
differ from the current frame are set in advance. These
candidates may be all the frames other than the current frame
or may be several frames preceding/following the current
frame. For example, reference frame candidates are limited
to a total of five frames, i.e., the initial frame, the three
frames preceding the current frame, and the one frame
following the current frame. If, however, the number of
previous frames is less than three, the number of future
frames as candidates is increased accordingly. If there is no
frame following the current frame, four frames preceding the
current frames are set as candidates.

(Step S2)

First of all, the user sets a figure, e.g., a rectangle, on the
initial frame in which the object to be extracted is drawn. A
figure is set on each subsequent frame by dividing the
initially set figure into blocks, matching the blocks, and
pasting each block to the corresponding position. The object
is tracked by setting a new rectangle to surround all the
pasted blocks. Figures for object tracking are set on all the
reference frame candidates. If an object tracking figure for
cach future frame is obtained by using the object every time
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the object is exlracied, an extraction error can be prevented
more effectively. In addition, the user inputs the shape of the
object on the initial frame.

Assume that the frame from which the object is to be
extracted is the current frame, and the object has already
been extracted from each previous frame, but no object has
been extracled from the future frame.

(Step S3)

A proper region is set around the figure on each reference
frame candidate. The motion of the background with respect
1o the current frame is detected (o eliminate the background
in the figure on the reference frame. The motion of the
background is detected by the following method. A region
having a width corresponding to several pixels is set around
the figure. This region is matched with the current frame. A
motion vector exhibiting the minimum matching error is
detected as the motion of the background.

(Step S4)

An extraction error caused when the background motion
is not properly eliminated can be prevented by removing any
reference frame that exhibits a large motion vector detection
error in canceling the background motion from the candi-
dates. In addition, if the number of reference frame candi-
dates decreases, new reference frame candidates may be
selected again. If figure setting and background motion
¢limination have not been performed for a new reference
frame candidate, fipure setting and background motion
elimination must be performed.

(Step S5)

The shape of the object on the current frame from which
the object has not been extracted and the shape of the object
on ¢ach reference frame candidate preceding the current
frame are predicted. The rectangle set on the current frame
or the preceding reference frame candidate is segmented
into, e.g., blocks, and block matching is performed with a
frame (previous frame) from which the object bas already
been extracted, and the corresponding object shape is pasted,
thereby predicting the object shape. An extraction error can
be prevented more effectively by predicting the object on
each future frame by using the object every time it is
extracted.

(Step S6)

At this time, any block exhibiting a small prediction error
outputs the predicted shape as an extraction result without
any change. If an object shape is predicted in units of blocks,
block distortion may occur owing lo matching errors. In
order to prevent this, the video signal may be filtered to
smooth the overall object shape.

Rectangle segmentation in object tracking and object
shape prediction may be performed in a fixed block size, or
may be performed by hierarchial block matching with a
matching threshold value.

The following processing is performed for each block
exhibiting a large prediction error.

(Step S7)

Temporary reference frames are set from the reference
frame candidates, and each set of reference frames that
satisfy expression (1) or (2) is selecled. If any sei of all the
reference frame candidates does not satisfy either expression
(1) or (2), a sel having the minimum number of pixels in
0,N0; may be selected. Reference frame candidates are
preferably combined to select frames that minimize motion
vector detection errors in canceling the motion of the
background. More specifically, if there are reference frame
sets that satisfy expression (1) or (2), for example, a set that
exhibits a smaller motion vector detection error in canceling
the motion of the background may be selected. Assume that
two frames are selected as reference frames in the following
description.
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(Step S8)

‘When reference frames are selected, the inter-frame dif-
ference between each reference frame and the current frame
is obtained, and attention is given to the inter-frame differ-
ence in the set figure. The histogram of the absolute values
of the deviations of one-line pixels outside the set figure is
obtained, and the absolute value of a majority difference is
set as the difference value of the background region, thereby
determining the background pixels of the one-line pixels
outside the set figure. A search is performed inwardly from
the background pixels of the one-line pixels outside the set
figure to determine any pixel having the same difference
value as that of the adjacent background region as a back-
ground pixel. This search is sequentially performed until no
pixel is determined as a background pixel. This background
pixel is a background region common to the current frame
and one reference frame. At this time, since the boundary
between the background region and the remaining portions
may become unnatural, the video signal may be filtered to
smooih the boundary or eliminate excess or noise regions.
(Step S9)

When background regions common to the respective
reference frames are obtained, a region that is not contained
in the two common background regions is detected and
extracted as an object region. This result is output for a
portion that does not use the object shape predicted in
advance to output the overall object shape.

If there is no matching between the portion using the
shape obtained from the common backgrounds and the
portion using the predicted object shape, filtering can make
the output result look nice.

As described above, according to the second embodiment,
an object can be accurately extracted regardless of input
pictures, or reference frames suitable for object extraction
can be selected.

The third embodiment of the present invention will be
described next.

The first example of an object tracking/extracting appa-
ratus according to the third embodiment will be described
first with reference to the block diagram of FIG. 17.

In this arrangement, the feature value of a picture in at
least a partial region is extracted from the current frame
subjected to object extraction, and a plurality of object
extraction sections are switched on the basis of the feature
value.

As shown in FIG. 17, this object tracking/extracting
apparatus comprises a figure setting section 110, a feature
value extraction section 111, a switching section 112, a
plurality of object tracking/extracting sections 113, and a
memory 114. The figure setting section 110, the switching
section 112, and the plurality of object tracking/extracting
sections 113 respectively correspond to the figure setting
section 60, the switching section 61, and the plurality of
object tracking/extracting sections 62 in the second embodi-
ment in FIG. 9. This apparatus differs from that of the second
embodiment in that the object tracking/exiracting sections Lo
be used are swilched on the basis of the feature value of the
picture of the current frame which is extracted by the feature
value extraction section 111.

The figure setting section 110 receives an extracted frame
1101, an initial FIG. 1102 set by the user, and an extraction
result 1106 based on the already extracted frame, sets a
figure for the extracted frame, and outputs the figure. The
figure may be a geometrical figure such as a rectangle, circle,
or ellipse, or the user may input an object shape to the figure
setting section 110. In this case, the figure may not have a
precise shape but may have an approximate shape. The
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feature value extraciion section 111 receives an exiracled
frame 1103 in which a figure is set and the extraction result
1106 based on the already extracted frame, and outputs a
feature value 1104. The switching section 112 receives the
feature value 1104 and the extraction result 1106 based on
the already extracted frame, and controls inputting the
extraction result 1106 based on the already extracted frame
to the object tracking/extracting section.

Upon reception of the feature value of the overall picture,
the switching section 112 detects the properties of the
picture, and can use them for control on inputting of the
picture to a proper object tracking/extracting section. The
portion inside a figure is segmented into portions each
having a proper size, and the feature value may be applied
in units of segmented figure portions. The feature value
includes a dispersion, luminance gradient, edge intensity,
and the like. In this case, these values can be automatically
calculated. Alternatively, the user may visually perceive the
properties of the object and input them to the swilching
section 112. If, for example, a target object is a person,
his/her hair exhibiting unclear edges may be designated to
specially select a parameter for extraction, and extraction
may be performed after edge correction is performed as
Ppre-processing.

The feature value may be associated with a portion
(background portion) outside the set figure as well as
portions (object and its surrounding) inside figure.

Each of the plurality of (first to kth) object tracking/
extracting sections 113 receives the extracted frame 1103 in
which the figure is set and the extraction result 1106 based
on the already extracled frame, and outputs a result 1105
obtained by tracking/extracting the object.

The plurality of object tracking/extracting sections 113
include a section for extracting an object by using the
ORAND method, a section for extracting an object by using
chromakeys, a section for extracting an object by block
matching or affine transform, and the like.

In the first embodiment, a background pixel is determined
by using the histogram of the inter-frame differences of the
pixel values around the set figure. However, a pixel corre-
sponding to an inter-frame difference equal to or smaller
than a threshold value may be simply detenmined as a
background pixel. In addition, in the first embodiment,
background pixels (corresponding to difference values equal
to or smaller than the predetermined value) are sequentially
determined inwardly from the set figure. However, object
pixels (corresponding to difference values equal to or larger
than the predetermined value) may be sequentially deter-
mined outwardly from the figure, or an arbitrary operation
sequence may be employed.

The memory 114 receives the result 1105 obtained by
tracking/extracting the object, and saves it.

The reason why a better extraction result can be obtained
by switching the tracking/extracting methods in accordance
with the feature value indicating the properties of a picture
will be described below.

If, for example, it is known in advance whether a back-
ground moves or not, the corresponding property is prefer-
ably used. When the background moves, the motion of the
background is compensated, but perfect compensation may
not be attained. Almost no motion compensation can be
performed for a frame exhibiting a complicated motion.
Such a frame can be known in advance from a background
motion compensation error, and hence can be excluded from
reference frame candidates. If, however, there is no back-
ground motion, this processing is not required. If another
object is moving, erroneous background motion compensa-
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tion may be performed. Allernatively, the comresponding
frame may be excluded from reference frame candidates.
Even if, therefore, this frame is optimal for reference frame
selection conditions, the frame is not sclected, resulting in a
decrease in extraction precision.

In addition, one picture includes various properties. The
motion and texture of an object may parily vary, and hence
the object may not be properly extracted by the same
tracking/extracting method and apparatus and the same
parameters. For this reason, the user preferably designates a
portion of a picture which has a special property.
Alternatively, differences in a picture may be automatically
detected as feature values lo extract an object by partly
switching tracking/extracting methods, or the parameters
may be changed.

When the plurality of object tracking/extracting sections
are switched in this manner, the shapes of objects in various
pictures can be accurately extracted.

The second example of the moving object tracking/
extracting apparatus according to the third embodiment will
be described next with reference to the block diagram of
FIG. 18.

A figure setting section 120 receives an extracted frame
1201, an initial FIG. 1202 set by the user, and an extraclion
result 1207 based on the already extracted frame, sets a
figure for the extracted frame, and outputs the figure. A
second object tracking/extracting section 121 is used to
extract an object region by shape prediction such as the
block matching method or affine transform. The second
object tracking/extracting section 121 receives an extracted
frame 1203 in which a figure is set and the extraction result
1207 based on the already extracted frame, and outputs an
object tracking/extracting result 1204.

A feature value extraction section 122 receives the object
tracking/extracting result 1204, and ontputs a feature value
1205 of the object to a switching section 123. The switching
section 123 receives the feature value 1205 of the object, and
controls inpuiting the object tracking/exiracting result 1204
to the first objecl tracking/exiracting section. Assume that
the second object tracking/extracting section 121 tracks/
extracts an object shape by the block matching method. In
this case, a feature value is regarded as a maiching error, and
the second object tracking/extracting section 121 outpuls a
portion exhibiting a small matching error as a predicted
sbape extraction result. Other feature values include param-
eters (fractal dimension and the like) representing the lwmi-
nance gradient or dispersion of each block and texture
complicity. When luminance gradient is to be used, input
control is performed on the first object tracking/extracting
section to use the result obtained by a first object tracking/
extracting section 124 using the ORAND method with
respect to a block having almost no luminance gradient. In
addition, when an edge is detected to use information
indicating the presence/absence or intensity of the edge as a
feature value, input control is performed on the first object
tracking/extracling seclion so as to use the resull obtained by
the first object tracking/extracting section 124 with respect
to a portion having no edge or having a weak edge. In this
manner, switching control can be changed in units of blocks
or regions as portions of a picture. Adaptive control can be
realized by increasing/decreasing the threshold value for
switching.

The first object tracking/extracting section 124 receives
the extracted frame 1201, the object tracking/extracting
result 1204, and the extraction result 1207 based on the
already extracted frame, and outputs a tracking/extracting
result 1206 based on the already extracted frame to a
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memory 125. The memory 125 receives the tracking/
extracting resuft 1206 based on the extracted frame and
saves it.

The third example of the amangemeni of the object
tracking/extracting apparatus according to the third embodi-
ment will be described next with reference to the block
diagram ol FIG. 19.

This object tracking/extracting apparatus includes the
reference frame selecting section described in the second
embodiment in addition to the arrangement shown in FIG.
18. As shown in FIG. 19, the object tracking/extracting
apparatus comprises a figure setting section 130, a second
object tracking/extracting section 131, a feature value
extraction section 132, a switching section 133, a reference
frame selector section 134, a first object tracking/extracting
section 135, and a memory 136.

The figure setting section 130 receives an extracted frame
1301, an initial FIG. 1302 set by the user, and an extraction
result 1308 based on (he already extracted frame, sets a
figure for the extracted frame, and outputs the figure. The
second object tracking/extracting section 131 is used to
extract an object region by shape prediction such as the
block matching method or affine transform. The second
object tracking/extracting section 131 receives an extracted
frame 1303 in which a figure is set and the extraction result
1308 based on the already extracted frame, and outputs an
object tracking/extracting result 1304.

The feature value extraction section 132 receives the
object tracking/extracting result 1304, and outputs a feature
value 1305 of the object. The switching section 133 reccives
the feature value 1305 of the object, and controls inputting
the object tracking/extracting result 1304 to the first object
tracking/extracting section 135.

The reference frame selector section 134 receives the
object tracking/extracting result 1304 to be sent to the first
object tracking/extracting section 135 and the extraction
result 1308 based on the already extracted frame, and
oulpuls a reference frame 1306.

An example of the features of an object is motion com-
plexity. When the object is to be tracked/extracted by the
second object tracking/extracting section 131 using the
block matching method, the first object extraction result is
output with respect to a portion exhibiting a large matching
emor. If a portion of the object exhibits a complicated
motion, the matching error corresponding to the portion
increases. As a result, the portion is extracted by the first
object tracking/extracting section 135. Therefore, the refer-
ence frame selecting methods to be used by the first object
tracking/extracting section 135 are switched in accordance
with this matching error as a feature valuc. More
specifically, a reference frame selecting method is selected
for only the portion to be extracted by the first object
tracking/extracting section 135 instead of the overall object
shape so as 1o satisfy expression (1) or (2) as a selection
condition described in the second embodiment.

An example of the feature value of a background includes,
for example, information indicating 1) a picture with a still
background, 2) zooming operalion, and 3) panning opera-
tion. The user may input this feature value, or the parameter
obtained from the camera may be input as a feature value.
The feature value of a background includes a background
motion vector, the precision of a picture having undergone
background motion compensation, the luminance distribu-
tion of the background, texture, edge, and the like. For
example, reference frame selecting methods can be con-
trolled in accordance with the precision of a picture having
undergone background motion compensation which is
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obtained as a [eature value from the averaged difference
between the picture having undergone background motion
compensation and the picture before correction. For
example, control is performed such that when the averaged
difference is large, the corresponding frame may be
excluded from reference frame candidates or a lower priority
is assigned to the frame in frame selection. If the background
is still or background motion compensation is perfectly
performed for all the frames, the difference becomes zero.
The same reference frame selecting metbod as that in the
second embodiment can be used.

The first object tracking/extracting section 135 receives
the exiracted frame 1301, the reference frame 1306, and the
extraction result 1308 based on the already extracted frame,
and outputs a tracking/extracting result 1307 obtained from
the extracted frame by the ORAND method to the first object
tracking/extracting section 135. The memory 136 receives
the tracking/extracting result 1307 based on the extracted
frame, and holds it.

Of the above examples, the arrangement in which a
plurality of reference frame selecting sections are switched
in accordance with the feature value obtained from the
output from the second object tracking/extracting section
will be described as the fourth example of the arrangement
of this apparatus with reference to FIG. 22.

A figure setting section 160 receives an extracted frame
1601, an initial FIG. 1602 set by the user, and a frame 1608
from which an object has already been extracted, and
outputs a set FIG. 1603. A second object tracking/extracting
section 161 is used to extract an object region by shape
prediction such as the block matching method or affine
transform. The second object tracking/extracting section 161
receives the frame 1608 from which the object has already
been extracted, and outputs an object tracking/extracting
result 1604. A feature value detector section 163 receives the
object tracking/extracting result 1604, and outputs a feature
value 1605 to a switching section 164. The switching section
164 receives the feature value 1605, and controls inputting
the object tracking/extracting result 1604 to the reference
frame selecting section.

Each of a plurality of reference frame selector sections
165 receives the object tracking/extracting result 1604 and
the frame 1608 from which the object has already been
extracted, and outputs at least two reference frames 1606.

A first object tracking/extracting section 166 is used to
extract an object by the ORAND method. The first object
tracking/extracting section 166 receives the reference
frames 1606 and the extracted frame 1601, and outputs an
object tracking/extracting result 1607 to a memory 167. The
memory 167 receives the object tracking/extracting result
1607 and holds it.

Of the above cases, the case in which background infor-
mation is obtained, and input control is performed on a
plurality of reference frame selecting sections in accordance
with the background motion compensation error will be
described next.

A figure seiling section 170 receives an extracied frame
1701, an initial FIG. 1702 set by Lhe user, and a frame 1710
from which an object has already been extracted, and
outputs a set FIG. 1703. A second object tracking/extracting
section 171 receives the set FIG. 1703 and the frame 1710
from which the object bas already been extracted, and
outputs an object tracking/extracting result 1704. A switch-
ing section 172 receives background information 1705 des-
ignated by the user, and controls inputting the extracted
frame 1701 to a background motion compensation section
173.
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The background motion compensalion section 173
receives the extracted frame 1701 and the frame 1710 from
which the object has already been extracted, and outputs a
frame 1706 having undergone background motion compen-
sation.

A background feature value detector section 174 receives
the extracted frame 1701 and the frame 1706 having under-
gone background motion compensation, and outputs a back-
ground feature value 1707 to a switching section 175. The
switching section 175 receives the background feature value
1707, and controls inpuiting the object tracking/extracting
result 1704 to a reference frame selector section 176. The
reference frame selector section 176 receives the object
tracking/extracting result 1704 and the frame 1710 from
which the object has already been extracted, and outputs at
least two reference frames 1708.

A first object tracking/extracting section 177 receives at
least the two reference frames 1708 and the extracted frame
1701, and outputs an object tracking/exiracting result 1709
to a memory 178. The memory 178 receives and holds the
object tracking/extracting result 1709.

The fifth example of the arrangement of the object
tracking/extracting apparatus according to the third embodi-
ment will be described next with reference to the block
diagram of FIG. 20.

An extracted frame output controller section 140 receives
a picture 1401 and a sequence 1405 of frames to be
extracted, and outputs an extracted frame 1402. A frame
sequence controller section 141 receives the information
1405 about the frame sequence input by the user, and outputs
a frame sequence 1406. An object tracking/extracting appa-
ratus 142 is an object tracking/extracting method and appa-
ratus for extracting/tracking a target object from a moving
picture signal. The object tracking/extracting apparatus 142
receives the extracted frame 1402 and outputs a tracking/
extracting result 1403 to a tracking/extracting result output
controller section 143. The tracking/extracting result output
controller section 143 receives the tracking/extracling result
1403 and the frame sequence 1406, rearranges the frame
sequence to match with the picture 1401, and outputs the
result.

A frame sequence may be input by the user or may be
adaptively determined in accordance with the motion of the
object. A frame interval at which the motion of the object can
be easily detected is deiermined to extract the object. More
specifically, the frame sequence is controlled to perform
object extraction processing in a sequence different from the
input frame sequence in such a manner that the frame
interval between each reference frame and the current frame
subjected to object extraction becomes two or more frames.
With this operation, the prediction precision can be
increased as compared with the case wherein shape predic-
tion based on inter-frame prediction or ORAND computa-
tion is performed in the input fame sequence. In the case of
the ORAND method, the extraction precision can be
increased by selecting proper reference frames. Therefore,
this method is especially effective for a shape prediction
method based on inter-frame prediction using block malch-
ing or the like.

Depending on the frame interval, the motion becomes too
small or complicated to be properly coped with by using the
shape prediction method based on inter-frame prediction. If,
therefore, a shape prediction error is not equal to or smaller
than a threshold value, the prediction precision can be
increased by increasing the interval between the current
frame and the extracted frame used for prediction. As a
result, the extraction precision can also be increased. If there
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is a background motion, the background motion between
each reference frame and the extracied frame is obtained and
compensated. Depending on the frame interval, however, the
background motion becomes too small or complicated to
accurately perform background motion compensation. In
this case as well, the motion compensation precision can be
Increased by increasing ihe frame interval. An objecl shapé
can be extracted more reliably by adaptively controlling the
trame extraction sequence in this manner.

The sixth example of the arrangement of the object
tracking/extracting apparatus according to the third embodi-
ment will be described next with reference to the block
diagram of FIG. 21.

An extracted frame output controller section 150 receives
a picture 1501 and a frame extraction sequence 1505, and
outputs an extracted frame 1502. A frame sequence control-
ler section 151 receives information 1505 about the frame
sequence ioput by the user, and outputs a frame sequence
1506. Thal is, the frame sequence controller section 151
receives the frame interval and determines a frame exirac-
tion sequence. Each of a plurality of object tracking/
extracting apparatuses 152 is an object tracking/extracting
method and apparatus for extracting/tracking a target object
from a moving picture signal. Inpuiting of the extracted
frame 1502 to each object tracking/extracting apparatus 152
is controlled in accordance with the frame sequence 1506,
and the apparatus outputs a tracking/extracting result 1503.
A tracking/extracting result output controller section 153
receives the tracking/extracting result 1503 and the frame
sequence 1506, rearranges the frame sequence to match with
the picture 1501, and outputs the result.

Skipped frames may be interpolated from already
extracted frames, or may be extracted by the same algorithm
upon changing the method of selecting reference frame
candidates.

An example of the processing performed by the object
tracking/extracting apparatus in FIG. 21 will be described
below with reference to FIG. 25.

Referring Lo FIG. 25, the frames indicated by the hatching
are future frames to be extracted at two-frame intervals.
Skipped frames are extracted by the second object tracking/
extracling apparatus. As shown in FIG. 25, after two frames
on the two sides of a skipped frame are extracied, the
skipped frame may be interpolated on the basis of the
extraction result on the two frames, thereby obtaining an
object shape. In addition, a parameter such as a threshold
value may be changed, or these frames on the two sides of
the skipped frame may be added to reference frame candi-
dates to extract the skipped frame by the same method as
that used for the frames on the two sides.

Another arrangement of the object tracking/extracting
apparatus will be described next with reference to the block
diagram of FIG. 24.

A switching section 182 receives background information
1805 designated by the user, and controls imputting an
extracled frame 1801 to a background motion correction
section 183. The background motion correction section 183
receives the extracted frame 1801 and a frame 1811 from
which an object has already been extracted, and outputs a
frame 1806 having undergone background motion compen-
sation to a frame 1806. A background feature value detector
section 184 receives the extracted frame 1801 and the frame
1806 having undergone background motion compensation,
and outputs a feature value 1807. A switching section 187
receives the background feature value 1807, and controls
inputting a tracking/extracting result 1804 to a reference
frame selector section 188. A figure setting section 180
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receives the extracied frame 1801, the frame 1811 from
which the object has already been extracied, and an initial
FIG. 1802 set by the user, and outputs an extracted frame
1803 on which a figure is set. A second object tracking/
extracting section 181 receives the extracted frame 1803 on
which the figure is set and the frame 1811 from which the
object has already been exiracled, and outputs the tracking/
extracting result 1804. A feature value detector section 184
receives the tracking/exiracting result 1804, and outputs a
feature value 1808. A switching section 186 receives the
feature value 1808, and controls inputting the tracking/
extracting result 1804 1o the rcference frame selector section
188. The reference frame selector section 188 receives the
object tracking/extracting result 1804 and the frame 1811
from which the object has already been extracted, and
outputs at least two reference frames 1809.

A first object tracking/extracting section 189 receives at
least the two reference frames 1809 and the extracted frame
1801, and outpuis an object tracking/exiracting result 1810
to a memory 190. The memory 190 holds the object
tracking/extracting result 1810.

The following is the flow of processing.

The user roughly surrounds an object to be extracted on
an initial frame. A rectangle on a subsequent frame is set by
expanding the rectangle surrounding the already extracted
object by several pixels in all directions. This rectangle is
segmented into a blocks, and each block is matched with a
corresponding block of the already extracted block. Then,
the shape of the already extracted object is pasted at the
corresponding position. The object shape (predicted object
shape) obtained by this processing represcnts an approxi-
mate object. If the prediction precision is not equal to or
smaller than the threshold value, the prediction precision
may be increased by performing prediction again by using
another frame.

If the prediction precision is high, all or part of the
predicted shape is output as an extraction result without any
change. This method can allow both tracking and exiraction
of the objecl.

In forming blocks in object tracking and object shape
prediction, a rectangle may be segmented in a fixed block
size, or hierarchical block matching based on a matching
threshold value may be performed. Alternatively, a frame
may be segmented in a fixed size, and only the blocks
including the object may be used.

In consideration of a case wherein the prediction precision
is low, the predicted object shape is expanded by several
pixels to correct irregular portions and holes due to predic-
tion errors are corrected. Predicted object shapes are set on
all the reference frame candidates by this method. Every
time an object is extracted, an object tracking figure for a
future frame is newly obtained by using the extracted object,
thereby preventing any extraction error. Note that this track-
ing figure is set to surround the object.

Assume that an object has already been extracted from a
frame preceding each extracied frame, and no object has
been extracted from (he future frame.

Assume that reference frame candidales are five frames
that temporally differ, at predetermined intervals, from and
precede/follow each frame to be extracted at predetermined
intervals. More specifically, reference frame candidates are
limited 1o a total of five frames, e.g., the initial frame, the
three frames preceding the current frame, and one frame
following the current frame. If, however, the number of
previous frames is less than three, the number of future
frames is increased accordingly. If there is no future frame,
four previous frames are set as candidates.
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A proper region is set around an object on each reference
frame candidate. The motion of a background between this
region and the current frame is detected to eliminate the
background in the figure on the reference frame. The back-
ground motion is detected by the following method. Maich-
ing is performed between the entire region excluding the
object aud the cuneut hiawe. A wulion vector exhibiting the
minimum matching error is determined as the background
motion.

Any reference frame exhibiting a large motion vector
detection error in canceling a background motion is
cxcluded from candidates to prevent any extraction error
that is caused when elimination of a background motion is
not proper. In addition, if the number of reference frame
candidates decreases, new reference frame candidates may
be selected again. If figure setting and background motion
elimination have not been performed for a new reference
frame candidate, figure seiting and background motion
climination must be performed.

If it is known in advance Lhal there is no background
motion, this processing is not performed.

Temporary reference frames are set from the reference
frame candidates, and each set of reference frames that
satisfy expression (1) or (2) in the second embodiment is
selected. If any set of all the reference frame candidates does
not satisfy either expression (1) or (2), a set having the
minimum number of pixels in 0,N0; may be sclected.

Reference frame candidates are preferably combined to
select frames that minimize motion vector detection errors in
canceling the motion of the background. More specifically,
if there arc reference frame sets that satisfy expression (1) or
(2), for example, a set that exhibits a smaller motion vector
detection error in canceling the motion of the background
may be selected. If there is no multi-electron beam exposure
motion, a frame on which an inter-frame difference can be
satisfactorily detected is preferentially selected.

Assume that the object prediction precision is high, and
part of the objecl is output without any change. In this case,
a frame that satisfies the condition given by expression (1)
or (2) is selected with respect to only a region where an
object prediction result is not used as an extraction result.

The processing to be performed when two reference
frames are selected will be described below.

‘When a reference frame is selected, the inter-frame dif-
ference between an extracted frame and the reference frame
is obtained, and attention is paid to the inter-frame difference
in the set figure.

The inter-frame difference is binarized with a set thresh-
old value. The threshold value used for binarization may be
constant with respect to a picture, may be changed in units
of frames in accordance with the precision of background
motion compensation. For example, if the precision of
background motion compensation is low, since many unoec-
essary deviations are produced in the background, the
threshold value for binarization is increased. Alternatively,
this threshold value may be changed in accordance with the
partial luminance gradient or texture of an object or edge
intensity. For example, the threshold value for binarization
is decreased for a relatively flat region, e.g., a region where
the luminance gradient is small or a region wherein the edge
intensity is low. In addition, the user may set a threshold
value in consideration of the properties of an object.

Any pixel that is located outside the object tracking figure
and has a difference value corresponding to an adjacent
background region is determined as a background pixel. At
the same time, any pixel that is located inside the object
tracking figure and has not a difference value comresponding
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to an adjacent background region is deiermined as a pixel
other than a background pixel.

No inter-frame difference can be detected in a still region
of an object. If, therefore, the inter-frame difference with
respect to a frame used for prediction is zero, and the pixel
of interest is located inside the object on the frame used for
prediction, the pixel is determined as a still region pixel but
is not added as a background pixel.

This background pixel corresponds to a background
region common to the current frame and one reference
frame. At this time, since the boundary between the back-
ground region and the remaining portions may become
unnpatural, the video signal may be filtered to smooth the
boundary or eliminate unnecessary noise regions.

When background regions common to the respective
reference frames are obtained, a region that is not contained
in the two common background regions is detected and
extracted as an object region. This result is output for a
portion that does pol use the object shape predicted in
advance to extract the overall object shape. If there is no
matching between the portion usiog the shape obtained from
the common backgrounds and the portion using the pre-
dicted object shape, filtering can make the output result look
nice.

Finally, the extraction sequence is rearranged into the
input frame sequence, and the extraclion object region is
output.

The object shape extraction method and apparatus of the
present invention can be used as an input means for object
coding in MPEG+4 that has almost been standardized. For
example, this MPEG-4 and object extraction technique are
applied to a display system for displaying an object shapc in
the form of a window. Such a display system can be
effectively applied to a multipoint conference system. Space
savings can be achieved by displaying each person in the
form of a person as shown in FIG. 26 rather than by
displaying a text material and the person who is taking part
in the conference at each point on a display with a limited
size using rectangular windows. With the function of
MPEGH4, only the person who is speaking can be enlarged
and displayed, or the persons who are not speaking can be
made transtucent, thus making the user feel nice in using the
system.

According to the third embodiment of the present
invention, unnecessary processing can be omitted and stable
extraction precision can be obtained by sclecting an object
using a method and apparatus in accordance with the prop-
erties of a picture. In addition, by removing the limitation
associated with a temporal sequence, sufficient extraction
precision can be obtained regardless of the motion of an
object.

The third embodiment is designed to improve the perfor-
mance of the first and second embodiments, and each of the
arrangements of the first and second embodiments can be
properly combined with the arrangement of the third
embodiment.

FIG. 27 shows the first example of the arrangement of an
object extraclion apparatus according to the fourth embodi-
ment of the present invention.

Atexture picture 221 sensed by an external camera or read
out from a storage medium such as a video disk and input to
this object extraction apparatus is input to a recorder unit
222, a switching section 223, and an object extraction circuit
224 using motion compensation. The recorder unit 222 holds
the input texture picture 221. For example, the recorder unit
222 is a hard disk or photomagnetic disk used for a personal
computer. The recorder unit 222 is required to use the texture
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picture 221 again afterward. If the texture picture 221 is
recorded on an external storage medium, the recorder unit
222 need not be prepared, and the storage medium is used
as the recorder unit 222. In this case, the texture picture 221
need not be input again to the recorder unit 222. A texture
picture is generally called a video signal, which is formed by
arranging pixels having luminances (Y) expressed as the
values “0” to “255” in the raster order (from the upper left
pixel of the picture to the right, and from the uppermost Line
to the lowermost line). This picture is calied a texture picture
to be discriminated from a shape picture (to be described
later). For a texture picture, color differences (U, V, and the
like) or colors (R, G, B, and the like) may be used instead
of luminances.

On the first frame, a shape picture 225 on which a desired
object to be extracted has been independently extracted by
the user is input to the object extraction circuit 224 based on
motion compensation. The shape picture is geperated by
arranging pixels in the raster order as in the case of a texture
picture, with the pixel value of each pixel belonging to the
object being expressed as “255” and the picture value of
each of the remaining pixels being expressed as “0”.

An embodiment in which a shape picture 25 on the first
frame is generated will be described in detail below with
reference to FIG. 34.

Assume that there are graphic figures in the background
and foreground, and the operator wants to extract an object
226 in the form of a house. The operator traces a contour of
the object 226, with a mouse or pen, on a picture 227
displayed on a monitor. A shape picture is obtained by
substituting “255” for each pixel inside the contour and “0”
for each pixel outside the contour. If the operator draws this
scontour with great care, the precision of this shape picture
becomes high. Even if this precision becomes low to some
degree, the precision can be increased by applying a method
described in Takashi Ida and Yoko Sambonsugi, “SELF-
AFFINE MAPPING SYSTEM FOR OBJECT CONTOUR
EXTRACTION (SUMMARY)”, Research and Develop-
ment Center, Toshiba corporation.

FIG. 35 shows a linc 228 drawn by the operator and a
contour 229 of the object 226. Obviously, in this stage, the
correct position of the contour 229 has not been extracted
yet, but the contour 229 is shown to indicate the positional
relationship with the line 228.

First of all, a block is allocated to contain the line 228.
More specifically, when the frame is scanned in the raster
order, and the line 228 is detected, ie., the difference
between a pixel value in the shape picture defined by the line
228 and an adjacent pixel value is detected, a block having
a predetermined size is set around the corresponding pixel.
In this case, if the current block overlaps an already set
block, scanning is continued without setting the current
block. As a result, blocks can be set such that the respective
blocks touch each other without overlapping, as shown in
FIG. 36. With this operation alone, portions 230, 231, and
232 are not contained in blocks. For this reason, scanning is
performed again to delect contour portions that are not
contained in blocks. If such a portion is detecied, a block is
set around the corresponding pixel. In the second scanning
operation, however, even if the current block overlaps an
already set block, the current block is set as long as the pixel
serving as the center is not contained in the already set block.
Referring to FIG. 37, blocks 233, 234, 235, and 236 indi-
cated by the crosshatching are the blocks set by the second
scanning operation. The block size may be fixed. However,
if the number of pixels surrounded by the line 228 is large,
a large block size may be set, and vice versa. In addition, if
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the line 228 has few irregular portions, a large block size
may be set, and vice versa. Alternatively, a large block size
may be set for a picture having a flat graphic figure, and a
small block size may be sct for a picture having fine graphic
figure.

Wkhen a block is set at an end of a screen, the block may
protrude from Lhe screen. In this case, an end of only (his
block is cut 1o form a rectangular block to prevent it from
protruding the screen. In this case, a similar block is also set
in the form of a rectangle.

The above method is a method of setting blocks on a
shape picture.

Subsequently, similar blocks are searched out in units of
blocks by using the texture picture. In this case, it is defined
that given blocks having different block sizes are similar
when one of the blocks is enlarged or reduced to have the
same block size as that of the other block, the number of
pixels of one block becomes almost equal to that of the
corresponding pixels of the other block. For example, a
block 238 has a texture picture similar in shape to that of a
block 237 in FIG. 38. Likewise, a block 240 is similar to 2
block 239, and a block 242 is similar to a block 241. In this
embodiment, a similar block is set to be larger than a block
set on the contour. In searching for similar blocks, it suffices
if a search is performed within a given range having four
corners defined by blocks 244, 245, 246, and 247 near a
block 243, as shown in FIG. 39, instead of the entire screen.
FIG. 39 shows a case wherein the centers of the respective
blocks are set as start points, and the start points of the
blocks 244, 245, 246, and 247 are moved by a predetermined
pixel width in all directions with respect to the start point of
the block 243. FIG. 40 shows a case wherein a start point is
set on the upper left corner of each block.

Any similar block that partly protrudes from a screen is
excluded from search targets even if it is located in a search
range. If a block is located at an end of a screen, all the
similar blocks in a search range may be excluded from
search targets. In this case, the search range is shified to the
inside of the screen for the block on the end of the screen.

Similar blocks can be searched out by a multi-step-search
with a small computation amouant. In this multi-step-search
method, a search is performed to check errors first at discrete
start points instead of searching the entire search range while
shifting the start point in unit of pixels of half pixels. Then,
start points only around a start point exhibiting a small error
are shifted relatively finely to check errors. This operation is
repeated to approach the position of the similar block.

In a search for a similar block, if the similar block is
reduced every time, a long processing time is required. If,
therefore, the entire picture is reduced in advance, and the
resultant data is held in another memory, the above operation
can be done by only reading out the data of a portion
corresponding to the similar block from the memory.

FIG. 38 shows only the similar blocks for only the three
blocks 237, 239, and 241. In practice, however, similar
blocks are obtained for all the blocks shown in FIG. 37. The
above description is about the method of searching for
similar blocks. It should be noted that a search for similar
blocks is performed by using a texture picture instead of a
shape picture. Considering primary conversion of transfer-
ring a similar block to a block within a frame, the contour
of the texture picture remains unchanged in this primary
conversion.

A method of performing correction to match the contour
of a shape picture with that of a texture picture by using the
positional relationship between each block and a corre-
sponding similar block will be described next.
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Referring to FIG. 41, a contour 228 is the line drawn by
the user. It suffices if this line is approximated to a correct
contour 229. For this purpose, a portion of the shape picture
which corresponds to a similar block 238 is read out, the
portion is reduced to the same size as that of a block 237,
thereby replacing the corresponding portion of the shape
picture which corresponds (o e bluck 237. Since this
operation makes the contour approach an invariant sct
including the fixed point of primary conversion from the
similar block to the block, the contour 228 approaches the
contour 229. When one side of the similar block is twice as
long as one side of the block, one replacing operation
reduces the gap between the contour 228 and the correct
contour 229 to almost %. FIG. 42 shows a contour 248
obtained by performing this replacing operation once for all
the blocks. If this block replacement is repeated, the contour
248 further approaches the correct contour. Eventually, as
shown in FIG. 43, the contour 248 coincides with the correct
contour. In practice, since there is no need (o reduce the gap
between the two contours to a value smaller (han the
distance between pixels, replacing operation is terminated
after replacement is performed a certain number of times.
This technique is effective when the contour of a texture
picture is contained in a (NxN)-pixel block set on a shape
picture. In this case, the maximum distance between the
contour of the shape picture and that of the texture picture
is about N/2. If the length of one side of a similar block is
Atimes larger than that of one side of a corresponding block,
the distance between the two contours is reduced to 1/A per
replacement. Letting x be the number of times replacement
is performed, a state wherein the distance becomes smaller
than one pixel can be expressed as follows:

(N12)x(1/4) %<1

where " represents the power, i.e., (1/A) is multiplied by x
times. From the above inequality,

xlog (2/N)/log(1/A)
If, for example, N=8 and A=2
x>2

It therefore suffices if replacement is performed three times.

FIG. 30 is a block diagram showing this object extraction
apparatus. First of all, a shape picture 249 input by the
operator is recorded on a shape memory 250. In the shape
memory 250, blocks are set in the manner described with
reference to FIGS. 36 and 37. Meanwhile a texture picture
251 is recorded on a texturc memory 252. The texture
memory 252 sends a texture picture 254 of a block to a
search circuit 255 upon referring to position information 253
of the block sent from the shape memory 250. At the same
time, similar block candidates are also sent from the texture
memory 252 to the search circuit 255, as described with
reference to FIGS. 39 and 40. The search circuit 255 reduces
each similar block candidate, calculates Lhe error between
each capdidale and the corresponding block, and determines
a candidate exhibiting the minimum error as a similar block.
An example of this error is the absolute value sum of
luminance value deviations or the value obtained by adding
the absolute value sum of color difference deviations thereto.
If color differences are also used, the precision can be
increased as compared with a case wherein only luminances
are used, even though the computation amount increases.
This is because, even if the luminance difference is small at
the contour of an object, a similar block can be properly
determined when the color difference is large. Information
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256 aboul the position of the similar block is sent to a
reduction conversion circuit 257. A shape picture 258 on the
similar block is also sent from the shape memory 250 to the
reduction conversion circuit 257. The reduction conversion
circuit 257 reduces the shape picture of the similar block.
The reduced similar block is sent back to the shape memory
250 as a shape picture 259 whose contowr has been cor-
rected. The shape picture of the corresponding block is then
overwrltten. When this replacement in the shape memory
250 is performed a predetermined number of times, the
corrected shape picture 259 is output to an external unit. The
contents of the shape memory 250 may be overwritten in
units of blocks. Alternatively, memories cormresponding to
two frames may be prepared. After the shape picture on the
entire frame is copied from ome memory to the other
memory, the respective blocks on the contour portion may
be replaced with the blocks obtained by reducing similar
blocks.

This object exiraction method will be described with
reference (o the flow charl of FIG. 48.

(Object Extraction Method Based On Matching of Reduced
Blocks in Frames)

In step S31, blocks are set on the contour portion of shape
data. In step S32, a similar block baving picture data
representing a graphic figure that is similar to that of the
currently processed block is detected from the same picture
data. In step S33, the shape data of the currently processed
block is replaced with the data obtained by reducing the
shape data of the similar block.

If it is determined in step S34 that the number of pro-
cessed blocks reaches a predetermined number, the flow
advances to step S35. Otherwise. the flow returns to step $32
upon setting the next block as a processing target.

If it is determined in step S35 that the number of times of
replacement reaches a predelermined number of times, the
flow advances to step S36. Otherwise, the flow returns to
step S31 upon setting replaced shaped data as a processing
target. In step S36, the shape data baving undergone repeti-
tive replacement is outpul as an object region.

This method is effective when an edge of a block matches
with an edge of a similar block. If, therefore, a block has a
plurality of edges, the edges do not properly match with each
other in some case. Such a block is not replaced, and the
input edges are held with any change. More specifically, the
shape picture of each block is scanned horizontally and
vertically in units of lines. Any block that has at least a
predetermined number of lines each having two or more
points at each of which a change from “0” to “255” or from
“255 to “0” occurs is not replaced. In addition, even on the
boundary between an object and a background, the lumi-
pance or the like may be uniform depending on the portion.
In such a case as well, since no edge correction effect can be
expected, any block in which the dispersion value of the
texture picture is equal to or smaller than a predetermined
value is not replaced, and the input edge is held without
being changed.

If the error between a similar block and a corresponding
block canmot be reduced to a predetermined value, an
attempt to reduce the block may be abandoped, and the
similar block may be obtained without any change in size.
In this case, a similar block should be selected while the
chance of overlapping of blocks is minimized. Although no
edge correction effect can be expected from only blocks that
are not reduced, when the edges of reduced blocks, whose
edges have been corrected by reduction, are copied, the
edges of even the blocks that have not been reduced can be
indirectly corrected.
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The flow chart of FIG. 48 shows the case wherein a shape
picture is replaced immediately after a similar block is
detected. A method of searching all blocks for similar
blocks, and replacing a shape picture in all the blocks by
holding the position information about the similar blocks of
all the blocks will be described with reference to the flow
chart of FIG. 50.

In this case, shape picture replacement can be repeated a
plurality of number ot times per search for similar blocks.

In step S41, blocks are set on the contour portion of shape
data. In step S42, a similar block having picture data
representing a graphic figure that is similar to that of the
currently processed block is detected from the same picture
data. If it is determined in step S43 that the similar block
search processing is complete for all the blocks, i.e., the
number of processed blocks reaches a predetermined
number, the flow advances to step S44. Otherwise, the flow
returns to step S42. In step S44, the shape data of the
currently processed dala is replaced with the data obtained
by reducing the shape data of the similar block.

If it is determined in step S45 that replacement processing
is complete for all the blocks, i.c., the number of processed
blocks reaches a predetermined number, the flow advances
to step S46. Otherwise, the flow returns to step S44. If it is
determined in step S46 that the number of times all the
blocks are replaced reaches a predetermined number of
times, the flow advances to step S47. Otherwise, the flow
returns to step S44. In sicp S47, the shape data obtained by
repeating replacement/conversion is output as an object
region.

A block setting method that can increase the edge cor-
rection precision will be described next.

As described above, in the method of setting blocks
around the contour of a shape picture, a portion of a correct
contour 301 may not be contained in any block, as shown in
FIG. 51. In this case, a contour 302 of the shape picture is
indicated by the thick line. Assume that an object is located
on the lower right side of the contour, and a background is
located on the upper lefi side of the contour. In Lhis case,
although a portion 303 that belongs to the background is
emroneously set as an object portion, there is no possibility
that the portion 303 be corrected, because it is not contained
in any block. As described above, if there is a gap between
a block and a correct contour, the comesponding portion
cannot be properly corrected.

To reduce the gap between a block and a correct contour,
a method of overlapping blocks to some extent may be used.
In this method, since the number of blocks increases, a gap
304 decreases even though the computation amount
increases. The extraction precision therefore increases. In
this case, however, the gap is not completely eliminated.

The gap can also be reduced effectively by increasing the
block size, as shown in FIG. 53. In this case, the above
method of overlapping blocks is also used. In this case, the
gap is completely eliminated by this method.

As described above, the contour correction range can be
effectively increased by increasing the block size. If,
however, the block size is excessively large, the shape of a
contour contained in blocks is complicated, resulting in
difficulty in detecting similar blocks. Such a case is shown
in FIGS. 54A to 54D.

Referring to FIG. 54A, a hatched portion 305 represents
an object region, and a white portion 306 represents a
background region. A contour 307 of an input shape picture
is indicated by the black line. As shown in FIG. 54A, the
contour 307 of the shape picture is greatly away from the
correct contour, and the correct contour has irregular por-
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tions. In contrast 1o this, FIG. 54B shows the result obtained
by arranging blocks by a method different from that
described above. In this case, the picture is segmented into
rectangular blocks such that the respective blocks do not
overlap each other and produce mo gap. The dispersion
values in the texture picture are calculated in units of blocks.
Any block thal exhibils a dispersion value smaller (han a
predetermined value is canceled. In the case shown in FIG.
54B, therefore, only blocks exhibiting dispersion values
larger than the predetermined value are left. A similar blocks
is obtained for each of these blocks. For example, near a
block 308, there is no graphic figure that is twice as large in
the vertical and horizontal dircctions as the block 308. This
applies to many other blocks. Even if, therefore, a portion
exhibiting the minimum error is selected as a similar block,
and the shape picture is repeatedly replaced/converted by
using the positional relationship with the selected block, the
resullant contour does not match with the correct contour, as
shown in FIG. 54C. However, as compared with (he contour
307 of the shape picture in FIG. 54A, the irregular portions
of the coniour of the texture piciure is approximately
reflected in a contour 309 of the shape picture in FIG. 54C
after edge correction (to the extent that a valley is formed
between left and right peaks). In this case, if the block size
is decreased, even this approximate correction cannot be
atlained.

As described above, if a large block size is set to extend
the correction range, the shape of a contour contained in
blocks is complicated, resulting in difficult in detecting
similar blocks. Consequently, only approximate edge cor-
rection can be performed. In such a case, edge correction is
performed first with a large block size, and then edge
correction performed upon decreasing tbe block size in
accordance with the correction result. This operation can
increase the correction precision. FIG. 54D shows the result
obtained by performing correction upon reducing the block
size to ¥ that in FIG. 54C in the vertical and horizontal
directions, and further performing correction upon reducing
the block size to YaIf correction is repeated while the block
size is gradually decreased in this manner, the cormrection
precision can be increased.

A method of gradually decreasing the block size will be
described with reference to the flow chart of FIG. 55.

In step S51, block size b=A is set. In step S52, edge
correction similar to the edge correction shown in FIG. 48
or 50 is performed. In step S53, the block size b is checked.
If the block size b becomes smaller than Z (<A), this
processing is terminated. If the block size b is equal to or
larger than Z, the flow advances to step S54. In step S54, the
block size b is reduced to half, and the flow advances to step
S52.

In the above case, a relatively large block size is set first,
and correction is repeated while the block size is gradually
decreased, thereby increasing the correction precision.

FIG. 56 shows a case wherein each block is tilted through
45° to hinder a gap from being formed between each block
and a correct contour. As shown in FIG. 56, if the conlour
is inclined, the correct coniour can be covered with the
blocks by tilting the blocks without increasing the block size
as much as in the case shown in FIG. 53. In this case, as
shown in FIG. 56, the correct contour can be covered
without any overlap between the blocks. By tilting sides of
the blocks in the same direction as that of the contour of the
shape picture in this manner, formation of gaps between the
blocks and the correct contour can be suppressed. More
specifically, when the inclination of the contour of an alpha
picture is detected, and the contour is close to a horizontal
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or verlical line, the blocks are direcled as shown in FIG. 53.
Otherwise, the blocks are tilted as shown in FIG. 56.
Whether the contour is close to a horizontal or vertical line
is determined by comparing the inclination with a threshold
value.

The above description is about object extraction process-
ing for the first frame. This technique is not limited to the
first frame of moving picture and can be generally used for
still picture. If block seiting and a search for similar blocks
are performed after each replacement such that when first
replacement is performed for a shape picture, block setting
and a search for similar blocks are performed again, and
sccond replacement is performed, a better comrection effect
can be obtained although the computation amount increases.

Since it is preferable that the similar blocks are selected
from the portion adjacent thereto, the range in which the
similar blocks are searched for had better be changed in
accordance with the block size. In other words, when the
block size is large, the block searching range is widened.
When the block size is small, the block searching range is
narrowed.

In the present method, small holes or independent small
regions are appeared in the shaping data as errors in the
replacement processing for the shaping data. Thus, if the
small holes or independent small regions are deleted from
the shaping data before the steps S34, S35, S36, S45, S46,
S47, S53, the correction accuracy is improved. A method of
deleting the small holes or independent small regions can
use a process for combining expansion and reducing or a
decision-by-majority filter, which is described in Takagi and
Shimoda, “Image Analysis Handbook” Tokyo University
Press, January 1991, pp. 575-576 and pp. 677.

Alternatively, blocks may be set more easily, as shown in
FIG. 49. That is, a frame is simply segmented into blocks,
and a search for similar blocks and replacement processing
are performed for only blocks containing a contour 228, e.g.,
a block 2200.

If an input texture picture has been compressed by fractal
coding (“PICTURE REGION SEGMENTATION
METHOD AND APPARATUS” in Jpn. Pat. Appln.
KOKOKU Publication No. 08-329255), the compressed
data contains information about similar blocks for the
respective blocks. If, therefore, the compressed data is used
for the similar blocks for the blocks containing the contour
228, there is no need to search for similar blocks.

The description of the object extraction apparatus for
extracting an object from a picture will be continued by
referring back to FIG. 27.

An object extraction circuit 242 based on motion com-
pensation generates a shape picture 260 of each of the
subsequent frames from the shape picture 25 of the first
frame by using the motion vector detected from the texture
picture 221.

FIG. 29 shows an example of the object extraction circuit
224 based on motion compensation. The shape picture 225
of the first frame is recorded on a shape memory 261. In the
shape memory 261, blocks are set on Lhe entire screen as in
the case of a frame 262 in FIG. 45. The texture picture 221
is sent to a motion estimation circuit 264 and recorded on a
texture memory 263. A texture picture 265 one frame ahead
of the cumrently processed frame is sent to the motion
estimation circuit 264. The motion estimation circuit 264
detects a reference block exhibiting the minimum error from
a frame one frame ahead of the currently processed frame in
units of the blocks of the currently processed frame. FIG. 45
shows an example of a block 267, and a reference block 268
selected from a frame 266 one frame ahead of the currently
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processed frame. In this case, il the error is smaller than a
predetermined threshold value, the reference block is set to
be larger than the corresponding block. FIG. 45 also shows
an example of a reference block 70 twice as large in the
vertical and horizontal directions as a block 269.

Referring back to FIG. 29, information 271 about the
position of the refercnce block is scnt to a motion compen-
sation circuit 272. A shape picture 273 of the reference block
is also senl from ihe shape memory 261 io the motion
compensation circuit 272. In the motion compensation cir-
cuit 272, if the reference block is equal in size to the
corresponding block, the shape picture of the reference
block is kept unchanged. If the reference block is larger in
size than the corresponding block, the shape picture of the
reference block is reduced and output as the shape picture
260 of the currently processed frame. In addition, for the
next frame, the shape picture 260 of the currently processed
frame is sent to the shape memory 261, and the shape picture
on the entire frame is overwritten.

If each reference block is larger than Lhe corresponding
block, and a contour deviates from the correct position,
correction can be effectively performed, as described with
reference to FIGS. 41 and 42. Therefore, objects can be
accurately extracted from all the frames of the moving
picture sequence, which follows the shape picture of the first
input frame. The present invention therefore eliminates the
conventional inconvenience of lacking precision in early
frames of a moving picture sequence and when the motion
of an object is small.

Object extraction based on inter-frame motion compen-
sation will be described with reference to FIG. 47.

In step S21, a currently processed frame is segmented into
blocks. In step S22, a reference block that contains picture
data representing a graphic figure similar to that of the
currently processed block and has a size larger than that of
the cumently processed block is searched out from the
respective frames or frames from which shape data have
already been oblained. In step S23, the subblocks obtained
by extracting shape dala from the reference block and
reducing the data is pasted on the currently processed block.

If it is determined in step S24 that the pumber of pro-
cessed blocks reaches a predetermined number, the flow
advances to step S25. Otherwise, the next block is set as a
processing tarpet, and the flow returos to step S22. In step
S25, the pasted shape data is output as an object region.

In this embodiment, the respective frames are the first
frames for which shape pictures are provided in advance. In
addition, the reference block need not be a frame one frame
ahead of the currently processed frame, and any frame from
which a shape picture has already been obtained can be used,
as described here.

The above description is about object extraction using
motion compensation. The object extraction circuit 224 may
use a method using inter-frame difference images as dis-
closed in “OBJECT TRACKING/EXTRACTING APPA-
RATUS FOR MOVING PICTURE”, Jpn. Pal. Appln.
KOKAI Publication No. 10-001847 filed previously, as well
as the method described above.

The description of the object extraction apparatus for
extracting an object from moving picture according to this
embodiment will be continued by referring back to FIG. 27.

The shape picture 260 is sent to a switching section 223
and a switching section 281. When the shape picture 260 is
“0” (background), the switching section 223 sends the
texture picture 221 to a background memory 274 to be
recorded thereon. When the shape picture 260 is “255”
(object), the texture picture 221 is not sent to the background



US 6,335,985 Bl

43

memory 274. When this processing is performed for several
frames, and the shape picture 260 is accurate to some degree,
a picture that contains no object but contains only a back-
ground portion is generated in the background memory 274.

A texture picture 275 is sequentially read out again from
the recorder unit 222, starting from the first frame, or only
frames from which the ohject designated by the operator is
to be exiracted are read out and input to a difference value
276. At the same. time, a background picture 277 is read out
from the background memory 274 and input to the difference
value 276. The difference value 276 oblains a dilference
value 278 between pixels of the texture picture 275 and
background picture 277 which are located at the same
positions within frames. The difference value 278 is then
input to an object extraction circuit 279 using a background
picture. The object extraction circuit 279 generates a shape
picture 280. This picture is generated by regarding each
pixel larger than the threshold value predetermined by the
absolute value of the difference value 278 as a pixel belong-
ing to the object to allocate the pixel value “255” to it, and
regarding other pixels as pixels belonging to the background
to allocate the pixel value “0” to each of them. If color
difference and color are to be used for the texture picture as
well as luminance, the sum of the absolute values of the
deviations between the respective signals is compared with
a threshold value to determine whether each pixel is an
object or background pixel. Alternatively, a threshold value
is determined for each luminance or color difference. If the
absolute value of the difference between luminance or color
difference values is larger than the threshold value, the
corresponding pixel is determined as an object pixel.
Otherwise, the corresponding pixel is determined as a back-
ground pixel. The shape picture 280 generated in this
manner is sent to a switching section 281. In addition, a
selection signal 282 determined by the operator is externally
ioput to the switching section 281. The switching section
281 selects either the shape picture 260 or the shape picture
280 in accordance with this selection signal 282. The
selecled picture is oulput as a shape picture 283 to an
external unit. The operator displays each of the shape
pictures 260 and 280 on a display or the like, and selects the
more accurate one. Alternatively, the processing time can be
saved as follows. The operator displays the shape picture
260 when it is generated. If this picture does not have a
satisfactory precision, the shape picture 280 is generated. If
the shape picture 260 has a satisfactory precision, the
operator outputs the shape picture 260 as the shape picture
283 to the external unit without generating the shape picture
280. Selection may be performed in uwnits of frames or
moving picture sequences.

An object extraction method corresponding to the object
extraction apparatus in FIG. 27 will be described with
reference to the flow chart of FIG. 46.

(Object Extraction Method Using Background Picture)

In step Sll, motion compensation is performed for the
shape data on each input frame to generate shape data on
each frame. In step S12, the picture data of the background
region determined by the shaped data is stored as a back-
ground picture in the memory.

If it is determined in step S13 that the number of pro-
cessed frames reaches a predetermined number, the flow
advances to step S14. Otherwise, the next frame is set as a
processing target, and the flow returns to step Sll. In step
S14, cach pixel where the absolute value of the difference
between the picture data and the background picture is large
is determined as a pixel belonging to the object region, and
other pixels are determined as pixels belonging to the
background region.
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In this embodiment, when, for example, the camera used
for image sensing moves, the background moves. In this
case, the motion of the overall background (global motion
vector) is detected from a previous frame. In the first
scanning, the background is shifted from the previous frame
by the global motion vector and stored in the background
wewory. In the secoud scauniug, the portivn shifted from the
previous frame by the global motion vector is read out from
the background memory. If the global motion vector
detected in the first scanning is recorded on the memory, and
is read out in the second scanning, the time required to
obtain the global motion vector can be saved. In addition, if,
for example, the camera is fixed, and it is known in advance
that the background is still, the operator operates the switch
to inhibit the detection of a global motion vector so as to
keep the global motion vector zero. This can further save the
processing time. When a global motion vector is io be
obtained with a precision of half pixel, the pixel density of
a picture input to the background memory is doubled in the
verlical and horizontal directions. That is, the pixel values of
an input picture are alternately written in the background
memory. If, for example, the background moves by 0.5 pixel
in the horizontal direction on the next frame, the pixel values
are alternately written between the previously written pixels.
With this operation, at the end of the first scanning, some
pixels may not be written even once in the background
picture. In this case, the corresponding gaps are filled with
pixels interpolated from neighboring pixels that have been
written.

No pixel value is recorded on the background memory to
substitute for a portion that is not written even once as a
background region portion throughout the moving picture
sequence even at the end of the first scanning regardless of
whether a half-pixel motion vector is used or not. In the
second scanning, such an undefined portion is always deter-
mined as an object portion. For this operation, the operator
need not prepare a memory for storing an undefined portion
and delermine whether a given portion is undefined or not.
Instead of this, the background memory may be initialized
first with a pixel value (¥, U, V)=(0, 0, 0) that is expected
to rarely appear in the background, and then the first
scanning may be started. Since this initial pixel value is left
in an undefined pixel, the pixel is automatically determined
as an object pixel in the second scanning.

According to the above description, a background picture
is to be generated in the background memory, even a pixel
for which a background pixel value has already been sub-
stituted is overwritten with a pixel value as long as it belongs
lo the background region. In this case, the pixel values of the
background in the late period of the moving picture
sequence are recorded on the background memory in cor-
respondence with every background portion regardless of
whether it corresponds to the early or late period of the
moving picture sequence. If the pixel values of the back-
ground in the early period of the moving picture sequence
are completely the same as those in the late period, no
problem arises. If, however, the camera moves very slowly
or the brightness of the background gradually changes, and
the pixel values slightly vary among frames, the pixel values
of the background in the early period of the moving picture
sequence greatly differ from those in the late period. If,
therefore, this background memory is used, even a back-
ground portion is erroneously detected as an object portion
in early frames of the moving picture sequence. For this
reason, only the pixels that have not been defined even once
as pixels belonging to the background region in the previous
frames and are defined as pixels belonging to the back-
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ground region for the first time in the currently processed
frame are written in the background memory, and the pixels
for which background pixel values have already been sub-
stituled are not overwritten. With this operation, since the
pixel values of the background in the early period of the
moving picture sequence are recorded on the background
memory, an object can be properly extracted. When the
background region of the cumently processed frame is
overwritten in the background memory in the sccond scan-
ning in accordance with the object extraction result, the
background of the currently processed process and the
background of the frame immediately preceding the cur-
rently processed frame, which exhibit a high correlation, are
compared with each other, thereby suppressing erroneous
detection of the corresponding portion as an object portion.
Overwriting in the second scanning is effective when the
background slightly varies. If, therefore, the operator oper-
ates a switch to indicate that there is no background motion,
overwriting is not performed. This switch may be commonly
used as a swilch for choosing between detecting a global
motion vector or not detecting it.

Since the first scanning is performed to generate a back-
ground picture, all the frames need not necessarily used.
Even if skipping is performed every one or two frames,
almost the same background picture can be obtained, and the
processing time can be shortened.

If only the pixels, of the pixels belonging to the back-
ground region, which exhibit inter-frame differences equal
to or smaller than a threshold value are recorded on the
background memory, it prevents other objects entering the
screen from being recorded on the background memory. If
the object region detected is emroneously detected at a
position closer to the object side than the actual position in
the first scanning, the corresponding pixel values of the
object are recorded on the background memory. For this
reason, even pixels belonging to the background region are
not input to the background memory if the pixels are located
near the object region.

‘When only a background picture from which a person and
the like belonging to a foreground are removed is required
as in a picture photographed in a sighisecing area, the
background picture recorded on the background memory is
output to the external device.

The above description is about the first example of the
arrangement of this embodiment. According to this example,
a high extraction precision can be obtained not only in the
late period of a moving picture sequence but also in the early
period of the moving picture sequence. In addition, an object
can be properly extracted even if the object moves little or
does not move.

An example of how the generated shape picture 280 is
cormrected will be described next with reference to FIG. 28.
Since this processing is the same as that described with
reference to FIG. 27 up to the step of generating the shape
picture 280, a description of the processing up to this step
will be omitted.

The shape picture 280 is input to an edge cormrection
circuit 284 using a background palette. In addition, the
texture picture 275 is input to the edge correction circuit 284
using the background palette and an edge correction circuit
285 using reduced block matching. FIG. 31 is a block
diagram showing the detailed arrangement of the edge
correction circuit 284.

Referring to FIG. 31, the shape picture 280 is input to a
correction circuit 286, and the texture picture 275 of the
same frame is input to a comparator circuit 287. A back-
ground color 289 is read out from a memory 288 holding the
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background palette and input to the comparalor circuit 287.
In this case, the background palette is a set of combinations
of luminances (Y) and color differences (U, V) existing in
the background portion, i.e., vectors:

(Y1, U1, V1)
(Y2, U2, V2)
(Y3, U3, V3)

and is prepared in advance. More specifically, the back-
ground palette is a set of combinations of Y, U, and V of
pixels belonging to the background region in the first frame.
If, for example, Y, U, V each take 256 values, the number of
combinations of these values becomes enormous, and the
computation amount for the processing to be described later
becomes large. For this reason, the values of Y, U, and V are
quantized with a predetermined step size to limit the number
of combinations. This is because some different vector
values before quantization may become the same afier
quantization.

The comparator circuit 287 checks whether the vector
obtained by quantizing Y, U, and V of each pixel of the
texture picture 275 coincides with any one of the vectors
sequentially sent from the memory 288 and registered in the
background palette, i.c., any one of the background colors
289. A comparison result 290 obtained by checking whether
the color of each pixel coincides with any of the background
colors is sent from the comparator circuit 287 to the cor-
rection circuit 286. If the comparison result 290 indicates a
background color, the correction circuit 286 replaces the
pixel value of the pixel with “0” (background) and outputs
it as a corrected shape picture 291 regardless of whether the
pixel value of the corresponding pixel of the shape picture
280 is “255” (object). With this processing, when an object
region protrudes into a background region in the shape
picture 280 and is erroneously extracted, the background
region can be properly separated. If, however, the back-
ground and the object have a common color, and this color
of the object is also registered in the background palette, the
portion corresponding of the object which corresponds to the
registered color is also determined as a background portion.
For this reason, the above palette is set as a temporary palette
for the background in the first frame, and an object palette
for the first frame is also generated by the same method as
described above. Then, any color in the temporary palette for
the background which is also included in the object palette
is removed from the temporary palette for the background,
and the resultant palette is used as a background palette. This
can prevent any portion of the object from being determined
as a background portion.

In consideration of a case wherein an error is included in
a shape picture input for the first frame, pixels near the edge
of the shape picture may not be used to generate a palette.
In addition, the occurrence frequency of each vector may be
counted, and any vector whose frequency is equal to or
lower than a predetermined frequency may not be registered
in the palette. If the quantization step size is excessively
small, the processing lime is prolonged or even a color very
similar to a background color may not be determined as a
background color because of the slight difference between
the vector values. In contrast to this, if the quantization step
size is excessively large, the oumber of vectors common to
the background and the object increases too much. For this
reason, several quantization step sizes are tried for the first
frame, and a quantization step size that scparates the back-
ground and object colors from each other as in the case of
an input shape picture is selected.
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In addition, since a new color may appear in the back-
ground or object in this process, the background palette may
be updated in some frame.

Referring back to FIG. 28, the shape picture 291 is input
to the edge correction circuit 285. Since the edge correction
circuit 285 is identical to the circuit that receives the shape
picture 249 cquivalent to the shope picturc 291 and the
texture picture 251 equivalent to the texture picture 275 in
the circuit shown in FIG. 30, a desciiption thereof will be
omitted. This circuit corrects a shape picture such that the
edge of the shape picture coincides with the edge of the
corresponding texture picture. A corrected shape picture 292
is sent to the switching section 281. A shape picture 293
selected from the shape pictures 292 and 260 is output from
the switching section 281.

In this case, the edge correction circuits are arranged on
the snbsequent stage of the object extraction circuit 279. If
these correction circuits are arranged on the subsequent
stage of the objecl extraction circuit 224, the precision of the
shape picture 260 can be increased.

In some rare cases, the extraction precision is decreased
by edge corection. If the shape picture 280 and the shape
picture 291 are also input to the switching section 281 in the
circuit shown in FIG. 28 to prevent the degraded shape
picture 292 from being output, the shape picture 280 for
which no edge correction has been performed or the shape
picture 291 for which only edge correction using a back-
ground palette has been performed can be selected.

FIG. 44 shows pixels corresponding to background colors
registered in the background palettc by the crosshatching. If
the information in FIG. 44 is used in a search for similar
blocks, which has been described with reference to FIGS. 30
and 29, the contour extraction precision can be further
increased. When a graphic figure exisis in a background,
similar blocks may be selected along the edge of the graphic
figure in the background instead of the edge between the
object and the background. In such a case, in calculating the
errors between the blocks and the blocks obtained by
reducing the similar blocks, if both corresponding pixels
have the same background color, the error between these
pixels is not included in the calculation result. This prevents
occurrence of an error even if the edge of the graphic figure
in the background deviates. Therefore, similar blocks are
properly selected such that the edge of the object matches
with that of the background.

FIG. 32 shows an example of an image synthesizing
apparatus incorporating an object extraction apparatus 294
of this embodiment. A texture picture 295 is input to a
switching section 296 and the object extraction apparatus
294. A shape picture 2100 of the first frame is input to the
object extraction apparatus 294. The object extraction appa-
ratus 294 has the same arrangement as that shown in FIG. 27
or 28. The object extraction apparatus 294 generates a shape
picture 297 of each frame and sends it to the switching
section 296. A background picture 299 for synthesis is held
in a recording circuit 298 in advance. The synthesis back-
ground picture 299 of the currently processed frame is read
out from the recording circuit 298 and sent to the switching
section 296. When a pixel of the shape picture has the pixel
value “255” (object), the switching section 296 selects the
texture picture 295 and outputs it as a synthetic picture 2101.
‘When a pixel of the shape picture has the pixel value “0”
(background), the switching section 296 selects the synthe-
sis background picture 299 and outputs it as the synthetic
picture 2101. With this operation, a picture is generated by
synthesizing the object in the texture picture 295 with the
foreground of the synthesis background picture 299.
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FIG. 33 shows another example of edge correction.
Assume that ope of the blocks set as shown in FIG. 33 is a
block 2102 in FIG. 33. In this case, blocks are scparately set
in the object region and the background region with a
contour serving as a boundary. Blocks 2103, 2104, 2105,
and 2106 are obtained by shifting this contour in the lateral
direction. These blocks are chifted by different widths in
different directions. The separation degree described on page
1408 in Trukui “Objcct Contour Lxtraction Based on Scpa-
ration Degrees between Regions”, THE TRANSACTIONS
OF THE IEICE, D-II, Vol. J80-D-II, No. 6, pp. 1406-1414,
June 1997 is obtained for each contour, and one of the
contours corresponding to the blocks 2102 to 2106 which
exhibits the maximum separation degree is used. With this
operation, the contour of the shape picture matches with the
edge of the texture picture.

As has been described above, according to the fourth
embodiment, a high extraction precision can be obtained not
only in the late period of a moving picture sequence but also
in the early period. In addition, even if an object moves
slightly or does not move, the object can be properly
extracted. Furthermore, even if the contour of an ebject
region input as shape data deviales, the position of the
contour can be corrected by reducing the shape data of a
similar block larger than the currently processed block and
pasting the reduced data. With this operation, by only
providing data obtained by approximately iracing the con-
tour of the object region as shape data, object regions on all
the subsequent inpul frames can be extracted with high
precision.

Note that the first and fourth embodiments can be prop-
erly combined and used. Ip addition, all the procedures for
the object extraction methods of the first to fourth embodi-
ments can be implemented by software. In this case, the
same effects as those of the first to fourth embodimenis can
be obtained by only installing computer programs for
executing these procedures in a general computer through a
recording medium.

As described above, according to the prescnt invention, a
target object can be accurately extracted/tracked without any
influences of excess motions around the target object by
tracking the object using a figure surrounding the object.

In addition, a high extraction precision can be obtained
regardless of input pictures. Furthermore, a high extraction
precision can be obtained not only in the late period of a
moving picture sequence but also in the early period.
Moreover, even if an object moves slightly or does not
move, the object can be properly extracted.

Additional advantages and modifications will readily
occur to those skilled in the arl. Therefore, the invention in
its broader aspects is not limited to the specific details and
representative embodiments shown and described herein.
Accordingly, various modifications may be made without
departing from the spirit or scope of the general inventive
concept as defined by the appended claims and their equiva-
lents.

What is claimed is:

1. An object extraction apparatus for a moving picture,
comprising:

a background region determination section which deter-
mines a first background region common to a current
frame and a first reference frame, and a second back-
ground region common to the current frame and a
second reference frame, the current frame containing a
target object 10 be extracted from a moving picture
signal, the first reference frame being temporally dif-
ferent from the current frame on the basis of a differ-
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ence between (he current frame and the first reference
frame, the second reference frame being temporally
different from the current frame on the basis of a
difference between the current frame and the second
reference frame, and the first background region and
the second background region indicating 2 background
in the moving picture; and

an extraction section which extracts a region, in a picture

on the current frame, which belongs to neither the first
background region nor the second background region
as an object region.

2. The apparatus according to claim 1, which comprises a
still object determination section which determines pixels of
the current frame as the object region when pixels of one of
the first and second reference frames belongs to the object
region, and which determines the pixels of the current frame
as the background region when the pixels of one of the first
and second reference frames belongs to the background
region, using a predetermined shape of the object of ihe one
of the first and second reference frames in a case that the
difference between the pixels of the current frame and the
pixels of the one of the first and second reference frames is
small.

3. The apparatus according to claim 2, wherein the still
object determination section uses the predetermined shape
of the object, when the shape of the object of the one of the
first and second reference frames has already been extracted,
and a shape of the object of one of the first and second
reference frames which is created from the frame, from
which the shape of the object has been extracted, by a block
matching method, when the object region is not extracted.

4. The apparatus according to claim 1, further comprising
a background correction section which corrects motion of a
background on each of the first and second reference frames
or the current frame such that the motion of the background
between each of the first and second reference frames and
the current frame becomes relatively zero.

5. The apparatus according to claim 1, wherein the
background region determination section includes a deter-
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mination section which determines the common background 40

region using a predetermined threshold value.

6. The apparatus according to claim 5, wherein the
background region determination section includes a setting
on which sets the threshold value to a larger value than the
predetermined threshold value when the difference of the
current frame is larger than a predetermined value, and to a
smaller value than it when the difference is smaller.

7. The apparatus according to claim 5, wherein the
background region determination section includes a dividing
section which divides the current frame into a plurality of
regions, which measures a difference between each of the
regions and each of corresponding regions of one of the first
and second reference frames, and which sets the threshold
value to a larger value than a predetermined value when the
difference is larger than a predetermined value and to a
smaller value when it is smaller.

8. The apparatus according to claim 1, furlher comprising
a prediction section which predicis a position or shape of the
object on the current frame from a frame from which the
object region has already been extracted, and a selection
section which selects the first and second reference frames
to be used by said background region determination section
on the basis of the position or shape of the object on the
current frame which is predicted by said prediction section.

9. The apparatus according to claim 1, wherein said
apparatus further comprises an initial figure selting section
which sets a figure surrounding the target object on an initial
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frame of the moving piclure signal, and a figure setting
section which sets on one of the first and second reference
frames a figure surrounding a region on each input frame of
the moving picture signal which corresponds to an image
inside figure of one of the first and second reference frames
that temporally differs from the input frame on the basis of
a correlation between the input frame and the image inside
figure, and said object region extraction section extracts a
region, in the image inside figure, which belongs to neither
the first background region nor the second background
region as an object region.

10. The apparatus according to claim 8, wherein said
initial figure setting section sets a figure surrounding the
target object on the basis of an external input.

11. An object extraction apparatus for a moving picture
comprising:

an initial figure setting section which sets a figure sur-
rounding a target object on an input frame of a moving
picture signal;

a figure setting section which sets, on the input frame, a
figure surrounding a region on the input frame of the
moving picture signal and corresponding to an image
inside figure of a reference frame that temporally
differs from the input frame for each input frame on the
basis of a correlation between the input frame and the
image inside figure;

a background region determination section which deter-
mines a first background region common to a current
frame as an object extraction target and a first reference
frame and a second background region common to the
current frame and a second reference frame, the first
reference frame being temporally different from the
current frame on the basis of a dilference between the
current frame and the first reference frame, the second
reference frame being temporally different from the
current frame on the basis of a difference between the
current frame and the second reference frame, and the
first background region and the second background
region indicating a background in the moving picture;

a first object extraction section which extracts a region, in
the image inside figure of the current frame, which
belongs to neither the first background region nor the
second background region, as an object region;
second object extraction section which extracls an
object region from the image inside figure on the
current frame as the object extraction target by using a
method different from that used by said first object
extraction section; and

a switching section which selectively switches the first
and second object extraction sections.

12. The apparatus according to claim 11, which further
comprises a feature extraction section which extracts a
feature value of a picture in at least a partial region of the
current frame as the object extraction target from the current
frame, and wherein said switching section selectively
swilches said first and second object extraction seclions on
the basis of the extracted feature value.

13. The apparatus according to claim 11, wherein said
second object extraction section includes a prediction sec-
tion which uses a frame, from which the object region has
already been extracted, as a reference frame, to predict a
position or shape of the object on the current frame as the
object extraction target from the reference frame.

14. The apparatus according to claim 13, wherein said first
and second object extraction sections are selectively
switched and used in units of blocks of each frame on the
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