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AUTOMATICALLY PRODUCING AN IMAGE OF A PORTION OF A

PHOTOGRAPHIC IMAGE

CROSS REFERENCE TO RELATED APPLICATION

\\ Reference is made to commonly assigned US. Patent Application

Serial No.097490,915, filed January 25, 2000, entitled “Method for Automatically

Creating Cropped and Zoomed Versions of Photographic images” by Jiebo Luo et

al., and assigned US. Patent Application Serial No. 057223360, filed December
31, 1998, entitled “Method for Automatic Determination o\f Main Subjects in
Photographic Images”, by Jiebo Luo et al., the disclosures of which are

incorporated herein by reference.

FIELD OF THE INVENTION

This invention relates in general to producing an image of a portion

of a photographic image by using digital image processing.

BACKGROUND OF THE INVENTION

For many decades, traditional commercial photofinishing systems

have placed limits on the features offered to consumers to promote mass

production. Among those features that are unavailable conventionally, zooming

and cropping have been identified by both consumers and photofinishers as

extremely useful additional features that could potentially improve the quality of

the finished photographs and the subsequent picture sharing experiences. With

the advent of, and rapid advances in digital imaging, many of the technical

barriers that existed in traditional photography no longer stand insurmountable.

Hybrid and digital photography provide the ability to crop

undesirable content from a picture, and magnify or zoom the desired content to fill

the entire photographic print. In spite of the fact that some traditional cameras

with zoom capability provide consumers greater control over composing the

desired scene content, studies have found that photographers may still wish to

perform a certain amount of cropping and zooming when Viewing the finished

photograph at a later time. Imprecise viewfinders of many point-and-shoot
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cameras, as well as simply second-guessing their initial compositions, are factors

in the desirability of zoom and crop. In addition, it may be desirable to use some

other regular border templates such as ovals, heart shapes, squares, etc. In another

scenario, some people commonly referred to as “scrapbookers” tend to perform

more aggressive crop in making a scrapbook, e.g., cutting along the boundary of

objects.

There are significant differences in objectives and behaviors

between“these’twotypesofcropping; namelyalbum-making and-scrapbookwv

making, with the latter more difficult to understand and summarize. The

invention described below performs automatic zooming and cropping for making

photographic prints. One customer focus group study indicated that it would be

beneficial to provide customers a double set of prints —- one regular and one zoom.

Moreover, it is preferred that the cropping and zooming be done automatically.

Most customers do not want to think about how the zooming and cropping is

being done as long as the content and quality (e.g., sharpness) of the cropped and

zoomed pictures is acceptable.

There has been little research on automatic zoom and crop due to

the apparent difficulty involved in performing such a task. None of the known

conventional image manipulation software uses scene content in determining the

automatic crop amount. For example, a program entitled “XV”, a freeware

package developed by John Bradley at University of Pennsylvania, USA

(Department of Computer and Information Science), provides an "autocrop"

function for manipulating images and operates in the following way:

the program examines a border line of an image, in all of the four

directions, namely fi‘om the top, bottom, left and right sides;

the program checks the variation within the line. In grayscale

images, a line has to be uniform to be cropped. In color images, both the spatial

correlation and spectral correlation have to be low, except for a small percentage

of pixels, for the line to be qualified for cropping. In other words, a line will not

be cropped if it contains a significant amount of variation;

if a line along one dimension passes the criterion, the next line

(row or colunm) inward is then examined; and

Page 8 of 263



Page 9 of 263

I?“ 5"“)
-3-

the final cropped image is determined when the above recursive

process stops.

This program essentially tries to remove relatively homogeneous

margins around the borders of an image. It does not examine the overall content of

5 the image. In practice, the XV program is effective in cropping out the dark

border generated due to imprecise alignment during the scanning process.

However, disastrous results can often be produced due to the apparent lack of

scene understanding. In some extreme cases, the entire image can be cropped.

Another conventional system, described by Bollman et al. in US.

10 Patent 5,978,519 provides a method for cropping images based upon the different

intensity levels within the image. With this system, an image to be cropped is

scaled down to a grid and divided into non—overlapping blocks. The mean and

variance of intensity levels are calculated for each block. Based on the

distribution of variances in the blocks, a threshold is selected for the variance. All

15 blocks with a variance higher than the threshold variance are selected as regions

of interest. The regions of interest are then cropped to a bounding rectangle.

However, such a system is only effective when uncropped images contain regions

where intensity levels are uniform and other regions where intensity levels vary

considerably. The effectiveness of such a system is expected to be comparable to

20 that of the XV program. The difference is that the XV program examines the

image in a line by line fashion to identify uniform areas, while Bollman examines

the image in a block by block fashion to identify uniform areas.

In summary, both techniques cannot deal with images with non—

uniform background.

25 In addition, in the earlier invention disclosed in US. Patent

Application Serial No. 09/490,915, filed January 25, 2000, the zoom factor needs

to be specified by the user. There is, therefore, a need for automatically

determining the zoom factor in order to automate the entire zoom and crop

process.

30 Some optical printing systems have the capability of changing the

optical magnification of the relay lens used in the photographic copying process.

In US. Patent 5,995,201, Sakaguchi describes a method of varying the effective
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magnification of prints made from film originals utilizing a fixed optical lens

instead of zoom lens. In US. Patent 5,872,619, Stephenson et al. describe a

method of printing photographs from a processed photographic filmstrip having

images of different widths measured longitudinally of the filmstrip and having

heights measured transversely of the filmstrip. This method uses a photographic

printer having a zoom lens and a printing mask to provide printed images having a

selected print width and a selected print height. In US. Patent 4,809,064, Amos et

al. describe an apparatus for printing a selected region of a photographic negative

onto a photosensitive paper to form an enlarged and cropped photographic print.

This apparatus includes means for projecting the photographic negative onto first

and second zoom lenses, each of the zoom lenses having an adjustable

magnification. In US. Patent 5,872,643, Maeda et al. describe a film reproducing

apparatus that can effectively perform zoom and crop. This apparatus includes an

image pick-up device which picks up a film frame image recorded on a film to

generate image data, an information reader which reads information about

photographing conditions of the film frame image, and a reproducing area

designator which designates a reproducing area of the film fi'ame image.

However, the reproducing area of the film frame image is determined based on

pre-recorded information about the position of the main object, as indicated by

which zone of the photograph the automatic focusing (AF) operation in the

camera was on — part of the recorded information about photographing conditions.

In all the above-mentioned optical printing systems, the position of the

photographic film sample and magnification factor of the relay lens are pre-

selected.

SUMMARY OF THE INVENTION

According to the present invention, there is provided a solution to

the problems of the prior art. It is an object of the present invention to provide a

method for producing a portion of a photographic image by identifying the main

subject of the photographic image.

According to a feature of the present invention, there is provided

a method of producing an image of at least a portion of a digital image,
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comprising the steps of:

a) providing a digital image having pixels;

b) computing a belief map of the digital image, by using the pixels

of the digital image to determine a series of features, and using such features to

5 assign the probability of the location of a main subject of the digital image in the

belief map;

c) determining a crop window having a shape and a zoom factor,

the shape and zoom factor determining a size of the crop window; and

d) cropping the digital image to include a portion of the image of

10 high subject content in response to the belief map and the crop window.

ADVANTAGEOUS EFFECT OF THE INVENTION

One advantage of the invention lies in the ability to automatically

crop and zoom photographic images based upon the scene contents. The digital

image processing steps employed by the present invention includes a step of

15 identifying the main subject within the digital image. The present invention uses

the identified main subject of the digital image to automatically zoom and crop the

image. Therefore, the present invention produces high—quality zoomed or cropped

images automatically, regardless whether the background is uniform or not.

BRIEF DESCRIPTION OF THE DRAWINGS

20 The foregoing and other objects, aspects and advantages will be better

understood from the following detailed description of a preferred embodiment of

the invention with reference to the drawings, in which:

F1g\1 is a schematic diagram of a system embodiment of the invention;

Fig. 2 is a schematic architectural diagram of an embodiment of the

25 invention;

\

Fig. 3. is a schematic architectural diagram of an embodiment of the invention;

Fig. Z is a schematic architectural diagram of an embodiment of the

invention;

Fig. 5 illustrates the application of the invention to a simulated

30 photograph;
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F1g‘6 illustrates the application of the invention to a simulated

photograph;

F1E7 illustrates the application of the invention to a simulated

photograth‘
5 Fig. 8 illustrates the application of the invention to a simulated

photograph;

Fig‘.‘9rillustrates the application of the invention to a simulated
photograph;

Fig; 10 illustrates the application of the invention to a simulated

10 photograph;

Fig."1-;1 illustrates the application of the invention to a simulated

.a- photograph;

Fig‘an illustrates the application of the invention to a simulated

photograph;

15 Fi‘gNS is an exemplary uncropped photograph;

Figs,“ is a beliefmap of the image shown in FIG. 13;
 

Figlfilj is a cropped version of the image shown in FIG. 13;

Fig.= 17 is a belief map of the image shown in FIG. 16; and

Fig. 1‘8 is a cropped version of the image shown in FIG. 16.

20 DETAILED DESCRIPTION OF THE INVENTION 
The invention automatically zooms and crops digital images

according to an analysis of the main subject in the scene. Previously, a system for

detecting main subjects (e.g., main subject detection or “MSD”) in a consumer-

type photographic image from the perspective of a third-party observer has been

25 developed and is described in US. Patent Application Serial No. 09/223,860, filed

December 31, 1998, the disclosure of which is incorporated herein by reference.

Main subject detection provides a measure of saliency'or relative importance for

different regions that are associated with different subjects in an image. Main

subject detection enables a discriminative treatment of the scene content for a

30 number of applications related to consumer photographic images, including
automatic crop and zoom.
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Conventional wisdom in the field of computer Vision, which

reflects how a human observer would perform such tasks as main subject

detection and cropping, calls for a problem-solving path Via object recognition and

scene content determination according to the semantic meaning of recognized

5 objects. However, generic object recognition remains a largely unsolved problem

despite decades of effort from academia and industry.

The MSD system is built upon mostly low-level vision features

with semantic information integrated whenever available. This MSD system has a

number of sub-tasks, including region segmentation, perceptual grouping, feature

10 extraction, and probabilistic and semantic reasoning. In particular, a large number

of features are extracted for each segmented region in the image to represent a

wide variety of visual saliency properties, which are then input into a tunable,

extensible probability network to generate a belief map containing a continuum of

values.

15 Using MSD, regions that belong to the main subject are generally

differentiated from the background clutter in the image. Thus, automatic zoom

and crop becomes possible. Automatic zoom and crop is a nontrivial operation

that was considered impossible for unconstrained images, which do not

necessarily contain uniform background, without a certain amount of scene

20 understanding. In the absence of content-driven cropping, conventional systems

have concentrated on simply using a centered crop at a fixed zoom

(magnification) factor, or removing the uniform background touching the image

borders. The centered crop has been found unappealing to customers.

The output of MSD used by the invention is a list of segmented

25 regions ranked in descending order of their likelihood (or belief) as potential main

subjects for a generic or specific application. This list can be readily converted

into a map in which the brightness of a region is proportional to the main subject

belief of the region. Therefore, this map can be called a main subject “belief”

map. This “belief ’ map is more than a binary map that only indicates location of

30 the determined main subject. The associated likelihood is also attached to each

region so that regions with large values correspond to regions with high

confidence or belief of being part of the main subject.
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To some extent, this belief map reflects the inherent uncertainty for

humans to perform such a task as MSD because different observers may disagree

on certain subject matter while agreeing on other subject matter in terms of main

subjects. However, a binary decision, when desired, can be readily obtained by

5 using an appropriate threshold on the belief map. Moreover, the belief

information may be very useful for downstream applications. For example,

different weighting factors can be assigned to different regions (subject matters) in

determining the amount of crop.

For determination of crop, the invention uses the main subject

10 belief map instead of a binarized version of the map to avoid making a bad

cropping decision that is irreversible. Furthermore, using the continuous values of

the main subject beliefs helps trade—off different regions under the constraints

encountered in cropping. A binary decision on what to include and what not to

include, once made, leaves little room for trade-off. For example, if the main

15 subject region is smaller than the crop window, the only reasonable choice, given

a binary main subject map, is to leave equal amounts of margin around the main

subject region. On the other hand, secondary main subjects are indicated by lower

belief values in the main subject belief map, and can be included according to a

descending order ofbelief values once the main subject of highest belief values

20 are included. Moreover, if an undesirable binary decision on what to

include/exclude is made, there is no recourse to correct the mistake.

Consequently, the cropping result becomes sensitive to the threshold used to

obtain the binary decision. With a continuous-valued main subject belief map,

every region or object is associated with a likelihood of being included or a belief

25 value in its being included.

To reduce the degrees of freedom in determining the amount of

crop, and to limit the amount of resolution loss incurred in the zoom process, in

particular for making photographic prints, in one embodiment, the invention

restricts the set of allowable zoom factors to the range of [1.2, 4]. This is based on

30 the findings in the customer focus studies. Those skilled in the art would

recognize that the present invention could be used with any the zoom factor.
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To reduce the degrees of freedom in determining the amount of

crop, in particular for making photographic prints, in one embodiment, the

invention restricts the set of allowable zoom factors to the range of [1.2, 4.0].

This is based on the findings in the customer focus studies. In addition, an

5 extremely large zoom factor usually leads to blurry and unacceptable picture due

to the limit imposed by the resolution of the original image. If a zoom factor

determined by the present invention falls within the range of acceptable zoom

factors (e.g., between 1.2 and 4.0), it will be used in the subsequent cropping

process. Otherwise, the zoom factor is clipped to 1.2 at the lower end and 4.0 at

10 the higher end.

General Description ofDigital and Optical Printer System

Referring to Fig. 1, the following description relates to a digital

printing system. A source digital image 10 is received by a digital image

processor 20. The digital image processor 20 may be connected to a general

15 control computer 40 under operator control from an input control device 60. The

monitor device 50 displays diagnostic information about the digital printing

system. The general digital image processor 20 performs the needed image

processing to produce a cropped and zoomed digital image 99.

Referring to Fig. la, the following description relates to an optical

20 printing system. A photographic film sample 31 is received by a film scanner 32

which produces a source digital image 10 relating to the spatial density

distribution of the photographic film sample. This source digital image is

received by a digital image processor 20. The digital image processor 20 may be

connected to a general control computer 40 under operator control from an input

25 control device 60. The monitor device 50 displays diagnostic information about

the optical printing system. The general control computer 40 keeps track of the

lens magnification setting.

Referring to Fig. 2, a zoom factor 11, which corresponds to the lens

magnification setting may also received by the image processor 20 from the

30 general control computer 40 under operator control. The image processor 20

receives the source digital image 10 and uses the zoom factor 11 and the source

digital image 10 to calculate the proper position for the photographic film sample
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in the form of a film sample position 9. The photographic film sample is

positioned in a gate device 36 which holds the film negative in place during the

exposure. The gate device 36 receives the film sample position 9 to position the

photographic film sample to adjust which portion of the imaging area of the

photograph will be printed.

Referring to Fig. la, a lamp house 34 provides the illumination

source which is transmitted through the photographic film sample 31 and focused

by a lens 12 onto photographic paper 38. The time integration device 13 opens

and closes a shutter for a variable length of time allowing the focused light from

the lamp house 34 to expose the photographic paper 38. The exposure control

device 16 receives a brightness balance value from the digital image processor 20.

The exposure control device 16 uses the brightness balance value to regulate the

length of time the shutter of the time integration device stays open.

A block diagram of the inventive cropping process (e.g., the digital

image understanding technology) is shown in Fig. 3, which is discussed in relation

to Figs. 5-12. Figs. 5—12 illustrate the inventive process being applied to an

original image shown in Fig. 5.

In item 200, the belief map is created using MSD. The present

invention automatically determines a zoom factor (e.g. 1.5X) and a crop window

80 (as shown in Fig. 7), as referred to in item 201 of Fig. 3. This zoom factor is

selected by an automatic method based directly on the main subj ect belief map

(e.g., an estimate of the size of the main subject). The crop window is typically a

rectangular Window with a certain aspect ratio. After the zoom factor is

determined by the digital image processor 20, the value of the zoom factor is used

subsequently by the digital image processor 20 shown in Fig. 1. In Fig. la, the

zoom factor is used to communicate with the lens 12 to adjust the lens

magnification setting. This adjustment allows the lens 12 to image the appropriate

size of the photographic film sample 31 onto the photographic paper 38.

In item 201, regions of the belief map are clustered and the lowest

belief cluster (e.g., the background belief) is set to zero using a predefined

threshold. As discussed in greater detail below, sections of the image having a

belief value below a certain threshold are considered background sections. In
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item 202 such sections are given a belief of zero for purposes of this embodiment

of the invention.

Then, in item 202 the centroid, or center—of—mass (used

interchangeably hereon forth), of nonzero beliefs are computed. More

5 specifically, in Fig. 5 the subject having the highest belief in the belief map is the

woman and the stroller. Fig—.7 illustrates that the centroid of this subject is

approximately the top of the baby's head.

The centroid ()2, )9) of a belief map is calculated using the following

procedure:

10 5c = 2x.bel(x,..y.-). 9 = Zy.bez(x,..y,.),

where xi and y,. denote that coordinates of a pixel in the belief map

and bel(x,. , yi) represents the belief value at this pixel location.

Before the crop window is placed, a proper crop window is

determined in item 203. Referring to Fig. 4, there is shown a block diagram of a

15 method that automatically determines a zoom factor in response to the belief map.

In item 301, two second—order central moments, cXX and cm with respect to the

center—of—mass, are computed using the following procedure:;

Zea,- —2)2 xbeleny.) 20.— —r)2 xbel(x.-,y.-)

Note that these two terms are not the conventional central moments

20 that are computed without any weighting functions. In the preferred embodiment,

a linear weighting function of the belief values is used. However, the

conventional central moments, or central moments by a nonlinear function of the

belief values, can also be used.

An effective bounding rectangle (MBR) of the regions of high

25 subject content can be calculated using the following procedure, where the

dimensions of the MBR are calculated by:

DX =2x 3><cu ,D}, =2x .Bxcyy
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Fig. 6 illustrates that the effective bounding rectangle 70 is

centered at approximately the top of the boy’s head and approximately

encompasses the region of high subject content. In general, the aspect ratio of the

original image is maintained. Therefore, a crop window 80 is determined in item

5 303 such that it is the smallest rectangle of the original aspect ratio that

encompaSSes the effective MBR 70.

In item 204, the initial position of the crop window p 80 is centered

at the centroid, as shown in Fig. 7.

The crop window is 80 then moved so that the entire crop window

10 is within the original image (e.g. item 205) as shown in Fig. 8. In item 206, the

crop window 80 is moved again so that all the regions of the highest belief values

(“main subject”) are included within the crop window and to create a margin 81,

as shown in FIG. 9. This process (e. g., 206) captures the entire subject of interest.

Therefore, as shown in Fig. 9, the top of the woman's head is included in the crop

15 window. Compare this to Fig. 8 where the top of the woman's head was outside

the crop window.

Decision box 207 determines whether an acceptable solution has

been found, i.e., whether it is possible to include at least the regions of the highest

belief values in the crop window.

20 If an acceptable solution exists, the window is again moved, as

shown in item 208, to optimize a subject content index for the crop Window. The

preferred embodiment of the present invention defines the subject content index as

the sum of belief values within the crop window. It should be noted that the

present invention specifies higher numerical belief values corresponding to higher

25 main subject probability. Therefore, finding a numerical maximum of the sum of

the belief values is equivalent to finding an optimum of the subject content index.

This is shown in Fig. 10 where the secondary objects (e.g. flowers) are included

within the crop window 80 to increase the sum of beliefs. The sum ofbeliefs for a

crop window is computed as follows.

30 sum(w)= Z 1781050)),(x,v)sw
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where bel(x, y) represents the belief value at a given pixel location

(x, y) within the crop Window w.

Provided that the primary subjects are included, moving the crop

window so that more of the secondary subjects are included would increase the

5 sum ofbelief values within the crop window. Recall that the primary subjects are

indicated by the highest belief values and the secondary subjects are indicated by

belief values lower than those of the primary subjects but higher than those of the

background subjects. The goal is to find the crop window that has the highest sum

ofbelief values while ensuring that the primary subjects are completely included

10 in the crop window, i.e.,

W = max sum(w),WEW

""" where Wdenotes the set of all possible crop windows that satisfy

all the aforementioned constraints (e.g., those that are completely within the

uncropped image and those that encompass the entire primary subjects).

15 Then, in item 212 (in place of item 209, not shown), the position of

the center of the crop window is used to calculate the translational component of

the film sample position 9. The gate device 36, shown in Fig. 1a, receives the film

sample position 9 and uses this information to control the position of the

photographic film sample 31 relative to the lens 12. Those skilled in the art will

20 recognize that either or both of the lens 12 and the photographic film sample 31

may be moved to achieve the centering of the effective cropped image region on

the photographic paper 38.

Referring to Fig. 3, if decision box 207 does not produce an

acceptable solution, the final position of the crop window is restored to that of

25 item 205. Then, referring to Fig. 1a, the position of the center of the crop window

is used to calculate the translational component of the film sample position 9. The

gate device 36, shown in Fig. 1, receives the film sample position 9 and uses this

information to control the position of the photographic film sample 31 relative to

the lens 12.

30 The simulated image example shown in Figs. 5-12 illustrates the

progress the invention makes as it moves through the process shown in Fig. 3.
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One could formulate the problem as a global exhaustive search for the best

solution. The procedure used in the invention is considered a “greedy” searching

approach and is certainly more efficient than conventional processes.

The invention utilizes a built-in “k-means” clustering process to

5 determine proper thresholds of MSD beliefs for each application. The invention

also uses clustering, as discussed below to enhance the cropping process. In one

preferred embodiment, it is sufficient to use three levels to quantize MSD beliefs,

namely “high”, “medium”, and “low.” As would be known by one ordinarily

skilled in the art, the invention is not limited to simply three levels of

10 classification, but instead can utilize a reasonable number of classification levels

to reduce the (unnecessary) variation in the belief map. These three levels allow

for the main subject (high), the background (low), and an intermediate level

(medium) to capture secondary subjects, or uncertainty, or salient regions of

background. Therefore, the invention can perform a k—means clustering with

15 k = 3 on the MSD belief map to “quantize” the beliefs. Consequently, the belief

for each region is replaced by the mean belief of the cluster in that region. Note

that a k-means clustering with k = 2 essentially produces a binary map with two

clusters, “high” and “low,” which is undesirable for cropping based on earlier

discussion.

20 There are two major advantages in performing such clustering or

quantization. First, clustering helps background separation by grouping low-

belief background regions together to form a uniformly low-belief (e.g., zero

belief) background region. Second, clustering helps remove noise in belief

ordering by grouping similar belief levels together. The centroiding operation

25 does not need such quantization (nor should it be affected by the quantization).

The main purpose of the quantization used here is to provide a threshold for the

background.

The k—means clustering effectively performs a multi-level

thresholding operation to the beliefmap. After clustering, two thresholds can be

30 determined as follows:
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highest resolution of the original data. In both cases, the invention uses an

interpolation process to resample the data in order to retain a maximum amount of

image detail. In general, edge or detail—preserving image interpolation processes

such as cubic—spline interpolation are preferred because they tend to preserve the

5 detail and sharpness of the original image better.

Example consumer photographs and their various cropped versions

are shown in pictures “house” (e.g., FIGS. 13-15) and “volleyball” (Figs. 16-18).

More specifically, Figs. 13 and 16 illustrate uncropped original photographic

images. Figs. 14 and 17 illustrate belief maps, with lighter regions indicating

10 higher belief values. As would be known by one ordinarily skilled in the art given

this disclosure, the light intensity variations shown in Figs. 14 and 17 are readily

converted into numerical values for calculating the sum of the belief values

discussed above. Finally, Figs. 15 and 18 illustrate images cropped according to

the invention.

15 For the “house” picture, both Bradley and Bollman (U.S. Patent

5,978,519) would keep the entire image and not be able to produce a cropped

image because of the shadows at the bottom and the tree extending to the top

border of the uncropped image (Fig. 13). There are no continuous flat background

regions extending from the image borders in this picture, as required by U.S.

20 Patent 5,978,519. Similarly, the top of the tree in Fig. 16 would not be cropped in

the system disclosed in U.S. Patent 5,978,519.

Secondary subjects can lead to a more balanced cropped picture.

For the “volleyball” picture (Fig. 16), the inclusion of some parts of the tree by the

algorithm leads to more interesting cropped pictures than simply placing the main

25 subjects (players) in the center of the cropped image (Fig. 18). The invention was

able to do so because the trees are indicated to be of secondary importance based

on the belief map Fig. 17. It is obvious that the art taught by Bradley and Bollman

in U.S. Patent 5,978,519 would not be able to produce such a nicely cropped

image. In fact, both Bradley and Bollman (U.S. Patent 5,978,519) would at best

30 remove the entire lower lawn portion of the picture and keep the tree branches in

the upper-left of the uncropped image.
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threshold,” = (Claw + Cmedium) / 2 ’

thresholdW, = (Cmedium + Clu'gh ) / 2

where {CW , C
medium ’

Chigh} is the set of centroids (average belief

values) for the three clusters, and threshold and thresholdhigh are the low and
law

5 high thresholds, respectively.

Regions with belief values below the lower threshold are

considered “background” and their belief values are set to zero in items 202, 302

and 402 discussed above. Regions with belief values above the higher threshold

are considered part of the main subject and need to be included in their entirety,

10 whenever possible. Regions with intermediate belief values (e.g., less than or

equal to the higher threshold and greater than or equal to the lower threshold) are

considered part of the “secondary subject” and will be included as a whole or

partially, ifpossible, to maximize the sum of main subject belief values retained

by the crop window. Note that the variance statistics on the three clusters can be

15 used to set the thresholds more accurately to reflect cluster dispersions.

The invention initializes the k—means process by finding the

maximum value be] and minimum values be] of the belief map,max imum min imum

computing the average value be! of the maximum and minimum values foraverage

item in the belief map, and setting the initial centroids (denoted by a superscript

20 of 0) at these three values, i.e.,
O 0

C Cmediumlow = be] = belmin imium ’ medium 7 maximumCSigh = be]

Other ways of initialization may apply. For more about the

k—means process, see Sonka, Hlavac, and Boyle, Image Procesing Analysis, and

MachineVision, PWS Publishing, 1999 pagse 307-308. For typical MSD belief

25 maps, the k-means process usually converges in fewer than 10 iterations.

In applications where a zoom version of the cropped area is

desired, there are two scenarios to consider. First, the zoom version effectively

requires higher spatial resolution than the highest resolution of the original data.

However, a visible loss of image sharpness is likely of concern in the situation.

30 Second, the zoom version effectively requires lower spatial resolution than the
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A computer program product may include one or more storage

medium, for example; magnetic storage media such as magnetic disk (such as a

floppy disk) or magnetic tape; optical storage media such as optical disk, optical

tape, or machine readable bar code; solid-state electronic storage devices such as

5 random access memory (RAM), or read-only memory (ROM); or any other

physical device or media employed to store a computer program having

instructions for practicing a method according to the present invention.

While the invention has been described in terms of preferred

embodiments, those skilled in the art will recognize that the invention can be

10 practiced with modification Within the spirit and scope of the appended claims.

The subject matter of the present invention relates to digital image

understanding technology, which is understood to mean technology that digitally

processes a digital image to recognize and thereby assign useful meaning to

human understandable objects, attributes or conditions and then to utilize the

15 results obtained in the further processing of the digital image.

The invention has been described in detail with particular reference

to certain preferred embodiments thereof, but it will be understood that variations

and modifications can be effected within the spirit and scope of the invention.
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PARTS LIST

9 film sample position

10 source digital image

11 zoom factor

1 2 lens

13 time integration device

20 digital image processor

31 photographic film sample

32 film scanner

34 lamp house

36 gate device

3 8 photographic paper

40 general control computer

50 monitor device

60 input control device

80 crop window

8 1 margin

99 cropped digital image

200 image and belief map

201 decision box for performing clustering of the belief map

202 decision box for computing the center—of—mass

203 decision box for determining a zoom factor and a crop window

204 decision box for positioning the crop window

205 decision box moving a window

206 decision box for moving a window to contain the highest belief

207 decision box for determining if a solution exists

208 decision box for moving a window to optimize the sum of beliefs

209 decision box for cropping the image

210 cropped image

211 decision box for cropping the image

300 belief map

301 decision box for computing weighted central moments of the belief
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map with respect to the center-of—mass

302 decision box for computing an effective bounding rectangle (MBR)

of the main subject content

303 decision box for determining a zoom factor and a crop window that

encompasses the MBR
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WHAT IS CLAIMED IS:

 

 

 

 

 

 

 

 
 

 

6:3 > 1. ethod ofproducing an image of at least a portion of a
digital im go, the digital ima comprising the steps of:

a) providing digital image having pixels:

b) computing a belief map of the digital image, by using the

pixels of the digital image to dete no a series of features, and using such

features to assign the probability of he location of a main subject of the digital

image in the belief map;

0) determining a crop window having a shape and a zoom

factor, the shape and zoom factor de ermining a size of the crop window; and

d) cropping the igital image to include a portion of the image

of high subject content in response t the belief map and the crop window.

2. The method f claim 1 wherein step 0) further comprises

the steps of:

i) computing a eighted center-of—mass of the belief map,

weighted by the belief values of th belief map;

ii) computing cighted central moments of the belief map,

relative to the center-of—mass and eighted by a weighting function of each belief

value of the belief map;

iii) computing an effective rectangular bounding box according

to the central moments; and

iv) determinin a crop window having a shape and a zoom

factor, the shape and zoom factor etermining a size of the crop window

3. The method of‘claim 1 wherein step d) further comprises

the steps of: \
i) selecting an init: 1 position of the crop window at a location

which includes the center ofmass;

 

ii) using the belief val es corresponding to the crop window to

select the position of the crop Window to i elude a portion of the image of high

subject content in response to the belief ma ; and
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iii) cropping he digital image according to the position of the

crop window.  
4. The method of laim 2 wherein step (1) further comprises

the steps of:

i) selecting a crop indow of a rectangular shape and of an

identical aspect ratio to the (uncropped) igital image; and

ii) selecting a zoom fa tor to determine the size of the crop

window such that it encompasses the effec 've bounding box.

5. The method of claim wherein the weighting function in

step b) is a linear weighting function.

6. The method of claim 2 herein the weighting function in

step b) is a constant function.

 

 

 

7. The method of claim 3 w erein step b) further comprises

the steps of:

i) calculating a subject conte t index for the crop window

derived fi'om the belief values;

ii) following a positioning proe dure of repeating step i) for at

least two positions of the crop window; and

iii) using the subject content inde. values to select the crop

Window position.

8. The method of claim 1 wherein the crop window is

completely within the digital image.

‘0

{730‘ 19. The in thod of claim 2 wherein step b) further comprises
the step ofpe orrning a elust - ring of the belief map to identify at least a cluster of

highest belief values correspo t ding to main subject, a cluster of intermediate
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belief values correspondin to secondary subjects, and a cluster of lowest belief

values corresponding to the b ckground.

 

 

 

 

10. The meth d of claim 9 wherein said clustering includes

setting said background portions a zero belief value.

ll. The iiielliud [claim 5 further uuulprib‘iug pusiiiuning said

crop window such that the subject c ntent index of said crop window is at an

optimum.

12. The method of [aim 3 further comprising positioning said

crop window such that said crop wind w includes all of said main subject cluster.

13. The method of cl im 12 further comprising positioning said

crop window to include a buffer around aid main subject cluster.

14. A computer storage product having at least one computer

storage medium having instructions stored therein causing one or more computers

to perform the method of claim 1.

37% IS. A method 0
portion of a p tographic image ont a photographic receiver, comprising the

 

 

 

 
 

 

reducing an image of a portion of at least a

steps of:

a) receiving a digi at image corresponding to the photographic

image, the digital image comprising pi (315;

b) computing a bell f map of the digital image, by using the

pixels of the digital image to determine series of features, and using such

features to assign the probability of the ocation of a main subject of the digital

image in the belief map;

0) determining a or p window having a shape and a zoom

factor, the shape and zoom factor deter: ining a size of the crop window; and

d) locating the relati (2 optical position of a photographic
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image, a lens assembly, and a hotographic receiver in response to the belief map

and illuminating a portion of t photographic image of high subject content to

produce an image of such porti onto the photographic receiver.

16. The method 1' claim 15 wherein step 0) further comprises

 

 

  

 

the steps of:

i) computing a w 'ghted center-of—mass of the belief map,

weighted by the elief values of the beliefmap ;

ii) computing weig ed central moments of the belief map,

relative to the cen er—of—mass and weighted by a weighting

fitnction of each 13 lief value of the belief map;

iii) computing an eff tive rectangular bounding box according

to the central men cuts; and

iv) determining a croI window having a shape and a zoom

factor, the shape a d zoom factor determining a size of the

crop window.

17. The method of claim 15 wherein step (1) further comprises

the steps of:

i) selecting an initial pos tion of the crop window at a location

which includes the center of mass;

ii) using the belief values c nesponding to the crop window to

select the position of the crop window to includ a portion of the image of high

subject content in response to the belief map; an

iii) cropping the digital image ccording to the position of the

crop window.

18. The method of claim 16 wher in step d) further comprises

the steps of:

i) selecting a crop window of a r ctangular shape and of an

identical aspect ratio to the (uncropped) digital image and

ii) selecting a zoom factor to dete inc the size of the crop
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window such that it encompa see the effective bounding box.

19. The ineth d of claim 16 wherein the weighting function in

step b) is a linear weighting funeti n.

 

 
 

 

 

20. The method 0 claim 16 wherein the weighting function in

step b) is a constant function.

21. The method of eIa m 17 wherein step b) fiirther comprises

the steps of:

i) calculating a subje content index for the crop window

derived from the belief values;

ii) following a positio 'ng procedure of repeating step i) for at

least two positions of the crop window; an

iii) using the subject co tent index values to select the crop

window position.

i 22. The method of claim 15 wherein the crop window is
completely within the digital image.

9'3 23. The me find of claim 16 wherein step b) fiarther comprises
the step ofpa forming a cluster g of the belief map to identify at least a cluster of
highest belief values correspondi g to main subject, a cluster of intermediate

belief values corresponding to see ndary subjects, and a cluster of lowest belief

values corresponding to the backgr 11nd.

24. The method f claim 23 wherein said clustering includes

setting said background portions t a zero belief value.

25. The met . ed of claim 19 further comprising positioning said

crop window such that the su ject content index of said crop Window is at an

optimum.
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26. The meth d of claim 17 further comprising positioning said

crop window such that said crop indow includes all of said main subject cluster.

 

27. The method f claim 26 further comprising positioning said

crop window to inciude a buffer arm d said main subject cluster.

28. A computer stor ge product having at least one computer

storage medium having instructions stor d therein causing one or more computers

to perform the method of claim 1.
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ABSTRACT OF THE Dl 5CLOSURE

A ethod of producing an image of at least a portion of a digital

image, the digital in age comprising pixels, comprising the steps of:

computing a beliefmap of the digital image, by using the

5 pixels of the digital im e to determine a series of features, and using such

features to assign the pro ability of the location of a main subject of the digital

5 image in the belief map;

7 b) dete 'ning a crop window having 1 shape and azoom
factor, the shape and zoom fae r determining a size of the crop window; and

10 c) cropping t 6 digital image to include a portion of the image

of high subject content in respons to the belief map and the crop window.
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III. [:l This Statement is being filed under §1.97(c), with a statement under,
§1.97(e) prior to either a final action, a notice of allowance or an action

that otherwise closes prosecution in the application. The undersigned

hereby states that (check one):

|:] each item of information contained in this Statement was first
cited in any communication from a foreign patent office in a

counterpart foreign application not more than three months prior

to the filing of this Statement.

C] no item of information in this Statement was cited in a

IV. E

communication from a foreign patent office in a counterpart

foreign application and, to the lmowledge of the person signing

this certification statement under §1.97(e) after making reasonable

inquiry, no item of information contained in this Statement was

known to any individual designated in §1.56(c) more than three

months prior to the filing of this Statement.

This Statement is being filed under §1.97(d), with petition and

statement under §1.97(e), on or afier the mailing date of either a final

action, a notice of allowance (but prior to payment of the issue fee) or

an action that otherwise closes prosecution in the application. The

undersigned hereby petitions that this Statement be considered prior to

issuance of the patent. Please charge the fee required by §1.17(p) to

Eastman Kodak Company Deposit Order Account No. 05-0225. A

duplicate copy of this Statement is enclosed. The undersigned hereby

states that (check one):

|:] each item of information in this Statement was cited in a
communication from a foreign patent office in a counterpart

foreign application not more than three months prior to the filing
of this Statement.

I: no item of information in this Statement was cited in a
communication fiom a foreign patent office in a counterpart

foreign application and, to the knowledge of the person signing

this certification Statement under §1.97(e) afier making

reasonable inquiry, no item of information contained in this

Statement was known to any individual designated in §1.56(c)

more than three months prior to the filing of this Statement.

Respectfully submitted,

WW0}: M
William F. Noval/law Attorney for Applicants

Telephone: (716) 477—5272 Registration No. 22,049

Facsimile: (716) 477-4646
Enclosures
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[57] ABSTRACT

The present invention describes a method for automatic
cropping of images containing regions where intensity levels
are uniform and other regions where intensity levels vary
considerably. An image to be automatically cropped is
scaled down to a grid and divided into non-overlapping
blocks. The mean and variance of intensity levels are
calculated for each block. Based on the distribution of
variances in the blocks, a threshold is selected for the
variance. All blocks with a variance higher than this thresh—
old variance are selected as regions of interest. The regions
of interest are then cropped to a bounding rectangle.

21 Claims, 8 Drawing Sheets
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AUTOMATIC IMAGE CROPPING

BACKGROUND OF THE INVENTION

This invention is related to a method for the automatic

cropping of images, and is particularly suitable to images
that are texture-free, or relatively texture-free.

A typical image contains some regions where intensity
ilevelrandrcolorrareiuniformrandeotlter regions where

intensity level and color vary considerably. For instance, the
“background” of an image may be uniform with a distinct
“edge” separating the background from the “foreground.”
For example, a portrait typically comprises a subject set
against a uniform backdrop or hackground,such that a sharp
edge or boundary exists between the subjUCI and the back-
ground.

Frequently, it is desirable to select onlyr a particular region
of an image, and to reproduce the selected region, thereby
eliminating unwanted or excess background to give the
image a more desirable composition. This selection process
is referred to as cropping. Often, images are cropped to the
foreground and most of the background is discarded.

Cropping is usually done by band or requires operator
interaction in order to properly select the subject and crop-
ping dimensions. For example, US. Pat. No. 4,809,064 to
Amos et a]. discloses an apparatus for printing a selected
portion of a photographic negative onto a photosensitive
paper to form an enlarged and cropped photographic print.
However, the apparatus requires human operation to deter-
mine the crop. Similarly, U.S. Pat. No. 5,l15,271 to Ilago-
pian discloses a variable photographic cropping device [or
maintaining multiple constant proportions of a visible area
that includes a pair of masks situated in a housing having 0
central window. 'lhe apparatus also requires an operator.

In the field of automatic image enhancement, methods are
known for improving the contrast in a natural scene image
or altering the sharpness in a reproduction of an electroni-
cally encoded natural scene images. Such methods have
been disclosed, for example, in U.S. Pat. Nos. 5,450,502 and
5,363,209 to Eschbach et al., the disclosures of which are
incorporated herein by reference. However, such automatic
image enhancement methods do not disclose automatic
image cropping.

For high quality publication and printing. manual crop-
ping may be preferred for artistic reasons. For large volume
printing. including, but not limited to. passport photographs,
yearbooks, catalogs, event books, portraits, other images
with uniform backgrounds, and the like, it is desirable to
have the option to use autocropping to enhance productivity
and uniformin of the cropping process

SUMMARY OF INVENTION

The present invention relates to a method for the auto-
matic cropping of images. Further, the present invention
relates to a method for automatically cropping images that
are texture-free, or relatively texture-free, to their regions of
interest.

According to the present invention, an image to be
automatically cropped is scaled down to a grid and divided
into non-overlapping blocks. The mean and variance of
intensity levels are calculated for each block. Based on the
distribution ofvariances in the blocks, a threshold is selected
for the variance. All blocks with a variance higher than the
threshold variance are selected as regions of interest. The
regions of interest are cropped to a bounding rectangle to
provide an autocropped image with a tight fit. The
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autocropped image may then be subjected to a post-
prooessing image operation including, but not limited to,
scaling the autocropped image to a larger or smaller
dimension, image enhancement, annotating, transmitting,
halftoning, and the like.

The present invention may optionally include an edge
strength distribution analysis of an image. A threshold is
chosen from a sorted list of edge strengths in order to select
any block that contains a significant number of edge pixels
and was not selected after the intensity variance analysis.

BRIEF DESCRIPTION OF DRAWINGS

The file of this patent contains at least one drawing
executed in color. Copies of this patent with color
drawing(s) wi]l be provided by the Patent and Trademark
Office upon request and payment of the necessary fee.

FIG. 1 shows a typical intensity variance profile of an
image.

FIG. 2 shows a typical edge strength profile of an image.
FIG. 3(a) shows a picture to be autocropped using the

method of the present invention.
FIG. 3(b) shows the image after blocks with a luminance

variance higher than a threshold variance are selected.
FIG. 3(a) shows the image alter a post—processing cleanup

pass is conducted.
FIG. 3(d) shows the autocropped image wilh a border

scaled to the same horizontal dimension as the original
picture.

FIG. 4(a) shows a second picture to be autocropped using
the method of the present invention.

FIG. 4(b) shows the image after blocks with a luminance
variance higher than a threshold variance are selected.

FIG. 48:) shows the image after a post-processing cleanup
pass is mnduch-d.

FIG. 4(6) shows the autocropped image with a border
scaled to the same vertical dimension as the original picture.

FIG. 5 is a flowchart depicting the steps of practicing the
invention;

FIG. 6 is a front perspective view of an exemplary camera
that practices the steps of the invention;

FIG. 7 is a rear perspective View of the exemplary camera
shown in FIG. 6; and

FIG. 8 is a schematic diagram of an apparatus of the
invention for automatically cropping an image,

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

The present invention relates to a method of automatic
image cropping of images and the steps of practicing the
invention are depicted in FIG. 5. Preferably, the present
invention in embodiments relates to automatic image crop-
ping of images that are texture-free or relatively texture-free.

The automatic image cropping method of the present
invention is independent of the image input or acquisition
method. Any image acquisition device that converts a pic4
ture into electronic or digital data, such as a computer data
file, is acceptable for using the method of the present
invention. Acquisition devices for images to be automati—
cally cropped include, but are not limited to, a digital
scan—to—print system, a digital camera 50 as shown in FIGS.
6 and 7, a digital scanner, a photo CD, or laser disc, or thelike.

The images themselves are defined in terms of pixels,
wherein each pixel is an electrical or electronic signal with
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a digital gray value that varies between a white level and a
black level. In a currently desirable system, in which cal—
culations may be done on 8 bits of information or more, 256
levels of gray will be available for use. Pixels are also
identified in terms of position. A pixel may define a unique
location (m,n) within an image, identified by its m"‘ pixel
position in a line (or column), and its n'h line position in a
page (or row). Color is therefore represented by those gray

' values for red, blue and green. For example, in the RGB'
color space, a single color pixel is represented by three
values. one for red, one for blue, and one for green. The
colorel the particular pixel can be defined as a combination
of the red, blue and green color levels.

The automatic image cropping method of the present
invention is also independent of the output method. The
output methods for an image autocropped according to the
present invention include, but are not limited to, a laser
printer, ink jet ink printer, LCD display 52 on the digital
camera 50 shown in l-‘lG. 7, Cli'l'display, magnetic tape or
other mwia, dye sublimation printer, a photographic printer.
or the like. 'I'huse output devices may have many char-ac»
teristics. However, they have as a common requirement the
representation of gray or color pictorial images.

According to an Embodiment of the present invention,
images are initially defined in Icons of the red, green, blue
(“RGB”) color space. Preferably, images defined in the RGB
color space are directed to a color space converter and
converted to a luminance color space. In embodiments,
however, it is possible that the image will already be in
luminance color space, as it is common to convert RGB
values to luminanccfchrominaoce space for other image
processing. Whatever space is used, it must have n compo—
near that relates to the human visual perception of lightnessor darkness

In embodiments, the initial image data in ROI! color
space may be converted to a luminance color space using the
luminance channel Y in Xerox YES color space of the
"Xerox Color Encoding Standard,” )GNTSS 289005, 1989.
The RGB color space may also be converted to a luminance
color space using the luminance channel Y in the known
television encoding standard, YIQ. In an embodiment of the
present invention, the luminance channel Y is calculated
according to the following general ionoula:

Y=O.Z§2939X(Rcd Channel)+0.684458x(Green Channel)+
0.062603x(Blue Channel).

All statistical analysis and color conversion is preferably
carried out on a scaled down version of the input image. This
speeds up the automatic image cropping process and also
provides a certain degree of robustness against noise.

According to embodiments of the present invention, an
image to be autocropped is scaled down to a regular grid.
The grid is then divided into non-overlapping square blocks,
NxN, of a smaller size, including, but not limited to, 4x4,
8x8, 16x16, 64x64 pixels, or the like. The height and width
of each block is indicated by N pixels. In an embodiment of
the invention, the grid size is 256x256 pixels, and the block
size is 4x4 pixels. However, different grid and block sizes
can be used so long as the objectives of the present invention
are achieved.

According to the present invention, the cue for selecting
regions of interest in an image is the luminance profile of the
intensity levels in the blocks. Alternatively, the RGB profile
of the intensity levels in the blocks can be used. The mean
and variance of the intensity level are calculated for each
block consisting of NxN pixels.
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The mean intensity level, [4, in each block is calculated
according to the following formula (1):

1 E (1)F=— gt
sz

7 wherein g, is the intensity level of the i"’ pixel in the block, .
and N is the size of each block in pixels. The variance, 0, in
each block is calculated according to the following formula
(2):

l (2)
N2

(gr-ll?
”27%

 0-:

FIG. 1 shows the typical intensity variance profile of an
image. From FIG. 1, it is apparent that most blocks in an
image exhibit very low variances.

Based on statistical analysis and the distribution of the
variances in the blocks, a threshold variance is selected.
From FIG. 1, a generally optimal threshold variance is
picked at the "knee”of the variance profile curve. According
to the present invention, the threshold variance is preferably
picked as a point on the curve furthest from a linejoining the
minimum and the maximum variance. All blocks with a
variance higher than this threshold variance are selected as
regions of interest (i.e., elements of the foreground) to
remain in the autocropped image. All blocks with a variancu
less than the threshold are considered to be uninteresting
(i.e., elements oflhe background) and are removed from the
autocropped image. The threshold variance may also be
adjusted higher or lower to include or exclude more bioclm.
For example, the threshold variance value may be reduced
by an empirically determined selectivity factor to include
more objects of interest. in an embodiment of the present
invention, the threshold variance is reduced by about tony
percent to include more blocks as regions of interest.

The hioeksselwted as regions of interest are then cropped
to a bounding rectangle by finding the first selected block
along the four sides of the grid, thereby giving a tight fit. All
blocks within the bounding rectangle are included in the
autocropped image. The tightness of the crop is application
dependent and is Fully adjustable.

The cropped image may be scaled to a larger (or smaller)
dimension and a border selected for the scaled autocropped
image. In an embodiment of the present invention, the
automatic cropping of an image is set to a default border of
about 0.01 (i.e., a 1% border) of the larger dimension.

An optional cleanup post-processing pass may be carried
out to mark unselected blocks that are inside selected

reg-ions (i.e., typically the “interior” of an object) for further
post-processing image operations. An embodiment of the
present invention uses a seed fill algorithm to accomplish
this purpose. Various seed fill algorithms are known in the
art including, but not limited to, that recited in Paul S.
Heekbert, A Seed Fill Algorithm, Graphics Gems, 1990,
incorporated herein by reference. Selected regions smaller
than the specified parameter for the smallest foreground
image effect that is to be retained as interesting are elimi—
nated. In an embodiment of the present invention, small
details corresponding to “noise" in the background are
examined, in blncks and pixels. These details are removed
from the autocropped image. As a result, small glitches and
spots are eliminated, thereby providing a better bounding
rectangle, especially at the edges of the autocropped image.

After the intensity variance analysis, the image optionally
may be further analyzed using edge strength information as
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an additional cue. Some images display low contrast edges
at the boundaries of the foreground and the background.
Although the results of the intensity variance analysis
descnhed herein are satisfactory, results for some images
may be improved if an edge strength distribution is ana-
lyzcd.

Similar to the variance analysis, the edge strength distri-
bution of the blocks is analyzed for a suitable threshold. A

In embodiments, the edge strength computation may be
carried out using a digital Laplacian operator, such as that
recited in Rafael C. Gonzalez & Richard E. Woods, Digital
Image Processing, 100, 420, 453 (1992), the disclosure of
which is herein incorporated by reference. Using the Lapla-
cian operator, a threshold is chosen from the edge strength
distribution. Any blocks with significant edge information
(i.e., a specified number ofpixels greater than the threshold)
and that are not selected as regions of interest from the
variance analysis are marked as “interesting."

According to the present invention, automatic image
cropping relies on several empirically determined param—
etc-rs for its performance. The following parameters
described below include, but are not limited to, tltOSc
parameters that can be tuned to melamine automatic image
cropping to a particular image so: being analyzed. Ont:
skilled in the art may alter any or all of these parameters
based on the a priori information available about the images
to be autocropped.

Grid Size is the size of the square grid on which the scaled
down version of the input image is sampled. increasing the
size of this grid makes the program more sensitive to noise.
Image effects that would be too small to he significmt on a
grid of size 256x256, for instance, may be significant on
larger grids. The time of computation also increases with the
increased grid size. t-‘orexample, with a 512x512. sampling
grid, the time is approximately four times that with a
256x256 grid if all other parameters are unchanged.

Block Size is the size of the local neighborth over
which variance analysis is carried out. Block Sire conc-
sponds to the height and width of the non-overlapping
blocks, and is typically measured in pixels. A large block
size results in a coarse analysis of the image, while a small
block size results in a finer analysis. The block size controls
the size of the local neighborhood that is included with an
edge between the background and the foreground. The
margin around the foreground is larger with a large blockstze.

Black Object Size is the size of the smallest background
image effect that is retained as an uninteresting ci't‘em. This
size is measured in blocks. All uninteresting; regions whose
size is less than the selected Block Size are marked as

interesting regions. Typically these are completely covered
by interesting regions implying that they are the interior of
foreground etfects.

White Object Size is the size of the smallest foreground
image etIect that is retained as an interesting eil'eel. The
default sizes for foreground and background effects are
generally not identical, but can be independently selected.
Increasing the value of this parameter has the effect of
eliminating larger and larger connected regions of interest,
and decreasing it has the opposite effect.

Additional parameters for an edge strength distribution
analysis include, but are not limited to:

Filter Coeflicients contains the filter coefficients to be

used in the optional edge detection part of the automatic
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image cropping. Filler coefficients are weights used in a
sliding window (including, but not limited to, an odd num-
ber of rows and columns) used to compute the weighted
average of the gray-scale values in the neighborhood ofeach
pixel in an image. This operation can be accomplished
through any edge detection filter and is not constrained to be
Laplacian—like. This operation is called digital convolution
and is known in the art of signal and image processing, for
example in Rafael CrGonzalez & Richard E..wOods,DigimI-ll. .77. W...
Image Protesting, (1992) and in l. Canny, IEEE Transac-
tions in Patient Anchor's and Match irre Intelligence, Vol. 8,
pp. 697—98 (1936), incorporated herein by reference.

Edge Pixels is the number of pixels within a block that
must have an edge strength greater than the threshold for the
block to be selected as an interesting region. This parameter
must not he disproportionately large when compared to the
block size. Too small a value for this parameter makes it
overly sensitive to noise. Conversely, the edge analysis
phasv. doesn't add anything useful if the parameter has too
high a value.

EXAMPLES

'l'wo images autocroppcd according to the method of
pnnitmt invention, in, automatic image cropping. appear inFIGS. 3 and 4.

The parameters used for autoeropping these images based
on luminance intensity data are a Grid Sire of 256x255
pixels; .3 Block Size of 4x4 pixels; 3 Black Object Size of 1.5
blocks; and a White ObjeCt Size oi4 blocks.
Example 1:

FIG. 3 shows an image that has been subject to the
automatic image cropping method ofthe present invention.
FIG. 3(a) shows the original picture to be autocropped. FIG.
3(b) shows the picture after it is subcamplcd into a grid
(256x256 pixels), divided into non-overlapping blocks (64x
64 blocks of 4x4 pixels per block), and scaled to match the
original. All blocks With a luminance variance higher than a
threshold variance are selected as regions of interest. FIG.
3(6) shows the autocropped image in which a post-
prooessing pass is made to toggle groups of blocks in large
areas of the opposite type of blocks and to eliminate noise
in the background. Also shown is a bounding box (i.e., red
rectangle) that is calculated to give a tight fit to the
autocropped image. FIG.3(J) shows the autocropped image,
the image within the bounding box ofFIG. 3(c), scaled to the
same horizontal dimension as the original and with a 5%
border.

Example I]:
FIG. 4 shows a second image that has been subject to the

automatic image cropping method of the present invention.
FIG. 4(a) shows the original picture to be autocropped. FIG.
40;) shows the picture after it is subsarnpted into a grid
(256x255 pixels), divided into non-overlapping blocks (64x
(ari- of 4x4- pixels pcr block), and scaled to match the original.
All blocks with a luminance variance higher than a threshold
variance are selected 35 regions of interest. FIG. 4(a) shows
the autocroppcd image in Which is post-processing pass is
made to toggle groups of blocks in large areas of the
opposite type of blocks and to eliminate noise in the back-
ground. Also shown is a bounding box [i.e., red rectangle)
that is calculated to give an autocropped image with a tight
fit. FIG. 4(a) shows the autocropped image, the image within
the bonding box of FIG. 4(c), scaled to the same vertical
dimension as the original with the side and bottom borders
corresponding to the original picture and with a 5% border
on the top.
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Thus, automatic image cropping according to the present
invention handles most texture-free, or relatively texture-
frcc, images in a predictable and productive fashion.

It will no doubt be appreciated that the present invention
can be accomplished through application software accom-
plishing the functions described, to operate a digital com—
puter or microprocessor, through a hardware circuit.

An apparatus 110 of the invention automatically crops an
image is shown in 1716.8. The apparatus till iseoouected to
the display 52 by a bus 112. The apparatus includes a scale
down device 114, a divider 116, a mean intensity level
calculator 118, an intensity level variance calculator 120, a
variance profile creation device 122, a threshold variance
calculator 124, a variance block selector 126, a cropping
device 128, an edge strength profile calculator 130, a thresh-
old edge strength calculator 132 and an edge strength block
selector 134. These components are interconnected by the
bus 1.12.

The scale down device 114 scales down the image to a
grid having four sides. The divider 116 divides the grid into
a plurality of non—overlapping blocks. The mean intensity
level calculator 118 calculates a mean intensity level for
each of the blocks. The intensity level variance calculator
120 calculates a variance of an intensity level for each of the
blocks. The variance profile creation device 122 creates a
variance profile [or the blocks. The threshold variance
calculator 124 calculates a threshold variance based on the

variance profile.
The variance block selector 126 selects the blocks having

the variance higher than the threshold variance as regions of
interest. The cropping device 128 crops the regions of
interest to a bounding rectangle. The edge strength profile
calculator 130 calculates a profile of edge strengths for the
blocks. The threshold edge strength calculator 132 calcu-
lates a threshold edge strength from the profile. The edge
strength block selector 134 selects the blocks that have an
edge strength higher than the threshold edge strength and not
selected as regions of interest.

The invention has been described with references to

particular embodiments. Modifications and alterations will
be apparent to those skilled in the art upon reading and
understanding this specification. It is intended that all such
modifications and alterations are included insofar as they
come within the scope of the appended claims.

What is claimed is:

1. A method for automatically cropping an image, com-
pnsrng:

scaling down said image to a grid having four sides;
dividing said grid into a plurality of non-overlapping

blocks;
calculating a mean intensity level for each of said blocks;
calculating a variance of an intensity level for each of said

blocks;
creating a variance profile for said blocks;
calculating a threshold variance based on said variance

profile;
selecting said blocks having said variance higher than said

threshold variance as regions of interest;
cropping said regions of interest to a bounding rectangle;
calculating a profile of edge strengths for said blocks;
calculating a threshold edge strength from said profile;and
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selecting said blocks having an edge strength higher than
said threshold edge strength and not selected as regionsof interest.

2. The automatic image cropping method of claim 1,
wherein said intensity level is a luminance intensity.

3. The automatic image cropping method of claim 1,
wherein said intensity level is a red, green, blue intensity.

4. The automatic image cropping method of claim 1,
wherein swirl mean is; calculated by ll": I'nl'l'mtlu

wherein g,— is the intensity level of the i'“ pixel in the block,
and N is a height and a width of each block in pixels.

5. The automatic image cropping method of claim 4,
wherein said variance is calculated by the formula

 

6. The automatic image cropping method of claim 1,
wherein said threshold voltage variance is selected as a point
on a curved portion of a variance profile.

7. The automatic image cropping method of claim 6,
wherein said threshold variance is adjusted by a selectivityfactor.

8. The automatic image cropping method of claim 7,
wherein said threshold variance is reduced to select more
regions of interest.

9. The automatic image cropping method of claim 7,
wherein said selectivity factor is about forty percent.

10. The automatic image cropping method of claim 1,
wherein said grid is 256 by 256 pixels.

11. The automatic image cropping method of claim 1,
wherein said non-overlapping blocks are 4 by 4 pixels.

12. The automatic image cropping method of claim 1,
wherein said bounding rectangle is defined by a first selected
block along each of the four sides of the grid.

13. The automatic image cropping method of claim 1,
further comprising subjecting an autocropped image to a
post-processing image operation.

14. The automatic image cropping method of claim 1,
firrther comprising scaling said bounding rectangle to a
larger or smaller dimension having a border.

15. The automatic image cropping method of claim 14,
wherein said border is a default border of about 1% of said
dimension.

16. The automatic image cropping method of claim 1,
further comprising marking unselected blocks inside
selected regions for further post-processing image opera—trons.

17. The automatic image cropping method of claim 1,
further comprising removing details corresponding to noise
in the background of the cropped image to provide a better
bounding rectangle.

18. An apparatus for automatically cropping an image,
comprising:

means for sealing down said image to a grid having four
sides;

means for dividing said grid into a plurality of non—
overlapping blocks;

means for calculating a mean intensity level for each said
blocks;
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means for calculating a variance of an intensity level [or
each of said blocks;

means for creating a variance profile for said blocks;
means for calculating a threshold variance based on said

variance profile;
means for selecting said blocks having said variance

higher than said threshold variance as regions of inter-
est;

means for cropping said regions of interest to a bounding
rectangle;

means for calculating a profile of edge strengths for said
blocks;

means for calculating a threshold edge strength from said
profile; and
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means [or selecting said blocks having an edge strength
higher than said threshold edge strength and not
selected as regions of interest.

19. The apparatus ofclaim 18, further comprising an input
means for acquiring said image and an output means for
storing said autocroppcd image

20. The appaiatus of claim 19, wherein said input means
is selected from the group consisting of a digital scanner and
a digital camera.

21. The apparatus of claim 20, wherein said output means
is selected from the group consisting of a printer, a LCD
display. a CRT display, a magnetic media, and a photo-
graphic primer.
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DETAILED ACTION

Claim Rejections - 35 USC § 112

1. The following is a quotation of the second paragraph of 35 USC. t 12:

The specification shall conclude with one or more claims particularly pointing out and distinctly claiming the
subject matter which the applicant regards as his invention.

2. Claim 28 is rejected under 35 USC. 112, second paragraph, as being indefinite for

failing to particularly point out and distinctly claim the subject matter which applicant regards as

the invention.

As to claim 28, this claim states the exact same limitations as claim 14. The examiner

suggests changing the phrase “method of claim 1” to “method of claim 15.” The claim will be

treated as though that is what it says for the remainder of this office action.

Claim Rejections - 35 USC § 102

3. The following is a quotation of the appropriate paragraphs of 35 USC. 102 that form the

basis for the rejections under this section made in this Office action:

A person shall be entitled to a patent unless —

(e) the invention was described in (1) an application for patent, published under section 122(b). by another filed
in the United States before the invention by the applicant for patent or [2) a patent granted on an application for
patent by another filed in the United States before the invention by the applicant for patent, except that an
international application filed under the treaty defined in section 351(a) shall have the effects for purposes of this
subsection of an application filed in the United States only if the international application designated the United
States and was published under Article 21(2) of such treaty in the English language.

4. Claims 1,3,8,12-15,17,22 and 26-28 are rejected under 35 USC. 102(e) as being

anticipated by US. Patent 6,430,320 to Jia et al.
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As to claim 1, Jia discloses a method of producing an image of at least a portion of a

digital image (column 4, lines 27-28 and 42-44), the digital image comprising the steps of:

a) providing a digital image having pixels (column 8, line 51):

b) computing a belief map of the digital image, by using the pixels of the digital

image to determine a series of features (column 13, lines 25-3 5), and using such features to

assign the probability (“crop statistics”, column 4, line 50) of the location of a main subject

(column 4, lines 42-44) of the digital image in the belief map (Fig. 8, the belief map being

indicated by the boundary pixels: 702, 710, 712, 714, 716, 718, and 720 located in both figures);

c) determining a crop window having a shape and a zoom factor (Fig. 13, “Auto

Crop to Requested Size”), the shape and zoom factor determining a size of the crop window (Fig.

14); and

d) cropping the digital image to include a portion of the image of high subject

content in response to the belief map and the crop window (column 4, 49-54).

As to claim 15, Jia discloses a method of producing an image of a portion of at least a

portion of a photographic image onto a photographic receiver (column 4, lines 27-28 and 40-44),

comprising the steps of:

a) receiving a digital image corresponding to the photographic image, the digital

image comprising pixels (column 8, line 51).

b) computing a belief map of the digital image, by using the pixels of the digital

image to determine a series of features (column 13, lines 25-35), and using such features to

assign a probability (“crop statistics”, column 4, line 50, column 13, lines 38-39) of the location
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of a main subject (column 4, lines 42-44) of the digital image in the belief map (Fig. 8, the belief

map being indicated by the boundary pixels: 702, 710, 712, 714, 716, 718, and 720 located in

both figures).

c) determining a crop window having a shape and a zoom factor (Fig. 13, “Auto

Crop to Requested Size”), the shape and zoom factor determining a size ofthe crop window (Fig.

l 4); and=

cl) locating the relative optical position of a photographic image, a lens assembly

(column 5, lines 66-67), and a photographic receiver (column 5, lines 61-65) in response to the

belief map and illuminating (column 5, lines 66-67) a portion of the photographic image of high

subject content to produce an image of such portion onto the photographic receiver (column 4,

49-54).

As to claim 3 and 17, Jia discloses the method of claim 1 wherein step (1) further

comprises the steps of:

i) selecting an initial position of the crop window at a location which includes the

center of mass (Fig. 8);

ii) using the belief values corresponding to the crop window to select the position of

the crop window to include a portion of the image of high subject content in response to the

belief map (Figs. 9B and 9C); and

iii) cropping the digital image according to the position of the crop window (column

4, 49—54).
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As to claim 8 and 22, Jia disclose the method of claim 1 wherein the crop window is

completely within the digital image (Figs. 5-8).

As to claim 12 and 26, Jia discloses the method of claim 3 filrther comprising positioning

said crop window such that said crop window includes all of said main subject cluster (Fig. 8).

As to claim 13 and 27, Jia discloses the method of claim 12 further comprising

positioning said crop window to include a buffer around said main subject cluster (Fig. 8, the

crop window includes buffering in the corners.

As to claim 14 and 28, Jia discloses a computer storage product having at least one

computer storage medium having instructions stored therein causing one or more computers to

perform the method of claim 1 (column 6, lines 33-49).

Allowable Subject Matter

5. Claims 2,4-7,9-11,16,18-21 and 23-25 are objected to as being dependent upon a rejected

base claim, but would be allowable if rewritten in independent form including all of the

limitations of the base claim and any intervening claims.

Double Patenting

6. The nonstatutory double patenting rejection is based on a judicially created doctrine
grounded in public policy (a policy reflected in the statute) so as to prevent the unjustified or
improper timewise extension of the "right to exclude" granted by a patent and to prevent possible
harassment by multiple assignees. See In re Goodman, 11 F.3d 1046, 29 USPQ2d 2010 (Fed.
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Cir. 1993); In re Longi, 759 F.2d 887, 225 USPQ 645 (Fed. Cir. 1985); In re Van Ornum, 686
F.2d 937, 214 USPQ 761 (CCPA 1982); In re Vogel, 422 F.2d 438, 164 USPQ 619 (CCPA
1970);and, In re Thorington, 418 F.2d 528, 163 USPQ 644 (CCPA 1969).

A timely filed terminal disclaimer in compliance with 37 CFR 1.321(c) may be used to
overcome an actual or provisional rejection based on a nonstatutory double patenting ground
provided the conflicting application or patent is shown to be commonly owned with this
application. See 37 CFR 1.130(b).

Effective January 1, 1994, a registered attorney or agent of record may sign a terminal
disclaimer. A terminal disclaimer signed by the assignee must fully comply With 37

CFR 3.73(b).

7. Claim 1,8, and 14 are rejected under the judicially created doctrine of obviousness-type

double patenting as being unpatentable over claim 44-48 of copending Application No.

09/490915 (“App #2”). Although the conflicting claims are not identical, they are not patentably

distinct from each other because they set forth subject matters which are obvious over each other

and only differ in breadth of terminology used. For example, the limitation on lines 10-11 of

claim 1, the phrase stating “cropping the digital image to include a portion of the image of high

subject content in response to the belief map and the crop window.” App #2 does not say this

word for word but it is obvious that this is what is being claimed. On line 11-12 of claim 45 the

statement “cropping the digital image to include main subjects indicated by the belief map to

produce the cropped digital image by:” indicates that the following limitations in the claim are

required for cropping the digital image. Therefore cropping the digital image to include a

portion of the image of high subject content would be in response to the belief map, as stated in

on lines 11-13, and in response to the crop window as stated on lines 9-10.

App #2 disclose a method of producing an image of at least a portion of a digital image

comprising:

Digital image having pixels (claim 45, line 1).
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Computing a belief map (claim 45, lines 3-5).

Determining a crop window having a shape and zoom (claim 45, lines 13-14)

Claim 8 corresponds to claim 46 of App #2.

As to claim 14, given the method, the computer storage product of claim 14 would have

been at least obvious to one skilled in the art of image processing. In the image processing arts

a reference, which anticipates or make obvious the invention of method claims will also at least

make obvious the invention of computer storage product claims.

Conclusion

8. The prior art made of record and not relied upon is considered pertinent to applicant's

disclosure.

U.S. Patent 6,282,317 to Luo discloses the inventor’s method determining the main

subject of a photographic image.

U.S. Patent 5,640,468 to Hsu discloses a method of identifying objects in an image.

U.S. Patent 6,434271 to Christian et a1. discloses method of locating objects in an image.

U.S. Patent 6,335,985 to Sambonsugi et a1. discloses method of extracting an object from

an image.

U.S. Patent 6,091,841 to Rogers et a1. discloses a method that involves auto cropping and

segmenting.

U.S. Patent 5,978,519 to Bollman et a1. discloses a method of auto cropping an image.

U.S. Patent 6,456,732 to Kimbell et a1. discloses automatic cropping and scaling of an

image.
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US. Patent 5,880,858 to Jin discloses an auto cropping method for use with scanners.

US. Patent 5,781,665 to Cullen et a1. discloses a method for cropping an image.

Contact Information

9. Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Aaron W. Carter whose telephone number is 703.306.4060. The

examiner can normally be reached by telephone between 8am — 4:30pm (Mon. — Fri.).

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Bhavesh Mehta can be reached on 703.308.5246. The fax phone number for the

organization where the application or proceeding is assigned is 703.872.9314 for regular

communications.

Any inquiry of a general nature or relating to the status of this application or proceeding

should be directed to the receptionist whose telephone number is 703.306.0377.

Aaron W. Carter

Examiner

Art Unit 2625

MC.awe

January 9, 2003

 
BHAVESH M. MEHTA

SUPERVISORY PATENT EXAMINER
TECHNOLOGY CENTER 2300
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A system and method is described for automatically deter-
mining in a scanned document image the presence of
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device and scanner background information. Once the pres-
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method of the present invention can compute, for instance,
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IMAGE PROCESSING SYSTEM WITH
AUTOMATIC IMAGE CROPPING AND

SKEW CORRECTION

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of US. patent applica—
tion Ser. No. 09/057,847, filed on Apr. 9, 1998 by Trotter et
a1. and entitled “IMAGE PROCESSING SYSTEM WITH
IMAGE CROPPING AND SKEW CORRECTION”.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention pertains to image processing sys-
tems. More particularly, this invention relates to an image
processing system with (1) skew correction that does not
require human intervention or the presence of text or skew
detection information on the original document, and (2)
image cropping that is done regardless of the shape of the
image.

2. Description of the Related Art
It has been known that when a document (i.e., the original

physical object, such as photo or text document) is scanned
by a scanner, a digital image of the original document is
typically generated. The digital image of the original docu-
ment is, however, ofien found to be skewed (rotated) inside
the entire scan image (i.e., inside the entire digital image
obtained from the scanner). As is known, the scan image
typically includes the image of the document as well as
background information. A skew or inclination of the docu-
ment image within the scan image is particularly likely to
occur when the scanner uses an automatic document feed

mechanism to feed the original document for scanning. In
addition, when the size of the original document is relatively
small in comparison to the scan region of the scanner, the
scan image may contain considerable amount of background
information.

For instance, some scanning devices are automatic sheet
fed scanners with stationery charge coupled devices
(CCD’S). These scanning devices feed the document past the
CCD for scanning. The document must he grabbed by a set
of rollers for scanning. This mechanism can sometimes
scratch the document. Also, small documents may not be
securely grabbed or reliably sensed by the mechanism. In
addition, only a single document at a time can be fed in the
scanner. As a result, document carriers are used to overcome
these problems. A document carrier is usually a transparent
envelope having a white backdrop. The document or docu-
ments of interest are inserted within the envelope for scan-
ning. The document carrier protects the scanned document
from scratches and also provides the rollers with a larger
width original to grab, thereby accomplishing successful
feeding of the document through the scanner.

However, one disadvantage of using a document carrier is
that the document carrier also becomes part of the scanned
data. For example, if the carrier color does not exactly match
the color of the scanner background, edges of the document
carrier will be contained in the scanned data. This sptuious
data will cause the digital image to contain unwanted
extraneous information. FIG. 1 illustrates a scan image 100
that exhibits these problems.

As can be seen from FIG. 1, the scan image 100 contains
a document image 110 of an original document. The remain-
ing area of the scan image 100 is background 120, which
typically has a predetermined pixel pattern, and extraneous
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information 140, which typically has known characteristics.
The background 120 can be caused by the scanner back-
ground while the extraneous information 140 can be caused
by a document carrier. The document image 110 is skewed
inside the scan image 100 and the background 120 is a
considerable fraction of the scan image 100. When the scan
image 100 is displayed on a display or printed by a printer,
the document image 110 typically has a relatively unpleasant
and poor visual quality. In addition, the skewed image may
also cause errors when the image data is further processed by
other software programs, such as optical character recogni-
tion programs.

Techniques have been developed to try to detect and
correct the skew problem. For example, US. Pat. No.
4,941,189, entitled OPTICAL CHARACTER READER
WITH SIEW RECOGNITION and issued on Jul. 10,1990,
describes a skew correction technique that searches for text
characters along a scan line. As another example, US. Pat.
No. 5,452,374, entitled SKEW DETECTION AND COR-
RECTION OF A DOCUMENT IMAGE REPRESENTA-

TION and issued on Sep. 19, 1995, describes another
technique that segments the scan image into text and non-
text regions and then determines the skew information based
on the resulting segmentation.

These techniques, however, require the original document
to contain at least some text. The techniques then rely on the
detection of one or more lines of the text in the document.

With the advent of inexpensive photo scanners and multi—
media personal computers, scanners are nowadays used to
scan not only text documents, but photographs and other
image documents as well. The photographs, however, typi-
cally do not contain any text data. This thus causes the skew
detection and correction techniques to be inapplicable to the
scanned photo images. In addition, because photographs can
have a variety of sizes and shapes, it is typically diflicult to
trim the background information fi’om the scanned image of
a photograph.

Another technique has been proposed that detects the
skew information of a scanned image without requiring the
presence of text in the scanned document. One such tech—
nique is described in U.S. Pat. No. 5,093,653, entitled
IMAGE PROCESSING SYSTEM HAVING SKEW COR-
RECTION MEANS, and issued on Mar. 3, 1992. However,
this technique requires human intervention.

SUMMARY OF THE INVENTION

Described below is a system and method for automati-
cally determining in a scanned document image the presence
of unwanted extraneous information caused by an extrane-
ous device, for example, a document carrier and scanner
background information. Once the presence of this infor-
mation is determined, the system and method of the present
invention can compute, for instance, skew and crop statis—
tics. From this, the imagc can be automatically deskcwcd
and cropped appropriately without the backgound and
extraneous information (such as marks from the document
carrier). The system and method accomplishes this by first
determining the presence ofunwanted extraneous and back-
ground information and then appropriately processing the
document image. The extraneous information is ignored
during deskew and crop computations. Also, the scanner
background and the extraneous information are prevented
from being included with the final digital representation of
the image.

Specifically, scanner background information and any
extraneous information, such as edges created by the docu—
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ment carrier, are ignored when processing information is
computed, such as skew and crop statistics, while image
edges are retained, such as document edges of an image or
text pages. Thus, the system and method of the present
invention optimizes automatic cropping and deskewing
results of document images scanned by general purpose
scanning devices that are used with or without document
carriers.

Also, the system and method described below determines
a skew angle of the document image without requiring text
in the document or human intervention. This feature is

accomplished by determining an edge of the document
image within a scan image and using that edge to determine
the skew angle of the document image. The edge can be
determined by locating the first or last document image pixel
of each scan line of pixels in the scan image that belongs to
the document image (i.e., the edge pixel of the document
image along that scan line). This is accomplished by com—
paring a scan line of pixels with a predetermined scan line
of background pixels or alternatively by comparing a neigh-
borhood around a scan line with predetermined background
pixels. The skew angle of the document image is then
determined by computing the slope of the detected edge in
the scan image.

In addition, the system and method described below can
determine the boundary of the document image. This feature
is accomplished by locating (1) a first document image pixel
and a last document image pixel for a first scan line of the
document image in the scan image. (2) a first document
image pixel and a inst. document image pixel of a last scan
line of the document image in the scan image, (3) a leftmost
document image pixel of the document image in the scan
image, and (4) a rightmost document image pixel of the
document image in the scan image.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention is illustrated by way of example
and not by way of limitation in the Figures of the accom—
panying drawings, in which like references indicate similar
elements, and in which:

FIG. 1 shows a skewed image of a document in a scan;
FIG. 2 shows a computer system that implements an

image processing system;
FIG. 3 shows the image processing system implemented

by the computer system of FIG. 2, wherein the image
processing system includes an automatic deskew and image
cropping system in accordance with one embodiment of the
present invention;

FIG. 4 illustrates a different configuration of the automatic
deskew and image cropping system in the image processing
system of FIG. 3;

FIG. 5 shows a document image generated by the image
processing system of FIG. 3 or 4 before being processed by
the automatic deskew and image cropping system of FIGS.
3 and 4;

FIG. 6 shows the document image of FIG. 5 after being
processed by the automatic deskew and image cropping
system of FIGS. 3 and 4;

FIG. 7 shows another document image generated by the
image processing system of FIG. 3 or 4 before being
processed by the automatic deskew and image cropping
system of FIGS. 3 and 4;

FIG. 8 shows the document image of FIG. 7 after being
processed by the automatic deskew and image cropping
system of FIGS. 3 and 4;
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FIG. 9A illustrates a sample user interface for implement-
ing the automatic deskew and image cropping system of
FIGS. 3 and 4;

FIGS. SIB—9C and 10 show flow chart diagrams of the
automatic deskew and image cropping system of FIGS. 3
and 4;

FIGS. 11 and 12 illustrate calculation of the skew angle
and boundary information of a document image by the
automatic deskew and image cropping system of FIGS. 3
and 4 when the document image has rectangular and non-
rectangular shapes.

FIG. 13 illustrates a high level block diagram/flowchart of
the present invention suitable for use in a specific embodi-ment.

FIGS. 14A—14B illustrate a pictorial block diagram of a
working example of a specific embodiment depicted in FIG.
13.

FIGS. 15—16 illustrate sample user interfaces of the
working example of FIGS. 14A—14B operating in a com-
puter environment.

DETAILED DESCRIPTION OF THE
INVENTION

The present invention is a system and method for auto-
matically determining scanner background information and
extraneous information within a digital representation of a
scanned document image. The scanner background infor-
mation is caused by the scanner’s background and the
extraneous information is caused by an extraneous device,
such as a document carrier. For instance, due to the physical
appearance of the document carrier, it can leave marks
Within the digital representation of the scanned document
image. Once the presence of this information is determined,
the system and method of the present invention can
compute, for instance, skew and crop statistim. From this,
the image can be automatically deskewed and cropped
appropriately without the background and extraneous infor-
mation.

The present invention can be used with general purpose
seaming devices for scanning an image as scanned data
input. The image can be aphotograph, multiple photographs
in one scan, text only or mixed documents containing
photographs, text, graphics, etc. The present invention
parses the scanned data input for determining the presence
of scanner background information and extraneous
information, which, for example, can be caused by a docu-
ment carrier. Also, the scanned data input is parsed for
determining edges and a skew angle of the image. The
parsed data is used to compute skew and crop statistics of the
scanned data for cropping and deskewing the image. This
ultimately provides an aligned digital representation of the
scanned image without unwanted scanner background infor-
mation and extraneous information. Specifically, the scanner
background and any indicia of an extraneous device, such as
a document carrier, are ignored when the skew and crop
statistics are computed, while image edges are retained, such
as document edges of text pages. Thus, the present invention
properly crops and dcskews images scanned by general
purpose scanning devices that are used with or withoutdocument carriers.

One of the features of the present invention is to provide
skew correction for a scanned image without requiring the
presence of text. Another feature of the present invention is
to provide skew correction for a scanned image without
requiring human intervention. A further feature of the
present invention is to provide image cropping for a scanned
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image regardless of the size and/or shape of the original. A
still further feature of the present invention is to provide
skew correction and image cropping for a scanned image in
a cost effective manner.

FIG. 2 illustrates a computer system 200 that implements
an image processing system 320 (shown in FIGS. 3 and 4)
within which an automatic deskew and image cropping
system 322 (shown in FIGS. 3 and 4) in accordance with one
embodiment of the present invention may be implemented.
Although FIG. 2 shows some of the basic components of the
computer system 200, it is neither meant to be limiting nor
to exclude other components or combinations of compo-
nents in the system. The image processing system 320 and
the automatic deskew and image cropping system 322 in
accordance with the present invention will be described in
more detail below, also in conjunction with FIGS. 3 through
12.

In one embodiment, the computer system 200 can be a
personal computer having a scanner, a notebook computer
havtng a scanner, a palmtop computer having a scanner, a
workstation having a scanner, or a mainframe computer
having a scanner. In another embodiment, the computer
system 100 can be a scan system that also has some or all of
the components of a computer system.

As can be seen from FIG. 2, the computer system 200
includes a bus 202 for transferring data and other informa-
tion. The computer system 200 also includes a processor 204
coupled to the bus 202 for processing data and instructions.
The processor 204 can be any known and commercially
available processor or microprocessor. Amemory 206 is also
provided in the computer system 200. The memory 206 is
connected to the bus 202 and typically stores information
and instructions to be executed by the processor 204. The
memory 206 may also include a frame buflcr [not shown in
FIG. 2) that stores a frame of bitmap image to be displayed
on a display 210 of the computer system 200.

'lhe memory 206 can be implemented by various types of
memories. For example, the memory 206 can be imple-
mented by a RAM (Random Access Memory) and/or a
nonvoiatile memory. In addition. the memory 206 can be
implemented by a combination of a RAM, a ROM (Read
Only Memory), and/or an electrically erasable and program-
mable nonvolatile memory.

The computer system 200 also includes a mass storage
device 208 connected to the bus 202. The mass storage
device 208 stores data and other information. In addition, the
mass storage device 208 stores system and application
programs. The programs are executed by the processor 204
and need to be downloaded to the memory 206 before being
executed by the processor 204.

The display 210 is coupled to the bus 202 for displaying
information to a user of the computer system 200. A key-
board or keypad input device 212 is also provided that is
connected to the bus 202. An additional input device of the
computer system 200 is a cursor control device 214, such as
a mouse, a trackball, a trackpad, or a cursor direction key.
The cursor control device 214 is also connected to the bus
202 for communicating direction information and command
selections to the processor 326, and for controlling cursor
movement on the display 210. Another device which may
also be included in the computer system 200 is a hard copy
device 216. The hard copy device 216 is used in the
computer system 200 to print text and/or image information
on a medium such as paper, film, or similar types of media.

In addition, the computer system 200 includes an image
scanner 218. The image scanner 218 is used to convert an
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original document (i.e., the original physical document, such
as photo or text document) into a digitized image Which can
be further processed by the computer system 200. In one
embodiment, the image scanner 218 is a fax machine-type
image scanner that has a scan region of one scan line wide.
The length of the scan region is the width of the scan line.
In this case, the scan head of the image scanner 218
simultaneously images the entire scan line. Adocument feed
mechanism is provided to advance the original document
after each scan. In another embodiment, the image scanner
218 is a copier-type image scanner that has a relatively large
scan region. For this type of scanner, the original document
is placed against the scan window of the scanner and the
scan head of the scanner moves in one direction after each
scan.

The computer system 200 also includes other peripheral
devices 220. These other devices 220 may include a digital
signal processor, a MODEM (modulation/demodulation),
andfor a CD—ROM drive. In addition, the computer system
200 may function without some of the above described
components. For example, the computer system 200 may
function without the hard copy device 216.

As described above, the computer system 200 includes
the image processing system 320 (shown in FIGS. 3 and 4)
which includes the automatic deskew and image cropping
system 322 of the present invention (also shown in FIGS. 3
and 4). In one embodiment, the image processing system
320 is implemented as a series of software programs that are
run by the processor 326, which interacts with scan data
received from the scanner 218. It will, however, be appre—
ciated that the image processing system 320 can also be
implemented in discrete hardware or firmware.

Similarly, the automatic deskew and image cropping
system 322 alone can be implemented either as a software
program run by the processor 326 or in the form of discrete
hardware or firmware within the image processing system
320. The image processing system 320, as well as the
automatic deskew and image cropping system 322, will be
described in more detail below, in the form of software
programs.

As can be seen from FIG. 3, the image processing system
320 includes a scan control program 324 and an imaging
program 326, in addition to the automatic deskew and image
cropping system 322. All of the programs 322 through 326
are typically stored in the mass storage device 208 of the
computer system 200 (FIG. 2). These programs are loaded
into the memory 206 from the mass storage device 208
before they are executed by the processor 204.

The scan control program 324 interfaces with the scanner
218 and the imaging program 326. The function of scan
control program 324 is to control the scanning operation of
the scanner 218 and to receive the scan image of an original
document 310 from the scanner 218. As is known, the scan
image of a document typically includes the digital image of
the document (i.e., the document image) and some back-
ground image and extraneous information if an extraneous
device, such as a document carrier, is used to aid in scanning
the document. The scan control program 324 can be, for
example, a scanner driver program for the scanner 218.
Alternatively, the scan control program 324 can be any
known scanner program for interfacing the scanner 218 witha user.

As described above, the scan control program 324 con-
trols the scanner 218 to scan the document310. The original
document 310 can be of diflerent shapes and sizes. For
example, the document 310 can be of a rectangular shape, a
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polygon shape, or a circular or oval shape. FIG. 5 shows one
example of a scan image 500 of the document 310 obtained
by the scan control program 324. As can be seen from FIG.
5, the document image 502 of document 310 is skewed
inside the scan image 500 and has a skew angle (1. As can
be seen from the scan image 500, the scanned document 310
has a rectangular shape. FIG. 7 shows another scan image
700 of the document 310 obtained by the scan control
program 324 when the document 310 has an oval shape.
Both FIGS. 5 and 7 show considerable background within
scan images 500 and 700, respectively.

As shown in FIG. 3, the imaging program 326 is used in
the image processing system 320 to process the scan image
(e.g., the scan image 500 or 700 of FIG. 5 or 7, respectively)
of the original document 310 received from the scan control
program 324. The imaging program 326 typically processes
the scan image of the original document 310 so that the scan
image can be displayed on the display 210 or printed by the
hard copy device 216. The processing functions of the
imaging program 326 typically include resampling and
interpolation of the scan image. The imaging program 326
typically includes a device-specific image driver program.
For example, the imaging program 326 can include a known
display driver program or a known printer driver program.
The imaging program 326 can be any image processing
application.

As can be seen from FIG. 3, the automatic deskew and
image cropping system 322 of the image processing system
320 interfaces with the scan control program 324 and the
imaging program 326. The automatic deskew and image
cropping system 322 receives digital data representing the
scan image of the document 310 from the scan control
program 324 and automatically determines the presence of
scanner background information and extraneous information
caused by an extraneous device, such as a document carrier.
For instance, due to the physical appearance of the document
carrier, it can leave marks within the digital data represent-
ing the scanned document image 310. The automatic deskew
and image cropping system 322 ignores the scanner back-
ground information and extraneous information and detects
the skew angle and boundary of the document image of the
document 310 within the scan image. This provides correc—
tion of the skew of the document image (i.e., deskewed) so
that much or all of the scanner background information and
the extraneous information of the image can be eliminated.

In the case where a document carrier is used, the docu-
ment carrier can cause unwanted extraneous information

because it becomes part of the scanned data. For example, if
the carrier color does not exactly match the color of the
scanner background, edges of the document carrier will be
contained in the scanned data. The present invention detects
and deliberately ignores this spurious data and it is deemed
as invalid image data. As a result, due document canier
information does not influence the results of other functions

and operations of the automatic deskew and image cropping
system 322, such as the automatic crop and deskew func-
tions (discussed below in detail).

Many ditl'erent document carrier si'Ics exist, and the
present invention is not limited to any particular size. For
illustrative purposes only, two such sizes of document
caniers are a full page carrier, which can be approximately
8.5"x11" (usually for text or mixed documents), and a half
page carrier, which can be approximately 8.5 "><5.75"
(usually forphotos). Typically, document carriers have some
known physical characteristic or characteristics or some
form of indicia that can be used as a basis to form boundaries
within the scanned data. This allows unwanted document
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earlier information to be distinguished from wanted image
data. For instance, the bottom of some document carriers
contain a semi—circular notch, which is a known physical
characteristic on all document carriers in that class. The
semi-circular notch allows a user to more easily insert a
document into the document carrier.

The automatic deskew and image cropping system 322 is
preprogrammed with known physical characteristics of cer-
tain extraneous devices of certain classes. Namely, if a
particular class of document carriers are known to have
semi-circular notches, the automatic deskew and image
cropping system 322 is preprogrammed to indicate that the
particular class is associated with semi-circular notches as a
known physical characteristic. If the known physical char-
acteristic is found after scanning the document image 310,
scanned data representing edges of the document carrier are
located so that the entire unwanted extraneous information

caused by the document carrier is cropped out and discarded.
Also, because the full size document carrier is too long to

be fed sideways, only one orientation for scanning exists if
the full size document carrier is used. As such, the known
physical characteristic, such as the semi-circle, can only be
at the bottom or top edges and cannot be at the left or right
edges. Hence, the automatic deskew and image cropping
system 322 searches for these known physical characteris-
tics ofdocument carriers, such as semi-circles, and crops out
unwanted information appropriately. By discarding the
edges of the document carrier, additional functions and
operations of the automatic deskew and image cropping
system 322 can be performed more accurately.

The automatic deskew and image cropping system 322
detects the skew angle of the document image (cg, the
document image 502 of FIG. 5) inside the scan image (e.g.,
the scan image 500 of FIG. 5) by first detecting an edge of
the document image and then determining the slope of the
edge. This allows the skew angle detection of the document
image to be done without requiring the presence of text or
special skew detection marks on the document image. This
also allows the imaging program 326 to correct the skew of
the document image without human intervention.

In addition, the automatic deskew and image cropping
system 322 detects the boundary of the document image
(e.g., the document image 502 of FIG. 5). There are several
ways that the automatic deskew and image cropping system
322 detects the boundary of the document image. Two
sample techniques are discussed in detail below for illus-
trative purposes only. Each technique can be custom oon-
figured for specific implementations. The first sample tech-
nique detects the boundary by locating a first and a last
document image pixel for the first scan line of the document
image, a first and a last document image pixel for the last
scan line of the document image, a leftmostdocument image
pixel of the document image, and a rightmost document
image pixel of the document image within the scan image.
The positioned information of these six pixels is then used
to compute the extent (i.e., boundary) of the document
image in the scan image after skew correction. This infor-
mation is then provided to the imaging program 326, allow—
ing the imaging program 326 to trim or crop the scan image
to obtain the document image without much or all of the
background information.

The automatic deskew and image cropping system 322
detects the skew angle and boundary information of a
document image within a scan image by locating the first
and last pixels of each scan line of the document image
inside the scan image. The automatic deskew and image
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cropping system 322 can accomplish this by comparing each
scan line of pixels in the scan image with a predetermined
scan line of background pixels to locate the first and last
document image pixels. This can alternatively, and
preferably, be accomplished by comparing a neighborhood
around each scan line of pixels in the scan image with
predetermined background pixels to locate the first and last
document image pixels. This allows boundary edge seg-
ments of the document image to be developed. The auto-
matic deskew and image cropping system 322 then deter-
mines the length of each edge segment of the document
image and calculates the skew of the edge segment. If the
automatic deskew and image cropping system 322 deter-
mines that an edge segment is not long enough, the program
322 does not calculate the skew of that edge segment.

In addition, if the automatic deskew and image cropping
system 322 determines that the document image has mul—
tiple skew angles (i.c., the skew of an edge segment in the
document image is not equal to that ofanother edge segment
of the document image), the program 32 determines that
the document image has a non—rectangular shape. When this
occurs, the automatic deskew and image cropping system
322 sets the skew angle of the document image to 6, which
is preferably zero, whether the document image is skewed or
not. In other Words, if the automatic deskew and image
cropping system 322 determines that the document image
has a non-rectangular (cg, circular, oval, or polygonal)
shape, the program 322 preferably does not detect the skew
angle of the document image. Instead, the program 322
provides the boundary information of the document image
so that much or all of the background can be trimmed or
cropped away from the scan image.

Moreover, when the automatic deskew and image crop-
ping system 322 determines that the detected document
image is not of a rectangular shape, the program 322
preferably defines the smallesr rectangle that contains all of
the six boundary pixels and informs the imaging program
326 to take the entire interior of this rectangle as the cropped
document image (see, for example, FIG. 8). In this case, not
all background information is trimmed oil". 'lhe operation of
automatic deskew and image cropping system 322 is now
described in more detail below, also in conjunction with
FIGS. 5—6 when the document 310 has a rectangular shape
or FIGS. 7—8 when the document 310 has a non-rectangular
shape.

As can be seen from FIGS. 3 and 5—6, the skew detection
and image cropping program 322 checks the scan image 500
to locate the first and last document image pixels of the first
scan line of the document image 502. As can be seen from
FIG. 5, the program 322 learns that the first scan line of the
scan image 500 is the first scan line of the document image
502. The program 322 then locates the first document image
pixel 518 and the last document image pixel 520 of the first
scan line of the document image 502. As the automatic
deskew and cropping system 322 continues checking the
first and last document image pixels of other scan lines of the
document image 502, edge segments 510, 512, 514, 516 are
developed. In addition, the leftmost document image pixel
521 and rightmost document image pixel 522 are located.
The first and last document image pixels (i.c., 524 and 526)
of the last scan line of the document image 502 are also
located. As can be seen from FIG. 5, the first document
image pixel 524 of the last scan line of the document image
502 overlaps the last document image pixel 526 of that scan
line.

After the edge segments 510, 512, 514, 516 of the
document image 502 are developed, the automatic deskew
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and cropping system 322 calculates the skew angle or. which
is then sent to the imaging program 326 (FIG. 3), along with
cropping boundaries computed from the skew angle 0. and
the pixels 518, 520, 522, 524, 526.

As described above, the automatic deskew and cropping
system 322 of FIG. 3 also detects if the document image is
Ufa rectangular shape when the program calculates the skew
angle a. of the document image. If the program 322 detects
that the document image (e.g., the document image 702 of
FIG. 7) is not of a rectangular shape, then the program 322
preferably does not calculate the skew angle of the docu-
ment image and preferably sets the skew angle to zero. The
automatic deskew and cropping system 322 detects whether
a document image is rectangular or not by determining if the
document image has multiple skew angles. When this
occurs, the document image has a non-rectangular shape
(e.g., the polygonal shape). In addition, the program 322 also
detects if the document image has a rectangular shape by
detecting if the edge segments of the document image are
longer than a predetermined length. Those edge segments
shorter than the predetermined length are discarded, and no
skew angle is computed for such segments. If all detected
segments are discarded, the program 32 determines that the
document image has a non-rectangular shape (e.g., oval or
circular shape) and again does not calculate the skew angle
of the document image. When this occurs, the program 322
preferably locates those six boundary pixels of the document
image. FIGS. 9A through 10 show in flow chart diagram
form the automatic deskew and cropping system 322, which
will be described in more detail below.

As can be seen from FIGS. 3 and 7—8, when the document
310 has a document image 702 that is of an oval shape, the
program 322 of FIG. 3 detects multiple edges that are of
ditt'ercnt skew angles andJor shorter than the predetermined
edge length. In one embodiment, the predetermined edge
length contains approximately twenty five pixels. In alter—
native embodiments, the predetermined edge length can be
longer or shorter than twenty five pixels.

When the program 322 detects that the document image
702 is not rectangular. the program 322 preferably locates
the six boundary pixels (i.c., the first and last document
image pixels 710 and 712 of the first scan line of the
document image 702, the leftmost document image pixel
714, the rightmost document image pixel 716, and the first
and last document image pixels 718 and 720 of the last scan
line of the last scan line of the document image 702.As can
be seen from FIG. 7, the first and last document image pixels
710 and 712 of the first scan line of the document image 702
overlap each other and the first and last document image
pixels of the last scan line of the document imagc 702
overlap each other.

As can be seen in FIGS. 3 and 5—6, the imaging program
326 then corrects the skew of the document image 502 in
accordance with the skew angle areceived from the auto—
matic deskew and cropping system 322 and eliminates all of
the background 504 in the scan image 500 in accordance
with the six document image pixels 518—526. The imaging
program 326 does this in a known way, which will not be
described in more detail below. The processed document
image 600 is shown in FIG. 6.

As can be seen from FIGS. 5 and 6, the processed
document image 600 of FIG. 6 is identical to the unproc-
essed document image 502 of FIG. 5 except that no back—
ground information of the scan image 500 is displayed in
FIG. 6. In addition, the processed document image 600 is not
skewed. Moreover, the processed document image 600 of
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FIG. 6 does not have the cut-olI edge. This is due to the [act
that the imaging program 326 further trims the document
image 502 of FIG. 5 based on the document image pixels
518—526.

When processing the document image 702 of FIG. 7, the
automatic deskew and cropping system 322 (FIG. 3) only
sends the pixel information of the six boundary pixels 710
through 720 to imaging program 326 (FIG. 3). Based on
these six pixels 710—720, the imaging program 326 creates
a smallest rectangle 800 that contains all of these pixels and
the document image 702. The imaging program 326 then
trims away everything in the scan image 700 of FIG. 7 that
is outside of the rectangle 800 to obtain the cropped docu-
ment image 702.

As can be seen from FIG. 3, because the automatic
deskew and cropping system 322 interfaces with the scan
control program 324, the automatic deskew and cropping
system 322 receives one scan line of pixels from the scan
control program 324 as soon as the scan control program 324
controls the scanner 218 to finish scanning one such scan
line. This causes the automatic deskew and cropping system
322 to operate in parallel with the operation of the scan
control program 324. As a result, the automatic deskew and
cropping system 322 can determine the skew angle and
boundary information of the document image of the docu-
ment 310 as soon as the scan control program 324 finishes
scanning the document 310.

It is, however, appreciated that the automatic deskew and
cropping system 322 is not limited to the above described
configuration. FIG. 4 shows another embodiment of the
image processing system 32011: which the automatic deskew
and cropping system 322 only interfaces with the imaging
program 326. This allows the automatic deskew and crop-
ping system 322 to detect the skew angle and boundary
information of the document image of the document 310
after the entire document 310 has been scanned and its scan

image has been sent to the imaging program 326 from the
scan control program 324.

FIG. 9A illustrates a sample user interface for implement-
ing the automatic deskew and image cropping system of
FIGS. 3 and 4. The present invention increases user ease by
automatically deskewing and cropping scanner background
information and extraneous information (although automatic
functions can be disabled, if desired). For automatic
operation, the system starts 810 a user is given options for
specifying a type of document to be scanned, such as text
only, mixed format, photo only, custom options, etc., and the
automatic deskew and cropping system 322 finds the best
crop and deskew operation. The options can be presented in
two tiers. The first tier allows novice users to simply specify
the kind of document they are scanning (photo only, mixed
document, etc.). The second tier allows more sophisticated
users to further customize processing.

Namely, several options can be presented to a user. These
options increase processing flexibility for the user. First,
second and third options 812, 814, 816 can be for novice
users and a fourth option 818 can be for advanced users with
customization functions. The first option 812 can be for
images that contain text only and the second option 814 can
be for mixed formats (for example, images that contain a
combination of photographs, text, graphics, etc). For the first
and second options 812, 814, automatic deskew and crop-
ping functions are preferably disabled 815 and the routine
ends 817. The third option 816 can be for images that
contain only photos. If the user chooses the fourth option
818, the user can be presented with three customization
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sub-options. A first sub-option 820 for images that contain
only photos, a second sub-option 822 for mixed formats and
a third sub-option 824 for manually disabling the automatic
functions 826 after which, the routine ends 828.

If the third option 824 and the first sub-option 820 are
chosen, an automatic skew and crop detection step 830 is
performed based on a first set of predefined parameters
(discussed below in detail). If the second sub-option 822 is
chosen, an atttomatic skew and amp detection step 832
performed based on a second set of predefined parameters
(discussed below in detail). The automatic deskew and
cropping system 322 determines the boundaries and location
of the scanner background and extraneous information, if it
exists. As discussed above, the extraneous information can
be caused by a document carrier. The document carrier
information is found based on the first and second set of

predefined parameters (discussed below in detail). Next, the
automatic deskew and cropping system 322 performs an
automatic deskew and cropping (crop out portions of the
scanned data that are not part of the photo) function as steps
834 and 836, the routing then ends 838. For example, during
cropping, unwanted scanner background or document car-
rier information will be automatically cropped out. In
addition, the automatic frmcn'ons provide cropping for mul—
tiple photos being scanned as a single page. In this case,
regions outside of the multiple photos are cropped out.

The following description is for illustrative purposes only.
The extraneous device can be any extraneous device and
does not have to be a document carrier. Specifically, if a
document carrier is the extraneous device causing the extra-
neous information, depending on the option chosen by the
user, the automatic deskew and cropping system 322
searches for the known physical characteristics of the par—
ticular document carrier. For instance, if the user chooses the
third option or the first sub-option, for example, for photos
only, the automatic deskew and cropping system 322
searches for either a half or full size document carrier. This
is because a user could utilize either the half or full size

document carrier for a photo. Similarly, if the user chooses
the second sub—option, for example for mixed formats, the
automatic deskew and cropping system 322 preferably
searches for a full size document carrier. This is because a

mixed document typically is too large for the half size
document carrier. Therefore, a search is preferably per-
formed for either the half or full size document carrier if the

third option or the first sub—option (photo only) is chosen
while a search is preferably performed for the full size
document carrier if the sewnd sub-option (mixed format) ischosen.

For the half size document carrier, an initial search is
performed for known physical characteristics, such as a
semicircle at the bottom, top, right, or left edges. This is
because some document carriers, such as the half size
document carrier, can be fed into the scanner device in any
orientation. As a result, the knovtm physical characteristic,
such as the semicircle, can appear at the bottom, top, left or
right edges of the scan. For the full size document carrier, an
initial search is performed for known physical
characteristics, such as a semicircle at the bottom or top
edges. This is because some document carriers, such as the
full size document carrier, can be fed into the scanner device
in only two orientations. As such, the known physical
characteristic, such as the semicircle, can appear only at the
bottom or top edges of the scan.

If the known physical characteristic is found, scanned
data representing edges of the document carrier are ignored
during computation of skew and crop statistics, and are
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eventually cropped out and discarded as unwanted informa»
tion of the scan. Also, because the full size document carrier
is too long to be fed sideways, only one orientation for
scanning exists if the full size document carrier is used. As
such, the known physical characteristic, such as the semi-
circle, can only be at the bottom or top edges and cannot be
at the left or right edges. Hence, the present invention
searches for these known physical characteristics of docu-
ment carriers, such as semi-circles, and crops out unwanted
information appropriately. By ignoring the edges of the
document carrier, more accurate automatic deskcwing and
cropping of the information of interest can be performed.

FIGS. 9B and 9C show the process of the automatic
deskew and cropping system 322 (FIGS. 3 and 4) in devel—
oping the edge segments and the six boundary pixels of the
document image. FIG. 10 shows the process of the system
322 of FIGS. 3 and 4 in detecting the skew angle of the
document image based on the edge segments developed by
the process of FIGS. 9B and 9C. FIG. 11 shows how edge
segments are developed in a rectangular document image.
FIG. 12 shows how edge segments are developed in a
circular or oval document image. FIGS. 9B, 9C and 10 will
be described in more detail below, also in connection with
FIGS. 11 and 12.

In one embodiment, an edge of the document image is
determined within a scan image and that edge is used to
determine the skew angle of the document image. The edge
can be determined by locating the first or last document
image pixel of each scan line ofpixels in the scan image that
belongs to the document image (i.e., the edge pixel of the
document image along that scan line). This is accomplished
by comparing each scan line of pixels with a predetermined
scan line of background pixels. The skew angle of the
document image is then determined by computing the slope
of the detected edge in the scan image.

In another embodiment, a pixel of a scan line is regarded
as an image pixel when its color is different from the color
of the corresponding reference background pixel by more
than the predetermined threshold value and the color of its
adjacent pixel is also difierent fi'om the color of the corre-
sponding reference baekgromd pixel by more than the
predetermined threshold value. In other words, small groups
of pixels are analyzed together, such as a neighborhood of
pixels. This can be accomplished by using a sliding window
of pixels. This increases accuracy and more readily distin—
guishes actual wanted document data from unwanted extra-
neous information and background noise. This embodiment
is more robust in the presence of scanner noise.

Specifically, as can be seen from FIGS. 9B and 9C, the
process starts at step 900. At step 902 color values of
background pixels are set. At step 904 variables are initial-
ized and a neighborhood size is defined. The neighborhood
size can be defined with a pixel size having a neighborhood
height of pixels and a neighborhood width of pixels (n"
rows, nw columns). The values are set as the reference values
for comparing with the colors of the pixels of a neighbor-
hood around each scan line of the scan image to locate the
first and last image pixels (i.e., edge pixels) of each scan
line. In another embodiment, only the luminance valve of
each pixel is used, where luminance is computed as approxi-
mately one-fourth red, one-half green, and one-eighth blue.
In one embodiment, a pixel is regarded as an image pixel
when its color (or luminance) is different from the color (or
luminance) of the corresponding reference background pixel
by more than a predetermined threshold value. The term
color will be used hereinafter interchangeably to mean color
andJor luminance. The threshold value is typically a con-
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slant that is determined based on the expected variability of
the scanner background.

At step 906, a sliding window can be set up as a
neigiborhood ofAir) pixels comprised of several rows, such
as two, three, four, etc. rows. The size of the sliding window
or neighborhood of pixels can be adjusted to suit certain
conditions. For example, a larger neighborhood ofpixels can
be used when a photograph is to be scanned. In contrast, a
smaller neighborhood of pixels can be used when a mixed
document is to be scanned. It should be noted that the

neighborhood of pixels for a mixed document should not
exceed a maximum predetermined value. This is because
text data could be mistaken as background noise if a
neighborhood of pixels that is too large is used. The neigh—
borhood of pixels can be defined with a size having a
neighborhood height and a neighborhood Width (13’. mos, n”
columns).

At step 908, it is determined if all of the scan lines of the
scan image have been procemed. If so, steps 910—914 are
performed to calculate the skew angle of the document
image inside the scan image. As can be seen from FIG. 913,
step 912 is employed to determine if the document image is
of non-rectangular shape. The program 322 (FIGS. 3 and 4)
does this at step 912 by determining if diflerent skew angles
are found for the edge segments of the document image. If
so, [he program 322 does not calculate the skew angle of the
document image. Instead, the skew angle is set to zero in
step 916. If, at step 912, it is determined that these are not
multiple skew angles, then step 914 is performed to calculate
the skew angle of the document image. In either case, the
program 322 finishes by computing the cropping boundaries
in step 917 and ending at step 954.

When, at step 908, if it is determined that the scan image
has not been completely checked, step 918 is then performed
to obtain the neighborhood around the next unchecked scan
line of pixels (e.g., scan row I). Next, although the sliding
window is initially set at some number, at step 920 the
sliding window is incremented every time a scan line is
checked so that row r is appended to the bottom of the
sliding window and the topmost row is deleted. A color of
a neighborhood around each of the pixels of the scan row r
is then compared with a color ofpredetermined background
pixels at step 922 to determine if they match. In other words,
for a neighborhood of three rows, rows r, r-l, r-2 are
compared to predetermined background pixels. If they
match, (i.e., rows r-n"+1 through r contains substantially
background pixel values), then the program 322 returns to
step 908 via step 924. If not, step 926 isperformed, at which
the first document image pixel (i.e., pixel cl) where a
neighborhood index, such as row r and column c1 having a
color difierent from that of the corresponding background
pixel is located. In this case, row r and column (:1 indicates
a lower comer. However, this row is arbitrary and any row
could be used for the neighborhood index, as long as it is the
same all of time.

The process then moves to step 928, at which the bound—
ary pixel storage is updated. This is done by comparing the
current first and last pixels with the stored six boundary
pixels to determine if these six pixels need to be updated.
The positioned values of these six pixels are initially set at
zero. If, for example, the positional value of the current first
pixel is less than that of the stored leftmost pixel, then the
stored leftmost pixel is replaced with the current first pixel.
This allows the six boundary pixels of the document image
to be finally determined.

Then step 930 is performed, at which it is determined if
neighborhood index (r, cl) continue a left edge segment. If
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so, step 934 is performed to continue the edge segment by
adding neighborhood index (r, cl) to segment the edge
segment. For example, as can be seen from FIG. 11, with
image pixels 1070 and background pixels 1080, if scan line
1100 is currently checked and pixel 1106 is determined to be 5
the first pixel of the scan line 1100. Step 930 of FIG. 9C then
determines if the pixel 1106 continues the edge segment
1102 and causes the edge segment 1.102 to extend from the
pixel 1106. However, edge segments are preferably allowed
to skip a predefined number of rows if subsequent rows are
not aligned. This is because random noise can cause one or
several rows to temporarily misalign or diverge for only a
few rows. In this case, the edge segment should continue.
FIG. 12 shows the development of edge segments 1200 and
1202 of a circular or oval document image. Similarly, edge
segments are preferably allowed to skip a predefined number
of rows if subsequent rows are not aligned.

Thus, as can be seen from FIG. 9C, when the answer is no
at step 930, it is determined in step 932 whether a predefined
number of rows has been exceeded. If so, step 936 is then 20
performed to end that left edge segment. Step 938 is then
performed to start a new left edge segment from this first
pixel. If a predefined number of rows has not been exceeded,
then steps 940 through 952 are performed so that a last
neighborhood column index c2 is located where a color 75
differs from that of the corresponding background pixel. As
can be seen from FIGS. 9B—9C, steps 940—952 are basically
the same steps as steps 926—938, except that steps 940—952
are employed to locate and process the last pixel of the scan
line while steps 926—938 are employed to locate and process 30
the first pixel of the scan line. Also, steps 926—938 can be
performed in parallel with steps 940—952. In other words,
steps 940—952 do not have to be performed sequentially
after steps 926—938.

FIG. 10 shows the proocss of updating the skew infor— 35
maLion based on a detected edge segment. This process is
undertaken when a segment is ended, as in steps 910, 924,
936, and 950 of FIGS. 93 and 9C. The routine starts 1000
and it is determined in step 1002 whether multiple skews
have already been found. If so, the routine ends at step 1014. 40
If not, whenever the segment is too short, it is discarded in
step 1004. If the segment is long enough, a numerator and
denominator ratio are determined at step 1006. Next, if the
ratio is too difierent from that of a previous segment, or in
other words, if the document image is determined to have a 45
non-rectangular shape in step 1008, the skew angle is set to
zero, and subsequent segments are discarded in step 1010.
Otherwise, the slope of the detected segment is used to
update the skew angle estimate in step 1012 and the routine
then ends in step 1014. 50

In addition, in typical scanner devices, the user is permit-
ted to change brightness settings, which alters the luminance
values of the scanned data. Since the automatic deskew and
cropping system 322 can use luminance values to perform
edge detection, the automatic deskew and cropping system 55
322 performs dynamic adjustment of background threshold
values to match changes in brightness settings. Moreover,
the user is usually permitted to change color/gt‘ayscale mode
settings (such as 24 bit color or 8 bit graysealc scans), which
alters the luminance values of the scanned data since the 60
luminance values of grayscale images are different from the
color images. The automatic deskew and cropping system
322 performs dynamic adjustment of threshold values to
match changes in color/grayscale mode settings.

FIG. 13 illustrates a high level block diagram/flowchart of 65
the present invention suitable for use in a specific embodi-
ment. In this embodiment, a document 1306, which can be
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represented by images, is converted into a digital format.
This can be accomplished with an optical scanning device
1308, such as a flatbed scanner, as shown in FIGS. 13—14,
preferably coupled to a computer system. "Ihe computer
system is preferably physically connected to the scanner
1308 and can be any suitable electronic computer system
that allows the scanner 1308 to interface with a user in a
software environment, for example, with software driven
modules and graphical user interfaces.

FIGS. 14A—14B illustrate a pictorial block diagram of a
working example of a specific embodiment depicted in FIG.
13. Referring to FIGS. 14A714B along with FIG. 13, in
general, the user can have the scanner 1308 either perform
a final scan for producing a final image 1310 of the docu—
ment 1306 (which can have images 1410, 1412, 1414)
without a preview or have the scanner first initially preview
the information contained on the document 1306. The riser

preferably controls the scanner 1308 via graphical user
interfaces of the software environment of the computer
system.

Namely, to convert the document 1306 into a digital
format, a user (not shown) can place the document 1306 on
the scanner 1308 and initiate scanning of the document
1306, as shown in FIGS. 13 and 14A. This can be done by
either activatingbuttons located on the scanner 1308 itself or
by accessing the scanner 1308 through a software interface
(not shown). An initial preview of the document 1306 can be
accomplished by having the scanner activate a software
module that performs a progress preview scan 1312 of the
document 1306. If a progress prcView 1312 is performed,
the user can select a portion of the scanned image 1324 for
further processing 1330 before the final image 1310 is
produced. The progress preview function 1312 allows pro-
cessing of the document 1306 before a final scan. This is
convenient to a user because it reduces processing of the
document 1306 by a digital editing software program before
the document is ready for digital use.

In particular, the progress preview 1312 allows an initial
preview of the document 1306 that is to be convened into a
digital format. A graphical user interface 1416 can be used
to interface the user with the progress preview mode 1312.
Also, it should be noted that, preferably, in the progress
preview 1312, all actiors are simulations. As such, all
actions designated in the preview 1312 will be performed
and appiied tinting the final scan for the final image 1310.
Moreover, some of the calculations performed for the pre-
view mode 1312 are reversed.

The graphical user interface 1416 can be any suitable
interface that allows a user to digitally View the document
1306 and also to perform and view digital processing that is
to be performed on the document 1306 digitally. For
example, if images 1410, 1412, 1414 of the document 1306
were skewed 1420 after progress preview 1312 (for instance,
from skewed placement of the document 1306 on the
scanner 1308 before scanning), the images can be automati~
cally deskewed/straightencd 1314 by the software module or
manually deskewed/straightened 1314 by the user via the
user interface 1416. In addition, the images 1410, 1412,
1414 can be automatically cropped 1316, zoomed in 1318 or
flipped (to produce a mirror image of the original image)
1320 by the software module for preparation of the docu-
ment 1306 before a final scan. These operations can also be
performed manually by the user via the user interface 1416.

Next, a portion of the document 1306 can be manually
selected 1324 by the user or automatically selected by the
progress preview 1312. Automatic selection can be accom-
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plished by any suitable background and pixel separation
method for distinguishing the images 1410, 1412, 1414.
Manual selection 1324 of a portion of the document can be
performed by allowing the user to select a portion of a digital
representation of the document. For example, the user
defined a “rough” selection by drawing a perimeter around
the desired portion or desired image 1414 via the user
interface.

Optionally. after the desired image 1414 or selected
portion is actuated, parameters of the image 1414. such as its
toeation relative to other images in the document, similari—
ties between neighboring pixels, etc. are calculated to isolate
1328 the desired image 1414 and make a more accurate
selection of the “rough” selection made by the user. Also, the
area selected by the user can be modified so that it is an area
that is larger than an area selected by the user to ensure that
the result of additional processing, such as deskew
(discussed below) yields the correct user selected area. Once
the desired image 1414 is isolated, the document 1306 can
be scanned 1330 into its final digital format.

During final scanning 1330 of the document 1306, numer-
ous functions can be incorporated into the final scan 1330.
For instance, the user can change the resolution that the
image 1414 is to be scanned, the image 1414 can be
manually or automatically deskewed 1334, the image 1414
can be manually or automatically cropped to an appropriate
or requested size 1336 (to eliminate or reduce non-desired
background data or non-desired overlapping images), or the
image 1414 can be manually or automatically flipped or
mirrored 1338, if necessary. Last, the final image 1310 is
produced by the scan 1330.

FIGS. 15—16 illustrate sample user interfaces of the
working example of FIGS. 14A—14B operating in a com-
puter environment. The user interface of FIG. 15 can display
the main functions for operating the scanner 1308 of FIG.
13. For example, basic functions for assisting a user. such as
help files and scanner settings. Other sample functions are
shown graphically in FIG. 15. The user interface of FIG. 16
can display specific functions for operating the scanner 1308
of FIG. 13 with the scan settings. For example, specific
functions for controlling the image quality, resolution of the
scan, etc. Sample functions are shown graphically in FIG.
16.

In the foregoing specification, the invention has been
described with reference to specific embodiments thereof. It
will, however, be evident to those sldllcd in the art that
various modifications and changes may be made thereto
without departing from the broader spirit and scope of the
invention. The specification and drawings are, accordingly,
to be regarded in an illustrative rather than a restrictivesense.

What is claimed is:

1. Amethod of processing a document image inside a scan
image having a plurality of scan lines ofpixels, comprising:

(a) applving at least one scan processing simulation to a
portion of the scan image to produce a first processed
simulation in a first resolution mode;

(b) providing a visual preview of the first processed
simulation for approval;

(0) reversing the applied simulation to return the scan
image to its original state and then either returning to
step (a) to allow application of another scan processing
simulation if the preview is disapproved or continuing
to step (d) if the preview is approved; and

(d) secondarily applying the approved scan processing
simulation to the portion of the scan image in a second
resolution mode that is higher than the first resolution
mode.
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2. The method of claim 1 wherein the simulation includes

automatically comparing a neighborhood of pixels located
around a group of successively received scan lines from the
scan image with predetermined background pixels to define
image boundaries for each group of scan lines, forming an
edge segment during receipt of the scan lines by extending
an image boundary between successive groups of scan lines
and determining a skew angle by calculating an aggregate
slope of all edge segments longer than a predetermined
length value, and further comprising searching for pre-
defined known characteristics within the document image
and ignoring the predefined known characteristics if found.

3. The method of claim 1, wherein the scan image
includes document image pixels of the document image and
background pixels of the scan image, wherein comparing a
neighborhood of pixels further comprises:

receiving a neighborhood ofpixels located around a group
of scan lines; and

comparing the group of scan lines of the scan image with
corresponding background pixels to define left and
right image boundaries [or each group of scan lines.

4. The method of claim 3, further comprising:
comparing color of the group of scan lines with color of

the corresponding background pixels;
comparing color of adjacent pixels of the group of scan

lines with color of the corresponding background pix—
els; and

confirming the location of an image boundary when the
color of the group of scan lines is dilIerent from that of
the corresponding background pixels and the color of
the adjacent pixels are different from that of the cor-
responding background pixels.

5. The method ofclaim 4, wherein the simulation includes
at least one of cropping, skewing and rotating the scan
image.

6. The method of claim 1, further comprising ending the
edge segment and generating a new edge segment that
extends from an end scan line of the group of scan lines if
the group of scan lines do not continue the edge segment.

7. A computer apparatus, comprising:
a computer executable program stored on a storage

medium. the computer executable program, when
executed, processes a document image inside a scan
image having a plurality of scan lines of pixels by:
sending a portion of the scan image in a first resolution

mode to a digital processor. applying and storing at
least one scan processing simulation to a portion of
the scan image, allowing approval or disapproval of
the simulation, reversing the applied simulation, if
the simulation is approved, sending a portion of the
scan image in a second resolution mode higher than
the first resolution mode to the digital processor
without the simulation and applying the stored simu—
lation to the portion of the scan image in the second
resolution mode.

8. The apparatus of claim 7, wherein the scan image
includes image pixels of the document image and back—
ground pixels of the scan image, further comprising,

receiving a neighborhood ofpixels located around a group
of scan lines;

comparing color of the group of scan lines with color of
corresponding background pixels;

comparing color of adjacent pixels of the group of scan
lines with color of the corresponding background pix—
els; and

confirming the location of an image boundary when the
color of the group of scan lines is different from that of
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the corresponding background pixels and the color of
the adjacent pixels are dilIerent from that of the cor-
responding background pixels.

9. The apparatus of claim 8, further comprising a first set
of instructions that receives and examines a neighborhood of 5
pixels located around a group of scan lines of pixels of the
scan image, a second set of instructions that compares a
neighborhood of pixels located around a group of scan lines
with predetermined background pixels to define image
boundaries for each group of scan lines, a third set of 10
instructions that forms an edge segment by extending an
image boundary between continuous groups of scan lines
and a fourth set of instructions that determines the skew

angle by calculating the slope of all edge segments longer
than a predetermined length value.

10. The apparatus of claim 7, further comprising a first
subset of the third set of instructions that ends the edge
segment and generates a new edge segment that extends
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from an end scan line of the group of scan lines if the group
of scan lines do not continue the edge segment.

11. The apparatus of claim 9, further comprising
a first subset of the fourth set of instructions that deter-

mines if the document image has a rectangular shape by
determining the geometrical relationship to previous
edge segments and it the edge segment is longer than
a predetermined length value; and

a second subset of the fourth set of instructions that sets

the skew angle to zero if the document image is not
within predefined limits of the rectangular shape.

12. The apparatus of claim 7, further comprising a fifth set
of instructions that searches for predefined known charac—

15 teristics within the document image and ignores the known
characteristics if found.

* * 9k 5k *
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TECHNIQUE FOR LOCATING OBJECTS
WITHIN AN INIAGE

FIELD OF THE INVENTION

The present invention relates generaliy to visual recogni-
tion systems and, more particularly, to a technique for
locating objects within an image.

BACKGROUND OF THE INVENTION

An interface to an automated information dispensing
kiosk represents a computing paradigm that differs from the
conventional desktop environment. That is. an interface to
an automated information dispensing kiosk differs from the
traditional Window, Icon, Mouse and Pointer (WP) inter
face in that such a kiosk typically must detect and commu-
nicate with one or more users in a public setting. An
automated information dispensing kiosk therefore requires a
public multi—user computer interface.

Prior attempts have been made to provide a public mulli-
user computer interface and/or the constituent elements
thereof. For example, aproposed technique forsenstngusers
is described in “Pfinder‘. Real-time Tracking of the Human
Body”, Christopher Wren,AIiAzarbayejani, Trevor Darrell,
and Alex Pentland, IEEE 1996. This technique senses only
a single user, and addresses only a constrained virtual world
environment. Because the user is immersed in a virtual
world, the context for the interaction is straight-forward, and
simple vision and graphics techniques are employed. Sens~
ing multiple users in an unconstrained real-world
environment, and providing behavior-driven output in the
context 0[ that environment present more complex vision
and graphics problems which are not addressed by this
technique.

Another proposed technique is described in “Real-time
Sen-calibrating Stereo Person Tracking Using 3-!) Shape
Estimation from Blob Features", Ali Azarbayejaru' and Alex
Pentland, 1C9R January 1996. The implementing system
uses a self-calibrating blob stereo approach based on a
Gaussian color blob model. The use of :1 Gaussian color blob
model has a disadvantage of being inflexible. A150. the
self-calibrating aspect of this system may be applicable to a
desktop setting, where a single user can tolerate the delay
associated with self-calibration. However, in an automated
information dispensing kiosk setting, some torn: of advance
cah‘bration would be preferable so as to allow a system to
frmction immediately for each new user.

Other proposed techniques have been directed toward the
detection of users in video sequences. The implementing
systems are generally based on the detection of some type of
human motion in ascqucnee of video images These systems
are cormideredviable because very few objects move exactly
the way a human does. One such system addresses the
special case where people are walking parallel to the image

- plane ofa camera. In this scenario, the distinctive pendulum-
Iike motion of human legs can be discerned by examining
selected scan-lines in a sequence of video images.
Unfortunately, this approach does not generalize well to
arbitrary body motions and diiferent camera angles.

Another system uses Fourier analysis to detect periodic
body motions which correspond to certain human activities
(e.g., walking or swimming). Asmall set of these activities
can be recognized when a video sequence contains several
instances of distinctive periodic body motions that are
associated with these activities. However, many body
motions, such as hand gestures, are non-periodic, and in
practice, even periodic motions may not always be visible to
identify the periodicity.
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Another system uses action recognition to identify spe-
cific body motions such as sitting down, waving a hand, etc.
In this approach, a set of models for the actions to be
recognized are stored and an image sequence is filtered
using the models to identify the specific body motions. The
filtered image sequence is thresholded to determine whether
a specific action has occurred or not. A drawback of this
system is that a stored model for each action to be recog-
nized is required. This approach also does not generalize
well to the case of detecting arbitrary human body motions.

Recently, an expectation-maximization (EM) technique
has been proposed to model pixel movement using simple
ul'liue flow models. In this technique, the optical flow of
images is segmented into one or more independent rigid
body motion models of individual body parts. However, for
the human body, movement of one body part tends to be
highly dependent on the movement of other body parts.
Treating the parts independently leads to a loss in detection
accuracy.

The above-described proposed techniques either do not
allow users to be detected in a real-world environment in an
etiicient and reliable manner, or do not allow users to be
detected without some form of clearly defined user-related
motion. These shortcomings present significant obstacles to
providing a fully ftmctional public multi—user computer
interface. Acmrdingly, it would be desirable to overcome
these shortcomings and provide a technique for allowing a
public multi-usitr computer interface to detect users.

OBJECIS OF THE INVENTION

The primary object of the present invention is to provide
a technique for locating objects within an image.

The above-stated primary object, as well as other objects,
teams, and advantages, of the present invention will
become readily apparent from the following detailed
description which is to be read in conjunction with the
appended drawings.

SUMMARY OF THE INVENTION

According to the present invention, a technique for locat-
ing objects within an image is provided. The technique can
he realized by having a processing device such as, for
example, a digital computer, obtain an image. The process-
ing device then identifies an object within the image based
upon an orientation of the object within the image.

The orientation of the object within the image can be such
that the object has a first orientation within the image. For
example. if the object is a uptight standing human, the first
orientation is a vertical orientation.

The image can be, for example, a representation of a
plurality of pixels, wherein at least some of the plurality of
pixels are enabled to represent the object. The plurality of
pixels can be configured to have a second orientation. For
example, if the plurality of pixels are configured in a
plurality of columns, the second orientation is a vertical
orientation.

It should be noted that the first and second orientations do

not have to be identical. For example, the first orientation
could be a diagonal orientation, and the second orientation
could be a horizontal orientation, or vice versa.

Regardless of the direction of orientation, the processing
device can identify an object within the image by first
counting each enabled pixel along the second orientation.
The processing device can then identify portions of the
representation having a quantity of enabled pixels exceeding
a threshold value.
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The processing device can further thereby identify an
object within the image by first grouping together substan-
tially adjacent identified portions of the representation. The
processing device can then identify areas of the representa-
tion corresponding to each group of substantially adjacent
identified portions of the representation.

The processing device can further thereby identity an
object within the image by first recording the locations of the
outermost enabled pixels w‘llhln each group of substantially
adjacent identified portions of the representation. The pro-
cessing device can then frame areas of the representation
coinciding with the locations of the outermost enabled pixels
within each group of substantially adjacent identified por—
tions of the representation.

The plurality of pixels can also be configured to have a
third orientation. For example, if the plurality of pixels are
also configured in a plurality of rows, the third orientation is
a horizontal orientation.

It should be noted thal the second and third orienlalions

should not be identical. For example, the second orientation
and the third orientation could be orthogonal.

The processing device can further thereby identify an
object within the image by first counting each enabled pixel
in each framed area along the third orientation. The pro-
cessing device can then identify portions of each fiamcd
area having a quantity of enabled pixels exceeding a thresh-old value.

The processing device can further thereby identify an
object within the image by first grouping together substan-
tially adjacent identified porlions of each framed area. The
processing device can then identify areas of each fi'amed
area corresponding to each group of substantially adjacent
identified portions of each framed area.

The processing device can further thereby identify an
object within the image by first recording the locations of the
outermost enabled pixels within each group of substantially
adjacent identified portions of each fiamed area. The pro-
cessing device can then frame areas of each framed area
coinciding with the locations of the outermost enabled pixels
Wilhin each group of substantially adjacent identified por-
tions of each framed area.

In a more specific embodiment, the plurality ofpixels can
be arranged in a plurality of columns and rows. If such is the
case, the processing device can thereby identify an object
within the image by first counting each enabled pixel in each
of the plurality of columns and rows. The processing device
can then identify each of the plurality of columns having a
quantity of enabled pixels exceeding a column threshold
value, and identify each of the plurality of rows having a
quantity of enabled pixels exceeding a row threshold value.

The processing device can further thereby identify an
object within the image by first grouping together substan-
tially adjacent identified columns, and grouping together
substantially adjacent identified rows. The processing device
can then identify areas of the representation corresponding
to each group of substantially adjacent identified columns,
and identify areas of the representation corresponding to
each group of substantially adjacent identified rows.

The processing device can further thereby identify an
object within the image by first recording the locations of the
outermost enabled pixels within each group of substantially
adjacent identified columns, and recording the locations of
the outermost enabled pixels within each group of substan-
tially adjacent identified rows. The processing device can
then frame areas of the representation coinciding with the
locations of the outermost enabled pixels within each group

Page 130 of 263

10

15

20

25

30

35

45

50

55

60

65

4

of substantially adjacent identified columns, and frame areas
of the representation coinciding with the locations of the
outermost enabled pixels within each group of substantially
adjacent identified rows.

The processing device can further thereby identify an
object within the image by first overlaying the areas of the
representation that were framed to coincide with the loca—
tions of the outermost enabled pixels within each group of
substantially adjacent identified columns with the areas of
the representation that were fi'arned to coincide with the
locations of the outermost enabled pixels within each group
of substantially adjacent identified rows. The processing
device can then identify common overlayed areas as areas of
the representation that contain a significant number of
enabled pixels.

The image can be a first representation of a plurality of
first pixels representing a difference between a second
representation of a plurality of second pixels and a third
representation of a plurality of third pixels, wherein each of
the plurniity of first pixels is enabled to represent a ditl'er-
enee between a corresponding one of the plurality of second
pixels and a corresponding one of the plurality of third
pixels, wherein the object is represented by at least some of
the enabled first pixels.

The first representation can be, for example, a first elec—
trical representation of a mask image that indicates the
dilference between corresponding pixels in the second and
third plurality of pixels. The first electrical representation
can be stored, for example, as digital data on a tape, disk, or
other memory device {or manipulation by the processingdevice.

The second representation can be, for example, a second
electrical representation of an image of a scene that is
captured by Lt camera at a first point in Lime and then
digitized to form the plurality of second pixels. The second
electrical representation can be stored on the same or
another memory device for manipulation by the processingdevice.

The third representation can be, for example, a third
electrical representation of an image of the scene that is
captured by a camera at a second point in time and then
digitized to form the plurality of third pixels. The third
electrical representation can be stored on the same or
another memory device for manipulation by the processingdevice.

Thus, the first representation typically represents. a dif-
ference in the scene at the first point in time as compared to
is the scene at the second point in time.

BRIEF DESCRIPTION OF THE DRAWINGS

In order to facilitate a fuller understanding of the present
invention, reference is now made to the appended drawings.
These drawings should not be construed as limiting the
present invention, but are intended to be exemplary only.

FIG. 1 is a schematic diagram of a vision system in
accordance with the present invention.

FIG. 2 shows a video sequence of temporally ordered
frames which are organized as arrays of pixels.

FIG. 3 is a flowchart diagram of a diflerencing algorithm
in accordance with the present invention.

FIG. 4 shows a vertical histogram for a YUV-mask image
in accordance with the present invention.

FIG. 5 shows a first embodiment of a horizontal histogram
for a YUV—mask image in accordance with the presentinvention.
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FIG. 6 shows a second embodiment of a horizontal

histogram for a YUV—mask image in accordance with the
present invention.

FIG. 7 shows overlaid frames on a YUV—mask image in
accordance with the present invention.

FIG. 8 shows a public kiosk having an interactive touch-
screen monitor and a video camera in accordance with the

present invention.
FIG. 9 shows a first area in a YUM-mask image in

accordance with the present invention.
FIG. 10 shows a second area in a YUV-mask image in

accordance with the present invention.
FIG. 11 shows a YUV-mask image having an area that

was classified as an area containing more than one human in
accordance with the present invention.

FIG. 12A shows a YUV-mask image having a first rede-
fined area in accordance with the present invention.

FIG. 128 shows aYLN—rnask image having a divided first
redefined area in amordanee with the present invention.

FIG. 13 shows a YUV—mask image having a second
redefined area in accordance with the present invention.

FIG. 14 shows a sampled area in a current YUV-mask
image and a prior YUV-mask image in accordance with the
present invention.

FIG. 15 shows an NxN color sample in accordance with
the present invention.

FIG. 16 is a data flow diagram for a vision system in
accordance with the present invention.

DETAILED DESCRIPTION OF THE
INVENTION

Referring to FIG. 1, there is shown a schematic diagram
of a vision system 10 in accordance with the present
invention. The vision system 10 comprises a camera 12
which is coupled to an optional analog-to-digital (A/D)
converter 14. The optionalA/D converter 14 is coupled to a
image processing system 16. The image processing system
16 comprises a ditferencer 18, a locator 20, a classifier 22,
a disambiguator 24, and a tracker 26.

The camera 12 may be of a conventional analog variety,
or it may be of a digital type. If the camera 12 is a digital
type of camera, then the optional A/D converter 14 is not
required. In either case, the camera 12 operates by capturing
an image of a scene 28. Adigitized version of the captured
image of the scene 28 is then provided to the image
processing system 16.

The ditferencer 13, the locator 20, the classifier 22, the
disambiguator 24, and the tracker 26 are preferably imple-
mented as software programs in the image processing sys-
tem 16. Thus, the image processing system 16 also prefer-
ably comprises at least one processor (P) 30, memory (M)
31, and input/output (I/O) interface 32, which are connected
to each other by a bus 33, for implementing the functions of
the difierencer 18, the locator 20, the classifier 22, the
disambiguator 24, and the tracker 26.

As previously mentioned, the camera 12 captures an
image of the scene 28 and a digitized version of the captured
image is provided to the image processing system 16.
Referring to FIG. 2, the digitized version of each captured
image takes the form of a frame 34 in a video sequence of
temporally ordered frames 35. The video sequence of tem—
porally ordered frames 35 may be produced, for example, at
a rate of thirty per second. Of course, other rates may
alternatively be used.
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Each frame 34 is organized as an array of pixels 36. Each

pixel 36 has a light intensity value for a corresponding
portion of the captured image of the scene 28. The pixels 36
may have color values, although the present invention may
also be practiced with the pixels 36 not having color values.
Typically, the value of each pixel 36 is stored as digital data
on a tape, dlsk, or other memory device, such as the memory
31, for manipulation by the image processing system 16.

The video sequence of temporally ordered frames 35 is
presented to the image processing system 16 via the I/O
interface 32. The digital data representing the value of each
pixel 36 may be stored in the memory 31 at an address that
corresponds to the location of each pixel 36 in a correspond-
ing frame 34. Machine executable instructions of operating
system and application software progams, which may also
be stored in the memory 31, are executed by the processor
30 to manipulate the digital data representing the value of
each pixel 36. Thus, in the preferred embodiment described
herein, the functions of the ditferencer 18, the locator 20, the
clasifier 22, the disambiguator 24, and the tracker 26 are
implemented by the processor 30 through the execution of
machine executable instructions, as described in detail
below.

In the preferred embodiment described herein, the vision
system 10 is used to identify a person in a single digitized
image, and then track the person through a succession of
digitized images. It should be noted, however, that the vision
system 10 can be used to identify essentially any type of
object in a single digitized image, and then tract-t the object
through a succession of digitized images. The vision system
10 accomplishes these tasks in part through the use of a
background-differencing algorithm which uses luminance
and chrominence information, as described in detail below.

The difi'erencer 18 operates by storing a “beekground”
image and then comparing each subsequently stored
“source” image to the background image. The background
image and the source images are digitized versions of
images of the scene 28 that are captured by the camera 12.
Thus, the background image and the source imagesmake up
the frames 34 thal make up the video sequence of temporally
ordered frames 35.

The background image forms a default or base image to
which all of the source images are compared. In its simplest
form, the background image can be an image that is captured
when it is known that no extraneous objects (e.g., a person)
are within the field of view of the camera 12. However, the
background image is more typically formed by averaging
together a number of source images (e.g., the last ten
captured source images). This allows the background image
to be continuously updated every time a new source image
is captured (e.g., every 5 seconds), which allows environ-
mental changes, such as subtle changes in lighting
conditions, to be gradually incorporated into the background
image.

The above—described time-averaged background image
updating scheme also allows more prominent changes to be
gradually incorporated, or not incorporated, into the back-
ground image. That is, if the vision system 10 determines,
through a difierencing algorithm that is described in detail
below, that there are extraneous objects (e.g., a person or a
potted plant) within the field of view of the camera 12, and
hence within one or more captured source images, then the
backgron image can be selectively updated to gradually
incorporate, or not incorporate, these extraneous objects into
the background image. For example, if the Vision system 10
determines, through the difi'erencing algorithm that is
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described in detail below, that there is an extraneous object
(e.g., a person or a potted plant) within the field of view of
the camera 12, and hence within one or more captured
source images, then the background image is updated with—
out using the area in each captured source image that
corresponds to the extraneous object. That is, the back-
ground image is selectively updated to not incorporate the
extraneous object into the background image.

If at some later time the vision system 10 determines,
through a classifying, a disambiguating, or a tracking algo-
rithm that is described in detail below, that the extraneous
object is not an object of interest (e.g., a potted plant), then
the background image is updated using the area in each
captured source image that corresponds to the extraneous
object to gradually incorporate the extraneous object into the
background image. That is, the background image is selec-
tively updated to gradually incorporate the extraneous object
into the background image.

0n the other hand, if at some later time the vision system
10 determines, through the classifying, the disambiguating,
or the tracking algorithms that are described in detail below,
that the extraneous object is an object of interest (e.g., a
person), then the background image continues to be updated
without using the area in each captured source image that
corresponds to the extraneous object. That is, the back-
ground image continues to be selectively updated so as to
not incorporate the extraneous object into the background
image. For example, an object may be considered an object
of interest if the object has moved within a preselected
amount of time.

At this point it should be noted that in all of the above-
described time-averaged background image updating
scenarios, the background image is always updated using the
areas in each captured source image that do not correspond
to the extraneous object. Also. the above—described time—
averaged background image updating scheme allows certain
objects to “fade” from within the background image. For
example, if an object was present within one or more prior
captured source images, but is no longer prescntwithin more
recent captured source images, then as the number of more
recent captttred source images within which the object is no
longer present increases with time, the object will fade fiom
within the background image as more of the more recent
captured source images are averaged together to form the
background image.

Source images can be captured by the camera 12 at
literally any time, but are typically captured by the camera
12 subsequent to the capturing, or forming, of the back-
ground image. Source images often contain extranqu
objects (e.g., a person) which are to be identified and
tracked.

As previously mentioned, the difl'erencer 18 operates by
comparing each source image to the background image.
Each frame 34 in the video sequence of temporally ordered
frames 35, including the background image and all of the
source images, is in YUV color space. YUV color space is
a standard used by, for example, television cameras. The
Y—component corresponds to the brightness or luminance of
an image, tlte U-componettt corresponds to the relative
amount of blue light that is in an image, and the
V—component corresponds to the relative amount of red light
that is in an image. Together, the U and V components
specify the chrominence of an image.

Referring to FIG. 3, there is shown a flowchart diagram of
a difi'erencing algorithm 40 in accordance with the present
invention. Abackground image 42 and a source image 44 are
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both provided in YUV format. The individual Y, U, and V
components are extracted from both the background image
42 and the source image 44. The individual Y, U, and V
components from the background image 42 and the source
image 44 are then difierenced to form corresponding Y, U,
and V ditference images. That is, aY—ditference image 46 is
formed by subtracting the Y-component value for each pixel
in the background image 42 from the Y—component value for
a corresponding pixel in the source image 44, a U—ditference
image 48 is formed by subtracting the U-component value
for each pixel in the backgron image 42 from the
U-component value for a corresponding pixel in the source
image 44, and a V-ditference image 50 is formed by sub-
tracting the V-component value for each pixel in the back-
ground image 42 from the V-component value for a corre-
sponding pixel in the source itnage 44. The value of each
resulting pixel in the Y, U, and V difference images may be
negative or positive.

Next, a weighting operation 52 is performed on cone-
sponding pixels in the U-diflcrcncc image 48 and the
“difference image 50. That is, a weighted average is
computed between corresponding pixels in the U—ditference
image 48 and the V-ditference image 50. This results in a
UV—difi‘erence image 54. The formula used for each pixel is
as follows:

UmeBUarO-BWM (1)

wherein the value of B is between 0 and 1. Typically, a
B-value of approximately 0.25 is used, resulting in a greater
weight being given to the V—component than the
U-component. This is done for two reasons. First, human
skin contains a fair amount of red pigment, so humans show
up well in V color space. Second, the blue light component
of most cameras is noisy and, consequently, does not pro—
vide very clean data.

Next, a thresholding operation 56 is performed on each
pixel in the Y—difference image 46 and the UV—difference
image 54. That is, the value of each pixel in the Y—ditIerence
image 46 and the UV—dilference image 54 is thresholded to
convert each pixel to a boolean value corresponding to either
“on” or “oil”. Ascparate threshold value may be selected for
both the Y—difi‘erence image 46 and the UV-difference image
54. Each threshold value may be selected according to the
particularobject (e.g., a person) to be identified by the vision
system 10. For example, a high threshold value may be
selected for the Y—diiference image 46 if the object (e.g., a
person) to be identified is known to have high luminance
characteristics.

The result of thresholding each pixel in the Y-difi'erenoe
image 46 and the UV-difi'erence image 54 is a Y-mask image
58 and a UV-mask image 60, respectively. Literally, the
Y—mask image 58 represents where the source image 44
diifers substantially from the background image 42 in
luminance, and the UV-mask image 60 represents where the
source image 44 ditfers substantially from the background
image 42 in chrominence.

Next, a boolean “OR” operation 62 is performed on
correqnonding pixels in the Y—mask image 58 and the
UV—mask image 60. That is, each pixel in the Y—mask image
58 is boolean “OR” functioned together with a correspond—
ing pixel in the UV—mask image 60. This results in a
combined YUV—mask image 64. The YUV-mask image 64
represents where the source image 44 diflers substantially in
luminance and chrominence from the background image 42.
More practically, the YUV-mask image 64 shows where the
source image 44 has changed from the background image
42. This change can be due to lighting changes in the scene
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28 (e.g., due to a passing cloud), objects entering or exiting
the scene 28 (e.g., people, frisbees, etc.), or objects in the
scene 28 that change visually (e.g., a computer monitor
rrmning a screen saver). In the preferred embodiment
described herein, the change corresponds to the presence of
a human.

The locator 20 operates by framing areas in the YUV-
mask image 64 using a thresholding scheme, and then
overlaying the framed areas to locate specific areas in the
YUV—mask image 64 that represent where the source image
44 difi'ers substantially in luminance and chrominence from
the background image 42, as determined by the differencer
18. The specific areas are located, or identified, based upon
an orientation of each area in the YUV-mask image 64.

Referring to FIG. 4, the locator 20 first divides the
YUV—mask image 64 into vertical columns (not shown for
purposes of figure clarity) and then counts the number of
pixels that are turned “on” in each column of the YUV-mask
image 64. The locator 20 uses this information to form a
vertical histogram 70 having vertical columns 72 which
correspond to the vertical columns of the YUV-mask image
64. The height of each column 72 in the vertical histogram
70 corresponds to the number of pixels that are turned “on”
in each corresponding column of the YUV-mask image 64.

Next, the locator 20 thresholds each column 72 in the
vertical histogram 70 against a selected threshold level 74.
That is, the height of each column 72 in the vertical
histogram 70 is compared to the threshold level 74, which in
this example is shown to be 40%. Thus, if more than 40%
of the pixels in a column of the YUV-mask image 64 are
turned “on”, then the height of the corresponding column 72
in the vertical histogram 70 exceeds the 40% threshold level
74. In contrast, if less than 40% of the pixels in a column of
the YUV—mask image 64 are turned “on”, then the height of
the corresponding column 72 in the vertical histogram 70
does not exceed the 40% threshold level 74.

Next, the locator 20 groups adjacent columns in the
vertical histogram 70 that exceed the threshold level into
column sets 76. The locator 20 then joins column sets that
are separated from each other by only a small gap to form
merged column sets 78. The locator 20 then records the
vertical limits of each remaining column set. That is, the
location of the highest pixel that is turned “on” in a column
of the YUV-mask image 64 that corresponds to a column 72
in a column set of the vertical histogram 70 is recorded.
Similarly, the location of the lowest pixel that is turned “on”
in a column of the YUV-mask image 64 that corresponds to
a column 72 in a column set of the vertical histogram 70 is
recorded.

Next, the locator 20 places a frame 79 around each area
in the YUV-rnask image 64 that is defined by the outermost
columns that are contained in each column set of the vertical

histogram 70, and by the higiest and lowest pixels that are
turned “on” in each column set of the vertical histogram 70.
Each frame 79 therefore defines an area in the YUV-mask

image 64 that contains a significant number ofpixels that are
turned “on", as determined in reference to the threshold level
74.

Refening to FIG. 5, the locator 20 repeats the above—
described operations, but in the horizontal direction. That is,
the locator 20 first divides the YUV—mask image 64 into
horizontal rows (not shown for purposes of figure clarity)
and then counts the number ofpixels that are turned “on” in
each row of the YUV—mask image 64. The locator 20 uses
this information to form a horizontal histogram 80 having
horizontal rows 82 which correspond to the horizontal rows
of the YUV-mask image 64. The length of each row 82 in the
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horizontal histogram 80 corresponds to the number of pixels
that are turned “on" in each corresponding row of the
YUV—mask image 64.

Next1 the locator 20 thresholds each row 82 in the
horizontal histogram 80 against a selected threshold level
84. That is, the length of each row 82 in the horizontal
histogram 80 is compared to the threshold level 84, which in
this example is shown to be 40%. Thus, if more than 40%
of the pixels in a row of the YUV-mask image 64 are turned
“on”, then the length of the corresponding row 82 in the
horizontal histogram 80 exceeds the 40% threshold level 84.
In contrast, if less than 40% of the pixels in a row of the
YUV—mask image 64 are turned “on”, then the length of the
corresponding row 82 in the horizontal histogram 80 does
not exceed the 40% threshold level 84.

Next, the locator 20 groups adjacent rows in the horizon-
tal histogram 80 that exceed the threshold level into row sets
86. The locator 20 then joins row sets that are separated from
each other by only a small gap to form merged row sets 88.
The locator 20 then records the horizontal limits of each
remaining row set. That is, the location of the leftmost pixel
that is turned “on" in a row of the YUV—mask image 64 that
corresponds to a row 82 in a row set of the horizontal
histogram 80 is recorded. Similarly, the location of the
rightmost pixel that is turned “on” in a row of the YUV-mask
image 64 that corresponds to a row 82 in a row set of the
horizontal histogram 80 is recorded.

Next, the locator 71) places a frame 89 around each area
in the YUV-mask image 64 that is defined by the outermost
rows that are contained in each row set of the horizontal

histogram 80, and by the leftmost and rightmost pixels that
are turned “on” in each row set of the horizontal histogram
80. Each frame 89 therefore defines an area in the YUV—

mask image 64 that contains a significant number of pixels
that are turned “on", as determined in reference to the
threshold level 84.

At this point it should be noted that the locator 20 may
alternatively perform the horizontal histogramming opera-
tion described above on only those areas in the YUV-mask
image 64 that have been framed by the locator 20 during the
vertical histogramming operation. For example, referring to
FIG. 6, the locator 20 can divide the YUV-mask image 64
into horizontal rows (not shown for purposes of figure
clarity) in only the area defined by the flame 79 that was
obtained using the vertical histogram 70. The locator 20 can
then proceed as before to count the number ofpixels that are
turned “on” in each row of the YUV-rnask image 64, to form
the horizontal histogram 80 having horizontal rows 82
which correspond to the horizontal rows of the YUV—mask
image 64, to threshold each row 82 in the horizontal
histogram 80 against a selected threshold level 84, to group
adjacent rows in the horizontal histogram 80 that exceed the
threshold level into row sets 86 and merged row sets 88, and
to place a frame 89 around each area in the YUV—mask
image 64 that is defined by the outermost rows that are
contained in each row set of the horizontal histogram 80, and
by the leftmost and rightmost pixels that are turned “on" in
each row set of the horizontal histogram 80. By performing
the horizontal histogramming operation on only those areas
in the YUV-mask image 64 that have been fi'amed by the
locator 20 during the vertical histogramming operation, the
locator 20 eliminates unnecessary processing of the YUV-
mask image 64.

Referring to FIG. 7, the locator 20 next overlays the
frames 79 and 89 that were obtained using the vertical
histogram 70 and the horizontal histogram 80, respectively,
to locate areas 68 that are common to the areas defined by
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the frames 69 and 70. The locations of these common areas
68, of which only one is shown in this example, are the
locations of areas in the YUV-mask image 64 that represent
where the source image 44 diifers substantially in luminance
and chrominence from the background image 42, as deter-
mined by the difl'erencer 18. In the preferred embodiment
described herein, these areas 68 are likely to contain a
human.

It should be noted that although the locator 20, as
described above, divides the YUV-mask image 64 into
vertical columns and horizontal rows, it is within the scope
of the present invention to have the locator 20 divide the
YUV-mask image 64 in any number of manners. For
example, the locator 20 can divide the YUV-mask image 64
into diagonal sections, and then count the number of pixels
that are turned “on” in each diagonal section of the YUV—
mask image 64. Thus, it is within the scope of the present
invention that the above described columns and rows can be
oriented in any number of directions besides just the vertical
and horizontal directions described above.

The classifier 22 operates by filtering each area 68 in the
YUV-mask image 64 that was located by the locator 20 for
human characteristics. More specifically, the classifier 22
operates by. filtering each area 68 in the YUV-mask image
64 for size, location, and aspect ratio. In order for the
classifier 22 to perform the filtering operation, the position
and the orientation of the camera 12 must be known. For

example, referring to FIG. 8, there is shown a public kiosk
100 having an interactive touchscreen monitor 102 mounted
therein and a video camera 104 mounted thereon. The
interactive touchscreen monitor 102 provides an attraction
for a passing client 106, while the video camera 104 allows
the passing client 106 to be detected in accordance with the
present invention. The video camera 104 is mounted at an
angle on top of the public kiosk 100 such that the field of
view of the video camera 104 encompasses a region 108 in
front of the public kiosk 100. The region 108 includes the
terrain 109 upon which the passing client 106 is standing or
walking. The terrain 109 provides a reference for determin-
ing the size and location of the passing client 106, as
described in detail below.

Referring to FIG. 9, if the passing client 106 is a six-foot
tall human standing approximately three feet away from the
public kiosk 100, then the passing client 106 will show up
as an area 68’ in a YUV-mask image 64' having a bottom
edge 110 located at the bottom of the YUV-mask image 64'
and a top edge 1.12 located at the top of the YUV-mask image
64'. On the other hand, referring to FIG. 10, if the passing
client 106 is a six—foot tall human standing approximately
twenty feet away from the public kiosk 100, then the passing
client 106 will show up as an area 68" in aYU'V-maskimage
64" having a bottom edge 114 located in the middle of the
YUV-mask image 6" and a top edge 116 located at the top
of the YUV-mask image 6".

With the position and the orientation of the video camera
104 known, as well as the size and the location of an area 68
within a YUV—mask image 64, calculations can be made to
determine the relative size and location (e.g., relative to the
public kiosk 100) of an object (e.g., the client 106) that was
located by the locator 20 and is represented by an area 68 in
a YUV-mask image 64. That is, given the position and the
orientation of the video camera 104 and the location of the
bottom edge of an area 68in aYUV—mask image 64, a first
calculation can be made to obtain the distance (e.g., in feet
and inches) between the public kiosk 100 and the object
(e.g., the client 106) that was located by the locator 20 and
is represented by the area 68 in the YUV-mask image 64.
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Given the distance between the public kiosk 100 and the
object, as well as the size of the area 68 in a YUV-mask
image 64, a second calculation can be made to obtain the
actual size of the object (e.g., in feet and inches). At this
point, three useful characteristics are known about the
object: the distance between the public kiosk 100 and the
object (in feet and inches), the height of the object (in feet
and inches), and the width of the object (in feet and inches).The classifier 22 can now filter each area 68 in the

YUV-mask image 64 for size, location, and aspect ratio. For
example, assuming that there is only an interest in identi-
fying humans over the height of four feet, the classifier 22
will filter out those objects that are shorter than four feet in
height. Also, assuming that there is only an interest in
identifying humans who come within ten feet of the public
kiosk 100, the classifier 22 will filter out those objects that
are further than ten feet away from the public kiosk 100.
Furthermore, assuming that there is only an interest in
identifying a single human, the classifier 22 will filter out
those objects that are taller than seven feet in height (e.g., the
typical maximum height of a human) and larger than three
feet in width (e.g., the typical maximum width of a human).

If an area 68 in a YUV-mask image 64 that was located
by the locator 20 is large enough to contain more than one
human (e.g., a mwd of humans), then the classifier 22
typically only filters the area 68 in the YUV-mask image 64
for size (i.e., to eliminate small objects) and location (i.e., to
eliminate objects too far away from the public kiosk 100).
The area 68 in the YUV—mask image 64 is then passed on to
the disambiguator 24 for further processing, as described in
detail below.

It should be noted that the classifier 22 can also filter areas
of a YUV mask image according to other characteristics
such as, for example, texture and color.

In view of the foregoing, it will be recognized that the
classifier 22 can be used to identify large humans (e.g.,
adults), small humans (e.g., children), or other objects
having associated sizes. Thus, the vision system 10 can be
used to identify objects having specific sizes.

The disambiguator24 operates by further processing each
area 68 in a YUV-mask image 64 that was classified by the
classifier 22 as containing more than one human (e.g., a
crowd of humans). More specifically, the disambiguator 24
operates by identifying discontinuities in each area 68 in the
YUV-mask image 64 that was classified by the classifier 22
as containing more than one human (e.g., a crowd of
humans). The identified discontinuities are then used by the
disambiguator 24 to divide each area 68 in the YUV-mask
image 64 that was classified by the classifier 22 as contain-
ing more than one human (e.g., a crowd of humans). The
disambiguator 24 then filters each divided area in the
YUV-mask image 64 for size, location, and aspect ratio so
that each individual human can be identified within the

crowd of humans. Thus, the disambiguator 24 operates to
disambiguate each individual human from the crowd of
humans.

Referring to FIG. 11, there is shown a YUV-mask image
64'” having an area 68'" that was classified by the classifier
22 as an area containing more than one human. The area 68'"
has a bottom edge 1.18, a top edge 120, a left edge 122, and
a right edge 124. In a public kiosk application, the disam-
biguator 24 is most beneficially used to identify the human
(i.e., the client) that is closest to the public kiosk. The
disambiguator 24 accomplishes this task by identifying
discontinuities along the bottom edge 118 of the area 68‘",
and then using the identified discontinuities to divide the
area 68'". Referring to FIG. 12A, the YUV-mask image 64'"
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is shown having a redefined area 68'" that is defined by a
bottom edge 118‘, the top edge 120, a left edge 122', and a
right edge 124‘. The discontinuities that are shown along the
bottom edge 118' of the redefined area 68"" are identified by
identifying the location of the lowest pixel that is turned
“on” in each column (see FIG. 4) that passes through the
area 68'" in the YUV-mask image 64'". The bottom edge 118'
of the redefined area 68"" coincides with the locations of the
lowest pixels that are turned “on" in groups of some mini-
mum number of columns that pass through the area 68'" in
the YUV-mask image 64'". It should be noted that the left
edge 122' and the right edge 124' of the area 68"" in the
YUV-mask image 64'" are shortened because of the identi-
fied discontinuities that are shown along the bottom edge
118' of the redefined area 68"".

Next, the disambiguator 24 divides the redefined area
68"" in the Y'U'V—mask image 64'” according to the identified
discontinuities. For example, referring to FIG. 1213, the
redefined area 68"" is divided into four subareas 6811""
68b“, 68c”, and 6811"" according to the discontinuities that
were identified as described above.

After the redefined area 68"" has been divided into the
four subareas 6811"", 68b“, 68c"", and 6811"", the disam-
biguator 24 filters each of the four subareas 6811"", 68b”,
68c“, and 6811"" for size, location, and aspect ratio so that
each individual human can be identified within the crowd of

humans. For example, subareas 68a“ and 68d” can be
filtered out since they are too small to contain a human. The
remaining two subareas, however, subareas 68b"" and
68c“, pass through the filter of the disambiguator 24 since
each of these areas is large enough to contain a human, is
shaped so as to contain a human (i.e., has a suitable aspect
ratio), and is located at a suitable location within in the
YUV—mask image 64'". The disambiguator 24 can thereby
identify these remaining two subareas as each containing a
human. Thus, the disambiguator 24 can disambiguate indi-
vidual humans from a crowd of humans.

It should be noted that, similar to the filtering operation of
the classifier 22, the filtering operation of the disambiguator
24 requires that the position and orientation of the camera 12
be known in order to correctly filter for size, location, and
aspect ratio.

At this point it should be noted that the disambiguator 24
can also identify discontinuities along the top edge 120, the
left edge 122, and the right edge 124 of the area 68'“ in the
YUV-mask image 64‘". For example, the disambiguator 24
can identify discontinuities along both the bottom edge 118
and the top edge 120 of the area 68'" in the YUV-mask image
64'". Referring to FIG. 13, the YUV-mask image 64‘" is
shown having a redefined area 68”" that is defined by a
bottom edge 1.18", a top edge 120', a left edge 122", and a
right edge 12". The bottom edge 118" of the redefined area
68"” coincides with the locations of the lowest pixels that
are turned “on” in groups of some minimum number of
columns that pass through the area 68'" in the YUV-mask
image 64'", while the top edge 120‘ of the redefined area
68"" coincides with the locations of the highest pixels that
are turned “on” in groups of some minimum number of
columns that pass through the area 68'" in the YUV—mask
image 64'". The minimum number of columns in each group
of columns can be the same or different for the bottom edge
118" and the top edge 120‘.Again, it should be noted that the
left edge 12 " and the right edge 124" of the area 68”" in the
YIN-mask image 64’" are shortened because of the identi—
fied discontinuities that are shown along the bottom edge
118" and the top edge 120' of the redefined area 68”". By
identifying discontinuities along more than one edge of the
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area 68'", a more accurate representation of each identified
area is obtained.

The disambiguator 24 can divide the redefined area 68"”
shown in FIG. 13 in a similar manner to that described with
respect to FIG. 12B. The disambiguator24 can then filter the
divided areas for size, location, and aspect ratio so that each
individual human can be identified within the crowd of

humans. Thus, the disambiguator 24 can disambiguate an
individual human from a crowd of humans so that each
individual human can be identified within the crowd of
humans.

It should be noted that the disambiguator 24 can also filter
areas of a YUV mask image according to other character-
istics such as, for example, texture and color.

In view of the foregoing, it will be recognized that the
disambiguator 24 can be used to disambiguate an individual
object from a plurality of objects so that each individual
object can be identified within the plurality of objects.

Once an individual object has been identified by either the
classifier 22 or the disambiguator 24, the tracker 26 can track
the object through a succession of digitized images. The
tracker 26 operates by matching areas in a “current” YUV-
mask image that were identified by either the classifier 22 or
the disambiguator 24 as areas containing a human with areas
in “prior" YUV-mask images that were also identified by
either the classifier 22 or the disambiguator 24 as areas
containing a human.Acurrent YUV-mask image is typically
a YUV-mask image 64 that is formed from a background
image and a recently captured source image. Aprior YUV—
mask image is typically a YUV-mask image 64 that is
formed from abackgroand image and a source image that is
captured prior to the recently captured source image. Prior
YUV-mask images are typically stored in the memory 31.

The tracker 26 first compares each area in the current
YUV—mask image that was identified by either the clasifier
22 or the disambiguator 24 as an area containing a human
with each area in the prior YUV-mask images that was
identified by either the classifier 22 or the disambiguator 24
as an area contaimng a human. Ascore is then established for
each pair of compared areas. The score may be calculated as
a weighted sum of the differences in size between the
compared areas, the diiferences in location between the
compared areas, the ditferences in aspect ratio between the
compared areas, the difi'erences in texture between the
compared areas, and the dilferenoes in color, or the color
accuracy, between the compared areas.

The differences in size, location, and aspect ratio between
the compared areas can be calculated using the size,
location, and aspect ratio information that was utilized by
the classifier 22 as described above. Color accuracy is
measured by taking small samples of color from selected
corresponding locations in each pair of compared areas. The
color samples are actually taken from the source images
from which the current and prior YUV-mask images were
formed since the YUV—mask images themselves do not
contain color characteristics, only difference characteristics.
That is, color samples are taken fi'om an area in a source
image which corresponds to an area in an current or prior
YUV-mask image which is formed from the source image.
For example, a color sample may be taken from an area in
a “current” source image which corresponds to an area in an
associated current YUV-mask image. Likewise, a color
sample may be taken from an area in a “prior” source image
which corresponds to an area in an associated prior YUV-
mask image. The color samples are therefore taken in
selected corresponding locations in source images from
which current and prior YUV—mask images which are
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formed, wherein the selected corresponding locations in the
source images correspond to selected corresponding loca-
tions in areas in the current and prior YUV-mask images
which are to be compared.

Referring to FIG. 14, there is shown a current YUV-mask
image 64a and a prior YUV-mask image 64!]. The current
and prior Y U V-mask images 64a and 64b each have an area
68a and 68b, respectively, that has been identified by either
the classifier 22 or the disambiguator 24 as an area contain-
ing a human. Color samples 90a and 90b are taken from
selected corresponding locations in the areas 68:: and 68b in
the current and prior YUV-mask images 644: and 64b,
respectively.

There are several methods that can be used to select the

corresponding locations in the areas 681; and 68b in the
current and prior YUV—mask images 640 and 64b, respec-
tively. One method is to select corresponding locations
arranged in a grid pattern within each of the YUV-mask
image areas 68a and 68b. Typically, each grid pattern is
distributed uniformly within each of the YUvaaslt image
areas 68a and 68b. For example, a grid pattern may consist
of nine uniformly spaced patches arranged in three columns
and three rows, as shown in FIG. 14. The color samples 901;
and 90b are taken from the nine selected corresponding
locations in the areas 68a and 68b in the current and prior
YUV-mask images 64a and 6417, respectively.

A second method is to select corresponding locations
arranged in a grid pattern within each of the YUV-snasl:
image areas 68a and 68b wherein a corresponding location
is used only if the color samples 90a and 90!: each contain
more than a given threshold of enabled pixels.

Referring to FIG. 15, each color sample We or 9% may
consist of an NxN sample square of pixels 92. For example,
N may equal two. The color values of the pixels 92 within
each sample square are averaged. To compare two areas, it
subset of the best color matches between wircsponding
color samples from each compared area are combined to
provide a measure of color accuracy between the wmparud
areas. For example, the best five color matches from nine
color samples taken from each area 68a and fish from the
corresponding current and prior YUV-mask images 64:: and
64b may be used to determine color accuracy. The use of a
subset of the color matches is beneficial because it can

enable tracking in the presence of partial occlusions. This
measure of color accuracy is combined with the dilIcrenocs
in size, location, aspect ratio, and texture of the compared
areas to establish a score for each pair of compared areas.

The scores that are established for each pair ofcomparcd
areas are sorted and placed in an ordered list (L) from
highest score to lowest score. Scores below a th rcshoid value
are removed from the list and discarded. The match with the

highest score is recorded by the tracker as a valid match.
That is, the compared area in the prior YUV-mask image is
considered to be a match with the compared area in the
current YUV—mask image. This match and any other match
involving either of these two compared areas is removed
from the ordered list of scores. This results in u now ordered

list (L'). The operation of selecting the highest score, record—
ing a valid match, and removing elements from the ordered
list is rcpcaled until no matches remain.

The tracker 26 works reliably and quickly It can accu-
rately track a single object (e.g., a human) moving through
the frames 34 in the video sequence of temporally ordered
frames 35, as well as multiple objects (e.g., several humans)
which may temporarily obstruct or cross each others paths.

Because the age of each frame 34 isknown, the tracker 26
can also determine the velocity of a matched area. The
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velocity of a matched area can be determined by dilIercnciug
the centroid position of a matched area (i.e., the center of
mass of the matched area) in a current YUV-mask image
with the centroid position of a corresponding matched area
in a prior YUV-mask image. The diiferencing operation is
performed in both the X andY coordinates. The diiferencing
operation provides a difi'erenco value that corresponds to a
distance that the matched area in the current YUV-mask
image has traveled in relation to the corresponding matched
area in the prior YUV-mask image. The difference value is
divided by the amount of time that has elapsed between the
“current" and “prior" frames to obtain the velocity of the
matched area.

it should be noted that the velocity of a matched area can
be used as a filtering mechanism since it is often known how
last an object (cg, a human) can travel. In this case,
however, the filtering would be performed by the tracker 26
rather titan the classifier 22 or die disambiguator 24.

In view of the foregoing, it will be recognized that the
vision system 10 can be used to identify an object in each of
a succession of digitized images. The object can be animate,
inanimate, real, or virtual. Once the object is identified, the
object can be tracked through the succession of digitized
images.

Referring to FIG. 16, there is shown a data flow diagram
for the vision system 10. Background image data 42 is
provided to the dilIerenoer 18. Source image data 44 is
provided to the dilt‘erencer 18 and to the tracker 26. The
dilt‘ercnoer 13 provides mask image data 64 to the locator
20. The locator 20 provides located area data 68 to the
classifier 22. The classifier 22 provides identified human
data 68' and 68" to the tracker 26, and identified crowd data
68'" to the disambiguator 24. The disambiguator 24 provides
identified human data 68"" and 68”" to the tracker 26. As
previously described, background image data 42 is typically
formed with source image data 44, located area data 68 from
the locator 2|), identified human data 68' and 68" from the
classifier 22, identified human data 68"" and 68m" from the
disambiguaror 24, and tracked human data 94 from the
tracker 26.

The present invention is not to be limited in scope by the
specific embodiment described herein. Indeed, various
modifications of the present invention, in addition to those
described herein, will be apparent to those of skill in the art
from the foregoing description and accompanying drawings.
Thus, such modifications are intended to fall within the
scope of the appended claims.What is. claimed is:

1. Amethod for locating objects within an image, wherein
an object is represented by a plurality of enabled pixels
Within the image. the method comprising the steps of:

defining a first representation of the image, the first
representation having a plurality of first pixels,

obtaining a second and a third representation of the
image; the second representation having a plurality of
second pixels, and the third representation having a
plurality of third pixels,

forming the plurality of first pixels by taking the diifer-
ence between the plurality of second pixels and the
plurality of third pixels, wherein at least some of the
plurality of first pixels are enabled and represent the
object,

defining at least two orientations of the object;
counting the number of enabled plurality of first pixels

along the each of the two orientations;
defining a threshold as a quantity of the plurality of first

pixels counted;
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identifying portions of the plurality of first pixels exceed»
ing the threshold; and

identifying the object within the image based upon the
orientation and the identified portions of the plurality of
first pixels exceeding the threshold of the object within
the image.

2. The method as defined in claim 1, wherein the step of
identifying an object widrin the image based upon an
orientation of the object within the image includes the steps01':

grouping together substantially adjacent identified por-
tions of the representation; and

identifying areas of the representation corresponding to
each group of substantially adjacent identified portions
of the representation.

3. The method as defined in claim 2, wherein the step of
identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:

recording the locations of the outermost enabled pixels
within each group of substantially adjacent identified
portions of the representation; and

framing areas of the representation coinciding with the
locations of [be oalermost enabled pixels within each
group of substantially adjacent identified ponions of
the representation.

4. The method as defined in claim 3, wherein the plurality
of pixels are also configured having a third orientation,
wherein the step of identifying an object within the image
based upon an orientalion of the object within the image
further includes the steps of:

counting each enabled pixel in each framed area along the
third orientation; and

identifying portions of each framed area having a quantity
of enabled pixels exceeding a threshold value.

5. The method as defined in claim 4, wherein the step of
identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:

grouping together substantially adjacent identified por-
tions of each framed area; and

identifying areas of each framed area corresponding to
each group of substantially adjacent identified portions
of each framed area.

6. The method as defined in claim 5, wherein the step of
identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:

recording the locations of the outermost enabled pixels
within each group of substantially adjacent identified
portions of each framed area; and

framing areas of each framed area coinciding with the
locations of the outermost enabled pixels Within each
group of substantially adjacent identified portions of
each framed area.

7. The method as defined in claim 4, wherein the second
orientation and the first orientation are orthogonal.

8. The method as defined in claim 1, wherein the image
is a representation of a plurality of pixels, wherein the
plurality of pixels are arranged in a plurality of columns,
wherein at least some of the plurality of pixels are enabled
to represent the object, wherein the step of identifying an
object within the image based upon an orientation of the
object within the image includes the steps of:

counting each enabled pixel in each of the plurality of
columns; and
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identifying each of the plurality of columns having a
quantity of enabled pixels exceeding a threshold value.

9. The method as defined in claim 8, wherein the step of
identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:

grouping together substantially adjacent identified col-
umns; and

identifying areas of the representation corresponding to
each group of substantially adjacent identified columns.

10. The method as defined in claim 9, wherein the step of
identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:

recording the locations of the outermost enabled pixels
within each group of substantially adjacent identified
columns; and

framing areas of the representation coinciding with the
locations of the outermost enabled pixels within each
group of substantially adjacent identified columns.

11. The method as defined in claim 1, wherein the image
is a representation of a plurality of pixels, wherein the
plurality of pixels are arranged in a plurality of rows,
wherein at least some of the plurality of pixels are enabled
to represent the object, wherein the step of identifying an
object within the image based upon an orientation of the
object within the image includes the steps of:

counting each enabled pixel in each of the plurality of
rows; and

identil'ying each of the plurality of rows having a quantity
of enabled first pixels exceeding a threshold value.

12. The method as defined in claim 11, wherein the step
of identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:

grouping together substantially adjacent identified rows;
and

identifying areas of the representation corresponding to
each group of substantially adjacent identified rows.

13. The method as defined in claim 12, wherein the step
of identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:

recording the locations of the outermost enabled pixels
within each group of substantially adjacent identified
rows; and

framing areas of the representation coinciding with the
locations of the outermost enabled first pixels within
each group of substantially adjacent identified rows.

14. The method as defined in claim 1, wherein the image
is a representation of a plurality of pixels, wherein the
plurality ofpixels are arranged in a plurality of columns and
rows, wherein at least some of the plurality of pixels are
enabled to represent the object, wherein the step of identi-
fying an object within the image based upon an orientation
of the object within the image includes the steps of:

counting each enabled pixel in each of the plurality of
columns and rows;

identifying each of the plurality of columns having a
quantity of enabled pixels exceeding a column thresh-
old value; and

identifying each of the plurality of rows having a quantity
of enabled pixels exceeding a row threshold value.

15. The method as defined in claim 14, wherein the step
of identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:
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grouping together substantially adjacent identified col-
umns;

grouping together substantially adjacent identified rows;
identifying areas of the representation corresponding to

each group of substantially adjacent identified col—
urnns; and

identifying areas of the representation corresponding to
each group of substantially adjacent identified rows.

16. The method as defined in claim 15, wherein the step
of identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:

recording the locations of the outermost enabled pixels
within each group of substantially adjacent identified
columns;

recording the locations of the outermost enabled pixels
within each group of substantially adjacent identified
rows;

framing areas of the representation coinciding with the
locations of the outermost enabled pixels within each
group of substantially adjacent identified columns; and

framing areas of the representation coinciding with the
locations of the outermost enabled pixels within each
group of substantially adjacent identified rows.

17. The method as defined in claim 16, wherein the step
of identifying an object within the image based upon an
orientation of the object within the image further includes
the steps of:

overlaying the areas of the representation that were
framed to coincide with the locations of the outermost

enabled pixels within each group of substantially adja—
cent identified columns with the areas of the represen—
tation that were framed to coincide with the locations of
the outermost enabled pixels within each group of
substantially adjacent identified rows; and

identifying common overlayed areas as areas of the
representation that contain a significant number of
enabled pixels.

18. The method as defined in claim I, wherein the image
is a first representation of a plurality of first pixels repre-
senting a difierence between a second representation of a
plurality of second pixels and a third representation of a
plurality of third pixels, wherein each of the plurality of first
pixels is enabled to represent a difi'ercnce between a corre-
sponding one of the plurality of second pixels and a corre-
sponding one of the plurality of third pixels, wherein the
object is represented by at least some of the enabled first
pixels.

19. An apparatus for locating objects within an image,
wherein the object is represented by a plurality of enabled
pixels within the image, the apparatus comprising:

a first representation of the image, the first representation
having a plurality of first pixels,

an obtainer for obtaining a second and a third represen-
tation of the image; the second representation having a
plurality of second pixels, and the third representation
having a plurality of third pixels,

the plurality of first pixels formed by taking the difi‘erence
between the plurality of second pixels and the plurality
of third pixels, wherein at least some of the plurality of
first pixels are enabled and represent the object,

means for defining at least two orientations of the object;
a counter of the number of enabled plurality of first pixels

along the each of the two orientations;
means for defining a threshold as a quantity of the

plurality of first pixels counted;
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a first identifier of portions of the plurality of first pixels
exceeding the threshold; and

a second identifier for identifying the object within the
image based upon the orientation and the identified
portions of the plurality of first pixels exceeding the
threshold of the object within the image.

20. The apparatus as defined in claim 19, wherein the firstidentifier further includes:

a first grouper for grouping together substantially adjacent
identified portions of the representation; and

a third identifier for identifying areas of the representation
corresponding to each group of substantially adjacent
identified portions of the representation.

21. The apparatus as defined in claim 20, wherein the first
identifier further includes:

a first recorder for recording the locations of the outer-
most enabled pixels within each group of substantially
adjacent identified portions of the representation; and

a first fi'amer for framing areas of the representation
coinciding with the locations of the outermost enabled
pixels within each group of substantially adjacent iden-
tified portions of the representation.

22. The apparatus as defined in claim 21, wherein the
plurality of pixels are also configured having a third
orientation, wherein the first identifier further includes:

a second counter for counting each enabled pixel in each
framed area along the third orientation; and

a fourth identifier for identifying portions of each framed
area having a quantity of enabled pixels exceeding a
threshold value.

23. The apparatus as defined in claim 22, wherein the first
identifier further includes:

a second grouper for grouping together substantially
adjacent identified portions of each framed area; and

a fifth identifier for identifying areas of each framed area
corresponding to each group of substantially adjacent
identified portions of each framed area.

24. The apparatus as defined in claim 23, wherein the first
identifier further includes;

a second recorder for recording the locations of the
outermost enabled pixels within each group of substan-
tially adjacent identified portions of each framed area;
and

a second Eramer for framing areas of each [tamed area
coinciding with the locations of the outermost enabled
pixels within each group of substantially adjacent iden-
tified portions of each framed area.

25. The apparatus as defined in claim 22, wherein the
second orientation and the first orientation are orthogonal.

26. The apparatus as defined in claim 19, wherein the
image is a representation of a plurality ofpixels, wherein the
plurality of pixels are arranged in a plurality of columns,
wherein at least some of the plurality of pixels are enabled
to represent the object, wherein the first identifier includes:

a counter for counting each enabled pixel in each of the
plurality of columns; and

a second identifier for identifying each of the plurality of
columns having a quantity of enabled pixels exceeding
a threshold value.

27. The apparatus as defined in claim 26, wherein the first
identifier further includes:

a grouper for grouping together substantially adjacent
identified columns; and

a third identifier for identifying areas of the representation
corresponding to each group of substantially adjacent
identified columns.
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28. The apparatus as defined in claim 27, wherein the first
identifier further includes:

a recorder for recording the locations of the outermost
enabled pixels within each group of substantially adja-
cent identified columns; and

a framer for framing areas of the representation coincid-
ing with the locations of the outermost enabled pixels
within each group of substantially adjacent identified
columns.

29. The apparatus as defined in claim 19, wherein the
image is a representation of aplurality ofpixels, wherein the
plurality of pixels are arranged in a plurality of rows,
wherein at least some of the plurality of pixels are enabled
to represent the object, wherein the first identifier includes:

a counter for counting each enabled pixel in each of the
plurality of rows; and

a second identifier for identifying each of the plurality of
rows having a quantity ofenabled first pixels exceeding
a threshold value.

30. The apparatus as defined in claim 29, wherein the first
identifier further includes:

a grouper for grouping together substantially adjacent
identified rows; and

a third identifier for identifying areas of the representation
corresponding to each group of substantially adjacent
identified rows.

31. The apparatus as defined in claim 30, wherein the first,
identifier fruther includes:

a recorder for recording the locations of the outermost
enabled pixels within each group of substantially adja-
cent identified rows; and

a firmer for framing areas of the representation coincid-
ing with the locations of the outermost enabled first
pixels within each group of substantially adjacent iden—
tified rows.

32. The apparatus as defined in claim 19, wherein the
image is a representation of a plurality of pixels, wherein the
plurality ofpixels are arranged in a plurality of columns and
rows, wherein at least some of the plurality of pixels are
enabled to represent the object, wherein the first identifier
inchides:

a counter for counting each enabled pixel in each of the
plurality of columns and rows;

:1 second identifier for identifying each of the pitu‘ality of
columns having a quantity of enabled pixels exceeding
a column threshold value; and

a third identifier for identifying each of the plurality of
rows having a quantity of enabled pixels exceeding a
row threshold value.

33. The apparatus as defined in claim 32, wherein the first
identifier further includes:

a first grouper for grouping together substantially adjacent
identified columns;

a second grouper for grouping together substantially
adjacent identified rows;

a fourth identifier for identifying areas of the representa-
tion corresponding to each group of substantially adja—
cent identified columns; and

a fifth identifier for identifying areas of the representation
corresponding to each group of substantially adjacent
identified rows.

34. The apparatus as defined in claim 33, wherein the first
identifier further includes:

a first recorder for recording the locations of the outer-
most enabled pixels within each group of substantially
adjacent identified columns;
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a second recorder for recording the locations of the
outermost enabled pixels within each group of substan-
tially adjacent identified rows;

a first framer for framing areas of the representation
coinciding with the locations of the outermost enabled
pixels within each group of substantially adjacent iden-
tified columns; and

a second framer for framing areas of the representation
coinciding willr the locations of the outermost enabled
pixels within each group of substantially adjacent iden-
tified rows.

35. The apparatus as defined in claim 34, wherein the first
identifier further includes:

an cverlayer for overlaying the areas of the representation
that were framed to coincide with the locations of the
outermost enabled pixels within each group of substan-
tially adjacent identified columns with the areas of the
representation that were framed to coincide with the
locations of the outermost enabled pixels within each
group of substantially adjacent identified rows; and

a sixth identifier for identifying common overlayed areas
as areas of the representation that contain a significant
number of enabled pixels.

36. The apparatus as defined in claim 19, wherein the
image is a first representation of a plurality of first pixels
representing a difference between a second representation of
a plurality of second pixels and a third representation of a
plurality of third pixels, wherein each of the plurality of first
pixels is enabled to represent a ditferenee between a corre-
sponding one of the plurality of second pixels and a corre-
sponding one of the plurality of third pixels, wherein the
object is represented by at least some of the enabled first
pixels.

37. An article of manufacture for locating objects within
an image, wherein the object is represented by a plurality of
enabled pixels within the image, the article of manufacture
comprising:

a computer readable storage medium; and
computer programming stored on the storage medium;

wherein the stored computer programming is config-
ured to be readable from the computer readable storage
medium by a computer and thereby cause the computer
to operate so as to:
define a first representation of the image, the first

representation having a plurality of first pixels,
obtain a second and a third representation of the image;

the second representation having a plurality of sec-
ond pixels, and the third representation having a
plurality of third pixels,

the plurality of first pixels formed by taking the differ-
ence between the plurality of second pixels and the
plurality of third pixels, wherein at least some of the
plurality of first pixels are enabled and represent the
object,

define at least two orientations of the object;
count the number of enabled plurality of first pixels

along the each of the two orientations;
define a threshold as a quantity of the plurality of first

pixels counted;
identify of portions of the plurality of of first pixels

exceeding the threshold; and
identify the object within the image based upon the

orientation and the identified portions of the plurality
of first pixels exceeding the threshold of the object
within the image.

38. The article of manufacture as defined in claim 37,
further causing the computer to operate so as to:
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group together substantially adjacent identified portions
of the representation; and

identify areas of the representation corresponding to each
group of substantially adjacent identified portions of
the representation.

39. The article of manufacture as defined in claim 38,
further causing the computer to operate so as to:

record the locations of the outermost enabled pixels
within each group of substantially adjacent identified
portions of the representation; and

frame areas of the representation coinciding with the
locations of the outermost enabled pixels within each
group of substantially adjacent identified portions of
the representation.

40. The article of manufacture as defined in claim 39,
wherein the plurality of pixels are also configured having a
third orientation, further causing the computer to operate soas to:

count each enabled pixel in each framed area along the
third orientation; and

identify portions of each fi'amed area having a quantity of
enabled pixels exceeding a threshold value.

41. The article of manufacture as defined in claim 40,
further causing the computer to operate so as to:

group together substantially adjacent identified portions
of each framed area; and

identify areas of each framed area corresponding to each
group of substantially adjacent identified portions of
each framed area.

42. The article of manufacture as defined in claim 41,
further causing the computer to operate so as to:

record the locations of the outermost enabled pixels
within each group of substantially adjacent identified
portions of each framed area; and

frame areas of each framed area coinciding with the
locations of the outermost enabled pixels within each
group of substantially adjacent identified portions of
each fi'amed area.

43. The article of manufacture as defined in claim 40,
wherein the second orientation and the first orientation are
orthogonal.

44. The article of manufacture as defined in claim 37,
wherein the image is a representation of a plurality of pixels,
wherein the plurality of pixels are arranged in a plurality of
columns, wherein at least some of the plurality of pixels are
enabled to represent the object, further causing the computer
to operate so as to:

count each enabled pixel in each of the plurality of
columns; and

identify each of the plurality of columns having a quantity
of enabled pixels exceeding a threshold value.

45. The article of manufacture as defined in claim 44,
further causing the computer to operate so as to:

group together substantially adjacent identified columns;
and

identify areas of the representation corresponding to each
group of substantially adjacent identified columns.

46. The article of manufacture as defined in claim 45,
further causing the computer to operate so as to:

record the locations of the outermost enabled pixels
within each group of substantially adjacent identified
columns; and

frame areas of the representation coinciding with the
locations of the outermost enabled pixels within each
group of substantially adjacent identified columns.
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47. The article of manufacture as defined in claim 37,

wherein the image is a representation of a plurality ofpixels,
wherein the plurality of pixels are arranged in a plurality of
rows, wherein at least some of the plurality of pixels are
enabled to represent the object, further causing the computer
‘to operate so as to:

count each enabled pixel in each of the plurality of rows;
and

identify each of [be plurality of rows having a quantity of
enabled first pixels exceeding a threshold value.

48. The article of manufaclurc as defined in claim 47,
further causing the computer to operate so as to:

group together substantially adjacent identified rows; and
identify areas of the representation corresponding to each

group of substantially adjacent identified rows.
49. The article of manufacture as defined in claim 48,

further causing the computer to operate so as to:
record the locations of the outermost enabled pixels

within each group of substantially adjacent identified
rows; and

frame areas of the representation minciding with the
locations of the outermost enabled first pixels within
each group of substantially adjacent identified rows.

50. The article of manufacture as defined in claim 37,
wherein the image is a representation of a plurality ofpixels,
wherein the plurality of pixels are arranged in a plurality of
columns and rows, wherein at least some of the plurality of
pixels are enabled to represent the object, fiuthercausing the
computer to operate so as to:

count each enabled pixel in each of the plurality of
columns and rows;

identify each of the plurality of columns having a quantity
of enabled pixels exceeding a column threshold value;
and

identify each of the plurality of rows having a quantity of
enabled pixels exceeding a row threshold value.

51. The article of manufacture as defined in claim 50,
further causing the computer to operate so as to:

group together substantially adjacent identified columns;
group together substantially adjacent identified rows;
identify areas of the representation corresponding to each

group of substantially adjacent identified columns; and
identify areas of the representation corresponding to each

group of substantially adjacent identified rows.
52. The article of manufacture as defined in claim 51,

furflrer causing the computer to operate so as to:
record the locations of the outermost enabled pixels

within each group of substantially adjacent identified
columns;

record the locations of the outermost enabled pixels
within each group of substantially adjacent identified
rows;

frame areas of the representation coinciding with the
locations of the outermost enabled pixels within each
group of substantially adjacent identified columns; and

frame areas of the representation coinciding with the
locations of the outermost enabled pixels within each
group of substantially adjacent identified rows.

53. The article of manufacture as defined in claim 52,
further causing the computer to operate so as to:

overlay the areas of the representation that were framed to
coincide with the locations of the outermost enabled
pixels within each group of substantially adjacent iden-
tified columns with the areas of the representation that
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were framed to coincide with the locations of the
outermost enabled pixels within each group of substan-
tially adjacent identified rows; and

identify common overlayed areas as areas of the repre-
mutation that contain a significant number of enabled
pixels.

54‘ The article of manufacture as defined in claim 3?,
wherein the image is a first representation of a plurality of
first pixels representing a difference between a second
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representation of a plurality of second pixels and a third
representation of a plurality of third pixels, wherein each of
the plurality of first pixels is enabled to represent a ditfer—
ence between a corresponding one of the plurality of second
pixels and a mmponding one of the plurality of lhini
pixels, wherein the object is represented by at. least some of
the enabled first pixels.
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(57) ABSTRACT

A method for automatically cropping, rotating, and scaling
a scanned image to ensure that a printed copy of the scanned
image is the same size as the original, when possible. The
method attempts to honor the default or operator designated
orientation of the printed image, but will automatically
rotate the image if that will eliminate unnecessary image
reduction. Optimal orientation and scaling factors are auto-
matically determined based on the target page size and the
size and shape of the information of interest in the original
image (not the boundaries of the original document). The
operator selects a desired printed orientation (or accepts a
default orientation) and selects a desired printed paper size
(or accepts a default printed paper size). If an image will fit
within the printable margins without rotation or cropping,
the image is simply printed without modification. [f the
image will fit without rotation by cropping white space, then
White space is cropped. If the image with all white space
cropped will still not fit, the image is oriented so that long
sides on the cropped image align With long sides on the
printed paper. If the cropped and rotated image still does not
fit, the cropped image is scaled to fit within the printable
margins and the image is oriented so that long sides on the
cropped image align with long sides on the printed paper.

3 Claims, 3 Drawing Sheets
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AUTOMATIC ROTATION, CROPPING AND
SCALING 0F IMAGES FOR PRINTING

FIELD OF INVENTION

This invention relates generally to printing cepies of
documents that have been scanned by optical scanners,
dtgllfll cameras, tacs'tmile machines. digital photocopiers. or
other digital imaging GCVices. and more specifically to an
automatic method of rotating, cropping and scaling of
images for printing.

BACKGROUND OF THE INVENTION

Photocopiers typically require the operator to property
orient the original document and may require the operator to
select the proper paper bin. For example, for landscape
mode, the operator typically must orient the original does-
ment in a landscape orientation and select a paper bin having
paper in a landscape orientation. Similarly, when printing a
scanned image from a computer, the operator typically must
specify orientation of the image on the page. If an operator
makes an inappropriate choice, resounxts such as toner,
paper, and time may be wasted if the photocopier prints
pages that are not useful or not what was expected.

Photocopiers also typically require an operator to input or
choose a scale factor to reduce oversized images to fit onto
the output page or to magnify small images to fit onto the
output page. Some photocopiets may provide an automatic
scaling feature, in which the printed document size is
automatically scaled based on thedimensions of the edges of
the original document.

Photocopiers typically can print to the edges of the output
page. In contrast. many computer software applications, for
example word processing software. l'ctce unprintablc mare
gins around the edges of a page. In addition. many computer
software applications automatically scale an image to fit
inside the unprintahle margins. Consider an image. includ-
ing printed text, that is scanned by a document scanner.
Assume that the scanned image includes white space around
the edges. If that scanned image is imported into a word
processor and reprinted, word processing software will
typically reduce the image, including the scanned margins.
to fit within the printable area of apage.Tht-. net result is that
the printed text is reduced in size.

In some situations, the primary goal is a printed page with
an image of interest that is as large as possible. There is a
need for additional automation in optimizing the printed size
of a scanned image.

SUMMARY 01" THE INVENTION

One goal of the present invention is make the printed
image the same size as the original image (or slightly larger)
when possible. The method attempts to honor the default or
operator designated orientation of the printed image, but will
automatically rotate the image if that will eliminate unnec-
essary image reduction. Optimal orientation and scaling
factors are automatically determined based on the target
page size and the size and shape of the original image (not
the boundaries of the original document). The operator
selects a desired printed orientation (or accepts a default
orientation) and selects a desired printed paper size (or
accepts a default printed paper size). If an image will fit
within the printable margins without rotation or cropping,
the image is simply printed without modification. If there is
white space that can be cropped, and if the image will fit
without rotation by cropping white space, then white space
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is cropped. If the image with all white space cropped will
still not fit, and if the image is not oriented so that long sides
on the cropped image align with long sides on the printed
paper, then the image is rotated. If the cropped and rotated
image still does not fit, the cropped and rotated image is
sealed to [it Wilhin the printable margins and the image is
orienled so that long sides on the cropped image align with
long sides on the printed paper.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1Ais a plan view of a scanned document with white
margins.

FIG. 18 is a plan view of the scanned domment of FIG.
1A reduced within printable marm‘ns of a printed page.

FIG. 1C is a plan view of the scanned document of FIG.
IA, printed within printable margins of a printed page,
without reduction but will; cropped margins.

FIG. 2A is a plan View of a scanned document.
FIG. 2!! is a plan view of the document of FIG. 2A

cropped and rotated and printed within printable margins of
a. printed page.

FIG. 3 is flow chart of a method of cropping, rotating and
scaling in accordance with the invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT OF THE

INVENTION

FIG. 1A illustrates an image 100 resulting from scanning
a text document. Dashed line 102 is not part of the image,
but instead depielsa rectangular boundary between a margin
104 containing only "white space" and non-while informa-
tion of interest 106. which in this example image is text.

FIG. IB illustrates the typical situation when image 100
is printed using computer software. Dashed line 108 depicLs
the printable area on the page as determined by printer
hardware, and known by the computer software. Often,
computerscl'twnre will avoid clipping an image, and instead
will scale an image to fit within the printable area of a page.
In FIG. 18, image 100 has been slightly reduced by the
computer sotiware so that the entire scanned image 100,
including the margins 104, is printed within the printable
area depicted by line 108. Specifically, for text as illustrated
in FIG. 1A, the text in FIG. 13 is smaller than the text in
FIG. 1A.

FIG. 1C illustrates a first aspect of a method in accordance
with the present inwntion, which is to digitally crop the
image before sending the image to a printer or to software
for printing, so that the resulting information of interest 106
(text in the example) in FIG. 1C is the same size as (or larger
than) the corresponding information of interest in FIG. 1A.
One approach is to simply always crop (delete margin data)
the entire margin 104 of FIG. 1Aso that the information of
interest 106 in FIG. 1C extends to the edges of the printable
area depicted by line 108. If a large margin is entirely
cropped, the image of interest may be enlarged if sent to
software for printing. Alternatively, if the goal is to always
keep the printed image the same size as the original image
of interest, suflicient margin may be cropped to keep the
printed image the same size as the original even if sent to
software for printing. If the cropped image is to be sent
direct to a printer, printers typically do not scale, so that full
cropping will still result in the printed image of interest
having the same size as the original image of interest. If
margins are completely cropped, the image of interest is then
preferably centered horizontally and vertically within the
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printed page. One reason for centering is to avoid printing
the image of interest in the upper left corner where a staple
may interfere. Note that some images may not have any
white space to be cropped, and some images may have a lot
of white space, only some of which needs to be cropped. In
general, if white space is present7 suflieient cropping is
performed to make the resulting cropped image fit, if pos-
sible.

FIG. 2A illustrates a scanned image 200 that includes
non-white image area of interest (for example, scanned text)
202. where the information of interest 202 is wider than the
shortest dimension of the printable area depicted by line 108
in FIGS. 13 and 1C. That is, ifimage 200 is printed onto a
page in portrait orientation, the image must be reduced or
sonic of the information of interest 202 will be cropped
during printing. In the present application, automatic rota-
tion is preferable to scaling or cropping of information of
interest in the image. Accordingly, if image 200 will not fit,
even after cropping, within the printable area in its original
orientation, and if the longest dimension of the rectangular
non—white image 200 is not aligned with the longest dimen-
sion of a rectangular printable area, then the image is rotated.
If the longest dimension of the rectangular non-white image
200 is already aligned with the longest dimension of a
rectangular printable area, then no rotation is performed.

In FIG. 2B, image 200 has been cropped (to remove white
space margins only) and rotated so that the longest dimen-
sion of the non-white image 202 is aligned with the longest
dimension of the printable area on printed page 204. The
nonAwhjtc image 202 in FIG. 2B is the same size as
non-white image 202 within the original image 200 in FIG.
2A. The non—white image 202 is scaled only if it will not fit
into the printable area after cropping and rotation (if
appropriate).

FIG. 3 is a flow chart of a method in accordance with the

present invention. Before entry into the method of FIG. 3, a
preferred printed orientation is selected (or a default orien-
tation is accepted). In addition, a printed page size is selected
(or a default page size is accepted). Before entry into the
method of FIG. 3, the image is oriented according to the
selected orientation. At decision 300, if a scanned image will
fit, within the printable area, in the selected orientation,
without cropping, rotating, or scaling, then the image is
saved or transferred without modification. Otherwise, at step
302, white-space margins (if available) are identified and
cropped (margin data is deleted), entirely orjust to the extent
necessary to make the image fit. For examples of methods
for automatic classification of various areas of an image (to
determine a rectangle defining the information of interest),
see US. Pat. Nos. 5.280.367; 5,545.4?4; and 5,596,655. At
decision 304, if the scanned image will fit, within the
printable area in the selected orientation, after cropping but
without rotation or scaling, then the image is saved or
transferred without rotation or seating. Otherwise. at deci—
sion 306, if the longest dimension on the cropped image
does not align with the longest dimension of the printable
area on the printed paper, then the image is rotated ninety
degrees (step 308). At decision 310, if the scanned image
will fit, within the printable area, after cropping and after
rotation (if appropriate) but withoutscaliog. then the image
is saved or transferred without scaling. Otherwise, the image
is scaled to fit at step 312.

One alternative goal of the present invention is make the
non-white portion of the printed image the same size as the
non—white information of interest portion of the original
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image, when possible. If one pixel in the scanned image is
printed as one pixel on.the printed page, then the scanned
image and the printed image need to have the same resolu—
tion. Accordingly, at step 314, given the printer resolution,
if the resolution of the scanned image is different than the
resolution of the printer, the image resolution is adjusted (by
interpolation, decimation, or both) to match the resolution of
the printer. For example, if the resolution of the image is 300
pixels per inch and the resolution of the printer is 600 pixels
per inch, the image pixels may be interpolated to double the
elfective resolution. Alternatively, if resolution of the image
is 600 pixels per inch and the resolution of the printer is 300
pixels per inch then the image pixels are decimated to halve
the efiective resolution. For non-integral ratios, image pixels
may he interpolated and then decimated to provide the
proper resolution.

Some document scanners may be interfaced to a computer
that in turn is interfaced to a printer. In a configuration
including a computer, the automated cropping, rotation, and
scaling may be performed by firmware within the scanner or
by software in the computer, or by firmware within the
printer. Some document scanners may be directly interfaced
to a printer, so that a copy mode may be performed without
an intermediate computer. In a direct connection, the auto-
mated cropping, rotation, and scaling may be performed by
firmware within the scanner, or by firmware within the
printer.

The foregoing description of the present invention has
been presented for purposes of illustration and description.
It is not intended to be exhaustive or to limit the invention

to the precise form disclosed, and other modifications and ;_
variations may be possihic in light of the above te'athings. " "
The embodiment was chosen and described in order to best
explain the principles of the invention and its practical
application to thereby enable others skilled in the art to best
utilize the invention in various embodiments and various

modifications as are suited to the particular use contem—
plated. It is intended that the appended claims be construed
to include other alternative embodiments of the invention

except insofar as Limited by the prior art.
What is claimed is:

1. A method of automatically modifying a scanned image
by a system, the method comprising the following steps:

(a) determining. by die system, that the scanned image
will not fit within a printable area of a printed page;

(b) determining, by the system, that the scanned image
data includes margins that do not need to be printed;and

(c) deleting, by the system, data corresponding to the
margins of the scanned image.

2. The method of claim 1 further comprising:

(d) determining, by the system, that the scanned image
after deleting margin data in step (c) will not fit within
the printable area of the printed page; and

(e) rotating, by the system, the scanned image ninety—
degrees.

3. The method of claim 2 further comprising:

(i) determining, by the system, that the scanned image
will not fit within the printable area of the printed page
even with cropping and rotating; and

(g) scaling, by the system, the scanned image to fit within
the printable area of the printed page.

* * >F #1 *
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A method for detecting a main subject in an image, the
method comprises: receiving a digital image; extracting
regions of arbitrary shape and size defined by actual Objects
from the digital image; grouping the regions into larger
segments corresponding to physically coherent objects;
extracting for each of the regions at least one stnrctural
saliency feature and at least one semantic saliency feature;
and integrating saliency features using a probabilistic rea-
soning engine into an estimate of a belief that each region is
the main subject.
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METHOD FOR AUTOMATIC
DETERMINATION OF MAIN SUBJECTS [N

PHOTOGRAPHIC IMAGES

FIELD OF THE INVENTION

The invention relates generally to the field of digital
Ln'tagc processing and, more particutarly, to locating main
subjects, or equivalently, regions ofphotographic interest in
a digital image.

BACKGROUND OF THE INVENTION

In photographic pictures, a main subject isdcftned as what
the photographer tries to capture in the scene. ”the first-party
truth is defined as the opinion of the photographer and the
third-party truth is defined as the opinion from an observer
other than the photographer and the subject (if applicable).
In general, the first-party truth typically is not available due
to the lack of specific knowledge that the photographer may
have about the people, setting, event, and the like. On the
other hand, there is, in general, good agreement among
third-party observers if the photographer has successfully
used the picture to communicate his or her interest in the
main subject to the viewers. Therefore, it is possible to
design a method to automatically perform the task of detect-
ing main subjects in images.

Main subject detection provides a measure of saliency or
relative importance for dilferent regions that are associated
with different subjects in an image. It enables a discrimina-
tive treatment of the scene contents for a number of appli-
cations. The output of the overall system can be modified
versions of the image, semantic information, and action.

The methods disclosed by the prior art can be put in two
major categories. The first category is considered “pixel—
based" because such methods were designed to locate inter-
esting pixels or “spots” or “blocks”, which usually do not
correspond to entities of objects or subjects in an image. The
second category is considered “region-based” because such
methods were designed to locate interesting regions, which
correspond to entities of objects or subjects in an image.

Most pixel-basal approaches to region-of-interest detec-
tion are essentially edge detectors. V. D. Gesu, ct a1., “Local
operators to detect regions of interest,” Pattern Recognition
Letters, vol. 18, pp. 10?7—1081, 1997, used two local
operators based on the computation of local moments and
symmetries to derive the selection. Arguing that the perfor—
mance of a visual system is strongly influenced by infor-
mation processing done at early vision stage, two transforms
named the discrete moment transform (DMT) and discrete
symmetry transform (DST) are computed to measure local
central momentsabouteach pixel and local radial symmetry.
In order to exclude trivial symmetry cases, nonuniform
region selection is needed. The specific DMT operator acts
like a detector of prominent edges (occlusion boundaries)
and the DST operator acts like a detector of symmetric
blobs. The results from the two operators are combined via
logic “AND” operation. Some morphological operations are
needed to dilate the edge-like raw output map generated by
the DMT operator.

R. Milanese, Detecting salient regions in an image: From
biology to implementation, PhD thesis, University of
Geneva, Switzerland, 1993, developed a computational
model of visual attention, which combines knowledge about
the human visual system with computer vision techniques.
The model is structured into three major stages. First,
multiple feature maps are extracted from the input image
(for examples, orientation, curvature, color contrast and the
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like). Second, a corresponding number of “conspicuity”
maps are computed using a derivative of Gaussian model,
which enhance regions of interest in each feature map.
Finally, a nonlinear relaxation process is used to integrate
the conspicuily maps into a single representation by finding
a compromise among inter-map and intraurnap inconsisten-
cies. The etfectiveness of the approach was demonstrated
using a few relatively simple images with remarkable
regions of interest.

To determine an optimal tonal reproduction, J. R. Boyack,
et a1., US. Pat. No. 5,724,456. developed a system that
partitions the image into blocks, combines certain blocks
into sectors, and then determines a difference between the
maximum and minimum average block values for each
sector. A sector is labeled an active sector if the difference
exceeds a pro-determined threshold value. All weighted
counts of active sectors are plotted versus the average
luminance sector values in a histogram, which is then shifted
via some predetermined criterion so that the average lumi-
nance sector value of interest will fall within a destination
window corresponding to the tonal reproduction capability
of a destination application.

In summary, this type of pixel-based approach does not
explicitly detect region of interest corresponding to seman-
tically meaningful subjects in the some. Rather, these meth-
ods attempt to detect regions where certain changes occur in
order to direct attention or gather statistics about the scene.

X. Marichal, et a1., “Automatic detection of interest areas
of an image or of a sequence of images," in Proc. IEEE Int.
Conf. Image Process, 1996, developed a fuzzy logic—based
system to detect interesting areas in a video sequence. A
number of subjective knowledge-based interest criteria were
evaluated for segmented regions in an image. These criteria
include: (1) an interaction criterion (a window predefined by
a human operator); (2) a border criterion (rejecting of
regions having large number of pixels along the picture
borders); (3) a face texture criterion (dc-emphasizing
regions whose texture does not correspond to skin samples);
(rt) a motion criterion (rejecting regions with no motion and
low gradient or regions with very large motion and high
gradient); and (5) a continuity criterion (temporal stability in
motion). The main application of this method is for directing
the resources in video coding, in particular for videophone
or videoconference. [t is clear that motion is the most
eifective criterion for this technique targeted at video instead
of still images. Moreover, the fuzzy logic functions were
designed in an ad hoc fashion. Lastly, this method requires
a window predefined by a human operator, and therefore is
not fully automatic.

W. Osbergcr, ct a1., “Automatic identification of percep—
tually important regions in an image,” in Proc. IEEE Int.
Conf. Pattern Recognition, 1998, evaluated several features
known to influence human visual attention for each region of
a segmented image to produce an importance value for each
feature in each region. The features mentioned include
low-level factors (contrast, size, shape, color, motion) and
higher level factors (location, foreground/background,
people, context), but only contrast, size, shape, location and
foreground/background (determining background by deter—
mining the proportion of total image border that is contained
in each region) were implemented. Moreover, this method
chose to treat each factor as being of equal importance by
arguing that (1) there is little quantitative data which indi—
cates the relative importance of these different factors and
(2) the relative impedance is likcty to change from one
image to another. Note that segmentation was obtained using
the split-and-merge method based on 8x8 image blocks and
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this segmentation method often results in over-segmentation
and blotchiness around actual objects.

Q. Huang, et al., “Foreground/background segmentation
of color images by integration of multiple cues,” in Proc.
IEEE Int. Confi Image Process, 1995, addressed automatic
segmentation of color images into foreground and back—
ground with the assumption that background regions are
relatively smooth but may have gradually varying colors or
be lightly textured. A multi-level segmentation scheme was
devised that included color clustering, unsupervised seg—
mentation based on MDL (Minimum Description Length)
principle, edge-based foreground/background separation,
and integration of both region and edge-based segmentation.
In particular, the MDL-based segmentation algorithm was
used to further group the regions from the initial color
clustering, and the four corners of the image were used to
adaptively determine an estimate of the background gradient
magnitude. The method was tested on around 100 well—
composed images with prominent main subject centered in
the image against large area of the assumed type of unclut-
tered background.

T. F. Syeda—Mahmood, “Data and model-driven selection
using color regions," Int. J. Comput. Visr'm, vol. 21, no. 1,
pp. 9—36, 199?, proposed a data-driven region selection
method using color region segmentation and region-based
saliency measurement. A collection of 220 primary color
categories was pro-defined in the form of a color LUT
(look-up—table). Pixels are mapped to one of the color
categories, grouped together through connected component
analysis, and further merged according to compatible color
categories. Two types of saliency measures, namely self-
saliency and relative saliency, are linearly combined using
heuristic weighting factors to determine the overall saliency.
In particular, sclf-salicocy included color saturation, bright-
ness and size while relative satiency included color contrast
(defined by CIE distance) and size contrast between the
concerned region and the surrounding region that is ranked
highest among neighbors by size, extent and contrast in
successive order.

In summary, almost all of these reported methods have
been developed for targeted types of images: video-
conferencing or TV news broadcasting images, where the
main subject is a talking person against a relatively simple
slalic background (Osberg, Mariehal); museum images,
where there is a prominent main subject centered in the
image against large area of relatively clean background
(Huang); and toy-world images, where the main subject are
a few distinctively colored and shaped objects (Milanese,
Sycda). 'l'hese methods were either not designed for uncon-
strained photographic images, or even if designed with
generic principles were only demonstrated for their etfec—
tivenes on rather simple images. The criteria and reasoning
processes used were somewhat inadequate for less eon-
strained images, such as photographic images.

SUMMARY OF THE INVENTION

It is an object of this invention to provide a method for
detecting the location of main subjects within a digitally
captured image and thereby overcoming one or more prob-
lems set forth above.

It is also an object of this invention to provide a measure
of belief for the location of main subjects within a digitally
captured image and thereby capturing the intrinsic degree of
uncertainty in determining the relative importance of differ-
ent subjects in an image. The output of the algorithm is in the
form of a list of segmented regions ranked in a descending
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order of their likelihood as potential main subjects for a
generic or specific application. Funhermore, this list can be
converted into a map in which the brightness of a region is
proportional to the main subject belief of the region.

It is also an object of this invention to use ground truth
data. Ground truth, defined as human outlined main subjects,
is used to feature selection and training the reasoning engine.

It is also an object of this invention to provide a method
of finding main subjects in an image in an automatic manner.

It is also an object of this invention to provide a method
of finding main subjects in an image with no constraints or
assumptions on scene contents.

It is further an object of the invention to use the main
subject location and main subject belief to obtain estimates
of the scene characteristics.

The present invention comprises the steps of:
a) receiving a digital image;
b) extracting regions of arbitrary shape and size defined

by actual objects from the digital image;
e) grouping the regions into larger segments correspond-

ing to physically coherent objects;
d) extracting for each of the regions at least one structural

saliency feature and at least one semantic saliency
feature; and,

e) integrating saliency features using a probabilistic rea-
soning engine into an estimate of a belief that each
region is the main subject.

The above and other objects of the present invention will
become more apparent when taken in conjunction with the
following description and drawings wherein identical refer—
ence numerals have been used, where possible, to designate
identical elements that are common to the figures.

ADVANTAGEOUS EFFECT OF THE
INVENTION

The present invention has the following advantages of:
a robust image segmentation method capable of identify-

ing object regions of arbitrary shapes and sizes, based
on physics-motivated adaptive Bayesian clustering and
non-purposive grouping;

emphasis on perceptual grouping capable of organizing
regions corresponding to ditferent parts of physically
coherent subjects;

utilization of a non-binary representation of the ground
truth, which capture the inherent uncertainty in deter-
mining the belief of main subject, to guide the design
of the system;

a rigorous, systematic statistical training mechanism to
determine the relative importance of ditferent features
through ground truth collection and contingency table
building;

extensive, robust feature extraction and evidence collec-
tion;

combination of structural saliency and semantic saliency,
the latter facilitated by explicit identification of key
foreground- and background- subject matters;

combination of self and relative saliency measures for
structural saliency features; and,

a robust Bayes net-based probabilistic inference engine
suitable for integrating incomplete information.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a perspective view of a computer system for
implementing the present invention;
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FIG. 2 is a block diagram illustrating a software program
of the present invention;

FIG. 3 is an illustration of the sensitivity characteristic of
a belief sensor with sigmoidal shape used in the present
invention;

FIG. 4 is an illustration of the location PDF with
unknown-orientation, FIG. 4(a) is an illustration of the PDF
in the {can of a 2D function, FIG. 4(b) is an illustration of
the PDF in the form of its projection along the width
direction. and FIG. 4(0) is an illustration of the PDF in the
form of its projection along the height direction;

HG. 5 is an illustration of the location PDF with known-

orientation, FIG. 5(a) is an illustration of the PDF in the
form ofa 2!) function, FIG. 5(1)) is an illustration ofthe PDF
in the form of its projection along the width direction, and
FIG. 5(a) is an illustration of the PDF in the form of its
projection along the height direction;

FIG. 6 is an illustration of the computation of relative
salieney for the central circular region using an extended
neighborhood as marked by the box of dotted line;

FIG. 7 is an illustration of a two level Bayes net used in
the present invention; and,

FIG. 8 is block diagram of a preferred segmentation
method.

DETAILED DESCRIPTION OF THE
INVENTION

in the following description. the present invention will be
described in the preferred embodiment as a software pro-
gram. Those skilled in the art will readily recognize that the
equivalent of such software may also be constructed inhardware.

Still further, as used herein, computer readable storage
medium may comprise, for example; magnetic storage
media such as a magnetic disk (such as a floppy disk) or
magnetic tape; optical storage media such as an Optical disc,
optical tape, or machine readable bar code; solid state
electronic storage devices such as random access memory
(RAM). or read only memory (ROM); or any other physical
device or medium employed to store a computer program.

Referring to FIG. 1, there is illustrated a computer system
10 for implementing the present invention. Although the
computer system ll] is shown for the purpose of illustrating
a preferred embodiment, the present invention is not limited
to the computer system 10 shown, but may be used on any
electronic processing system. The computer system 10
includes a microprocessor based unit 20 for receiving and
processing software programs and for performing other
processing functions. A touch screen display 30 is electri-
cally connected to the microprocessor based unit 20 for
diaplaying user related information associated with the
software, and for receiving user input via touching the
screen. Akeyboard 40 is also connected to the micropro-
cessor based unit 20 for permitting a user to input informa-
tion to the software. As an alternative to using the keyboard
40 for input, a mouse 50 may be used for moving a selector
52 on the display 30 and for selecting an item on which the
selector 52 overlays, as is well known in the art.

A compact disk-read only memory (CD-ROM) 55 is
connected to the microprocessor based unit 20 for receiving
software programs and for providing a means of inputting
the software programs and other information to the micro-
processor based unit 20 via a compact disk 57, which
typically includes a software program. In addition, a floppy
disk 61 may also include a software program, and is inserted
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into the microprocessor based unit 20 [or inputting the
software program. Still further, the microprocessor based
unit 20 may be programmed, as is well know in the art, for
storing the software program internally. A printer 56 is
connected to the microprocessor based unit 20 for printing
a hardeopy of the output of the computer system 10.

images may also be displayed on the display 30 via a
personal computer card (l’C card) 62 or, as it was formerly
know, a personal computer memory card international
association card (PCMCIA card) which contains digitized
images electronically embodied the card 62. The PC card 62
is ultimately inserted into the microprocessor based unit 20
for permitting visual display of the image on the display 30.

Referring to FIG. 2, there is shown a block diagram of an
overview of the present invention. First, an input image of
a natural scene is acquired and stored St) in a digital form.
Then, the image is segmented 82 into a few regions of
homogeneous properties. Next, the region segments are
grouped into larger regions based on similarity measures S4
through non-purposive perceptual grouping, and further
grouped into larger regions corresponding to perceptually
coherent objects Sfi through purposive grouping (purposive
grouping concerns specific objects). The regions are evalu-
ated for their saliency 58 using two independent yet comple-
mentary types of saliency features—structural saliency fea-
tures and semantic saliency features. The structural salieney
features, including a set of low-level early vision features
and a set of geometric features, are extracted 88a, which are
further processed to generate a set of self-saliency features
and a set of relative salieney features. Semantic saliency
features in the forms ofkey subject matters, which are likely
to be part of either foreground (for example, people) or
background (for example, sky. grass), are detected 38b to
provide semantic ones as well as scene context cues. The
evidences of both types are integrated 810 using a reasoning
engine based on a Bayes net to yield the final belief map of
the main subject $12.

To the end of semantic interpretation of images, a single
criterion is clearly insufficient. The human brain, furnished
with its a priori knowledge and enormous memory of real
world subjects and scenarios, combines different subjective
criteria in order to give an assessment of the interesting or
primary subjeet(s) in a scene The following extensive list of
features are believed to have influences on the human brain
in performing such a somewhat intangible task as main
subject detection: location, size, brightness, colorfulness,
texturefulnem, key subject matter, shape, symmetry, spatial
rcta tiooship (surroundednesst'occinsion), hordemess, indoor]
outdoor, orientation. depth (when applicable), and motion
(when applicable [or video sequence).

In the present invention, the low-level early vision fea-
turts include color, brightness, and texture. The geometric
features include location (centrality), Spatial relationship
(bortlerness, adjacency, surroundedness, and occlusion).
size, shape, and symmetry. The semantic features include
flesh, face, sky, grass, and other green vegetation. Those
skilled in the art can define more features without departing
from the scope of the present invention.
52: Region Segmentation

The adaptive Bayesian color segmentation algorithm
(Luo et al., “Towards physics-based segmentation of pho—
tographic color images,” Proceedings of the IEEE Interna—
tional Conference on Image Processing, 1997) is used to
generate a tractable number of physically coherent regions
of arbitrary shape. Although this segmentation method is
preferred, it will be appreciated that a person of ordinary
skill in the art can use a different segmentation method to
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obtain object regions of arbitrary shape without departing
from the scope of the present invention. Segmentation of
arbitrarily shaped regions provides the advantages of: (1)
accurate measure of the size, shape, location of and spatial
relationship among objects; (2) accurate measure of the
color and texture of objects; and (3) accurate classification
of key subject matters.

Referring to FIG. 8, there is shown a block diagram of the
preferred segmentation algorithm. First, an initial segmen-
ration of the image into regions is obtained $50. A color
histogramot' the image is computed and than partitioned into
a plurality of clusters that correspond to distinctive, promi-
nent colors in the image. Each pixel of the image is clamified
to the closest cluster in the color space according to a
preferred physics-based color distance metric with respect to
the mean values of the color clusters (Luo et at, “Towards
physics-based segmentation of photographic color images,”
Proceedings of the IEEE International Conference on Image
Processing, 1997). This classification process results in an
initial segmentation of the image. A neighborhood window
is placed at each pixel in order to determine what neighbor-
hood pixels are used to compute the local color histogram
for this pixel. The window size is initially set at the size of
the entire image 852, so that the local color histogram is the
same as the one for the entire image and does not need to be
recompuled. Next, an iterative procedure is performed
between two alternating processes: re-computing SS4 the
local mean values of each color class based on the current
segmentation, and re-classifying the pixels according to the
updated local mean values of color classes SS6. This itera—
tive procedure is performed until a convergence is reached
S60. During this iterative procedure, the strength of the
spatial constraints can be adjusted in a gradual manner $58
(for example, the value of i}, which indicates the strength of
the spatial constraints, is increased linearly with each
iteration). After the convergence is reached for a particular
window size, the window used to estimate the local mean
values for color classes is reduced by half in size 862. The
iterative procedure is repeated for the reduced window size
to allow more accurate estimation of the local mean values
for color classes. This mechanism introduces spatial adap-
tivity into the segmentation process. Finally, segmentation
of the image is obtained when the iterative procedure
reaches convergence for the minimum window size 864.
S4 & 56: Perceptual Grouping

The segmented regions may be grouped into larger seg—
ments that consist of regions that belong to the same object.
Perceptual grouping can be non-purposive and purposive.
Referring to FIG. 2, non-purposive perceptual grouping S4
can eliminate over-segmentation due to large illumination
diiferences, for example, a table or wall with remarkable
illumination fallofi over a distance. Purposive perceptual
grouping $6 is generally based on smooth, noncoincidental
connection ofjoints between parts of the same object, and in
certain cases models of typical objects (for example, a
person has head, torso and limbs).

Perceptual grouping facilitates the recognition of high-
level vision features. Without proper perceptual grouping, it
is difficult to perform object recognition and proper assess—
ment of such properties as size and shape. Perceptual
grouping includes: merging small regions into large regions
based on similarity in properties and compactness of the
would-be merged region (non-purposive grouping); and
grouping parts that belong to the same object based on
commonly shared background, compactness of the would-be
merged region, smoothness in contour connection between
regions, and model of specific object (purposive grouping).
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SS: Feature Extraction

For each region, an extensive set of features, which are
shown to contribute to visual attention, are extracted and
associated evidences are then computed. The list of features
consists of three categories—~low-level vision features, geo—
metric features, and semantic features. For each feature,
either or both of a self-saliency feature and a relative
saliency feature are computed. The self-saliency is used to
capture subjects that stand out by themselves (for example,
in {‘Dlfll‘, tenure, location and the like). while the relative
saliency is used to capttue subjects that are in high contrast
to their surrounding (for example, shape). Furthermore, raw
measurements of features, self-salient or relatively salient,
are converted into evidences, whose values are normalized
to be within [0, 1.0], by belief sensor functions with appro—
priate nonlinearity characteristics. Referring to FIG. 3, there
is shown a sigmoid-shaped belief sensor function used in the
present invention. A raw feature measurement that has a
value between a minimum value and a maximum value is
mapped to a belief value within [0, 1]. A Gaussian-shaped
belief sensor frmction (not shown) is also used for some
features, as will be described hereinbelow.

Structural Saliency Features
Stnrctural saliency features include individually or in

combination self saliency features and relative saliency
features.

Referring to FIG. 6, an extended neighborhood is used to
compute relative saliency features. First, a minimum bound-
ing rectangle (MBR) 14 of a region ofconcern 10 (shown by
the central circular region) is determined. Next, this MBR is
extended in all four directions (stopping at the image borders
wherever applicable) of the region using an appropriate
factor (for example, 2). All regions intersecting this
stretched MBR 12, which is indicated by the dotted lines, are
considered neighbors of the region. This extended neigh—
borhood ensures adequate context as well natural scalability
for computing the relative saliency features.

The following structural saliency features are computed:

contrast in hue (a relative saliency feature)
In terms of color, the contrast in hue between an object

and its surrounding is a good indication of the saliency in
color.

tIMe-hwmmrll (1)canmutmb, =
’MW2nflgwhaod

where the neighborhood refers to the context previously
defined and henceforth.

colorfulness (a self-saliency feature) and contrast in col-
orfulness (a relative saliency feature)

In terms of colorfulness, the contrast between a colorful
object and a dull surrounding is almost as good an indicator
as the contrast between a dull object and a colorful sur-
rounding. Therefore, the contrast in colorfulness should
always be positive. In general, it is advantageous to treat a
self saliency and the corresponding relative saliency as
separate features rather than combining them using certain
heuristics. The influence of each feature will be determined

separately by the training process, which will be described
later.

colnrfillneasaeahtration (1)
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(3)Ilsnmmrion —samratian,...mmuii
mammogram = samradommm,

brightness {a self-sniicncy feature) and contrast in bright-
ness (3 relative snlicncy fonmre)

in terms of brightness, the contrast between a bright
object and a dark surrounding is almost as good as the
contrast between a dark object and a bright surrounding. In
particular, the main subject tends to be lit up in flash scenes.

hriglitnwinluminancc (4)

llzn‘gnmras —- bdrhmnnmwl i5)
brighmrssw
 

mimic-ailing: =

texturcfrdness (a self-saliency feature) and contrast in
texturcluiness (a relative saliency feature)

In toms of lexturcfuincss, in general, a large uniform
region with very little texture tends to be the background. Go
the other hand, the contrast between a highly textured object
and a nontextured or less textured surrounding is a good
indication of main subjects The same holds for a non-
texturcd or less textured object and a. highly textured sur-
rounding.

texturefuhmutexhue_encrgy (6)

lrmurefulnm — renurgfulnersmmm (7) camasrnmfi =
' ”'5 rcxmrefulnessxmwm

locauon (a sclI—saliency feature)
In terms of location. the main subject tends to be located

near the center instead of the peripheral of the image, though
not necessarily right in the center of the image. In fact.
professional photographers tend to position the main subject
at the horizontal gold panilion positions.

The centroid of a region alone is usually not sufficient to
indicate Ihc location of the region without any indication of
its size and shape. A centrality measure is defined by
computing the integral of a probability density function
(PDF) over the area of a given region. The PDF is derived
from a set of training images, in which the main subject
regions are manually outlined, by summing up the ground
truth maps over the entire training set. In other words, the
PDF represents the distribution of main subjects in terms of
location. A more important advantage of this centrality
measure is that every pixel of a given region, not just the
centroid, contributes to the centrality measure of the region
to a varying degree depending on its location.

1 8
czmraliry = — ( )N" Z PDFumJat-urx. y)WE"

where (x, ) denotes a pixel in the region R, NR is the number
of pixels in region R, and PDI-‘Mwmm, denotes a 2i)
probability density function (PUP) of main subject location.
If the orientation is unknown, the PDF is symmetric about
the center of the image in both vertical and horizontal
directions, which results in an orientation-independent cen-
trality measure. Art orientation~unaWare PDF is shown in
FIG. 4(a) and the projection in the width and height direc-
tions are also shown in FIG. 4(b} and FIG. 4(c). respectively.
If the orientation is known, the PDF is symmetric about the
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center of the image in the horizontal direction but not in the
vertical direction, which results in an orientation-aware
centrality measure. An orientation-aware I'DF is shown in
FIG. 5(a) and the projection in the horizontal and vertical
directions are also shown in FIG. 5(b) and FIG. 5(0),
respectively.

size (a sclf-salicncy feature)
Main subjects should have considerable but reasonable

sizes. however, in most cases, very large regions or regions
that span at least one spatial direction (for example, the
horizontal direction) are most likely to be background
regions, such as sky, grass, wall, snow, or water. In general,
both very small and very large regions should be discounted.

0 if :>.r4
5—52
53—52

(9)

1-
 

ifs>53and5<s4

size: 1 ifs>52ands<s3
3—5]
52—5]
0 ifs<JI

 
ifs>sl ands-<52

where 51, 52, s3, and 54 are predefined threshold
(sl<sZ<sS<sd).

In practice, the size of a region is measured as a fraction
of the entire image size to achieve invariance to seating.

n: 'm - 10
size: . 8' rub ( )Wepixzk

 

In this invention, the region size is classified into one of
three bins, labeled “small," “medium” and “large” using two
thresholds s2 and 53, where 5263.

shape (a sclf—saliency feature) and contrast in shape (a
relative aaliency feature)

In general, objects that have distinctive geometry and
smooth contour tend to be man-made and thus have high
likelihood to be main subjects. For example, square, round,
elliptic, or triangle shaped objects. In some cases, the
contrast in shape indicates conspicuity (for example, a child
among a pool of bubble balls).

The shape features are divided into two categories, self
salient and relatively salient. ScIE salient features character-
ize the shape properties of the regions themselves and
relatively salient features characterize Ilie shape properties
of the regions in comparison to those oi neighboring regions.

The aspect ratio of a region is the major aidsiminor axis
of the region. A Gaussian belief function maps the aspect
ratio to a belief value. This feature detector is used to
discount long narrow shapes from being part of the main
subject.

Three different measures are used to characterize the
convexity of a region: (1) perimeter-based—pcrimeter of the
convex hull divided by the perimeter of region; (2) area-
bascdwarca ofregion divided by the area of the convex hull;
and (3) hypermnveicity—thc ratio of the perimeter—based
convexity and area-based convexity. In general, an object of
complicated shape has a hyperoonvexity greater than 1.0.
The three convexity Features measure the compactness of the
region. sigmoid belief functions are used to map the non-
vexity measures to beliefs.

The reclangularity is the area of the MBR of a region
divided by the area of the region. A sigmoid belief function
maps the rectangularin to a belief value. The circularity is
the square of the perimeter of the region divided by the area
of regionAsigmoid belief function maps the circularity toa belief value.
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Relative shape-saliency features include relative
rectangularity, relative circularity and relative convexity. In
particular, each of these relative shape features is defined as
the average difference between the corresponding self
salient shape feature of the region and those of the neigh-
borhood regions, respectively. Finally, a Gaussian function
is used to map the relative measures to beliefs.

symmetry (a self—saliency feature)
Objects of striking symmetry, natural or artificial, are also

likely to be of great interest. Local symmetry can be
computed using the method described by V. D. Gesu, et al.,
“Local operators to detect regions of interest,” Pattern
Recognition Letters, vol. 18, pp. 1077—1081, 1997.

spatial relationship (a relative saliency feature)
In general, main subjects tend to be in the foreground.

Consequently, main subjects tend to share boundaries with
a lot of background regions (background clutter), or be
enclosed by large background regions such as sky, gras,
snow, wall and water, or occlude other regions. These
characteristics in terms of spatial relationship may reveal the
region of attention. Adjacency, surroundcdness and occlu—
sion are the main features in terms of spatial relationship. In
many cases, occlusion can be inferred from T-junctions (L.
R. Williams, “Perceptual organization of occluding
contours,” in Proc. IEEE Int. Conf Computer tuition, 1990)
and fragments can be grouped based on the principle of
perceptual occlusion (J. August, at 3]., “Fragment grouping
via the principle of perceptual occlusion," in Pine. lEEEInt.
ConfPattern Recognition, 1996).

In particular, a region that is nearly completely sur-
rounded by a single other region is more likely to be the
main subject. Surroundedness is measured as the maximum
fiaction of the region’s perimeter that is shared with any one
neighboring region. A region that is totally surrounded by a
single other region has the highest possible surroundednessvalue of 1.0.

length_of"common_bmdcr (ll)surrounderheu = _ .mgmr‘ perm-Inter
max

miern

borderness (a self-saliency feature)
Many background regions tend to contact one or more of

the image borders. In other words, a region that has signifi-
cant amount of its nuclear on the image. borders tends to
belong, to the background. The percentage of the contour
points on the image borders and the number of image
borders shared (at most four) can be good indications of the
background.

In the case where the orientation is unknown, one borde-
mess feature places each region in one of six categories
determined by the number and configuration of image
borders the region is “in contact" with. A region is “in
contact" with a border when at least one pixel in the region
falls within a fixed distance of the border of the image.
Distance is expressed as a fraction of the shorter dimension
of the image. The six categories for bordemessma are
defined in Table 1.

TABLE 1 

Ciatcgorinr for onicnlntion-indcfi ml: at horde mus a.

Category The region is in contact with , . . 

0 none of the image borders
1 exactly one of the image borders
2 exactly two of the image borders, adjacent to one another
3 enctly two of the image borders, opposite to one another

Page 163 of 263

10

15

45

50

55

60

65

12

TABLE l-coutinued 

Categories For erientntion-indeggndr: nt bordernesn it.

Category The region is in contact with . . . 

4 exactly three of the image borders
5 exactly [our (all) of the image borders 

Knowing the pmpur orientation of the image allows us torefine the borderness feature to account for the fact that
regions in contact with the top border are much more likely
to be background than regions in contact with the bottom.
This feature places each region in one of 12 categories
delcnnincd by the number and configuration of image
borders the region is "in contact” with, using the definition
of “in contact with” from above. The four borders of the
image are labeled as “Top". ”Bottom”, “Left”, and "Right"
according to their position when the image is oriented with
objects in the scene standing upright. In this case, the [Waive
categories for bordcmcsrs_h are defined in Table 2., which
lists each possible combination of borders a region may be
in contact with, and gives the category assignment for thatcombination.

TABLE 2 

Clrtngorins for oficnlation-dggendcnt border-nus n.

 

The region is in contact with . . . Category

Top Bottom left Right Category
N N N N 0
N Y N N 1
Y N N N 2
N N Y N 3
N N N Y 3
N Y Y N 4
N Y N Y 4
Y N N N 5
Y N N N 5
Y Y N N 6
N N Y Y 7
N Y Y Y 8
Y Y Y N 9
Y Y N Y 9
Y N Y Y 10
Y Y Y Y 11 

Regions that include a large fraction of the image border
are also likely to he background regions. This feature
indicates what haction of the image borderis in contact with
the given region.

perime'fl‘r_ pin-h_itLrnis_ vegion
2 a (budge—beith imag:_wr'dtili I}

2
bardemenr_b = (1 )

When a large fraction of the region perimeter is on the
image border, a region is also likely to be bankground. Such
a ratio is unlikely to exceed 05, so a value in the range [0.1]
is obtained by sealing the ratio by a factor of 2 and saturating
the ratio at the value of 1.0.

bardemess_c = (13)
mid l , 2tnum_regionr perimeter,pixeLrioLborder)

region_perimeter

Again, note that instead of a composite borderness mea-
sure based on heuristics, all the above three bordemess
measures are separately trained and used in the main subject
detection.
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Semantic Saliency Features
flesh/face/people (foreground, self saliency features)
A majority ofphotographic images have people and about

the same number of images have sizable faces in them. In
conjunction with certain shape analysis and pattern analysis,
some detected flesh regions can be identified as faces.
Subscqucntiy, using models of human figures. flesh dolor»
tion and fires a detection can lead to clothing detection and
eventually people detection.

The current flesh detection algorithm utilizes color image
segmentation and it pro-determined llcsh distribution in a
chrominance space (Lee, “Color image quantization based
on physics and psychopbysics," Journal of Society of Pho-
tographic Science and Technology of Japan, Vol. 59. No. 1,
pp. 212—225, 1996). The flesh region classification is based
on Maximum Likelihood Estimation (MLE) according to the
average color of a segmented region. The conditional prob—
abilities are mapped to a belief value via a sigmoid belieffunction.

Aprimitive face detection algorithm is used in the present
invention. It combines the flesh map output by the flesh
detection algorithm with other face heuristirs to output a
belief in the location of faces in an image. Each region in an
image that is identified as a flesh region is fitted with an
eliipsc. The major and minor axes ot‘ the ellipse are calcu—
lated as also the number of pixels in the region outside the
ellipse and the number of pixels in the ellipse not part of the
region. The aspect ratio is computed as a ratio of the major
axis to the minor axis. The belief for the face is a function
of the aspect ratio of the fitted ellipse, the area of the region
outside the ellipse, and the area of the ellipse not part of the
region. A Gaussian belief sensor function is used to scale the
raw ftmction outputs to beliefs.

It will be appreciated that a person ofordinary skill in the
art can use a different face detection method without depart-
ing from the present invention.

key background subject matters (sell salieney features)
There are a number of objects that frequently appear in

photographic images, such as sky, cloud, grass, tree, foliage,
vegetation, water body (river, lake, pond), wood, metal, and
the like. Most of them have high likelihood to be back-
ground objects. Therefore, such objects can be ruled out
while they also serve as precursors for main subjects as well
as scene types.

Among these background subject matters, sky and grass
(may include other green vegetation) are detected with
relatively high confidence due to the amount of constancy in
terms of their color, texture, spatial extent, and spatial
location.

Prohab ilistic Reasoning
All the saliency features are integrated by a Bayes net to

yield the likelihood of main subjects. On one hand, diflerent
evidences may compete with or contradict each other. On the
other hand, diiferent evidences may mutually reinforce each
other according to prior models or knowledge of typical
photographic scenes. Both competition and reinforcement
are resolved by the Bayes net-based inference engine.

A Bayes net (J. Pearl, Probabilistic Reasoning in Intelli-
gent systems, San Francisco, Calif; Morgan Kaufmann,
1988) is a directed acyclic graph that represents causality
relationships between various entities in the graph. The
direction of links represents causality. It is an evaluation
means knowing joint Probability Distribution Function
(PDF) among various entities. Its advantages include
explicit uncertainty characterization, fast and eflicient
computation, quick training, high adaptivity and ease of
building, and representing contextual knowledge in human
reasoning framework. A Bayes net consists of four compo-nents:
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1. Priors: The initial beliefs about various nodes in the Bayes
net

2. Conditional Probability Matrices (CPMs): the statistical
relationship between two connected nodes in the Bayesnet

3. Evidences: Observations from feature detectors that are
input to the Bayes net

4. Posteriors‘. The filial computed beliefs after the evidences
have been propagated through the Bayes net.
Referring to FIG. 7, a two-level Bayesian not. is used in

the present invention that assumes conditional independence
between various feature detectors. The main subject is
determined at the root node 20 and all the feature detectors
are at the leaf nodes 12. There is one Bayes not active for
each region (identified by the segmentation algorithm) in the
image. The root node gives the posterior belief in that region
being part of the main subject. It is to be understood that the
present invention can be used With a Bayes net that has more
than two teveis without departing from the scope of the
present invention.

Training Bayes Nets
One advantage of Bayes nets is each link is assumed to be

independent of links at the same level. Therefore, it is
convenient for training the entire net by training each link
separately, i.e., deriving the CPM for a given link indepen-
dent of others. In general, two methods are used for obtain-
ing CPM for each root—feature node pair:
1. Using Expert Knowledge

This is an ad-hoc method. An expert is consulted to obtain
the conditional probabilities of each feature detector observ-
ing the main subject given the main subject.
2. Using Contingency Tables

This is a sampling and correlation method. Multiple
observations of each feature detector are recorded along
with information about the main subject. These observations
are then compiled together to create contingency tables
which, when centralized, can then be used as the CPM. This
method is similar to neural network type of training
(teaming). This method is preferred in the present invention.

Consider the CPM for centrality as an example. This
matrix was generated using contingency tables derived from
the ground tnith and the feature detector. Since the feature
detector in general does not supply a binary decision
(referring to Table 3), fractional frequency count is used in
deriving the CPM. The entries in the CPM are determined by

( 14)

CPM = [[2 Z mFIT,]P Tis! ER,-  
Fr = [fa’ l"...f[,],

Tr=ltiitimlil

P=diuglpjl.

,,,. =[z 2M]is: (ER,-

where I is the set of all training images, R,- is the set of all
regions in image i, n, is the number of observations
(observers) for image i. Moreover, F, represents an M-label
feature Vector for region r, Tr represents an L-level ground-
truth vector, and P denotes an LxL diagonal matrix of
normalization constant factors. For example, in Table 3,
regions 1, 4, 5 and 7 contribute to boxes 00, 11, 10 and 01
in Table 4, respectively. Note that all the belief values have
been normalized by the proper belief sensors. As an intuitive
interpretation of the first column of the CPM for centrality,
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a “central” region is about twice as likely to be the main
subject than not a main subject.

TABLE 3 

An multiple of training the CI’M.
Feature Deteclor
 

 

 

 

Region Number Ground Truth Output Contribution
1 0 0.017 00
2 0 0.211 00
3 O 0.011 00
4 [1.933 (1.953 11
5 0 0.673 10
6 1 (1.891 11
7 0.93 0.072 01
8 1 0.091 01

TABLE 4

The tra ill-Cd CFM.

Feature = 1 feature = [1

Main subject = 1 0.35 (11) 0.65 (01)
Main subject = D 0.17 (10) 0.83 (00) 

The output of the algorithm is in the form of a list of
segmented regions ranked in a descending order or their
iikclihood as potential main subjects for a generic or specific
application. Furthermore, this list can be converted into a
map in which the brightness of a region is proportional to the
main subject belief of the region. This “beliet” map is more
than a binary map that only indicates location of the deter-
mined main subject. The associated likelihood is also
atlached to each region so that the regions with large
brightness values correspond to regions with high confi-
dence or belief being part of the main subject. This reflects
the inherent uncertainty for humans to perform such a task.
However, a binary decision, when desired, can be readily
obtained by applying an appropriate Ihrcshold to the belief
map. Moreover. the betief information may be very useful
for downstream applications. For example, different weight-
ing factors can be assigned to different regions in determin-
ing bit allocation for image coding.

What is claimed is:
l. Amethod for detecting a main subject in an image, the

method comprising the steps of:
a) receiving a digital image;
b) extracting regions of arbitrary shape and size defined

by actual objects from the digital image;
c) extracting for each of the regions at least one structural

saliency feature and at least one semantic saliency
feature; and,

d) integrating the structural saliency feature and the
semantic feature using a probabilistic reasoning engine
into an estimate of a belief that each region is the main
subject.

2. The method as in claim 1, wherein step (b) includes
using a color distance metric defined in a color space, a
spatial homogeneity constraint, and a mechanism for per-
mitting spatial adaptivity.

3. The method as in claim 1, wherein the structural
saliency feature of step (c) includes at least one of a
low-level vision feature and a geometric feature.

4. The method as in claim 1, wherein step (c) includes
using either individually or in combination a color, bright-
ness and/or texture as a low-level vision feature; a location,
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size, shape, convexity, aspect ratio, symmetry, borderness,
surroundedness and/or occlusion as a geometric feature; and
a flesh, face, sky, grass and/or other green vegetation as the
semantic saliency feature.

5. The method as in claim 1, wherein step (d) includes
using a collection of human opinions to train the reasoning
engine to recognize the relative importance of the saliencyfeatures.

6. The method as in claim 1. wherein step (c) includes
using either individually or in combination a self-saliency
feature and a relative saliency feature as the structural
saliency feature.

7. The method as in claim 6, wherein step (c) includes
using an extended neighborhood window to compute a
plurality of the relative saliency features, wherein the
extended neighborhood window is determined by the steps
of:

(c1) finding a minimum bounding rectangle of a region;
(c2) stretching the minimum bounding rectangle in all

four directions proportionally; and
(c3) defining all regions intersecting the stretched mini-

mum bounding rectangle a5 neighbors of the region.
8. The method as in claim 4, wherein step (c) includes

using a centrality as the location feature, wherein the cen-
trality feature is computed by the steps of:

(Cl) determining a probability density ftmctioo of main
subject locations using a collection of training data;

(c2) computing an integral of the probability density
function over an area of a region; and,

(c3) obtaining a value of the centrality feature by nor-
malizing the integral by the area of the region.

9. The method as in claim 4, wherein step (c) includes
using a hyperconvexity as the convexity feature, wherein the
hyperconvexity feature is computed as a ratio of a perimeter-
based convexity measure and an area-based convexity mea-sure.

10. The method as in claim 4, wherein step (c) includes
computing a maximum fraction of a region perimeter shared
with a neigiboring region as the surroundedness feature.

11. The method as in claim 4, wherein step (c) includes
using an orientation-unaware borderness feature as the bor-
demess feature, wherein the orientation-unaware borderness
feature is categorized by the number and configuration of
image borders a region is in contact with, and all image
borders are treated equally.

12. The method as in claim 4, wherein step (c) includes
using an orientation-aware bordemess feature as the border-
ness feature, wherein the orientation-aware borderness fea-
ture is categorized by the number and configuration of image
borders a region is in contact with, and each image border
is treated diflerently.

13. The method as in claim 4, wherein step (c) includes
using the borderness feature that is determined by what
fraction of an image border is in contact with a region.

14. The method as in claim 4, wherein step (c) includes
using the bordemess feature that is determined by what
fraction of a region border is in contact with an image
border.

15. The method as in claim 1, wherein step (d) includes
using a Bayes net as the reasoning engine.

16. The method as in claim 1, wherein step (d) includes
using a conditional probability matrix that is determined by
using fractional frequency counting according to a collection
of training data.

17. The method as in claim 1, wherein step (d) includes
using a belief sensor function to convert a measurement of
a feature into evidence, which is an input to a Bayes net.
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18. The method as in claim 1, wherein step (d) includes
outputting a belief map, which indicates a location of and a
belief in the main subject.

l9.Amethod for detecting a main subject in an image, the
method comprising the steps of:

a) receiving a digital image;
b) extracting regions of arbitrary shape and size defined

by actual objects from the digital image;
c) grouping the regions into larger segments correspond-

ing to physically coherent objects;
d) extracting for each of the regions at least one structural

satiency feature and at least one semantic saliency
feature; and,

e) integrating the structural saliency feature and the
semantic feature using a probabilistic reasoning engine
into an estimate of a belief that each region is the main
subject.

29. The method as in Claim 19, wherein step (b) includes
using a color distance metric defined in a color space, a
spatial homogeneity constraint, and a mechanism for per-
mitting spatial adaptivity.

21. The method as in claim 19, wherein step (c) includes
using either individually or in combination non-purposive
grouping and purposive grouping.

22. The method as in claim 19, wherein step (6) includes
using either individually or in combination at least one
low-level vision feature and at least one geometric feature as
the structural saliency feature.

23. The method as in claim 19, wherein step (d) includes
using either individually or in combination a color, bright-
ness and/or texture as a low-level vision feature; a location,
size, shape, convexity, aspect ratio, symmetry, borderness,
surroundedness and/or occlusion as a geometric feature; and
a flesh, face, sky, grass and/or other green vegetation as the
semantic salicncy feature.

24. The method as in claim 1.9, wherein step (e) includes
toting a collection of human opinions to train the reasoning
engine to recognize the relative importance of the saliency
features.

25. The method as in claim 19, wherein step (cl) includes
using either individually or in combination a selfnsalieney
feature and a relative saliency feature as the structural
saliency feature.

26. The method as in claim 25, wherein step (d) includes
using an extended neighborhcod window to compute a
plurality of the relative salicncy features, wherein the
extended neighborhood window is determined by the steps
of:

(c1) finding a minimum bounding rectangle of a region;
(c2) stretching the minimum bounding rectangle in all

four directions proportionally; and,
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(c3) defining all regions intersecting the stretched mini-
mum bounding rectangle as neighbors of the region.

27. The method as in claim 23, wherein step (d) includes
using a centrality as the location feature, wherein the cen-
trality feature is computed by the steps of:

(cl) determining a probability density function of main
subject locations using a collection of training data;

(c2) computing an integral of the probability density
function over an area of a region; and,

(c3) obtaining a value of the centrality feature by nor—
malizing the integral by the area of the region.

28. The method as in claim 23, wherein step (d) includes
using a hyperwnvexity as the convexity feature, wherein the
hypersonvexity feature is computed as a ratio of a perimeter-
based convexity measure and an area-based convexity mea-sure.

29. The method as in claim 23, wherein step (d) includes
computing a maximum fraction of a region perimeter shared
with a neighboring region as the sunountledness feature.

30. The method as in claim 23, wherein step (6) includes
using. an orientation-unaware borderness feature as the bor-
derncss feature, wherein the orientation-unaware bordcrness
feature is categorized by the number and configuration of
image borders a region is in contact with, and all image
borders are treated equally.

31. The method as in claim 23, wherein step (d) includes
using an orientation-aware borderness feature as the border-
ness feature, wherein the orientation-aware borderness fea-
ture is catcgo rized by the number and configuration ofimage
borders a region is in contact with, and each image border
is treated differently.

32. The method as in claim 23, wherein step (d) includes
using the borderness feature that is determined by what
fraction of an image border is in contact with a region.

33. The method as in claim 23, wherein step (d) includes
using the bordernesr. feature that is determined by what
fraction of a region border is in contact with an image
border.

34. 'lhe method as in claim 19, wherein step (e) includes
using a Bayes net as the reasoning engine.

35. The method as in claim 19, wherein step (e) includes
using a conditional probability matrix that is determined by
using fractional frequency counting according to a collection
of training data.

36. The method as in claim 19, wherein step (e) includes
using a belief sensor function to convert a measurement of
a feature into evidence, which is an input to a Bayes net.

37. The method as in claim 19, wherein step (0) includes
outputting a belief map, which indicates a location of and a
belief in the main subject.

*****
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The pesent invention fie-tunes the use of the fundamental
concept of color perception and multilevel resolution to
perform scene segmentation and objed/feahue extraction in
the context of self-determining and self-calibration modes.
The technique uses only a single image. instead of multiple
images as the input to generate segmented images.
Moreover, a flexible and arbitrary scheme is incorptratcd.
radia- than a fixed scheme of segmentation analysis. The
process allows users to potion-n digital analysis using any
appropriate means fer object extraction after an image is
segmented. First, an image is reuieved. The image is then
nansfonned into at least two distinct bands. Each trans-
fonned image is the- projected into a color domain or a
mold-level resolution setting. A segmented image is then
treated fi'om all of the maimed. images. The segmented
image is analyzedto identify objects. Object identification is
achieved by matdting a segmented region against an image
library. A. featureless liln‘ary contains full shape. partial
shape and real-world images in a dual library system The
depth contours and height-abovo-ground structural compo-
nents constitute a duallibrary. Also provided is amathemati-
cal model called a Parzen window-based statistical/neural

network classifier, which forms an integral part of this
featureless dual lilrary object identification system. All
images are considmzd three-dimensional. laserradar based
3-D images represent a special use.
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METHOD FOR IDENTIFYING OBJECTS
AND FEATURES IN AN IMAGE

FIELD OF INVENTION

The present invention pertains to object and teens
identification in an image and, more particularly. to scene
segmentation and objectlieatm'e extraction by generating
unifoun regions from a single band image or a plurality
thereof using a self-detmnining. sehmalihiaflng. improved
stable structure, pseudo multispech‘al color. and multilevel
resolution processing technique, and associated matching
methods for object identification

BACKGROUND OF THE INVENTION

An imageis basically adatamatrixofmrows andn
coliunns. An element of that image matrix is calleda picmre
clunent, or a pixel. An image becomes meaningul when a
user is able to partition the image into a number of recog-
nizable regions that correspond to 1mm natural featlttCS.
such as rivus and forests. or to man-made objects. Once this
higher—level of image genualization is completed, each
distind featurefobject, being a unifa'm field, can be identi-
fied. The process by which such a unifonnfield is generated
is generally referred to as segmentation. The W by
which a segmented region is matched with a rule set or a
model is refund to as identification.

Dozens of techniques have been used by researchu's to
perform image seginentah’on. They can be grouped into
three major: categories: (1) classrintm'val based segmentms,
(2) edge-based scgmentors, and (3) region-based segmen-tors.

A given image has 0 (zero) as the minimum pixel value
and 255 as the maximum pixel value. By mapping all pixels
whose intensity values are, say, between 0 and 20 into one
catega'y, a simple titresltolding method can be used to
performs image segmentation.

An edge is generally defined as the difference between
adjacent pixels. Edge-based image segmentation is per-
fosmcd by generatingau edge map and linking the edge
pixels to form a closed contour. A review of this class of
segmentcrs can be obtained from Parag. (Remote Sensing
Review, Vol. 6, No. 1-4, 1992, pp. 95—121.)

Region-based segmentation reverses the process of edge-
based segmentation, because it starts with the interior of a
potential uniform field rather than with its outer boundary.
The process generally begins with two adjacent pixels and
one or more rules used to decide whether merging of these
two candidates should occur. One ofthe examples ofthis
class of segmentors can be found in Tenorio using aMarkov
modem field approach. (Remote Sensing Review, Vol. 6,
No. 1—4, 1992. pp. 141—153.)

All conventional segmentors share the following funda—mental features:

1) the segmentation process is generally perfumed on a
single band image; -

2) the segmentation process follows well-defined math-
ematical decision rules;

3) except for simple thresholding, all segmentors are 50
computationally expensive and/or intensive; and

4) none ofthe conventional techniques is self-determining
or self-mlitxating.

If segmentation is defined as the process of generating
distinct unifonnfields from a scene, a human visual system
that is based on color perception should also be considered
a segmenter. In conhast to mathematics-based segmentation
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schemes, color-based segmentation relies on the use of three
specnally-dsnved images. These multiple images are, in
most cases, generated from a physical device called a
multispsctrat sensor. The advantage of this method over
mathematical segmeutcrs is its ability to perm-m scale
segmentation with minimal or no mathematical computa-non.

For purposes of clarity throughout this discussion, it
should be understood that the concept of three specually-
derived (color) images. while representing the preferred
embodiment. is namely a subset of a more general concept:
any composite having component ranges which may be
transformed into two or more respective component parts
and then projected into a common space.

Color-based segmentors require input of three sperarally
distinct bands or colors. A true color picture can be genm
ated from a scene taken by three registered bands in the
spectral regions of blue, green and red, respectively. Then.
they are combined into a composite image using tin-cc color
film-s: red, green and blue. The resultant color scene is
indeed a segmented scene because each color can representa uniform field.

The above diswssiou is related to region-based segmen-
tation. In edge-based segmentation, all of the conventional
techniques use well-defined mathematical formulae to
define an edge. After edges are exharaed, another set of
mathematical rules is used to join edges and/or eliminate
edges in ordin- to generate a closed contour to define a
uniform region. In other words, noneof the conventional
techniques uses the scene itself to define an edge even
droughin ammoglobalpointofview,an odgeis.infact,
defined by the scene itself.

Ifa'rcgion or an edge can be generated from the content
of the scene itself. it should he parsihle to integrate both
region-based and edge-based segmentation methods into a
single. integrated [recess rather than using two opposing
philosophies.

Object identification is a subsequent action after segmen-
tation to label an object using commonly-accepmd object
names, suchasariva,afcrestoranM—60tauk.Whileolziect
recognition can he achieved from a variety of approaches
(such as statistical document functions and rule-based and
modelubased matching), all of these conventional methods
require «roofing representative feamres as an intermediate
step toward the final object identification. The extracted
features can be spedaalreflectanwbaeed, imbue-based and
shapeobsscd. Statistical pattern recognition is a subset of
standard multivariable statisu'cal methods and thus dose not
require furthu discussion. A-rule-bmed recognition scheme
is a subset of conventional, artificial intelligence (AI) meth-
ods that enjoyed popularity timing the late 1980s. Shape
analysis is a subset of model-based approaches that requires
exuamion of object features fiomthe boundary contour or a
set ofdepth contours. Sophisticated features include Fourier
descriptors and moments. The efietaiveness of depth infor-
mation was compared to boundary—only based infannation,
Wang, Gormltn and. Kuhl (Rename Sensing Reviews, Vol. 6,
No. 1—4, pp. 129+). In addition, the classifier performance
between range moments and Fannie: desuiptors was con-trusted.

An object is identified when a match is found between an
observedobject and a calibration sample.Asetofcalibration
samples constitutes a (calibration) library. A conventional
object library has two distinct characteristics: 1) it is feature
based and 2) it is full-shape based. The present invention
reflects a drastically dilfo'ent approach to object identifica-
tion because it does not require feature extraction as an
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intermediate step toward recognition and it can handle
partially-occluded objects.

Feature extraction uses fewer but effective

(representative) attributes to characterise an object. While it
has the advantage of economics in ccanputing, it runs the
risk of selecting wrong features nnd using incomplete infor-
mation sets in the recognition process. A full-shape model
assumes that the object is not contaminated by noise and/or
obscured by ground cluttm'. This assumption, unfortunately,
rarely corresponds to real-would. sensing conditions.

Depth contours are used for matching three-dimensional
(3-D) objects generated from a laser radar with 3-D models
generated from wirefiwe models. In redwood conditions,
any image is a 3-D image because theintensity values of the
image constinrte the third dimension of a generalized image.
The difiercnce between a laser radar based image and a
general spectralbased image is that the formm' has a well-
deflned third dimension and the lame: does not.

It has been proven that the majority of objective discrimi-
nation comes from the boundary contour, not the depth
contour (Wang, (human and Kuhl, Rat-tore Smeingfleview,
Vol. 6, Nos. 1—4, pp. 129-?, 1992(2)). Therefore, the present
invention uses a generalized 3-D representation sdieme to
accommodate the general image. This is accomplished by
using the height above the ground (called hm‘ght library) as
an additional library to the existing depth library. The
resultant library is called a dual depth and height library.

It would be advantageous to provide a much simpler,
more efiemive and more efficient process for image
segmentation, one that achieves an integration between
region-based and edge-based segmentation methodologies
which, heretofcre, have been treated as mumally exclusive
processes.

It would also be advantageous to generate uniform
regions of an image so that objects and tantra could be
attracted therefrom.

It would also be advantageous to provide a method for
segmenting an image with minimal mathemafical computa-
tion and without requiring two or mtxe spcchally-dta'ivod
images.

It would also be advantageous to provide a flexible and
arbitrary scheme to generate colors.

It would also be advantageous to use the human phenom-
enon of color perception to perform scene segmentation on
only one spectral band.

It would be advantageous to provide an object identifi-
cation scheme that does not rely on a predetermined number
of features and fixed charactoistics of features.

It would also be advantageous to provide an object
identification sch-e to facilitate oUect matdting cithmr in
a full-shape (I partial-shape condition.

It would also be advantageous to provide an object
identification system that is both featureless and full and
partial shape based.

It would also be advantageous to provide a mathematical
model that can handle both ieatiu'eless and full/partial shapecases.

It would also be advantageous to provide a library con—
struction scheme that is adaptable to both featureless and
full/{partial shape based object recognition scenarios.

It would also be advantageous to provide a dual library
(depth andheigit) to perfonn general3-D objectrecognitiou
using any type of image.

It would also be advantageous to provide a full object
identification system that is capable of integrating the pre-
viously deseribed novel segmentation and nwel cbjed
recognition subsystems.

Page 179 of 263

10

15

35

45

55

4
SIM/[ARY OF THE INVENTION

In accordance with the present invention, tho-e is pro-
vided :1 Geographical Infomatiou System (GIS) processor
toperform scene segmentation and object/teatime exti'action.
GIS has been called a collection of computer hardware.
scfiwarc, geographical data and personnel designed to efli—
cienfly manipulate, analyze, and display all focus of geo—
graphically referenced hafmnntiou. The invention features
the use of the fundamental concept of color perception and
multi-level resolution in self-determining and self-
coiibratioe modes. The technique uses only a single image,
instead of multiple images as the input to generate seg-
mented images. Moreover, a flexible and arbitrary scheme is
incorporated, rather than a fixed sdieme of segmentation
analysis. The process allows users to perform digital analy-
sis using any approprialemeans forobject extinction afteran
image is segmented. First, an image is retrieved. The image
isthenu'ansformedintoatleasttwodistinctbands. Etch
transformed image is then projected into a color domain or
a multilevel resolution setting. A segmented image is then
created from all of the IIBIISfOlTEEd images. The segmented
image is analyzed to identify objects. Object identification is
achieved by matching a segmented region against an image
library. A frmhrrcless library contains full shape, partial
shape and real-world images in a dual library system. The
depth contours and height-aboveground strudm'al compo-
nents constitute a dual library. Also provided is amathernati-
cal model called a Pal-zen window-based statistical/hand

network classifier, which forms an integral part. of this
featureless dual library object: identification system. All
images are considu'ed three—dimensional Lasa- radar based
3-D images represent a special use.

Analogous to transforming a single image into multiple
bands fra- segmentation would be to generate multiple reso-
lutions fromone image and theuto combine such resolutions
togetherto achieve the eras-action ofunifrnrnregions. Object
Gain-action is achieved by composing the original image and
a reconstructed image based on the rednmd-resolutiou
image. The reconstruction is adtieved by doubling the pixel
element in both x and y directions. Edge attraction is
awomplished by performing a simple comparison between
the original image and the reconstructed image. This seg—
mentation scheme becomes more complex when two or
more sets ofpan-wise comparisons are made and combined
together to derive the final segmentation map. This integra-
tion scheme is based on mathematical morphology in the
context of conditional probability.

To accommodate feann'eless and fiifllpartial shape based
object identification. the present invention proposes the use
of a mixture of full-shape and partial-shape models plus
real-world images as a calibration library for matching
against the segmented real-wand images. Momma", in
accordance with the invention, the h'brary is constructed in
the image domain so that features need not be emacted and
real-world images can be added freely to the library. The
invention fin'ther provides a mathematical model for the
classifier using the Pamen window approach.

BRIEF DESCRIPTION OFTHE DRAWINGS

The file of this patent contains at least one drawing
executed in color. Copies of this patent with color drawings
will be provided by the patent and Trademark Oflice upon
request and payment of the necessary fee.

Acornpiete understanding ofthepresent invention maybe
obtainedby reference to the accompanying drawings, when
considmed in conjunction with the subsequent detailed
description, in which:
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FIG. 1 is a monochrome (rigiual image;
FIG. 2 is a bit-rcduwd and reconstituted image (of FIG.

1) without compression, based on three identical bands, in
accordance with the present invention;

FIG. 3 is a midtispectral original image;
FIG. 4 is n compressed-transfonncd version of FIG. 3

with compression in accordance with the present invention;
FIG. 5 is a compressed-traustonned, throebaud,

monochrome, reconstituted version of BIG. 3;

FIG. 6 is a block diagram depicting the mold-level
[reprocessing functions incorporated in the invention:

FIG. 7 is a set of updated images in three dimensions
(PMS);

FIGS. 8a and 8b, taken together, are a flow chart of
self-dumbing. self-calibrating, edge—pixel generation and
object exh’adion operations, in swat-dance with the present
invention;

FIG. 8c is a black diagram of the (HS processing system
of the present invention showing system architectrn'e and
library details;

FIG. 8d is an image generated by the process depicted in
the processing loop of FIG. 6;

FIG. 9 is a typical scene characterics (SC) ctn-ve;

PIGS. lite and 105 are flow charts of a prior an approach
and the appu'oach of the present invention, respech'vely, to
‘nnage and library matching techniques in accordance with
the system depicted in FIG. Be: and

FIGS. Ila and 11b depict range and hm'ght h'hl'nrles,
respectively

DESCRIPTION OF THE PREFERRED
EMBODIMENT

In conventional rquJtispeetraI images, an object emits or
radiates electromagnetic radiation when its temperature is
above 0° K. The radiation can be divided into nnma'ous

subsets according to any specified wavelength intervals. A
conventional color photograph is a composite of three broad
wavelength intervals: redfrom 0.6 to 0.7 micron: green fi-om
0.5 to 0.6 micron; and blue from 0.4 to 0.5 micron. Using
any three wavelengthregions othertban the aforementioned
redlgreenlblue combination yields a set of colors that More
significantly from the set produced by blue, green and red
spectralregions. All such deviations are called false calms.
Itfollows thntanythree bandscan geomate false colorsJ‘he
hmnan—paceived h-ue color ad is a special case.

Reducing the interval between adjacent wavelength
regions results in two images being very similar. Since any
wavelength regions can be used selectively to generate
multispectral images, generation of false-color images can
be a random process. The present invention reflects the
discovery that false color images can be generated from a
single band image. _

Referring now to the FIGS., and specifically to FIG. 6,
that: is shown a functional block diagram of the prepro-

10

15

40

45

cessing technique that is the subject of copending patent '
application Ser. No. 08/066,691, filed May 21, 1993.

The first component of the system is means for accepting
various information sources as inputto a second-generation
GB system, shown at reference normal 12. The system
accepts multiple data sources 12 for one common geographi-
cal area. The sources can be existing maps, goo-coded,
socioeconomic data such as census tracts, and various
images such as LANDSAT and SPOT satellite imagery. The
most common information sources are images and maps.
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This component 12 allows all data to conform to a common
format: a layer ofinformation is equivalent to a data matrix.

The input data 12 is applied to a data storage device, such
as asystem memory, aharddisk,oranopticaldislr,and/or
to one or more conventional display devices. both storage
and display devices being represented by refinance owners]
14. Disks and memory 14 are used for efficient storage andten-levai.

All of the appropriate image processing and remote
sensing analysis techniques can be used as preprocesscrs,
shown generally as reference mmrm‘al 16, but consisting of
alirst, second and thirdjxeprocessor 18.20and22tothe
main GIS system processor 24. which performs the above-
discussed Gris-based image analysis. Preprocessiug trans-
forms the incoming observed data into a fumat in which
objects are readily extractable. If images are properly
aligned, however, preprocessing levels 1 and 2 need not be
performed at alL

If the images are “raw", of course, pepwessing is
required. The level 1 prelxocessor 18 is used to convert
vector data to image (raster) data, to correct geometric and
spectral errors. to perform resolution matching, to zoom,
rotate and scale (so as to align the separate images with one
another). and to filter and n-ansfcam images. if necessary.

The level 2 preprocessor 20 is need for edge detection.
special purpose feature emanation. linear combination and
mold-resolution ftmctions. Image data must be premocessed
to the point that ohjeus are readily executable by the main
processor. We the majority of level 2 prqamcessing is to
he performed using the segments:- of the main system,
external system processors, not shown, can be used to
pcrfcnm similar lundions.

Amnlti—lcvel resolution analysis method is used to define
edges and then extract edge-based objects. The level 2
prepruorssor 20 provides the main processor 24 with a
binary image. Background of zero intensity value is used to
rep-esent non-edge based object, and 255 to represent
objects of strong edgeuess.

Tbedfirdlevelprepmmsnrncan he conceive-laser
“clearing house“ for all incoming data. Regions are pro-
cessedinsndrawayasto genu-ateasccnc sh-ndure. Once
all of the data sets are processed, each individual region in
any layer can connnunicate with any other region in any
layer. While many methods are available to provide this
function, the inventive system uses an objem—based segmen-
tation scheme to generate regions for each individual layer.
Each region is given a not of feature attributes which
includes spectral intensity, simishapeltextlne intonnation of
the region, and locational information ofthe centroid and the
individual pixels in the region.

The object extraction system discussed above is a seam-
less integration between raster image processing and vector
GIS processing. hemtoftrc not achieved by other research-ers.

One or more rules are used to inten-ogate the attribute
database. The main system 110 accepts any appropriate
means fu- object identification. as long as it uses the regions
generated by level 3 premocessor 108 as the basis of
information analysis.

The invention provides an environment for parallel pro-
cessinginthelevelaprqrroecssorzz anathemainproeessor
24. In the preformed embodiment, the program is written for
a parallel processor manufactured by the ’I‘rausputer
Company. but it should be understood that any appropriate
parallel hardwardsoftwam systuu can be used. Parallel
processing is not a required feature of a (its system, but it
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has been found to be a desirable feature for any information
exoaction system.

Connected to GIS processor 24 are a set of self-

determining and self-wealth-sting segmentation schemes andan image a mixture of model-based
images and real-worldsee. known as a knowledge base
orlibrsryZéandnn output ase28 bothdescfibediugrentcrdetail hueinbelow.

In operation. a single, monodrrome. original image (FIG.
1)islnputtothe Gis processor24 (FIG. 6) as data 12 or as
a level 2 preprocessed image 20, and then transformed into
two or more pseudobands using various compression meth-
ods. Such compression methods include, but are not limited
to, taking a square root or applying compression factors
from a general logarithm transfonnsfion. A false color
image, therefore. can be generated, for example. from the
following three u'snsfonns of a single image: (1) square
root; (2} log; and (3) double log.

5

10

15

8

The user is therefore able to select a simple number to
generate a new imnge. Accordingly. generation of a false
color image based on three bands becomes a simple proce-
dln'e hmed on selection of three numbers (eg. 25, 50 and
100).

Table I contains an example of compression factors.
These factors were genuatcd by a generalized log smile of
75. Each pixel value between 0 and 255 is mapped and
trunsfrnned by its apmn‘ntc compression factor (value),
so that an original image having up to 256 pixel values can
be represented as a transformed image of no more than 18
pixel values.

TABLE I 

smglelmlge'l'mnnfocmefiom
'lrnnsimnutionfincteusco kflmn‘ghgthendawn) 

0 O
73

114
146

0
73

114
146
150
182
187
215
219
219

255
255
255
255
755

0

114
146
150
1112
187
219
21.9
219
23
255
255
755
255
255

114
146
150
182
187
219
219
219
223
55.
255
255
255
755

182
137
219
219
21.9

55
fiS
35
35
255

4
77 TI 77 77

114
145
150
182
187
219
21.9
219
223
55
255
255
755
255

73
110
146
150
182
187
219
21.9
219

41
109
114
150
182
183
187'
219
219
219
955
255
255
255
255
255

41
109
114
150
182
183
187
119
21.9
219
255
255
255
255
255
255

41
110
146
150
182
183
187
219
219
129

41
110
146
150
182
183
137
219

41
1 10
146
150
182
183
219
219
219

4 36
77

1 14
146
182
183
187
219
219
219
2B
55
255
955
955
255

37
77

114
150
182
183
187
219
219
219
255
255
255
55
55
55

37
77

114
150
182
183
1.87
219
21.9
219
255
255
255
255
255
255

114
146
182
183
187
219
219
219
273
155
255
955
255
255

35
255
£5
255
255
255

255
255
255
755
255
255

255
255
255
755

255
255
fiS
255
255 

Afslse color composite image can be genm-ated using a
conventional bit mapping scheme (FIGS. Ba and 8b), such as
the one shown below.
1. Code any number ofhits from a square root transformed

hand 50 (FIG. 81:) asoue d’ the primary colors (red, green
or blue). Example: color three hits in the red hand.

2. Code any number-of bits mom a log-uansformod hand 50
as one of the two restraining primary colors. Example:
colormrcehitsinthe greenhand.

3. Code any nmnher of bits from a double-log transformed
band. as the last remaining primary colon Example: color
two hits in the blue band.

4. Combine the above three bands 52 into a composite image
54 and display it 56 on a. color monitor, not shown. (This
step is identical to the conventional color innsge geoma-
tion e.)

5. Digitally capture the displayed color composite image 53.
6. Store the digital image 58 in memory or a data storage

device (mg, a hard disk), for subsequent segmentation
and objectlfeature execution analysis.
The resultant image is shown in FIG. 2.
A distinct feature of the peanut invention is a flexible

color genmation scheme. The above-dnsm'bcd transforms
lion scheme is essentially a data compression promdLu-e.
False color generation is an tar-binary method. Thns,a
generalized data sion scheme an be devised in
accordance with the concept of the logarithm. For instance,
a compression factor of 10 can be selected as the equivalent
of taking a square-root transform. Similarly, a (Impression
factor of 100 can be selected as the equivalent oftalring a
single log transform.
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The oolorimage generation procedure difi'ers significantly
fiomconventionalprooedurcs bewnse the latter relies on the
availability of three images, each of which corresponds
precisely to a given wavelength region. In other words,
conventional color image gena'stion techniques mt have
multiple, original images. whereas the present invention
requires only one image.

Another distinct feature of the present invention is real
time segmentation horn a single band source. As previously
noted, conventional segmentation procedures are extremely
h'mr: consuming because sophisfimted scgmentors require
intensive computations in finding edges andfcr merging
regions As a significant dopamine. however, the present
invention requires no computations beyond compression to
perform image segmentation. The inventive method uses a.
color to rqarcsent eregion. That color can be generated from
themerger of three bands in the color domain using a lookup
table (Table I) procedure. ratho: than numerical computa~
tions or logic statement decisions.

Segmentation is a method for partitioning an image into
a number of uniform regions. It follows that a color repre-
sentafion of the originalwage is a segmentedimage. Two
simpleand appropriate segmentation schemes can be used to
perfmn segmentation based on the present invention.

The first method is simple thresholding. Zero can be
specified as a class by itself: or an interval, say, from one to
five can represent another class. This simple and yet
extmnely eficclive segmentation scheme is made possible
because the image is already segmented in the color domain.
Each color is represented by a digital number or by a classinterval.
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Two initial segmentation algorithms, LOCAL and
GLOBAL, having much in common, are discussed herein
simimaneously.

Segmentation starts at the upper left pixel (which defines
the first region) and proceeds from left to right across each
row. When a row is‘ complete, the next row down is
processed.

When the region affiliation of a pixel is to be determined
the pixel above it and to the left are considered. One of four
possibilities will result:
1) The pixel will define a new region.
2) It will merge into the region of the pixel above.
3) It will merge into the region of the pixel to its left.
4) The region ofthe pixel above and the region to its leflwill

be merged into one grand region, with this pixel beingincluded.

Diagonal tone values are never conside'ed and diagonal
merging is not a possibility.

The following algorithm description refers to pixels above
and to the left of the current pixeL Obviously. the top row
will have none above and the lefi column will have none to

the left. The algorithm interprets such cases as “exceeding
the threshold“ In other words, pixels outside the frame are
assumed to have infinitely difl’erent tone, with the result that
a boundary is always generated aroimd the image. In the
case of GLOBAL segmentation, the following description
refers to “changing the tone” of pixels. It should be under-
stood thatthis cbangeistemporary andineifcct only for the
duration of initial segmentation. All pixels revert to their
original. true values after initial segmentation is complete.
Initial segmentation is performed as follows:
1) Initializethefirstregiontobetheuppm'leftpixel. Goon

toflienextphreltoflierightwhichvdllbecalleddie
"ument pixel”.

2) Examine the tone difierenoe between die umentpixel and
the (possibly revised) tones of the pixel above it and the
pixel to the left of it. Compare these diflmces to a
predetermined threshold.

3) If both tone differences exwed the dncshold, the urn-eat
pixel generates a new region.

4) If exactly one tone ditfuence is less than or equal to the
threshold1 absorb the current pixel into the region to
which that neighbor belongs. IfGLOBAL segmentation is
being perfumed. change the tone of the current pixel to
the tone of that region.

5) If both tone differences are less than or equal to the
threshold. absorb both the tau-rent pixel and whichever of
the two regions was most recently created into the clam
region. If GLOBAL segmentation is being performed,
change the tone ofthe current pixel and of all pixels in the
most rwent region to the tone of the older region.
In step no. 5 (above) of the initial segmentation, merging

the region ofthe pixel above with that of thepixel to the left
is not atrivial undertaking. Passing through the entire frame,
reclassifying pahaps thousands ofpixels, would be ten'ibly
time consuming. Therein-e, a group map vector is main-
tained. Each member of this array is the I‘true” region
membership of the region corresponding to that position in
the array. Thus, suppose that the filth element of this vector
is equal to three. ’l'hatmeens that pixels formerly considered
to belong to region five are now considered to belong to
region three. In this way, updating regions to reflect merger
involves updating only this relatively srmll group map
vector, rather than the entire image as segmented so far.

The initial segmentation smps are next illustrated with
code fiagmeuts extracted directly from the source module
SEG_(iLOB.C, the GLOBAL segmenter. The LOCAL seg-
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menter is essentially identical except that tones are never
changed to group leaders.

Theimageis storedas avecton'l‘hefirstrowisfirst,
followed by subsequentrows.Thaefore, thepixel to the lefi
of the current pixel has a subscript one less than that of the
current pixel. The pixel above has a subscript ncols less. For
example. the tone of the current pixel is compared to those
of the pixel to the left and the pixel above, as follow:
 

if(abs (Gm) “‘pts' Pfl’ _ (3m) +(prx' pn- — 1)) > mm
all!)
if (abs ( (int) *pintr — FAbove"!
(in!) *(Pix—Pfl' -will!» > CD!) 

group (region). Finally, set the group mapping pointu' to be
this group. In otha words, ithas its ownidentity audhas not

 

Hm>mmrs3
summer.

+grp_ptr“'=98119: f'Gqupmfm-tbispiurl
molnmluaps ”MMPVW/ 

Ifthe tone difl'u-encewithflrepixel abovedoes not exceed
the threshold, but the tone difl’erenoe to the left does, this
pixel is merged into the region above. This is done by
changing the group ]D ofthis pixel tothatofthepixel above.
Furthermore. if this is (LOBAL merging, the tone ofthis
pixel must be changed to that of the pixel above.
 

+m_ph=+m_pll‘-MIB), I'Nompedgesomergeqfi
" . PPoirl to non p'flcl‘l
min»: = Toma-mm: rmleader my 

 

*FILW = +(ylletP-l). I‘No lefi ed; so urge left‘l
“m . FM to next piurI
”Th—rm = *tpinw—l). Wlander tow! 

The last case is the most diflicult. When both tone

ditferences do not exceed the flueshold, the region above
and the region to the left merge with each other, due to the
current pixel. The most recently created region is absorbed
into the oldflregion, regardless ofwhich is above and which
to the left. This is an arbitrary decision, as either Cl choice (or
even a random choice) could be possible. However. absorb-
ing theyoungerinto the older speeds the remapping process,
described below, by limiting the number ofregions thatmust
be checked The first step is therefcre to find the older region
(the smaller: region nmnbu) and the younger. In GLOBAL
segmentation, the new region's tone is that of the absorbing
group.
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small = mmamen—nnolsfl; I‘Most likely mint!
his = mf'mm + 1)];
if (“big < SMAIL) l

imp = My.
big = m“;
small = mmp;

| = YPil’hiilflhl): 'else
lender = +(pk4fl-Ml5):

I’but mt MW!

[*Propmte leader Irate"!

!

This pixel is classified as belonging to the “small” region.
For GLOBAL segmentation, change its tone to that of the
new region. The In'xels above and to the lefl: should both be
in the same region already, so nothing else need be done.
 

*grp_ptr“' =smnll, I'Ihispixel'a region nrnnbcr‘l
"pix_ptr=leflkr. rhoplgrrte WWI
lf(big=snall) I’Ifnbovemdlefigroupssamgdmfl

owlimle: 

If this is GIDBAL segmentation, the tone of the "big”
group’s pixels must be changed to the tone of the new
region. There is no need to process all of the pixels in the
image processed so far. Only the pixels in the row above, to
the right of the current pixel, and those in the row to the left
of the current pixel can afl’eet future decisions.
 

ezncols -enl+ M'Thismw,to lefiotfcmrentpixel"!while {HQ
if (armpi'mwm = lis)

’(PLptr-CJ = leaf-er.
e=col;r".Anrl alongmw above whhrh mallet!
While (—0)
if{WWb-lfifl = biz)'(ptLpr-nootac) 2 leader; 

The final step in dealing with the merging of two estab-
lished regions is to update the group mapping vector to
reflect the fact ofthe absorption. This loop requires is the
mosttirneinthisalgoriflths each newregion isddined,
grpmap[ng]=ng is initialized, and the updating never
increases the value of any element of grpmap. Thus it is
guaranteed that grpmap[k]<=k.
 

fir (mm:W;m")
if (omlmmnl = his)
mm] = and}; 

Afte- processing every pixel in the image as described
above, the resulting group map vector is filled with holes.
Absorption is not reversible. Evu'y region number that was
absorbedis an unused numba', so the empty @aoes must be
compressed.

The algorithm for compressing the empty spaces is
straightforward. Pass through the entire group map vector.
When an element is found whose value is not equal to its
subsuipt. it is a compressed-out region. That is, the region
of the subscript was absorbed into the region of the value. To
complete compression, increment a counter of zapped
regions. place the counter in a vector called omiLgr-p in
such a way that omiLgipligl is the number ofregions up to
that point that have been absorbed and reassign region
numbers in grpmap by subtracting the corresponding ele-
ment of omit_grp. The code for doing this is as follows:
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eotlnl = 0;
fin (is=1: isms is“) |

iftypnapftg] lfigy’ifthilgrouphasbemnhcnrhotw
Heston: Fillet: mum iii:I

unit-nits] = count:

[summit] =Minnow} "Canines” 

The final sum is toremap all of the pixels in the image
according to the final group map. This is easily accom—
plished as follows:
 

Hop = mow: “’ ncols;

wlgi'c (mp—) _omit-mp] = mum-Plfimmfll:f

The core algorithm is extremely similar to the LOCAL
initial segmentation. The image is passed through the same
way, examining pixels above and to the let} of the current
pixels. The only difi'erenoe is that tone: of pixels are not
compared as in the initial segmentation. Rather, region IDs
are examined and the imaging crituion checked. If both of
a pair of pixels belong to the same region. there is obviously
no border between them. If they are in dimn-ent regions the
criterion must be evaluated If there is a tone difference.
subunit Iheir mean tones and compare this to the cutoff. If
the criterion is size-based, determine whedrer their sizes fit
the criterion1 and so forth. Otherwise, the core algorithm of
region growing is identical to IDCAL, initial segmentation.
Muntoncs andsizcsarenctnpdntedas merging text-spines
dining the top-to-bottcm operation. All merging decisions
are based on the regions as they exist at the beginning.

A slight complication oceans when four regions are lined
up andtheirmean tones are 50, 60,48,551. Lettingthe allofl"
he lD,thefirsttwowiIlbemerged aswfll thelnsnwo.When
the top-tobottom pass is completed, one new region will
haveameautone of55 and theotherwfllhaveamean of 53.
These two new regions certainly mcetthe merging criterion.
Thus. another top-to bottom pass, cleaning up the newly-
crcated regions that meet the current criterion, is performed
andrepeated until no more mergers takeplace. This iteration
is important to ensuring stability across similar images.

The second method is a simple region-growing method.
Neighbofing pixels can be merged togethu- if their absolute
ditt‘crenceis zeroorwitlrina specifiednnmhen'l‘his one-
pass region-glowing segmentation yields a segmentation
map that corresponds to It View] segmentation of the color
map.

The overall scene characto'istics (SC) profile is a sloping
bshaped curve with three distinct segments: 1) a steep slope
indicating the fast merging of interior pixels; 2) a gentle
slope indicating a slowerrate ofmerging among objects and
feanues: and 3) an ‘inflection" point between these two
segments indicating the emergence of the object sets in
segmentation analyses. Since real~world objects and feamres
now exist as distinct subsets, they cannot be easily merged
by linearly increasing artoff values. The scene structure is,
“lactate, very stable, and thus called a stable slmtlttlte. 01‘
optimal segmentation of the scene.

From the foregoing. it is clear that if a set of algorithms
is available to perform such multistage segmentations with
the cutolf value increasing linearly from one iteration to the
next, a scene characteristics profile can be generated as
deathbed above. The stable sh-nctrno of the scene can be
analytically ddmnincd by identifying and analyzing the
inflection point within the em-ve. (in this context the term
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inflection point does not have the rigid meaning of changing
slope characteristics from a convert to a concave studies,
but signifies a marked change in the magnimde of the slope
from one section of curve to the out.) The efi‘ort is based
precisely on the fact that this task-generation of stable
strewn-es of the scene can be accomplished with a set of
altitude! intelligence (AD-based algorilhms.

It should he understood that the scene characterise curve
may itself be transformed (cg, log. square root) in any
combination or derivative form without depleting from the
scope ofthe present invention. Similarly. the stopping points
for Ixouessing can he obtained by a simple criterion (e.g.,
slept: ohaugobLlJ) or by combining suitable criteria of
multiple carves.

Object Ertraction Using Segmented Images

In the conventional Well, once the color image is
digitally segmented, each region can be desuibed by a set of
feaun-e attubmes using size. shape and locational descrip-
tors.Auobjectis extractedifthe given ath'ibutesmatch a
model specified in an expert system.

An innovative approach ofthe present invention is to use
a single-color (also known as “single band") or a single-
fcaunobased image as the basis for generating additional
objects. Once an image is represented by a set of colors, a
sedesofimagmoanbegenmateieachofwhidlimagesis
represented by a given color. For instance. if a color or a
numb: correcpondsto oer-tainmnterialthatis nsedto build
ammenallotthemadpixcls (orshnflnrpbrcls)ean be
extracted and unplanned onto another image whose back—
groundtsfllledwithzero values. When thisroad orsimilar—
dass mapis isolated, region growing orother matimnatlcal
operations an be perfooned such as bufi‘cring oreounecting
broken components to generate new images.

An analogy to segmentation using multiple bands derived
from a single band in a color dranain is segmentation using
mtdtiple resolution from a single itnagc.

Matti-level resolutions can be generated from a single
image by a down sampling technique (such as generating a
new. reduced-size image by mapping every other point into
a new matrix). Using the newly dented image as the basis
for generating auction down-monitor! image, another lower
resolution image of the original scene is obtained.

Self—determining and self-eah’tratiug edges are aresult of
expanding the reduced-resolution image to a full-size image
by doublingapdxelin bothaaudydirectionsandtheu
subtracting the original matrix from the newly expandedmatrix.

By geuuating three additional levels of resolutions from
one scene, three sets of edge-based images can be obtained,
each of which images is generated from two adjacent
varying-resolution image pairs.

Once it is detmnined that edge-timed pittels can be
gendered from an image by swig-tug the above-dismissed
down-sampling expansion and matrix subtraction promos,
additional (third-generation) edge-pixel based images can be
wanted from the soccnd—genuatiou (edge-pixel based)
bungee.

Allofthe edge—basadimngeswnbeexpandedtoa
full-resolution image by multiplying a fatter of 2,4. 16, . .
. , respectively, in both x and y directions.

An edge-pier based image is a general image composed
of pixels of varying intensity values; therefore, a ahnple
thresholding mutation can be performed either to retain (a
to eliminate cmtainpixels. In general7 only strong edges are
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retained in order to generate objects that have strong eon—
u‘asts against the background.

An object is generally represented by a uniform region.
While the above-dismissed methodology begins with edge
eruaetionmheendresulteanbeexyessedin terms cfa
regiouThis is particularly obvious when an objectis apoiul
feature or 3 Linear feamre, rather than a large-size area
foonuc. In order to ntalte the edgebased pbrels correspond
to the area base of a real-wonld object, certain spatial,
mca-phological operations can be applied to the edgebased
images. The following are examples of object generation by
coating regions from the edge-based pixels using spatial
morphological processors:

a) Binary Image Generation: Generating a binary image
from a greytone image {an be achieved bypufonning a
simple thresholdlng operation. For instance, after weak
edge points are eliminated, the values of all pixels whose
intensity values are greater thanznro mu bechanged into
a value of 255 (black).

b) Connected Components Identifiwion: 0n the binary
image, an opaatiou can be pufmned to merge all con-
tiguous pixels to become one uniform region; then the
resultant distaste regions can be labeled using a regionidentification code.

c) Feann-e Attributes Generation for Each Region: After a
region is generated, a set of feature eliminates can be
generatedtodesmbethesizqahapeandlocationoflho
regmu.

d) Connecting Individual Regions: In oulnin cases, two or
more individual regions are equated by a short distance
but must be. connected to form one uniform region. For
this. a mathematical mouphologiml opmation is per-
formed using aredangle centered on each pixel to mend
its spatial base to connect spatially separated regions.

to) Chopping a Region into a NW of Disconnected
Regions: A region can be diomed into a. number of
spatially equated regions. In general, separationis made
to own at the location where the width is srnalL

f) Edge Cleaning and filling: Once a region is dnamined,
a smoothing operation canoe performed on the bounda'y
contour while simultaneously filling the missing pixels.

g) Balloting: A hnfliring operation creates an outer bound-
ary paralleling the existing boundary contour.
Anothru' innovative approach of the potent invention is

using newly-genuated images. dosaibed above, to extract
additional objects from the miginal image The newly-
mtedimagecanbensedasaninputtothecaiginal
segmentation analysis, floating an additional infatuation
layer to perform object emotion. Fra' instance. Eariverhas
beenlabelcdfi'omthesinglefeaon‘eimageandabufi'er
around the river is genu'ated around the river boundary
contour, the butler can be used to inter-theta given object is
located widtin a predetermined distance from thorivm' bank.
As shown in FIG. 8d, ariver (block) has a thin-outline bulfer
zone in cyan.

The present invention is a process by whidt first a
single-based image is segmented in the color domain thin

rcquiresaniuput oftwo or-orerelatedbands; seconds
color composite, genumtedfrom the multiple bands, is used
as the basis formal—time segmentation; and third, intelligent
object attraction is pafamcd by using an image that is
generated from a single-color represented feamre.

As stated hereinabovefor purposes of clarity throughout
this discussion. it should be understood that the concept of
three specially-derived (cola) hnages, while representing
the preferred embodiment, is mely a subset of a more
genmul concept: any composite having component ranges
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width may be transformed into two or more respective
component parts and then projected into a common space.

The promss can best be understood with refer-once to the
HGS.‘I‘he input components accept one single image (FIG.
I] or multiple images that are be combined to generate a
single image (FIG. 3), as the input. The input irnagets) is
storedinthememory or a physical device such as sharddisk
or an optical disk.

Any composite having component ranges (cg. color)
break (tansforrn) into three (3) parts, then project into
Gammon space.

The image display device is a means for visualizing the
input image(s) and the subsequently processed images. A
conventional color monitor in conjunction with a graphic
adapter is sufficient to perform this function.

pseudo band generation using a generalized data com-
pression scheme generates a data compression lookup table
once a compression factor is given by the user. These data
compression tables can also be gena'sted otfline for imme—
diate use.

In the prefab-ed embodiment, a given image follows an
eight-hit structure; the 1|er selects only three bits for a given
bandit transformation sdreme must herewith-id to pro-form
this {ewe-bit mapping to generate a new image. In general,
this is an extremely simple procedrn'e.

Once two or more derived bands are generated and
fewa-bit transformations are performed. two or three trans-
formed bands are selected for mapping into a color domain
using red, green or blue primary colors as optical filters.
Thus, two or three images are combined into a color
composite. Once this color composite is displayed on a calm
monitor, it is generally a true or false color image.

The digiialimagecaphrre component providesameans by
whidr a color image (FIG. 3) is digitally capmrcd. This
captrucd image is equivalent to an additional band ova: and
beyond the original set of images.

The segmenter, depicmd in FIG. 6 as either the level 3
processor 22 or the GIS processor 24, provides a means by
whichaooluroragronp ofcolorsis isnlntedaaoncunifom
region. Any conventional segmentnr is appropriate for this
operation.

The object feature descriptor generator provides a means
by which aregiorr is desm'bed by a set of feature attributes
such as size, shape and iocalion descriptors.

The knowledge base orpreset models provide a means by
which a physical object is desu'ibed in turns ofa set ufrulec
or set of models. The models can be throedimenaional, full
image,andforpartialimage oramhrhneofmodcls andreal
world images or a mixture-of partial and frrll images.

It is possible to generate images and enact features based
on three-dimensional images. Such techniques, in accor-
dance with the present invention, use a dual library to form
part or all of the knowledge base 26, which is not based on
features. Therefore, it is called a featureless recognition
system. For example, the two libraries nsedin the preferred
embodiment relate to range and height. FIGS. 11:: and 11b,
respectively.

Objea recognition is generally adueved by matching an
observed {real WOIld) image against a set of preset models
(a h'brary). Allin-my can be generated from a set ofphysicni
models oraeet ofwirefiamemodcls.Awirefrnmemodei of

an object can be bufltfroma set ofpoints, lines and surfaces.
The result of an orthographic projection of a wirehame
model is a boundary wntour. A differential orthographic
projection, according to a set of maximum range lhm'ts,
yields a set of depth cantons-s. The dillerence bounced two
depth contoursis calleda depth orclass intervaLIuaddition
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to depth contours. a 3-D object can also be described by
Fourier descriptors and moments, as discussed by Wang.
German and Kuhl (Remote Sensing Review, Vol. 6. pp.
229—250. 1992.). For object recognition, it is important to
1010th what extent the classifier relies on the information
from the boundary contour alone, versus from the entire set
of the depth contours.

The library 26 can also includerules for use in an expert
system. The rules available urn go far beyond simple
specification of propm'o'es such as size, tone. shape and
texture. They can include spatial relationships between
objects. (ANENGJNE IS [NSIDEAW BODYAND IS
ABOVE A'l'READ). Special classes which are inter-depen-
dent collections of two or three othrr classes may also be
defined. (A TANK CONSISTS OF A GUN AND A BODY
ANDATREAD.) Awide variety ofintaactive interrogation
is also available. (WHICH TANKS ARE NOT TOUCHING
A TREE?)

Referring now also to FIG. 7. in the preferred
embodiment, the library 261:; three-dimensionaL Not only
are objects represented in three dimensions in this library 26.
but so too arepartialimagesrcpreseutative ofportions ofthe
objects. Thus. along with the full, tbrcedimcusioual image
of each object. can be strned apartialimnge that is cuter
cropped up to 30% Eromthe bottomofthe image. Likewise.
a second partial image represents the full image less up to
30% of the leftmost portion thereof. Finally, a third partial
image moms the full image less up to 30% of the
rightmost portion thereof. Thus, the full library representa—
tion of each object actually consists efforn- components: the
full image representation and three partial image represen-moons.

The library orlmowledge base% is updatable by the GIS
processor 2.4. The updating procedure occurs when a frac—
tion of real world images (full images or partials) is incor-
poratedlntotbe library 26.'I'beresuitantlihrsryis aminnrre
ofmodel-based and real-world images. The matching opera—
tion is accomplished by using a modified k—nearm't neighbor
classifier, as described in Moise] (Con-putter Oriented
Approaches :0 PatternRecognition. Academic Press 1972).
Thus, the library can be updated as it is used, and. therefore
contains a more precise reflection of acmaiimages, the moreit is used.

The matches, which is functionally located between the
segmeuter (theGlSproomsor 24) and the knowledge base or
liirrary 26, and which can be located physically in either of
those components, provides a means by which an observed
set of tenure smibutesora segmentedhutfcahneless image
is snatched with a given preset model for object recognition.

The present invention has been reduced to practice to
result in an AIM system mpahle of performing target
identification using LADAR data beyond one kilometer, up
to at least?_2 kilometers. The system superiority comes from
a drastically Maren: approach to AIR/l processes fromconventional methods.

For the past 20 years, the vast majority of ATM clforts
have been spent on issues relating to recon-e motion,
observed feature set. model-based feature set. and classifier
systems, shown in FIG. 10a. The underlying assumption has
been that only an insigniflrant difference exist-ts between the
model library and observed data. The results have not been
encouraging.

In the past 15 years, however. end: of the AIM compo-
nents has been examined in depth, from both theoretiml and
empirical considerations. As a result, a woflring ATRII
system is achieved by confronting the complex iSsoe on the
relationship between the observed data (FIG. 105) and the
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pure models in the library, and bytreating therest ofthe
system components as constants. In other words, the under-
lying assumption its the present invention is that a signifi-
mnt difference exists between the model marry and theobserved data.

To recognize or identify the observed target M, the
conditional Isobahih‘ty 1’ (Ti I M) must be determined for
each target or significant clutter i. The posterior probability
of Ti given M is defined by the Bayes rule:
 

Pmlm=PMITDPmYPM
otPMITr)P(Ti) 

where P (Ti) is the prior probability of the target or signifi—
cant clutter, Ti.

To estimate P (M I'Iii), a Par—Len window density estima-
tion sdremeis used. Each target'l‘i is represented by a set of
significant geometric distortions of Ti, 1113: {T3, I d E D}.
where D is a set of all m‘gnifrcant geometric distortions
caused by viewing angle 9 and object occlusion 0. Each
instance of the geometrically distorted target Ti, is reme-
senled by its expeded measurement Mid. where

M7FRfiN'

The conditional probability P (M Hi) can be estimated by
ammo:

where IDIis the cardinality of set D, ice. the total number
ofthe componentin setD. P(MIM'i,,) isncunallyrepre—
sented by a Gaussian distribution having mean M'id and a
proper variance defined based on the llflmbfl' of training
sample Mia. The exact form otfParzen window method has
been given by Mcisel (1972), to which aminor modification
has beenmadeinthearea ofcstimatingthesigmaparnmeter.

AMal shape library is employed to represent finely).
Forexample, the shape library contains a subset of the full
shape constructed from varying azimuth and depression
angles. Fm- the ground-to-ground case, the azimuth angle is
40°; the depression angle is fixed at5°. In addition, the shape
library contains threepartial shape components: 1) each full
shape is removed 30% from the bottom; 2) each full shape
isromovchfi'omthelefihnndside:and3)md1fu1[
shepcisrropped 30% h-omtherighthandsideflhceepartial
shape components are added to the fnlt shape theory by
means of software control rather than by using a manualmethod.

Through the gena'ation of the distortrsl target 'Iid using
the wireframe models, the nonlinear distortion function f.
and the interaction between the meastn'ements and the
geometric distortion parameter (-3 and 0 can be straight—
forwardly handled ofiline dming the training phase of algo-
rithm development In the ofiline training 110C355, a data-
base of the expected target models are developed for the
online target recognition and identification analysis
(conditional probability estimation).

The remaining issue is tocstimatc the measur-tnnentresnlt
for a distorted target T1,:

mindin-

To determine M'id, the estimated noise component N'
must be determined. Many approaches have been proposed
forthe estimation of the mmstnemcet noise. Codrington and
Tenofio (1992) used a Markov Random Field model after
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Geman and Geman (1984). In this model, noise is a function
of the spatial structure of the image. Geman and Gcman
pointed out the duality between Markov Random Field and
Gibbs distributions and employed a MAP estimation para~
digm to perform image restoration The estimation, together
with some assumptions about the noise model, resulted in
the energy function format. In Cedrington and Tenorio, the
estimation is conducted by the optimisation of an objective
energy function consisting of a likelihood term dctemrined
by a random noise turn and a smoothness term dctemrined
by the underlying image surname, which makes a smoother
image sh-ucture more likely.

The energy function approach is extended to determine
the measurement results. The energy function approach has
the ability to incorporate many dilferent objective functions
into a single cost functionto be minimized, as desm‘bedin
Kass,Witlein. and 'I‘etzopouloe (1988), Ffiedland and Rosen-
field (1992) and Let-lore (1989).

Cheating an energy function frameworkineludes the defr-
nition of energy components to perform the appropriate
subtaslrs. Aeomhinetion of two components is used: the first
component attempts to minimize the costrclatcd to bound,
my contour shape variation: and the second component
minimizes the internal image structure of the target. Thus,

EchWr'Ealxwa'tai‘)

where W1 and W2 are weights and E,(x) and E,(x) are the
boundary and structure energy components. respectively;
and where x is the image value of the distorted target fit
The image value of the best estimated measurement result
M'id is the value y, which minimizes E(x).

The functional form and the parameters of the energy
functions Ex) rm: detemained timing the training phase by
acquiring a set of measurements of known targets under
known geometric distortions. The best function is the func-
tion which yields the minimmn mean squared em! between
the estimated values and the true measurements.

Once W1 and w: are estimated, the Markov Random field
modelcanbeappliedtolhe weisdngpartialshapelitnaryto
aerate a mta‘ercatistic model based shape library (images) to
match against the observed LADAR images for ATRII
analysis. A simulation has been conducted using a noise
modulubssed shape h‘btary to identify observed LADAR
images. This simulation is done simply by adding a sample
of observed LADAR images to the wheframemodels«hased
partial shape 1ibrary.Asign'rfleant (1596—3096) improvement
in correct target identification rate is obtained by replacing
the original pure model liln‘ary with this mixed (observed
plus models) library. ‘

The ornput 2:8 provides a means by which the result of
matdring is an output element which can be displayed
stored or input into the scgmenter 22. 24 or back to the
updated library as.

The feedback loop 28, 22, 24, 26 provides a. means by
which the turtput 28 becomes an input into the segmenter 22,
24 for extracting additional objects.

Referring now to FIG. 8a, there is depicted a flow chart
for the sclf—deteunininglself-mlibrating uniform region gen—
erator and object extractor.

A single scene is provided. step 100. As desaibed in
greater detail in the aforementioned Depending patent
application, Ser. No. 08/066,691, various information
sources can be used as input to a second-generation 613
system. In fact, combined image and map data can be used
to represent the image entered into the system.

The system accepts multiple datasourcesfor one common
geographical area. The sources can be existing maps, geo-
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wood, sonic-economic data such as census tracts. and
various images such as LANDSAT and SPUI‘ satellite
imagery. The most common information sources are images
and maps. ‘

The single scene generally has Well-defined edges and is
in the red spectrum. It should be understood, however. that
multiple bands for the scene can also be provided Once the
scene has been provided to the system, step 100, down-
sampllng occurs, step 102. For the first down—sample, step
104, alternate pixels are input to the system In this way
resolution is Iowa-ed. Similarly, the image is again down-
sampled, step 106, so that every second image pixel from
step 104 is input to the system. Finally. the image is again
down-sampled, step 108. so that every second image pixel
from step 106 is input to the system.

At this point, the image fanned by step 104 is expanded
back to the originalresolutiou, step 110, by doubling each of
the pixels so that the number of pixels in the transfomred
image is equal to the number ofpixels in the u'iginal image.

Edge-mapping occurs by subtracting the original image
fromthe image ofstep 110,whichis shown as step 112.
Similarly, the image of step 106 is expanded, step 114, and
the result is subtracted from the image of step 104, resulting
in the image of step 116. Similarly. for the image of step 108,
the nmnber of pixels is expanded, compared and suhnaded
Trim the image of step 106 to create the image of step 118.

Thus,tbeimageofstep116canbeexpandedtotbe
miginal size merely by successively doubling the number of
pixels two times. Similarly, the image of step 118 can be
expanded to the miginal image by successively doubling the
numbin- ofpixels three times. The expanded images can then
beintegrated, step 120, toasateordetinethecommon edge
or edges in the original image. Such integration is accom-
plished by the use ofmathematical morphology procedures,asareweIlknownintheart.

Atfldspoinhtheseenepsovidedinstep 100mnbe
povided to another band (e.g., near infrared nch as 2.0
microns, such as provided by Landsat band 7 ofThematic
Mapper). The image processed by such a second hand is
generated as previously mentioned to provide an integrated
edge map. step 120. The two ranking images from step 120
are then Enraged togetherin accordance with standard union.r
intersection principles in a so—mlled conditional probability
technique.

Ifthe scene provided in step 100 is then provided to any
pseudo band or any real band, 122, 124, 126, as the new
original image 100, then mum—level resolution features are
extruded 128, 130, 132, respectively and steps 102-120 are
repeated for each hand.

All bands are integrated 136 to extract multi—hand based,
self-generating, seif-calitnatcd, edge-based, featm'e-less
regions, which are applied (step 139) to the GIS processor
24 (FIG. 6), to torn-mt objects 140.

As mentioned above, itis alsopossible to generate images
and extras: features based on dune-dimensional images,
using a dual library which is not based on features.

The majority of image processing techniques assume that
input data has 8-bit information (ie, the intensity range of
a pixel is 0 to 255). Beyond this range (e.g., a 12-bit: image),
specialized processors mustbe designed to analyze the data,
and specialized hardware mustbe used to display the image.
The present invention allows 16-bit datato beprocessedinto
a setof 8-bit imagean addition, nsingLADARdepth data,
this 8-bit mode approach provides ateliable environment for
segmentation and object identification.

In real world conditions, an objectis 3-dimensiona]. From
a given angle, the object is actually only a 2%-dimensional
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object, because the other half of an object cannot be pen
ceived until it is rotated. Given that an object has
Zia-dimensional information. a set of depth contain-s can be
used to present the object: each contour-based plane is
perpendicular to the optical axis. The last contour (away
from the sensor location) is called the boundary contour. In
it 2-D image domain such as obtained from FUR (forward
looking infrared) imagery, the boundary contouris generallyreferred to as a silhouette.

The principal use of boundary contour is to perform
object recognition using shape infomation. The variables
used to describe a given contuurare called shape dram-imam.
Conventionally, researchers use Fourier descriptors and
moments as shape descripmrs. Another approach is to use a
neural network to parlour: classification analysis by using
binary silhouette-based images as input without having to
extractfeatnre atnr'hmes. While this boundary contombascd
method is extremely edective in recognizing airplane types,
it is not etfectch for ground vehicle recognition. For this
reason, researchers use depth information to perform object
recognition. laser radar is an appropriate sensor-for gCIlEI'v
aling depth inionnalion; therefore, the image is called a
range image, as oppose to an intensity-based image.

Wang. Gannon and Kohl (ibid) conducted an experiment
using wirefirame models of ground vehicles. The experimen-
tal results show that using the silhouette information alone,
the classifier can achieve a correct recognition rate of
ranging from 72 to 78 percent. By adding depth information
to the classifier system, an inn-ease of an average rate of
three percentage points can be expected if depth momentsare used.

In a classification analysis using real world LADAR
images against a set of whefi-amc-based ground vehicles,
similarresults have been obtained regarding the contribution
of boundary contour: appearimately 75 percent meet
classification rate. While a much hith correct identifica-
tion rate has been achieved using LADAR range images—
apmoximately 95 percent in a 6-vehic1e scenario—the most
important infonnation source is still the boundary contour.

A lfi-bitpittel m be reformatted into a setof 8-bit pixels
by manipulating an 8-bit numbu are timeosing asltlfi-right
malted. For instance. fiom 316-bit binary coded data, a
numhueanbegeneratedfiumtheflrsttlbits;ucxt,by
shifting to the right one bit and using the same 8-bit range,
anotha number can be generated. The final 8-bit number
represents the highest 8 bits of the original 16-bit number.
This 8—bit shift—right technique is illustrated as follows:

TABLEII

10111213 141516
 

9123455739
BOO --------------- I

Bl

82

BS

135

B6

B7

B8

Intertnsofanimagc,taldng8bits atatlmeissimilm’.in
a very general sense, to the down-sampling mum—resolution
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technique described above.The dilference is that using this
method, the dimensions of the image remain the same.
whereas using a down-sampling approach, the size of the
image (is... number of pixels) is gradually reducer! by afactor of tour.

A segment an be used to detennine whether an object of
certain size and shape is contained in a candidate intmral.
Then the automatic searching process can be terminated.

From the aforementioned data transformation model, each
original 16-bit data itemis decomposed into nine reduced
resolution numbers: Bl] through 88. (In LADAR data
struenlre, a Btl~based image is equivalent to the 8-bit
{ADARAM drannel data, and lists close to its PM dream-.1
data.) However, empirical data show that the BB—based
images haw: less noise as compared to the corresponding
FM image.

The self-delennining segmentation method of the present
invention assumes that an object has been detected by a
FLIR sensor, thuefcre, the approximate centroid of the
object is known. Under this assumption, the intensity value
of the object oenu'oid can be obtained. This value now
represents the center of the Zlé-D object.

The next step is to use a depth interval of “centroid value
ii!” to create a binary image using the forming rule set:

any (depth) value within the designated depth interval
becomes 1;

any (depth) Value outside ofthe designated depth interval
is set to U. (l)

The final segmentation map is gamed by multiplying
the no image by the BS—derived binary image, or

Same Image BO JFMMM. ['1]

The foregoing ranging methadone be setin an automated
mode. The grocers begins with an arbitrary number and a

_ preset class interval. Then the neat search is per-fanned on
thenextinterval, whichis created byaddingenumhu-tothe
(riginal artdn'ary numbu. For example, the first smrch
interval is set as 11—15 (or Bfl). Then the second search
interval is 12-16.

Equation (2), above, is equivalent to using a masku'ested
by the 38 to perform segmentation using the no data set.
Thus, segmentation ofB0 is entirely detennined by BS. The
generation of the binary is based on a simple thresholdiug
principle, shown as Equation (1), above. Human interven-

In general, the image 130;, Seg has clutter attached utthe
bottom and both sides. Additional processing is thus
required to meet: a clutreefree boundary contour. For this.
an intelligent segment: is used which is capable ofmaging
neighboring pixels and subsequently perfomiiug region
absorption based on size, shape and other uita‘ia.

As arule, inLADARimages, the edge value between
object pixels is much smaller than its counterpart outside of
the object. The area outside of the object is generally called

' the background. Therefore, using a thresholding value of
appmxhnately 10 would merge all of the olziect pixels to
form a relatively large uniform region. At this stage,
however, some background pixels are still likely to be
attached to the object.

Accordingly. the next step is to use an extreme size
Morocco penalty function to merge a relatively small-am
region into arclativety large-sized background It should be
noted that this merge is based on size criterion, not intensity
cs depth ulterior}. Since the clutter attached to the object
may exhibit itself as multiple layers, this extreme size
diligence penalty function may have no he perfumed anumber of times.
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In certain cases. a small-sized penalty function may have
to be preformed to merge all mall-sized clusters into one
region. Since in LADAR images the clutter usually comes
from the bottom of the object, this newly-famed region is
usually extremely elongated. This is in opposition to the
object that is either a square or a remangle with minimal
elongation Then, the next step is to mug-e the elongated
region with the general background using a strape criterion.

The last step is to merge relatively large~siaed background
objects with the general background using the same extreme
size dill'erence penalty function.

For this post-BtLSeg segmentation amlysis to be
successful. the approximate distance between the objwt and
the sensor location should be tron-run. This infunnation is

needed to set the size promoter for the target, and a range
value depending on the orientation of the object. The fol-
lowing prog'am is a sample general penalty function-based
segmentation method that is used to generate high-quality
boundary contour from LADAR Images.

As noted earlier, an object is recognized only when a
match occurs between an observed object (sensor
dependent) and an element of. a libraran nddition,a litrary
element can be regenerated by a set of descriptors (Ponder
or moments, or any variables) or simply a model image
without going through an immediate step of feaune extrac-tion.

Ameans bywbich amatch or nomatchis detmninedis
generally referred to as a classifier or as classification logic.
Asimplefmmofaelassifiercaubeaminimnmdistanee
criterion using a simple distance computation funnels.
However, this minimum distance classifier- can be adapted
for any teatime-based classification system. For sample, a
Fourier dcscriptru-based dassifirn’ can be executed in a
general frameworkofa minimum distance classifier because
the Porn-ia- mcflicients can be used to compare a distance
from a obsu-verl objeer to an element of a shape Iita-ary.Amlnimumdistanceclassificrisalsoknowa as a nearest
neighbor classifier because a minimum distance defines the
nearest neighbor. If two ormcre liln‘aty elements are usedto
compute the distance from an observed object to a. given
element in the library, this classifieris generally known as a
K-nearest neighbor classifier.

Conventional pattern recognition techniques to perform a
matching analysis use asetoffcannes to describe an obimt.
This set of fabrics is then compared to another set of
featuresflratdesa-lbe an elementofalibrary ortraining set
Anatmativetothisapproachistomrtcb arawirnage
(instead of the extracted featrrrcs) to new models (also
without feature extraction) in a library to determine the best
match elmncnt. This is an innovative approach because
heretofore it has not been successful in pattern recognition.

To be successful in using this fiance-free method, the
modelsmnstbepreparedinsuch awaythatthey arerealiseic
representations of real world objects. In addition, this real-
istic representation isjudged from a visual and graphic point
of View, rather than from measurable feahu'es. 'lhis is at
significant departure from conventional approaches to object
recognition.

This invention proposes two visual and graphic based
representations of an object to perform object recognition
The first model uses deplh contours to presents 3-D object.
The second model uses We]. components arranged by
height above the ground to present a general object. The
combination of these two models leads to a generalized 3-D
representation ofau object. For example, in a depth contour-
based representation, the Z—aaris coincides with the optiml
axis: whereas in a structural component representation, the
Z-axis is approximately perpendicular to the optical axis:
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A 3-D object can be constructed from three data files: a
point file, a line file and a sm'face file. A line is constructed
fi'omasetofpoints andasurfaceis constructedfrornaset
of lines. Enthermore, a surface so constructed is a planarsurface.

A depth contour-based model an: be constructed by an
orthographic projection of the 3WD wirel‘rame model that
iulnrseds a set of perpendicuiar planes. The dislimu:
between apair of planes is called a depth interval. The result
of this 3-D representation is analogous to using a set of
contour lines to rqrresent a terrain future, such as a conic
hill being represented by a set of concentric circles. Unlike
topographic contour lines, pixels having. varying greytone
values are used in thepreferred embodiment to present a 3—D
object.

A tank can be conceptualized as an object that has these
structm'al elements: a gun, a turret, a body, a track compo-
nent and a set of wheels in the track. Using the same
wirefiame model data files, each strucurral component can
be labeled using a set of surfaces. In addition. the centroid
of the structural component can be used to represent the
height of the object above the dahrrn, which can be specified
by the user.

Following the same projection method, and using the
centroid information of each component, a model can be
genuated of a given objectin ms of the spatial arrange
ment of its structure components. Anode] can be {objected
in terms d a set ofviewpoints, each of which is obtained
from a combination of a specific azimuth angle and a
specific depression angle.

The above discussion requires both arangeldepth library
and a height/strucurral library to present a 3-D object for
matching an observed object that possesses depth
information, such in: a laser radar image. If the observed
object does not have depth information (e.g., aFLlR image),
only the height component of the dual library is applimble
to a matching analysis. However, this duallibrary concept is
still valid if only the boundary contour is used to represent
the depth lilxary component of the system.

To match against elements in a depth contour library, the
boundary contour of an observed object in a range image
mustbeexh'actedfirsLAftertheboundarycontouris
extracted, the original dqalh-codod pixels are applied to the
space enclosed by the boundary contour. The last step is to
perform a filtering (e.g., a 3 by3 median filter) to remove the
noise in the range image.

For matching against the height library, the above pro-
cessedrange image must be segmented using an appropriate
segmenter to bring out the structrn'e component of the
observed object. The segmentedrange image is rescaled and
greytone—coded seem-ding to the values of the y-axis of the
centroids of all segmented regions. A set of matching
examples with this dual h‘brary system is shown as FIG. 11a,
depicting pations of an M60 tank(bmadside view) from the
height library and as FIG. 11b, dqricting the same image
from the contour library.

Using feature descriptrns, mearchms generally select a
minimum distance classifier to perturb the matching analy-
sis. Since this invention proposes the use of a graphically-
representcd global image as an input and the library can-
ponent as well, to perform a matching analysis without
mmuable features. two dissimilar classifiers are proposed.
The first is a modified K—nearest neighbor classifier follow-
ing the work of Meisel (Computer Oriented Approaches to
Pattern Recognition, Academic Press, 1972). The second is
a standard back mopsgation neural network Meisel’s work
belongs to ageneral Panen window methodology forwhich
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a major reference is Parzen’s work entitled “An Estimation
of a Probability Density Function and Mode”, Annals of
Mathematical Statistica, 33, pp. 1056-1076.

While this invention is not a new classifier, per so, two
most appropriate classifiers are identified herein that should
be an integral part at an object recognition system. The
classifiers are unique in two aspects:
1) The use of visual, graphic representation of objects in

both the observed component and the h‘brary component
to perform matching analysis. This innovation eliminates
the traditional process of feature extraction. a drastic and
significant departure from the traditional pasta-n recogrri—
u'on paradigm.

2) The use of a dual library, range h'hrary and height library,
to present a 3-1) object.
Conventional pattern recognition systems have the fol-

lowing components:
(1) Input data,
(2) Feanare arm.
(3) Classifier,

(4) Training set or library, and
(5) Output
The present invention replaces the above set of compo-nents with:

(1) Input data,
(2) Self-detaching and self-calibration segrncntcr,
(3) Intelligent segmental" using general penalty functions,
(4) Visual and graphic representation of the obsm'ved

objects and the library models,
(5) Designated classifiu' (not any classifier),
(6) Dual 3~D lila'ary,
(7) Output, and

(8) Feedback loop linking the output to the segmenter
component.

The present invention can integrate the two aforemen-
tioned object generation approaches into one system. Using
the system components of the object extractor, multiple
hands are generated from a single band image. Inputting
these multiple bands into the self-detenniniuglself-
calibrating edgerphrel and unifonmrcgion exu'actor yields
multiple sets ofregiona fi'omthe original single scene. These
multiple sets of regions provide the basis for extracting
objects in the vector processing domain using rule sets
and/or image libraries.

With multiple sets of input, a new object (spatial union
based) can be defined in leans of the union of multiple
individual regions. Using the same principle, a new object
(spatial intersection based) can be defined in terms of the
intersection portion of multiple individual regions.

Spatial nounalizalion is performed by taking the ratio of
pairs between the mesotexture, as described in us. Pat. No.
5,274,715, granted to the present inventor. of two adjacent
cells in two separate directions as shown in the following
example:
 
ofigbnlMIXMahix
mu.» Ill“1.2) mil-,3) mt(l,4)
m1) no.2) and.» mu)
no.1) “(3.2) M313) ”(3,4)
11114.1). mt(4:1) ml(4.3) mafia")Row«wrderNorrna1iz.ati:-n
MIMI,” mums-mm)
W1) Insurance)
WWJ) 11116.3th(33)

”(MMUJ
mitifimlfil
mK3.4)'m1(3.3)
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-continued

noun-mos) mat-lfiymttu) assumes)Cohan-widenlamnthedun

mttllymxld) MZZMIJ) mKZBYmIGJ) $7.3!1:

Minimal) Mil-MR) "11(313Ymm) 233'
HIM-INA) “(4.171113% assumes) MMY

1m(3.4) 

Each h'ansfonned matrix is called a simple structlu'e
because the majority of the background elements arcrega'e-
sented by a value close to 1. In addition. cells having values
significantly dilferent ham 1 most likely contain a “foreign
object" or'belong to an interim: mnc.

For ground-to—grouud FLlR images, the columntwidc
simple ctr-untrue reflects a scene ch'ucnn‘e composed of the
Sky Zone, the Skyfll’ee Iultafacc, the Tree Zone, the 'D‘ed
Ground Interface, the Ground Zone, and the GroundJGround
Interface. If the airplane rolls while acquiring images,
however. the Sky/lice Interface and the Tree/Ground Inter-
face lines will not be pure cast-west straight lines. As a
result, the original acoustic-ground simple structure may
notmatch a general air-to-ground scene sn-ucture.'l‘hercfm-e,
it will not be a good model for predicting target lomtioos
using structure as an inference engine.

The proposed isotropictransfu'mation combines both row
and column directions into one edge-based index to detect
‘Tu'cign objects" existing in all directions: horizontal, ver-
ficalanddiagonaLThe specific nonnatization algorithmis asfollows:

KWJIJKMMYQJ‘WW]

where N(i) is the neighbming cell set for the cell i and
moat) is the mesotexhne index for the cell it.

The image understanding (IU) Model #1 has the follow-
ing specifications:

1) Three Neighboring Interface Rows:
First Row: Skyfll'ee Interface
Second Row: 'li-eel'ltee Interface
Third Row: Thee/lice Interface or 'll'eeifiround Inter-

face

2) Target Row Detection Principles:
a) Target row(s) are located at the last Interface Row or

on one or two rows below the last of the Triple
Interface Rows. Effective Rows are the last two
'll'iple Interface plus two rows below.

b) If there is no Triple Interface, possible Effective
Rows are the Sky/lice Interface plus four rows.

c) The column-wide SOS (sum of squares) Ratio Dif—
ference can be used to find the Target Row: Usually,
memaximnmorlastofflrethreeverylargeSSRD
(sum of squares of ratio difi'erences) values islare
linked to the 'lkedGround Interface.

3) Target Column Detcaion Principles
3) Row-wide SSRD global maximum or local manti-

mum is the target; column.
b)1.ocalclusterofmaximawitha2by2cellisa

potential target location. Search is limited to Efec-
tive Rows.

4) Miscellaneous Universal Rules, applicable to all mod—els:
a) Mesotexture maxima Efl’ective Rows are reshicted

global maxima.
b) Mesotexture marinas rowfcolumtr coincidence are

target locations.
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26
c) Mesotextnre first Rank row/column coincidence are

target locations.
d) Row and Column-wide Minimum pairwise ranked

correlation are target column or rows.
Accordingly once the two simple structtues are replaced

by a isotropic neutralization derived interface values, the
above-described scene structure and its associated targetdetection titles are invalid.

Beyond simple operations of union and/or intersection,
objects can be generated having a spatial base between the
region of union and the region of intersection. Once edge-
bascd and region-based objects are generated, information
integration can be perfumed at a higher level (an object
level) as apposed to a pixel level. The vehicle used for
perfmning this process is the WEB system destfibed in
copcuding application. Sir. No. DEIDfififiQL

Aft: the detection of the scene manure and content,
geometric evidence can be extracted from the detected scene
structure and regions. The geometric evidence for each cell
can be defined as it is “inside tree region", “outside tree
region“, “inside sky region“, “outside sky region". “inside
road region”, “outside road region", “inside ground region”,
“outside ground region”, "nearby tree-ground region",
"nearby sky-ground region“, etc. The evidence can be
defined as fuzzy membership functions. Fuzzy newbie-ships
are defined for: ‘fi'neidc tree region and outside tree region."
To determine the fuzzy membership, the shortest distance
between the cell ofinterestaud thcn'eeboundaryismca-
surcd. When the distance is small, the ‘inside tree region”
evidence has a higher value, and the “molds tree region”
has a lower value. As the distance increascs,the confidence
value of the “inside tree rev-ion" is progressively decreased
and the mnfidcncc value of the “outside tree region” is
progressively increased

A geometric reasoning process is to be applied to each
detected potential target. The reasoning process integrates
the potential target probability with the geometric evidence
derived from the scene shown-e and content. Aprobahiiity
reasoning approach based on the Bayes Belief Network
paradigm is used to perfonn this mold-source information
integration. The input intonation is integrated and updated
through Bayes rules rather than the ad hoc method. For
example, each node has a veaor of input conditions and a
vedor of output conditions. The mapping between the input
conditions and the output conditions is drrough a conditional
probability (CP) matrix. The CP matrix encodes the rela-
tionship between the input and the output conditions. Pn'or
probabilities can be assigned to the output conditions ofeach
node The belief of a node is the probability of the output
conditions in the node. The belief is updated incremental as
new evidence is gathered.

As an example, a Bayes network configured as a tree
structure can be used for target detection applimtion. A root
codename “detection node“ is used to make the final target
Vs. clutter decision. The probability of the potential target
derived Erom the ratio image map is used as a prior Fob—
ahility of the root node. The root node is snppm-tai by five
evidence nodes: a sky node, a tree node, a ground node. a
road node. and a tree-ground node. Each of these nodes
provides one agree: of the geometric evidence. The input
conditions of the sky node are “inside sky region" and
“outside sky region" which can be determined from the
1‘tu membership functions drscn‘bed aboveif sky rep‘ons
exist. The output conditions of the sky node are “target
confirm“ and ‘target reject" which provides mammal
information to support the target detection decision. The
relationship between the “inside sky region", “outside sky
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region” conditions and the. “target confirm” and “target
reject” conditions are enoodedin a 2 by 2 CPmah-ixwith the
following elements:

28

3. The method of generalizing objects or features in an
image in accordance with claim 1, the steps fm'ther com-
prising

 

i l’ maideslqregionl } P {insidea'lyusionl{ tnrgatcmfilrn targetreject
I P outsideskyregiant P {outsideakyreplonl{ tmgetcanfinn } targetreject 

The conditional probability elements can be determined
by human expert or by an elf-line training process. For
example. it is obvious that if the ground target is confined
it is unlikely to be inside sky region. Therefore, we will
assign a very small value to P(inside sky region 1 target
confirm). The principles of the opuations for the othu-
evidence are similar to the sky node.

The relationship between the “Gogol confirm" and “target
region" conditions and the “target“ or “clutter” conditions
are converted to evidence of target vs. cinder decision. This
evidence along the prior target probabfliry will be used to
gems-ate the output target vs. clutter decision.

The output of the network is a probability vector of
Pftarget] and I’(clmter)=1—Htargct). A detection threshold
can bedefinediu such awaythatwemll anobject "target”
it Pfim’get)> detection tin-eshold and call an object “clinics"
otherwise. The detemion threshold can be set for the deter;
ticn system based on the criteria, defined earlier to achieve
the best compromise between the detcdion sensitivity andthe false alarm rate.

Since nth: modifications and changes varied to fit par-
ticular operating requirements and environments will be
apparent to thosa skilled in the art, the invention is not
considered limited to the example chosen for ptn'posm of
disclosure. and covers all. changes andmodifimtions which
do not constitute depot-hires from the true spirit and scope ofthis invention.

Having thus desm'bed the invention, what: is desired to be
protected by letters Patent is presented in the subsequently
appended claims.

What is claimed is:

l. A method of generalizing objects or features in an
image, the steps comprising:

a) retrieving an original image. each pixel of which has a
valuereprescutedhy a pa-alctconincd munher ofbim, n;

b) u'ansfonning said original image into at; least two
distinct bands, each of said pixels in each of the
hand-hunger. comprising less than 11 bits;

c) n-ansfonning said original image into at least two
distinct resolutions by a sales of down sampling
schemes;

d) projecting each of said u'ansformcd, baud-images, into
a composite domain;

e) expanding each down-sampled image back to previous
resolution by doubling, tripling, or quadrupling the
pixels in both the x and y direction;

1") creating a composite image from all of said
transfmmed, band-images; and

g) dealing algebnsod images by a series of comparisons
and integrating among all resultant edge-based images.

2. The method of generalin'ng objects or features in an
irnageinacoordancewithclaimLthestepsfurthercom—
prising:

h) digitizing said composite image, if necessary; and p] i)
analyzing regions in said segmented images to identify
objects.
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g) coordinating said composite image with
independently-generated information to identify fea-
tures and objects.

4. The method of generalizing objects or features in an
image in accordance with claim 1, wherein said transform-
ing step (b) comprises compressing said original image,
each of said bands using a diam: compression factor or
technique, and said transfonning step (c) comprise: extract-
ing said original image, each of said bands using a different
down-sampling factor or technique.

5. The method of generalizing objects or features in an
imagein accordance with claimd, wherein said compressing
of said u‘iginal image is accomplished by extracting the
square root of the pixel values thereof.

6. The method of generalizing objeds or features in an
image in accordance with dnimd, wherein said compressing
of said original image is accomplished by encoding the log
of the pixel values thereof.

1Tb: mediodofgenemlizing objects orfeannminan
image in accordancewlth claimll. wherein said compressing
of said. ccrigina! image is accomplished by extracting the
double log of the pixel values thereof.

8. The method of generalifing objects or fcanrrcs in an
image in accordance With claim 4, wherein said compressing
of said original image is accomplished by filtering saidpinclvalues thereof.

9. The method of 3:116an objects or features in an
image in accordance with claim 1, wherm'n said transform-
ing step (b) comprises bltreduction and. remapping Without
oompressron.

10. A self-alibrating, self-determining method of genre:-
elizr'ng objects orfmttnes in an image, the stqas comprising:

a) retrieving an original image in pixel form:
b) transforming said original image into at least one stable

structure band;

c) executing a predetermined algorithm with said trans-
formed image to perform iterafive regionvgrowing or
rcgion-mm'ging by interrogating said image with a set
of Hoeady—iomshg colcr values;

d) generating groups having a set of values indicating a
numbn- of regions in each segmented image;

e) monitoring a slope and slope change of a scene
characteristic (SC) curve;

r) estahlishing at least one stopping point;
g) projecting each of said transformed, band—images, into

a composite domain; and
h) creating a composite image from all of said

transformed, band-images.
11. The self-calibrating, sort-determining method of gen-

eralizing objects orfeatnres in an image in accordance with
claim 10, wherein said stopping point occurs when the slope
or slope change of said SC curve is greater than zero.

12. The self-calibrating, self-denouncing method of gen-
eralizing objects orfentures in an image in accordance with
claim 10, the steps further comprising:
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i) digitizing said composite image, if necessary; and
' j) analyzing regions in said segmented images to identify

objects.

13. The self—calibrating, sclf—dclcmining method of gen»
naming objwls criminannmgein accordance with
claim 12, the steps fin-thu- comprising: p1 k) coordinating
said composite image with independonfly-genaated infor-
mation on identify features and objects.

14.1119. self-cumming. sdi—dctcnnining method of gen-
eralizing objecLs Isl-futures in an image in accordance with 10
claim 10, wherein said Iransfcrming step (b) compiises
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compressing said original image, each of said bands using 11
dificrent co sicn factor or technique.

15. The method of generalizing objects or fcamres in an
image in accordance will) claim 10. whcrein said litany
comprises data representative of full images or a combina-
tion of portions die-roof.

15. The nelhod of generalizing objects cr famine: in an.
image in accordance with claim 15, wherein said library
further cnmpn‘soo a noise model for facilitating matching of
an was! image wflh stored library elements.

:l#1r¥*
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[57] ABSTRACT

A method and apparatus for crowing an image in digital
form. The image to be cropped is represented as a first digital
array which is operated on by an edge enhancement trans—
formation to generate a second, binary digital array wherein
edges of the image are emphasized. The second digital array
is then partitioned into predetermined segments which are
typimlly rows and columns of the array and the pixel values
of each row and column are summed to generate brightness
sums. The second digital array is then panitioned into a first.
brighter: central group of rows and a second. less bright
group consisting of upper and lower borders of rows: and a
third. brighter. central group of column and left and right
borders of columns in accordance with predetermined cri—
teria relating to the brightness sums. The boundaries
between the borders and the central groups are then applied
to the first digital array and only those pixel values corre-
sponding to pixel values common to the first and third
groups are output to generate a conned image.

16 Claims, 6 Drawing Sheets
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l
APPARATUS AND METHOD FOR

CROPPING AN IMAGE

BACKGROUND OF THE INVENTION

The subject invention relates to an apparatus and method
for cropping an image to remove portions of the image
which contain relatively little detail (Le. have a low infor-
mation content). More particularly it relates to a method and
apparatus for cropping an image of a person's face.

U.S. Pat. No. 5.420.924; to: Berson et. al; issued: May 30.
195 discloses an identification card which includes an

image ofa person to be identified together with an encrypted
digital representation of that image. Such a card can be
verified by decrypting the digital representation and display-
ing it for comparison with tlte image on the card. Preferably
the digital representation is stored on the card in the form of
a two dimensional barcode. In order to reduce the amount of
area on the card consumed by the barcode needed. it would
be very desirable to crop the image to eliminate as much of
the image background as possible.

Other applications where it would be desirable to crop an
image will be readily apparent to those skilled in the art

Thus. it is an object of the subject invention to provide a
method for automatically cropping an image.

One known method of producing such cropped images is
to have a skilled operator manually crop an image by
physically cutting away portions of aphotographic image. or
by electronically manipulate a digital array representing the
image through a computer system. Another method would
be to have a skilled technician initially create a closely
focused image which contains minimal amounts of back-
ground. These approaches. however. require high degrees of
judgment and are which could prove to be unduly expen-
sive for applications where large numba's of identification
cards must be produced. as where the identification card also
serves as a drivers license.

BRIEF SUMMARY OFTIIE INVENTION

The above object is achieved and the disadvantages of the
prior art are overcome in accordance with the subject
invention by means ofan apparatus and method for capping
an image which is represented as a digital array of pixel
values. 11re digital may is first processed to produce a
second digital array which corresponds to a transftI-mation
of the image to enhance edges in the image. (Le. The
boundaries between areas of uniform or gradually changing
intensity are emphasized while variations within suctr areas
are de-ernphasized.) The second digital way is then parti-
tioned into [redeturnined segments and the pixel values for
each segment are summed to obtain a brigrtness sum for
cacti of the segments. The segments He then divided into a
first. higher brightness group and a second. lower brightness
group in accordance with predetermined criteria relating to
the brightness sums. A group of the first digital array which
corresponds to the first group of the second digital array is
then identified and at leastpart of the group of the first digital
array is then output to generate a cropped image.

In accordance with one aspect of the subject invention a
threshold is applied to each value output by the edge
enhancement transformation so that the second digital array
is an array of binary pixel values.

In accordance with another aspect of the subject invention
the edge enhancement transformation includes applying a
non-linear edge enhancement filter to the first digital array
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and the applied threshold is selected as a function of the
background portion of the image.

In accordance with still another aspect of the subject
invention the edge enhancement nansfomration includes
applying a linear edge enhancement tiller to the first digital
array and then applying a noise filter to output of the linear
edge enhancement filter.

In accordance with still another aspect of fire subject
invention the segments are horizontal rows of the second
digital array and the first group of segments is a continuous
group of rows which contain a predetermined fraction of the
total brightness of the second digital array.

In accordance with still yet another aspect of the subject
invention the segments are horizontal rows (or vertical
columns) of the second digital array and the second group of
segments is a predetermined number of the rows (or
columns) divided into two contiguous outboard subgroups
of the rows (or columns). the subgroups having equal
brightness.

Since the density of detail (i.e. information content) of an
image closely correlates to the density of edges in that
image. those skilled in the art will readily recognize that the
above summarized invention clearly achieves the above
object and overcomes the disadvantages of the prior art.
Othu objects and advantages of the subject invention will be
apparent to those skilled in the art from consideration of the
attached drawings and the detailed description set forth
below.

BRIEF DESCRIPTION OF THE DRAWINGS

Various prefer-mi embodiments of the subject invention
are shown in the following figures wherein substantially
identical elements shown in various figures are numbered
the same.

FIG. 1 shows a schematic block diagram of a preferred
embodiment of the subject invention.

FIG. 2 shows a sdrematic block diagram of a second
preferred embodiment of the subject invention.

FIG. 3 is an illustration of one method of cropping an
image in accordance's with the subject invention.

FIG. 4 is a flow diagram of the method of FIG. 3.
FIG. 5 is an illustration of anothu method of crowing an

image in aecta'dance with the subjed invention.
FIG. 6 is a flow diagram of the method of FIG. 5.

DETAILED DESCRIPTION OF REFERRED
MODWI'S OFTHE SUBJECT

INVENTION

Turning to FIGS. 1 and 2. two prefared embodiments of
the subject invention are shown. In each of these embodi-
ments a subject S is scanned by conventional scanner 10
whose output is convated to digital values by conventional
AID converter 12. Preferably subject S consist of face F of
a person to be identified by an identification card and
background B. which is preferably a uniform. substantially
featlncless screen or the like.

The output of ND converter 12 is sttxed in first array
store 20 which is comprised in both cropping apparatus 16-1
and 16—2. Store 20 stores a first array of pixel values. which
are preferably greyscale values. Apparatus 16-1 and 16-2
process the first array to provide an output to printer 18 (or
other suitable output device) to provide cropped image CI.
as will be described further below.

Turning to FIG. 1 the output of store 20 is transformed by
linear edge enhancement filter 22-1. noise filter 24 and
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threshold 26—! to generate a second digital array of binary and appropriately selecting threshold 26-2 apparatus 162
pixel values corresponding to an image of subject S having eliminates the need for a noise filter.
its edges enhanced.

The second digital array is then cropped by second array TABLE II
cropping element 30. which sums the pixel values for each 5
of a plurality of predetermined segments into which the

second digital array have been partitioned to obtain a l —1 o l ] [ l 2 lbrightness sum for each of the segments. These segments are '1 ° 1 0 0 0 1
divided into at least a first group having arelatively higher 0 l _l ‘2
total brightness and a second group having a relatively lower 10
total brightness. The boundariesbetween the first and second Determination of the proper threshold value to use in
grows 0f the second digital array are "1°“ applied 1° the first apparatus 16-2 is a function of background B. For a given
digital array by first array cropping apparatus 32 ‘0 identify background color. lighting conditions. and camera position
a group of the first digit»1 army which corresuonds to the and pmmeim. threshold 292 may be calibrated byrepeat-
first BTWP ““15 second digital “TW- The identified 8’0"? 15 edly generating a second digital image of background B
01: the a!“ array is then 01‘th ‘0 printer 18 to produce ouly;i.e. without aforeground subject. and adjusting thresh—
aorped Image CI- old 26—2 to minimize the number of asserted noise pixels.

In a preferred embodiment element 30 may further crop This calibration process can readily be automated by a
the second digital array by partitioning the second digital person skiUed in the art. Where background B is known
array into a set of segments which are then divided into a 20 threshold 26-2 may be preset: or. where background B may
third relatively bright and forth relatively less bright groups vary threshold 26-2 can be calibrated in the field.

and element 32 outputs only those pixel values of the first Preferably apparatus 16-1 and 16-2 are implemented by
digital array which correspond to values of the second ”mg a general purpose digital computer to any
digital array common ‘0 the “1'51 and third groups. as “"11 be 25 out the various functions illustrated. Programming of such is
described further below. computer to implement appropriate sub-routines to carry out

Linear edge enhancement filter 22-1 begins the transfor— the illustrated functions would be a routine matter for a
mation of the first digital array by successively convolving person of ordinary skill in the art and need not be discussed
the first digital array with each of four 3x3 masks shown in further here for an understanding of the subject invention.
Table I below. The results of these four convolution opera- ” FIG. 3 is an illustration of one manner in which second
50115 a": lhc" 511mm“ ‘0 Wide “1 W‘l’m- array mopping element 30 can operate. Image 40 is a line

(The functioning of such edge enhancement filters. and of drawing representation corresponding to the second digital
the nonlinear filter which will be described with respect to array and showing an edged enhanced image of subject S.
FIG. 2 are well known in the art and need not be discussed By emphasizing edges and de-emphasizing variations within
further here for an understanding of the subject invention.) areas of constant or slowly varying intensity image 40

 

mask] m2 

—l 

 TABLE I

mankl maskz w “4

l 0 —l —l O l 1 l 1 —l —l —l
l 0 —l —l 0 l 0 0 D 0 O O
l 0 -l -l 0 l -l —l —l l l l

The output of filter 22-] is then applied to noise filter 24 ‘5 concentrates brightness (i.e. assured pixels) in areas of high
which is preferably a conventional ‘bluning" filter to detail. thus emphasizing face F and particularly high detail
remove artifacts which might be interpreted as false edges. areas such as the eyes of face F. Pixel values are summed for
The output of noise film 24 is then applied to ttueshold 26-1 the rows and columns of the second digital array to obtain
toproduce abinary second digital an'ay. Threshold values of brightness sums for image 40. Histogram 42 represents a
approximately 200have provided satisfactay results where 5“ plot of horizontal row brightness sums as a function of
the pixel values of first digital array represented a 256-1evel vertical position and histogram 44 represents a plot of
greysrzle. vertical column tightness sums as a function of horizontal

Turning to FIG, 2 a first digiml array is fioduced. and a position. (Histograms shown in FIGS. 3 and 5 are intended
second digital array is unwed and applied to the first digital as illustrative only and are not achlally derived from the line
array to produce cropped ilnage CI in a manner substantially is drawing representations shown.)
identical to that described with respect to FIG. 1 and In accordance with the embodiment of the subject inven-
apparatus 15.2 differs from amateurs 16-1 only in the tion illustrated in FIG. 3 the second digital array is first
manner in which the second digital array is generated In partitioned imo two groups of horizontal rows of pixel
apparatus 16-2 the first digital array is applied to non-linear values; a first. central. brighter group 46-3 and a second. less
edge enhancement filter 2.2-2 which sequentially convolves 60 bright STOUP consisting 0f "PPCI border 43-3 and 10W“
tw03x3 masks. shown inTablell below. with the first digital border 50—3 in accordance with criteria which require that
array. The absolute values of these convolution operations first group 46-3 contain a predetermined fradionTBy of the
are then summed to provide the output of film 22.; In total brightness of image 40 and that the rermining fraction
anodier embodimentof the subject invention the RMS value of the total brightness be evenly divided between upper
of the convolution operations may be taken as the output. 65 bind” 43-3 and IOWEI' border 50-3-
Threshold 26-2 is then applied to the output of filter 22-2 to The columns of the second digital array are then divided
generate the second digital array. By usinga non-linear filter into a third. central brighter group 54-3 and a forth. less
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bright group consisting of left border 56-3 and right border
58—3. The criteria for dividing the columns into groups are
similar to the criteria applied to the rows with group 54-3
containing a predetermined fraction T3,, of the total bright-
ness of image 40 and borders 56—3 and 58-3 having the
remaining total brightness evenly divided between them.

Once these groups are identified the borders between
groups are applied to the ilrsr digital away by cropping
element 32: which outputs only those pixel values of the first
digital array which correspond to pixel values common to
both central common brighter groups 46-3 and 54-3 to
printer 18 to generate cropped image CI.

Values of 80% for TB, and TB” have been found to
provide substantial reduction in the number of pixels
required to represent cropped image CI while still retaining
suflicient detail so that cropped image CI is easily recog-
nizable.

FIG. 4 shows a flow diagram of the operation of cropping
element 30 in implementing the embodiment described
above with respect to FIG. 3. At 6. element. 30 sums pixel
values for the second array rows and columns to generate
row and column brightness sums. Then at 61 the next (ic.
outer most remaining) upper row is deleted and at 62
element 30 tests to detenninc if the upper row brightness
criteria have been meet: that is. for the preferred embodis
meat described above. has approximately 10% of the total
tightness been deleted. If the u’iteria has not been meet
element 30 returns to 61 to delete the next upper row. and.
if the criteria has been met. at 64 stores the upper border
between group 46-3 and Upper border 48—3. Then at step 65.
66 and 68 the lower boundary between border 50-3 and
central group 46-3 is determined and stored in the same
manner. Then at step 10. 71 and 72; and at steps 74. 76. and
77 the columns of the second digital array are divided into
central group 54-3 and borders 56-3 in the same manner:
Then. as desu'ibed above identified boundaries are applied
to the first digital array to generate cropped image CI.

(Those skilled in the art will recognize that. since only
whole rows or columns can be deleted the above described
brightness utter-in (and thosc desrxibcd below with respect
to FIGS. 5 and 6) will. in general. only be met
approximately.)

In other embodiments of the subject invention values for
fractions TB, and TB, can be unequal and the total bright—
ness in boundaries 48-3 and 50-3. and 56-3 and 58-3 need
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not be equal. in embodiments where face F is symmetrically
positioned central groups 46-3 and 54-3 may simply be
positioned symmetrically about the horizontal and vertical
axes of image 40 by deleting the outermost pairs of rows or
columns until the predetermined fraction of the total image
brightness is left.

FIG. 5 shows an illustration of an other embodiment of
the invention wherein cropping element 30 operates on the
second digital array to divide the rows into a first. central.
brighter group 46-5 having a predetermined height H and a
second. less bright group consisting of upper border 48-5
and lower border 50—5: and to divide the columns into a
third. central. brighter group 54-5 having a predetermined
width W; and a fourth less bright group consisting of left
border 56—6 and right border 58-5.

FIG. 6 shows a flow diagram of the operation of mopping
element 30 on the second digital array in the embodiment
described with respect to FIG. 5. At 80 element 30 sums the
pixel values for the second digital array rows and columns.
Then at 82 the left end lower borders are set equal to zero.
That is group 465 is initially assumed to begin at the icf‘l
edge of image 40 and group 54-5 is initially assumed to
begin at the lower edge of image 40. Then at 86 the next (Le.
outermost) column is added to the left border and the next
(i.e. innermost) column is deleted from the right border: and
at 88 element 50 tests to detennine if the left border total
brightness equals the right border total brightness as closely
as possible. If not element 36 returns to 86 to delete and add
the next pair of columns; and. if the total brightness of the
left and rigtt borders are equal. stores the left and right
boundaries between groups 54-3 and borders 563 and 58-3
at step 90. Then at steps 94. 96. and 98 element 30 operates
on the rows of the second digital array to divide the pixel
valum into groups corresponding to groups 46-3 and bra-der
48—3 and 553 in the same manner.

In other embodiments of the subject invention the bound-
aries between the central and border groups of the rows and
columns may be taken at the outermost peaks of histograms
42 and 44 respectively and still other unbodirncnts of the
subject invention the second digital array may be partitioned
into segments othe- than rows and columns. For example.
the segments may be taken as concentric. and annular rings
of apposimately equal area and the image may be flopped
radially.

W

TABLE 1]] 

Pile-l Arte: Rmhrelitm: [Area mainland in pixctsf

 

   

Manual Clap huh-Cropped Arno-Cropped Auto-Cropped
I? E'e'lsl'a'nde rm) [85%) g!)

Original ‘5 of '5 of 99 of ‘5 of

Albert 32279 24215 75.02% 16756 50.36% 13221 4096*: 10816 33.51%
Eric 32279 14215 75.02% 13445 51.14% 15038 48.59% 13066 40.48%
(Bagel-1 32279 24215 75.02% B760 73.61% 20308 64.46% 15960 49.44%huts 32279 24215 75 .0270 19338 $10993 1537 2 52.27% 15000 46.72%
ley 22879 16159 70.63% 15729 68.75% 13700 59.88% 11500 50.26%
May“! 32279 24215 7532% 19m2 $1393 16912 52.39% 14214 44.03%
Steve 32279 24215 75 112% 18237 56.4 1% 15 194 47 07% 12544 38.36%
Thaw 32279 24215 75.02% 18048 49.72% 12669 39.75% 9890 30.64%

Averages: 59.60% 50.36% 41.74% 
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TABLE IV

Cunpresrnd File Reduction: (Tested using JPEG with Q factor = (D‘L
 

    

Manual Crop Arno-Cropped Arno-Cropped AuMmpped
ll piralra'ridr (90%) (ESWI [90%)

Original 92: of '57 of ‘5 of 9'0 of
bytes bytes Original bytes Origirnl bytes Original bytes Original

Albert 1262 1004 79.56% 833 661)”: 753 59.67% 691 54.75%
Eric 992 742 743390 635 6401*: 573 57.76% 440 44.35%
Gauge}! 1130 893 79.03% 389 78.67% 799 70.7 1% 599 5301%
Janus 1233 331 67.40% 72.1 58.64% 641 51.99% 642 52.07%
Lady 767 539 70.27% 609 79.40% 542 70.66% 423 55.15%
Mayo- 1107 843 76.15% 794 71.73% 639 57.72% 550 49.68%
Steve 1196 1196 74.92% 779 65.13% 631 52.76927 477 39.88%
Teresa 937 721 76.95% 590 67.79% 493 52.61% 433 46.21%

Average: 74.38% 68.72% 59.24% 49.39% 

Table III shows examples of the subject invention where
subject's faces were scanned to generate a first. 169x191.
256 greyscale level array of pixel values. The first array was
werated on by a fate mask linear filter and a conventional
noise filter as described above. and a. threshold of 206
applied to generate a second. binary may. The second army
was then cropped to central groups of rows and columns
having the various pawntages of to total brightness shown.
For each percentage of total brightness the pacentage of
pixels in the cupped image (Le. pixels common to the two
central groups) is given. A predetarnined fixed cropping of
12 pixels/side is also shown for purposes of comparison

Table IV shows the same percentages where the images
are also compressed using the well known IPEG compres-
sion algorithm; demonstrating substantial benefits even with
compression of the images.

The embodiments of the subject invention described
above have been given by way of illustration only. and those
skilled in the art will recognize numerous othu’ embodi—
ments of the subject invention from the detailed descriptions
set forth above and the attached drawings. Accordingly.
limitations on the subject invention are found only in the
claims set forth below.

What is claimed:

1. A method of «wing an image. said image being
represented as a first digital array of pixel values. said
method comprising the steps of:

a) processing said first digital array to produce a second
digital array of pixel values. said procusiug including
applying an edge enhancement tt'ansfonnation to said
first digital array;

b) partitioning said second digital array into predeter-
mined segments;

c) sustaining pixel values for each of said segments to
obtain a brightness sum for each of said segments;

(1) dividing said segments into first and second groups in
accordance with predetermined crita'ia relating to said
brightness sums;

e) identifying a group of said first digital array corre-
sponding to said first group of said second digital array;

t) outputting at least a part of said group of said first
digital array to generate a cropped image.

2. A method as described in claim 1 wherein said pro-
cessing fruther includes applying a threshold to each value
output by said edge enhancement transformation whereby
said second digital array is an array of binary pixel values.
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3. A method as described in claim 2 wherein said edge
enhancement transformation comprises applying a non»
linear edge enhancement filter to said first digital array.

4. A method as described in claim 3 wherein said image
includes a substantially fcamrclcss background and said
threshold is selected as a function of said background

5. A method as described in claim 2 wherein said edge
enhancement transformation comprises applying a linear
edge enhancement filter to said first digital array and then
applying a noise filterto output of said linear edge enhance-ment filter.

6. A method as described in claim 1 wherein said seg—
ments are horizontal rows or vertical columns of said second
digital array.

7. A method as described in claim 6 wherein said first
group of segments is a contiguous group of said rows or of
said columns containing a predetermined [radian ofthe total
brightness of said second digital array.

8. A method as described in claim 7 wherein said prede—
termined fraction is apprentimntely equal to 80 percent.

9. Amethod as described in claim 6 wherein said second
group of segments consists of two contiguous has“ cut-
board of said rows or columns. said borders having equal
brightness.

10. A method of cropping an image. said image being
rep-created as a first digital array of pixel values. said
method comprising the steps of:

a) processing said first digital array to produce a second
digital array of pixel values. said processing including
applying an edge enhancement transformation to said
first digital array;

b) partitioning said second digital array into predeter-
mined horizontal rows of pixel values;

e) summing pixel values for each of said horizontal rows
to obtain brightness sums for each of said rows;

d) dividing said rows into first and second groups in
accordance with predetermined alter-la relating to said
horizontal row brightness sums:

e) partitioning said second digital array into predeter-
mined vertical columns;

f) Slimming pixel values for eadi of said vertical columns
to obtain brightness sums for each of said columns;

g) dividing said columns into third and fourth groups in
accordance with predetermined triteria relating to said
column brightness sums;

h) identifying a part of said first digital array correspond-
ing to pixels common to said first and third groups of
said second digital array;
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i) outputting said part of said first digital array to generate
a cropped image.

11. A method as described in claim 10 wherein said

processing further includes applying a threshold to each
value output by said edge enhancement n'ansfonnation
whereby said second digital array is an may of binary pixel
values.

12. A method as described in claim 11 wherein said edge
enhancement transformation comprises applying a non-
linear edge enhancement film to said first digital array.

llArnethod as descn'bedin claim 12 wherein said image
includes a substantially featureless background and said
threshold is selected as a function of said background.

14. A method as described in claim 11 wherein said edge
enhancement transformation comprises applying a linear
edge enhancement filter to said first digital my and then
applying a noise filter to output of said linear edge enhance-
ment filter.

15. A method as described in claim 1 wherein said image
is an image of a human face.
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16. An apparatus for cropping an image. said image being
regesented as a first digital array of pixel values. said
apparatus comprising:

a) means for processing said first digital array to produce
a second digital array of pixel values. said processing
including applying an edge enhancement transforma—
tion to said first digital array: ‘

b) means for capping said second digital array to form
first and second groups of predetermined segments of
said second digital array in accordance with predeter-
mined criteria relating to brightness of said segments;

0) means for identifying a group of said first digital array
corresponding to said first group of said second digital
array;

d) means for outputting at least apart of said group of said
first digital array to generate a cropped image.

t 3t I 8 $
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United States Patent [19] [11; Patent Number: 5,880,858

Jin [45] Date of Patent: Mar. 9, 1999

[54] METHOD OF AUTO-CROPPING HVIAGES Primary Examiner—Scott Rogers

FOR SCANNERS Assistant Examiner—Jerome Grant, II

[75] Inventor: Yuan-Chang Jin, Hsinchu, Taiwan Attorney, Agent, or Firm—[adas & Party

[73] Assignee: Mustek Systems Inc., Hsin-Chu, [57] ABSTRACTTaiwan
Amethod of auto-cropping images appropriate for scanners

[21] App]. No_: 1,979 is disclosed, that features use of the image-division method

[22] Filed' Dec 31 1997 for canying out auto-cropping. According to the method, the
. . ,

[51] Int.Cl.‘ H04N 1/04
[52] US. Cl. ........................... 358/487; 353/453; 358/465
[58] Field of Search ............................. 358/465, 466, _

358/487, 474, 453’ 452, 467; 348/64; 382/169, cover and other redundant images can also be reduced.
172, 175, 176 Furthermore, the present invention is also appropriate for

scanning positive and negative films, and films are disposed

images of the objects after pure-scanning can be auto-
cropped, and therefore do not require further manual opera-
tion. The interference due tolthe background color of the 
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on flames can be scanned properly.
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METHOD OF AUTO-CROPPING IMAGES
FOR SCANNERS

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention generally relates to an image—
processing method. More particular, the present invention
relates to a method of autecropping images for scanners,
accordingly the images prescauned by a scanner can be
located and cropped automatically without further manual
operation by the user.

2. Description of the Related Art
Generally speaking, after putting objects in a scanner, for

exampIe documents and drawings, the scanner prescans the
objects and displays the images of the objects in a preView
window. For conventional scanners, users must crop the
prescauned images manually by using pointers such as a
mouse to select the required images. Cropping the images
manually is very inconvenient. Especially, in the case of
scanners with batch—scan functions, users waste a great deal
of time cropping the images, while batch—scanning the
objects. Without an auto—cropping function, users are subject
to inconvenience and work efliciency is degraded.

SUMMARY OF THE INVENTION

Accordingly, the object of the present invention is to
provide a method of auto-cropping images for scanners,
such that the prescauned images displayed in a preview
window can be auto-cropped. Therefore, users don‘t have to
crop the images, thus increasing convenience and efficiency.

The disclosed method can be applied to scanners with or
without covers. In addition, interference due to the back-
ground color of the cover can also be solved.

Furthermore, the present invention is appropriate for
scanners that scan positive films and negative films, and
films with or without frames can also be determined and the

images selected properly.
In order to achieve the above objects, one method of

auto—cropping images for scanners according to the present
invention is proposed, wherein the steps are as follows:

(a) provide a prescanned image, wherein the pixels of the
image are processed by the image division method to
obtain at least a low threshold and a high thrwhold;

(b) compare the pixels in every horizontal row with the
low threshold, wherein the number of any pixel that is
larger than the low threshold is recorded respectively to
obtain a dot-inlension number for every row, and the
dot—intension number of every row is compared with a
limit, whereby the rows with dot-intension numbers
that exceed the limit are cropped, and the prescauned
image is divided into several image regions;

(c) compare the pixels of every vertical column in every
divided image region with the low threshold, wherein
the number of the pixels that exceed the low threshold
is recorded respectively to obtain a dot-intension num—
ber for every column, and the dot—intension number of
every column is compared with the limit, whereby the
columns with dot-intension numbers that exceed the

limit are cropped, and every one of the divided image
region is further divided into several cropped regions;
and

(d) iterate steps (b) and (c) to further divide the cropped
regions horizontally and vertically, wherein the iterat—
ing process stops when every horizontal and vertical
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division of the cropped regions can not form any new
divided region.

In order to achieve the above objects, another method of
auto-cropping images for scanners wherein that must crop
films with or without frames is also proposed, wherein the
steps are as follows:

(I) the frame detection step comprises the following
sub-steps: (1a) procesing all pixels in a preview win-
dow to obtain a low threshold and a high threshold; (1b)
comparing the pixels in every horizontal row With the
low threshold, and recording the number of pixels that
exceed the low threshold respectively to obtain a dot-
intension number with respect to every row, then com-
paring the dot—intension number of every row with a
limit, and cropping the rows with dot-inlension num-
bers that exceed the limit, and recording the row
number ofevery cropped regions; (1c) transforming the
size of the regions for disposing films into pixel dots;
and (1d) comparing every one of the horizontal row
numbers recorded with the pixel dot-number of the
region for disposing a film, and if at least two of the
horizontal row numbers and the dot-number have a
diiference that falls within a specific range, the frames
are then detected.

After confirming that the films are disposed in flames, the
auto-cropping step is carried out, comprising the following
sub-steps: (2a) processing the pixels of the prescauned
image by the image division method to obtain at least a low
threshold and a high threshold; (2b) comparing the pixels in
every horizontal row with the low threshold, and recording
the number of pixels that exceeds the low threshold respec-
tively to obtain a dot—intension numbers with respect to
every row, then comparing the dot-intension number of
every row with a limit, and cropping the rows with dole
intension numbers that exceed the limit, and dividing the
prescanned image into several divided image regions; (2c)
comparing the pixels in every vertical column of every the
divided image region with the low threshold, and recording
the number of pixels that exceed the low threshold respec—
tively to obtain a dot-intension number with respect to every
column, and comparing the dot—intension number of every
column with the limit, thereby the columns with dot-
intension numbers exceeding the limit are cropped, and
further dividing every divided image region into several
cropped regions; (2d) iterating steps 2b and EC to further
divide the cropped regions horizontally and vertically,
wherein the iterating process stops when every horimnlal
and vertical division doing to the cropped regions can not
form any new divided region; and (2e) comparing the pixels
in every cropped region with the high threshold, and record-
ing the number of the pixels that exceed the high threshold
to serve as a sum number, and if the sum number of every
cropped region exceeds the total pixel dots in a cropped
region for a certain proportion, then no film is disposed at the
cropped position, whereby every cropped region can be
checked sequentially to locate the correct position of the
films; wherein if in step I the frames are not detected, then
the steps described steps 2a~2d in process II are carried out
to crop the film regions properly.

BRIEF DESCRIPTION OF THE DRAWINGS

Other objects, features and advantages of the present
invention will become apparent by way of the following
detailed description of the preferred but non-Limiting
embodiment. The following description is made with refer—
ence to the accompanying drawings.

FIG. 1A to FIG. 1E illustrate the process of the first
embodiment according to the present invention.
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FIG. 2 illustrates the pixel distribution in a preview
window of a scanner.

FIG. 3A to FIG. 3F illustrate the process of the second
embodirnent according to the present invention.

FIG. 4A to FIG. 4B illustrate the process of the third
embodiment according to the present invention.

DETAILED DESCRIPTIONS OF THE
INVENTION

First Embodiment

Referring to FIG. 1A, after a scanner prescans some
objectsA, B, and C, the images ofA, B, and C are displayed
in a preview window. For conventional scanners, users must
crop the images of objectsA, B, and C with additional steps.

FIG. 2 illustrates the pixel distribution in a preview
window of a scanner. In the first embodiment, the horizontal
resolution of the preview window has m pixels, and the
vertical resolution of the preview window has 1: pixels. Any
pixel in the preview window is indicated as P”, wherein i, j
indicates the coordinates and léiém, 1 éjén. The images
in the preview window consist of the pixels.

In the first embodiment, after prescanning the objects A,
B, and C, the images A, B, and C are displayed in a preview
window, as shown in FIG. 1.

After prescanning, the steps for completing the auto—
cropping method are as follows.
Step (a)

An image-division method is carried out to process the
pixels to obtain at least a low threshold and a high threshold.
The image-division method will be described in another
section.

Step (b)
In every horizontal row, the pixels are compared with the

low threshold, and the number of pixels that exceed the low
threshold is recorded respectively. Therefore, each row has
a corresponding dot-intension number. The dot-intension
number in every row is compared with a limit, thereby
selecting the rows with dot—intension numbers that exceed
the limit.

In the first embodiment, a cropped region cl1 is obtained,
as shown in FIG. 1B.

Step (c)
Next, the cropped region (11 serves as a region for pro-

cessing. In every vertical column of the region all, the pixels
are compared with the low threshold, and the number of
pixels that exceed the low threshold is recorded respectively.
Therefore, each column has a corresponding dot-intension
number. Then, the dot-intension number in every column is
compared with the limit, thereby selecting the columns with
dot-intension numbers that exceed the limit. Consequently,
the region d, is further divided into regions d2 and d3 as
shown in FIG. 1C.

Step (d)
Then, the regions (12 and d3 are used as the processing

regions, and the above step (a) is carried out again. In every
horizontal row of the regions (.12 and d3 the pixels are
compared with the low threshold, and the number of pixels
that exceed the low threshold is recorded requectively.
Therefore, each row has a corresponding dot—intension num—
ber. The dot-intension number in every row is compared
with a limit, thereby selecting the rows with dot-intension
numbers that exceed the limit. Consequently, the regions dz
and d3 are divided into three regions d4, ds, and d5, as shown
in FIG. 11). It is obvious that the images of objects B and C
are well cropped as the regions ds and d6.
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Next, the regiom d4, ds, and d6 are used as the regions for
processing, and the above step (b) is carried out again. In
every vertical column of the regions d4, d5, and do, the
pixels are compared with the low threshold, and the number
of pixels that exceed the low threshold is recorded respec-
tively. Therefore, each column has a corresponding dot-
intensinn number Then, the dot-intension number in every
column is compared with the limit, thereby selecting the
columns with dot—intension numbers that exceed the limit.

Finally, the images of objects A, B, and C are cropped
properly. For the final cropped regions corresponding to the
images ofA, B, and C, further division in these regions can
not be formed, even when the steps (a) and (b) are repeated.
Consequently, auto-cropping processing is completed, as
shown in FIG. 1E.

The image division method mentioned above is described
hereinafter.

In general, a fixed threshold is adopted in the conventional
image—division method. The image data are compared with
the fixed threshold to divide the image data into two groups.

The image-division method applied in the present inven-
tion is dilferent from the conventional one. Its processing
steps will be described as follows.

The image-division method comprises the following
steps:

(a) First, a plurality of initial values a1~an are selected
corresponding to a plurality of sets Sl—S”, serving as
central characteristic values of the above sets, where
a1< . . . <ah.

(b) After calculating the color values of every one of the
pixels Pi]- in the preview window (FIG. 2), for example
taking the average of the color values, the pixel char-
acteristic values corresponding to all pixels are
obtained respectively.

(c) The differences between every pixel characteristic
value and every central characteristic value are calcu—
lated and then absolute values of the dilIerences are
taken. The central characteristic value most close to the
pixel characteristic value '5 selected, and then the pixel
characteristic value is assigned to the set corresponding
to the central characteristic value. Therefore, all the
pixel characteristic values are assigned to their corre-
sponding sets.

(d) The pixel characteristic values in every set (Sr-S") are
averaged to obtain corresponding mean characteristic
values T1~T,, respectively.

(e) The mean characteristic values T,- are compared with
the central characteristic values a; respectively (where,
i=l~n). If every absolute value |T,-_a,-| is within a
specific value, for example 1, then the minimal mean
characteristic value T1 will replace the low threshold,
and the maximal mean characteristic value T,, will
replace the high threshold, such that the object for
image-division is achieved. If the absolute value |T,-_a,]
is greater than the @ecillc value, then the central
characteristic values afa" are replaced by the mean
characteristic values TJ~Tn, and the steps (c), (d), and
(e) are carried out again.

In general, the image 2—division method can be carried out
by providing two initial values, for example, let a1 and a2
equal 3 and 250. If the image intension requires being
divided more finely, more initial values can be added
between the initial values 211 and a2. Therefore, the image-
division method according to the present invention can
provide suitable low threshold and high threshold according
to the characteristic of the images.
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Second Embodiment

'Ihc backgron color of the cover of a scanner usually is
not black, such that the prescanned images will be subject to
interference by the background color of the cover. In
addition, the extra or redundant images such as the ocnnec~
tion lines will be scanned and appear in the preview window.

'lhe above-mentioned problems can be solved accordingthe method described hereinafter.

First, a background image is obtained by scanning the
closed cover without any objects in the scanner. The back-
ground image is shown in FIG. 3A, wherein the redundant
images such as connection lines are indicated as numeral 30.

Next, objects D and E are scanned by the scanner, and the
prescanned image is shown in FIG. 3B. The image in FIG.
SB and the background image in FIG. 3A are processed by
subtracting to cancel out the interference due to redundant
image and background color of the cover. The result image,
which serves as a prescanned image, is shown in FIG. 3C.

There is an overlapping portion Lof the object D and the
redundant image (for example, connection lines).

In order to further reduce the disturbance due to the

overlapping portion L, a portion of the prescanned image 1,“,
is masked out with the width of some pixel dots. Thus, the
object D is divided into two parts D1 and D2. The width of
the masked image 14L, should be larger than that of connec-
tion lines. For high resolution, the width of the masked
image can be 18 pixel dots. For low resolution, the width of
the mask image can be 9 pixel dots. Then, the method
described in the first embodiment is carried out to process
the unmasked image 11,, such that the image of objects D1
and E are cropped automalically, as shown in FIG. 3D.

Finally, the masked image [an is processed to crop the
object D2. The cropped region of the objecl DJ is expanded
toward the masked region It“, dis horizontally or vertically.
such that the object D2 at the masked image region lag is
cropped as a recovery region 1,“. In the second embodiment,
the cropped region of the object D1 is expanded toward the
masked region I,m horizontally, as shown in FIG. 313. Then.
the recovery region 1,,m is processed according to the method
described in the first embodiment. Next, the object D2 can be
cropped properly, thus completing the cropping of the
objects D and E, as shown in FIG. 3F.

Third Embodiment

When scanners scan films, the film usually disposed in a
frame for convenience. FIG. 4A illustrates a flame for

loading films, the portions II is where the film is disposed.
While scanning positive films without using a frame, the

background color of prescanned image is white, and there-
fore a reversal (complement) operation is carried out to the
pixels in the preview window. Then, the prescanned image
after carrying out a reversal operation is processed according
to the auto—cropping method described in first embodiment.

While scanning negative films without using a frame, the
background color of the prescanned image is black, and thus
it is processed according to thc auto«cropping method
described in first embodiment, Without carrying out a never
snl operation.

In a scanner for scanning films, the tube (light source) is
disposed in the cover, and while scanning positive (negative)
films, the positions of the frames in the preview images are
black (white). Therefore, the general method described
above can not be applied for scanning positive and negative
films. Before scanning films, films with or without frames
must be distinguished.
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Frame Detection Method

The method for detecting frames will be described in
detail, with reference to FIG. 4A to FIG. 4E. The image of
films disposed in a frame after scanning is shown in FIG.
4A, wherein the frame portion is black or white depending
on the type of film (positive or negative).

In general, the frame can not cover the scanning window
of a scanner completely, therefore, the light source will be
transparent in the part of the region uncovered by the frame.
This light leakage will interfere with the detection of the
frame. To reduce the interference, the margin of the frame is
masked out, and the remaining image 40 enclosed by a
dashed line is used for frame detection, as shown in FIG. 43.
If the films are negative, the image 40 has to be processed
by carrying out a reversal operation first, and the flame
detection then follows. If the films are positive, a reversal
operation is not required for processing the image 40, and
the frame detection is carried out directly.

The steps (a) and (b) described in first embodiment are
used to process the image 40 to select the rows with
dot-intension numbers that exceed the limit. For the third
embodiment, three regions bl, b2, and b3 are cropped, as
shown in FIG. 4C. (The number of the cropped regions
depends on the type of frame.)

In a frame, the portions H for disposing films have
specific sizes. In the third embodiment, the size is about 3.6
cm, for example. Therefore, the pixel dot-number after
mapping to the preview window can he expressed as pc=
(3.6/2.54)xprcscan_dpi, wherein prescan_dpi is the pres—
canned resolution (dots per inch) of the scanner.

In FIG. 4C, the cropped regions b1, b2, and b3 have
corresponding pixel dots p1, p2. and p3 along their vertical
columns respectively. If at least two pixel dots conform to
the following condition (pc-sn)§pi§(po+sn), then the frame
is detected, wherein E=l~3, and so is a specific number, here
so is 3 for example.
Auto-cropping method while a frame is detected

After detecting a frame, if the films are positive, then the
prescanned image is processed by the auto-cropping
method. If the films are negative, then the reversal of
prescanned image must be carried out first, and then the
prescanned image after reversal is processed by auto-
cropping method.

The auto—cropping method applied to positive films is
similar to that applied to negative films, therefore, the one
applied to positive films is described hereinafter.

First, the prescanned image is processed by the auto—
cropping method described in the first embodiment, and all
the positions Where films can be disposed arc cropped, asshown in FIG. 4D.

Because not all the positions are disposed with films, an
examination process is required to get rid of the cropped
positions without films disposed. The process is described asfollows:

The image pixels ofcvcry cropped position are compared
with a high threshold, the numbers ufthe pixels that oriental
the high threshold are recorded as a sum number. If the sum

number of a cropped position is larger than lltc total pixel
dots in a cropped position for a certain proportion, then no
film is disposed at the cropped position. By this way, every
cropped position can be checked sequentially, and therefore
the correct position of the film can be cropped properly, asshown in FIG. 4E.

While the invention has been described in terms of what

is presently considered to be three most practical and
preferred embodiments, it is to be understood that the
invention need not be limited to the disclosed embodiments.
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On the contrary, it is intended to cover various modifications
and similar arrangements included within the spirit and
scope of the appended claims, the scope of which should be
accorded the broadest interpretation so as to encompass all
such modifications and similar structures.

What is claimed is:

1. A method of auto-cropping images for scanners com-
prising the steps of:

a. providing a prescanned image wherein the pixels of
said image are processed by an image-division method
to obtain at least a low threshold and a high threshold;

b. comparing the pixels in every horizontal row with said
low threshold, wherein the number of the pixels that
exceed said low threshold is recorded respectively to
obtain a dot-intension number for every row, and the
dot-intensiou number of every row is compared with a
limit, whereby cropping the rows with a dot—intension
number that exceeds said limit, and dividing the pres-
canncd image into several divided image regions;

6. comparing the pixels in every vertical column of every
said divided image region with said low threshold, and
the number of the pixels that exceed said low threshold
is recorded respectively to obtain a dot-intension num-
ber for every column, then the dot-intension number of
every column is compared with said limit, and the
columns with dot-intension numbers that exceed said

limit are cropped, and every said divided image region
is further divided into several cropped regions; and

d. iterating steps b and c to further divide the cropped
regions horizontally and vertically, and stopping the
iterating process when every horizontal and vertical
division in the cropped regions can not form any new
divided region.

2. The method as claimed in claim 1, wherein said
image-division method comprises the Slaps of:

a. selecting a plurality of different initial values with
respect to a plurality of sets one to one, serving as the
central characteristic values of said sets;

b. calculating the color values of every pixel to obtain the
pixel characteristic values corresponding to every
pixel;

c. calculating every said pixel characteristic value with
said central characteristic values by subtraction and
continuously taking the absolute values thereof,
whereby selecting the central characteristic value clos—
est to said pixel characteristic value, and by this way,
every pixel characteristic value is assigned to the
corresponding set of central characteristic values,
which is closest to the pixel characteristic value;

d. averaging the pixel characteristic values in every set
respectively to obtain corresponding mean characteris-
tic values; and

e. comparing every said mean characteristic value in
every set with the corresponding central characteristic
value, wherein if every difference is within a specific
range, then the minimal mean characteristic value
serves as said low threshold, and the maximal mean
characteristic value serves as said high threshold, and if
at least one of the differences exceeds said specific
range, then every central characteristic value of said
sets is replaced by said mean characteristic values of
said sets and the steps c, d, and e are iterated.

3. The method as claimed in claim 1, when the scanners
have covers, said method further comprises the steps of:

a. prescanning a background image and storing it, before
putting any objects in a scanner;
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8
b. detecting whether said cover is closed or not, wherein

if not closed, then the steps a~d in claim 1 are can-ted
out to auto-crop the images, and if closed, then the
process comprises the following steps:
i. calculating the background image and a prescanned

image by subtraction; and
ii. carrying out the steps a~d in claim 1 to the image

afier subtraction to complete the auto-cropping pro-cess.

4. The method as claimed in claim 3, wherein, after
carrying out step ii, the margin of said prescanned image is
masked out first and then the step ii is carried out, and alter
completing the cropping of the unmasked region, the crop-
ping regious are expanded toward the masked regions hori-
zontally or vertically to crop the images in the masked
regions sewing as recovery regions, and the recovery
regions are processed by step ii to crop the masked image,
thereby completing the cropping of all images.

5. A method of auto~cropping images for scanners appro—
priate for scanning films with or without frames comprising
the steps of:

(l). confirming the type 01' the films first, and detecting
frames, and if frames are detected, then step (II) is
carried out;

(1]). preprocessing a prescanned image according to the
film type, and carrying out the following steps:
2a. processing the pixels of said prescanned image by

the image-division method to obtain at least a low
threshold and a high threshold;

2b. comparing the pixels in every horizontal row with
said low threshold, and recording respectively the
number of the pixels that exceed said low threshold
to obtain a dot-intension number for every row, then
comparing the dot—intension number of every row
with a limit, thereby cropping the rows with dot-
inteosion numbers that exceed said limit. and divid-
ing the prescanned image into several divided image
regions;

2c. comparing the pixels in every vertical column of
every said divided image region wilh said low
threshold, then respectively recording the number of
the pixels that exceed said low threshold to obtain a
dot—intension number for every column, then com-
paring the dot—intension number of every column
with said limit, thereby cropping the columns with
dot-intension numbers that exceed said limit, and
further dividing every said divided image region into
several cropped regions;

2d. iterating steps 2b and 2c to further divide the
cropped regions horizontally and vertically, and
stopping the iterating process when every horizontal
and vertical division of the cropped regions can not
form any new divided region; and

2e. comparing the pixels in every cropped region with
said high threshold, and recording the number of the
pixels that exceed the high threshold to serve as a
sum number, and if said sum number of every
cropped region is greater than the total of pixel dots
in a cropped region for a certain proportion, then no
film is disposed at the cropped position, whereby
every cropped region can be checked sequentially to
locate the correct position of said film;

wherein if in step I the frames are not detected, then the
steps described steps 2a~2d in process I] are carried out
to crop the films regions properly.

6. The method as claimed in claim 5, wherein the frame
detection step I comprises the following sub—steps:
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1a. processing all pixels in a preview window to obtain a
low threshold and a high threshold;

1b. comparing the pixels in every horizontal row with said
low threshold, and respectively recording the number
of the pixels that exceed said low threshold to obtain a
dot-intensioe number with respect to every row, then
comparing the dot-intension number of every row with
a limit, thereby cropping the rows with dot-intension
numbers that exceed said limit, and recording the row
number of every cropped regions;

1c. transforming the size of the regions for disposing films
into pixel dots; and

1d. comparing every one of said horizontal row number
recorded with said pixci dot-number of the region for
disposing a film, and if the dilIerenee between at least
two of said horizontal row numbers and said dot—
number is within a specific range then frames aredetected.

7’. The method as claimed in Claim 5. wherein the image—
divisior: method comprises the following steps:

a. selecting a plurality of initial values with respect to a
plurality of sets one to one to serve as the central
characteristic values of said sets;

b. calculating the color values of every pixel to obtain the
pixel characteristic values corresponding to every
pixel;

c. calculating every said pixel characteristic value with
said central characteristic values by subtraction and
continuously taking the absolute values, thereby select-
ing the central characteristic value closest to said pixel
characteristic value, whereby every pixel characteristic
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value is put into the corresponding set of the central
characteristic value, that is closest to the pixel charac—
teristic value;

d. averaging the pixel characteristic values in every set
respectively to obtain corresponding mean characteris—
tic values; and

e. comparing every said mean characteristic value in
every set with the corresponding central characteristic
value, if every difference is within a specific range, then
the minimal mean characteristic value serves as said
low threshold, and the maximal mean characteristic
value serves as said high threshold, and if at least one
of the differences exceeds said specific range, then
every central characteristic value of said sets is
replaced by said mean characteristic values of said sets,
then the steps c, d, and e are iterated.

8. The method as claimed in claim 5, wherein, after
confirming the type of films in step I, if said films are
negative, then said prescanned image is subjected to a
reversal operation first, and the [rame detection process is
carried out successively; while if said films are positive, then
the frame detection is carried out successively without a
reversal operation.

9. The method as claimed in claim 5, wherein if the films
are negative, then said prescanned image is subjected to a
reversal operation, and the cropping process are carried out
successively; while if the films are positive, then the crop—
ping process are carried out to said prescanned image
Without a reversal operation.

it: * It * *
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OBJECT EXTRACTION APPARATUS

BACKGROUND OF THE INVENTION

The present invention relates to an object extraction
apparatus and, more particularly, to an object extraction
apparatus for detecting the position of a target object from
input moving picture and tracking/extracting a moving
object.

An algorithm for Irackingfcxtracting an object in moving
picture has conventionally been proposed. This is a tech-
nique of extracting only a given object from a picture
including various objects and a background. This technique
is useful for a process and editing of moving picture. For
example, a person extracted fiom moving picture can be
synthesized with another background.

As a method used for object extraction, the region divid—
ing technique using region segmentation of the spatio—
temporal image sequence (Echigo and Hansaku, “region
segmentation of the spade-temporal image sequence for
video mosaic”, THE 1997 [EICE SYSTEM SOCIETY
CONFERENCE, D—12-81, p. 273, September, 1997) is
known.

In this region dividing method using region segmentation
of the spatio—temporal image sequence, moving picture is
divided into small regions according to the color texture in
one frame of the moving picture, and the regions are
integrated in accordance with the relationship between the
frames. When a picture in a frame is to be divided, initial
division must he performed. This greatly influences the
division result. In this region dividing method using rem'on
segmentation of the spatio-temporal image sequence, initial
division is changed by using this phenomenon in accordance
with another frame.As a result, dilferent division results are
obtained, and the contradictory divisions are integrated in
accordance with the motion between frames.

If, however, this technique is applied to tracking/
extracting of an object in moving picture without any
change, a motion vector is influenced by an unnecessary
motion other than the motion of the moving object as a
target. In many cases, therefore, the reliability is not satis-
factorily high, and erroneous integration occurs.

A moving object detecting/tracking apparatus using a
plurality of moving object detectors is disclosed in Jpn. Pat.
Appln. KOKAI Publication No. 8-241414. For example, this
conventional moving object detecting/tracking apparatus is
used for a monitoring system using a monitor camera. This
apparatus detects a moving object from an input moving
picture and tracks it. In this moving object detecting/
tracking apparatus, the input moving picture is input to a
picture segmenting section, an inter-frame difference type
moving object detector section, a background difi‘erence
type moving object detector section, and a moving object
tracking section. The picture segmenting section segments
the input moving picture into blocks each having a prede—
termined size. The division result is sent to the inter-frame

difl'erence type moving object detector section and the
background dilIerence type moving object detector section.
The inter-fame difference type moving object detection
section detects the moving object in the input picture by
using the inter-frame ditference in units of difl'erence results.
In this case, to detect the moving object without being
influenced by the moving speed of the moving object, the
frame intervals at which inter-frame dilferences are obtained
are set on the basis of the detection result obtained by the
background diflerence type moving detector section. The
background diflerence type moving detector section detects
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the moving object by obtaining the diflerence between the
moving object and the background picture created by using
the moving picture input so far in units of division results.
An integration processor section integrates the detection
results obtained by the inter-frame difference type moving
object detector section and the background difference type
moving detector section to extract the motion information
about the moving object. After the object is detected from
each frame, the moving object tracking section makes the
correction moving objects on the respective frames corre—
spond to each other.

In this arrangement7 since a moving object is detected by
using not only an inter-frame diflewnw but also a back-
ground diiference, the detection precision is higher than that
in a case wherein only the inter-frame diiference is used.
However, owing to the mechanism of detecting an object in
motion from overall input moving picture by using an
inter-frame difl'erenoe and background difference, the detec—
tion result of the inter-frame ditference and background
dilference are influenced by unnecessary motions other than
the motion of the target moving object. For this reason, a
target moving object cannot be properly cxtractcd/trackcd
from a picture with a complicated background motion.

Another object extraction technique is also known, in
which a background picture is created by using a plurality of
frames, and a region where the ditference between the pixel
values of the background picture and input picture is large
is extracted as an object.

An existing technique of extracting an object by using this
background picture is disclosed in “MOVING OBJECT
DETECTION APPARATUS, BACKGROUND EXTRAC-
TION APPARATUS, AND UNCONTROLLED OBJECT
DETECTION APPARATUS", Jpn. Pat. Appln. KOKAI
Publication No. 8-55222.

According to this technique, the moving picture signal of
the currently processed frame is input to a frame memory for
storing one-frame picture data, a first motion detection
section, a second motion detection section, and a switch. A
video signal one frame ahead of the current frame is read out
from the frame memory and input to the first motion
detection section. The background video signals generated
up to this time are read out from the frame memory prepared
to hold background pictures and is input to the second
motion detection section and the switch. Each of the first and
second motion detection section extracts an object region by
using, for example, the difi‘erence value between the two
input video signals. Each extraction result is sent to a logical
operation circuit. The logical operation circuit calculates the
AND of the two input video data, and outputs it as a final
object region. The object region is also sent to the switch.
The switch selects signals depending on an object region as
follows. For a pixel belonging to the object region, the
switch selects a background pixel signal. In contrast to this,
for a pixel that does not belong to the object region, the
switch selects the video signal on the currently processed
frame, and the signal is sent as an overwrite signal to the
frame memory. As a result, the corresponding pixel value in
the frame memory is overwritten.

According to this technique, as disclosed in Jpn. Pat.
Appln. KOKAI Publication No. 8—55222, as the processing
proceeds, more accurate background pictures can be
obtained. At the end, the object is properly extracted.
However, since the background picture is mixed in the
object in the initial part of the moving picture sequence, the
object extraction precision is low. In addition, if the motion
of the object is small, the object picture permanently remains
in the background picture, and the extraction precision
remains low.
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As described above, in the conventional object extraction/
tracking method, owing to the mechanism of detecting an
object in motion from the overall input moving picture, the
detection result of the inter-frame difference and background
diiference are influenced by unnecessary motions other than
the motion of the target moving object. For this reason, a
target moving object cannot be properly extracted/tracked.

In the object extraction method using background
pictures, the extraction precision is poor in the initial part of
a moving picture sequence. In addition, if the motion of the
object is email, since a background picture remains
incomplete, the extraction precision remains low.

BRIEF SUM'MARY OF THE INVENTION

It is an object of the present invention to provide an object
extraction apparatus for moving picture which can accu-
rately extract/track a target object without being influenced
by unnecessary motions around the object.

It is another object to provide an object extraction appa-
ratus which can accurately determine a background picture
and obtain a high extraction precision not only in the late
period of a moving picture sequence but also in the early
period of the moving picture sequence regardless of the
magnitude of the motion of an object.

According to the present invention, there is provided an
object extraction apparatus comprising a background region
determination section for determining a first background
region common to a current frame as an object extraction
target and a first reference flame that temporally diifers from
the current frame on the basis of a difference between the

current frame and the first reference frame, and determining
a second background region common to the current flame
and a second reference flame that temporally diifers flom
the current flame on the basis of a ditferenee between the
current frame and the second reference flame, an extraction
section for extracting a region, in a picture on the current
frame, which belongs to neither the first background region
nor the second background region as an object region, and
a still object detection section for detecting a still object
region.

In this object extraction apparatus, two reference flames
are prepared for each current frame as an object extraction
target, and the first common background region commonly
used for the current flame and the first reference frame is
determined on lhcbasis of the first difference image between
the current frame and the first reference frame. The semnd
common background region commonly used for the current
frame and the second reference frame is determined on the
basis of the second difference image between the current
frame and the second reference flame. Since the object
region on the current flame is commonly included in both
the first and second ditference images, the object region on
the current frame can be extracted by detecting a region, of
the regions that belong to neither the first common back-
ground region not the second common background region,
which is included in the image inside figure of the current
frame. If this object region corresponds to a still object, a
still object region is detected when there is no diiference
between the preceding object region and the current object
region.

In this manner, a region that does not belong to any of the
plurality of common background regions determined on the
basis of the temporally difi‘erent reference flames is deter-
mined as an extraction target object to track the object. This
allows accurate extraction/tracking of the target object with—
out any influences of unnecessary motions around the target
object.
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It is preferable that this apparatus further comprise a
background correction section for correcting motion of a
background on the reference flame or the current frame such
that the motion of the background between each of the first
and second reference frames and the current frame becomes
relatively zero. With this background correction section set
on the input stage of the figure setting section orbackground
region determination section, even if background moving
picture gradually changes between continuous flames as in
a case wherein, for example, a camera is panned, the pseudo
background moving picture can be made constant between
these flames. Therefore, when the ditferenoe between the
current flame and the first or second reference flame is
obtained, the backgrounds of these flames can be canceled
out. This allows common background region detection pro~
ceasing and object region extraction processing without any
influences of changes in background. The backgde cor-
rection section can be realized by motion compensation
processing.

In addition, the background region determination section
preferably comprises a detector section for detecting differ-
ence values between the respective pixels, in a difference
image between the cur rent flame and the first or second
reference flame, which are located near a contour of a region
belonging to the image imide figure on the current frame or
the image inside figure on the first or second reference
frame, and a determination section for determining a differ—
ence value for determination of the common background
region by using the difference values between the respective
pixels near the contour, and determines the common back—
ground region fi'om the diiferenee image by using the
determined difference value as a threshold value for
background/object region determination. By paying atten-
tion to the difference values between the respective pixels
near the contour in this manner, a threshold value can be
easily determined Without checking the entire difference
image.

The figure setting section preferably comprises a segment
section for segmenting the image inside figure of the refer-
ence frame into a ptnraiity of blocks, a search section for
searching for a region on the input frame in which an error
between each of the plurality of blocks and the input flame
becomes a minimum, and a setting section for setting figures
surrounding a plurality of regions searched out on the input
frame. With this arrangement, an optimal new figure for an
input frame as a target can be set regardless of the shape or
size of the initially set figure.

The present invention further comprises a prediction
section for predicting a position or shape of the object on the
current frame from a frame from which an object region has
already been extracted, and a selector section for selecting
the first and second reference flames to be used by the
background region determination section on the basis of the
position or shape of the object on the current frame which is
predicted by the prediction section.

By selecting proper frames as reference flames to be used
in this manner, a good extraction result can always be
obtained.

Letting Oi, Di, and Om,r be objects on reference flames f,
and g and a current flame rm, as an extraction target,
optimal reference frames f; and f: for the proper extraction
of the shape of the object are frames that satisfy

(0:00;)Coam

That is, flames f,- and f] whose objects 0,- and or have an
intersection belonging to the object OWW

In addition, the present invention is characterized in that
a plurality of object extraction sections for performing
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object extraction by diJIerent methods are prepared, and
object extraction is performed while these object extraction
sections are selectively switched. This apparatus preferably
uses a combination of first object extraction sections for
performing object extraction by using the deviationsbetween the current flame and at least two reference frames

that temporally difler from the current flame and second
object extraction sections for performing object extraction
by predicting an object region on the current frame from a
frame having undergone object extraction using inter-flame
prediction. With this arrangement, even if the object is
partially still, and no dilference between the current frame
and each reference frame can be detected, compensation for
this situation can be made by the object extraction section
using inter-flame prediction.

When a plurality of object extraction sections are
prepared, it is preferable that this apparatus further comprise
an extraction section for extracting a feature value of a
picture in at least a partial region of the current frame as the
object extraction target flom the current flame, and switch
the plurality of object extraction sections on the basis of theextracted feature value.

If, for example, it is known in advance whether a back-
ground moves or not, the corresponding property is prefer-
ably used. If there is a background motion, background
motion compensation is performed. However, perfect com-
pensation is not always ensured. Almost no compensation
may be given for a frame exhibiting a complicated motion.
Such a flame can be detected in advance in accordance with

the compensation error amount in background motion
compensation, and hence can be excluded flom reference
flame candidates. If, however, there is no background
motion, this processing is not required. This is because if
another object moves, wrong background motion compen—
sation may be performed, or even an optimal frame for
reference flame selection conditions may be excluded flom
reference flame candidates, resulting in a decrease in extrac-
tion precision. In addition, one picture may include various
properties. The object motions and textures partly differ. For
these reasons, the object may not be properly extracted by
using the same tracking/extracting method and apparatus
and the same parameter. It is therefore preferable that the
user designate a portion of a picture which has a special
property, or a difference in a picture be automatically
detected as a feature value, and tracking/extracting methods
be partly switched in units of, e.g., blocks in each flame to
perform object extraction or the parameter be changed on
the basis of the feature value,

If a plurality of object extraction sections are switched on
the basis of the feature value of a picture in this manner, the
shapes of objects in various pictures can be accurately
extracted.

Assume that the first object extraction section using the
deviations between the current flame and at least two
reference frames that temporally ditfer flom the current
flame and the second object extraction section using inter-
frame prediction are used in combination. In this case, the
first and second object extraction sections are selectively
switched and used on the basis of the prediction error
amount in units of blocks in each flame as follows. When the

prediction error caused by the second object extraction
section falls within a predetermined range, the extraction
result obtained by the second object extraction section is
used as an object region. When the prediction error exceeds
the predetermined range, the exflaction result obtained by
the first object extraction section is used as an object region.

The second object extraction section is characterized by
performing inter-flame prediction in a sequence different
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from an input frame sequence such that a frame interval
between a reference flame and the current frame as the

object extraction target is set to a predetermined number of
flames or more. With this operation, since the motion
amount between frames increases as compared with a case
wherein inter-flame prediction is sequentially performed in
the input frame sequence, the prediction precision can be
increased, resulting in an increase in extraction precision.

In some cases, an object motion is too small or compli-
cated to be coped with by the shape prediction technique
using inter-flame prediction depending on the flame inter-
vals. If, for example, a shape prediction error exceeds a
threshold value, the prediction precision can be increased by
increasing the interval between a target frame and the
extracted flame used for prediction. This leads to an increase
in extraction precision. In addition, if there is a background
motion, reference frame candidates are used to obtain the
background motion relative to the extracted frame to per—
form motion compensation. However, the background
molion may be excessively small or complicated depending
on the frame intervals, and hence backgde motion com-
pensation may not be performed with high precision. In this
case as well, the motion compensation precision can be
increased by increasing the flame intervals. If the sequence
of extracted flames is adaptively controlled in this manner,
the shape of an object can be extracted more reliably.

In addition, according to the present invention, there is
provided an object extraction apparatus for receiving mov-
ing picture data and shape data representing an object region
on a predetermined flame of a plurality of frames consti-
tuting the moving picture data, comprising a readout section
for reading out moving picture data flom a storage unit in
which the moving picture data is stored, and performing
motion compensation for the shape data, thereby generating
shape data in units of flames constituting the readout mov-
ing picture data, a generator section for generating a back—
ground picture of the moving picture data by sequentially
overwriting picture data in a background region of each
frame, determined by the generated shape data, on a back-
ground memory, and a readout section for reading out the
moving picture data again from the storage unit on which the
moving picture data is recorded, obtaining a difference
between each pixel of each flame constituting the readout
moving picture data and a corresponding pixel of the back-
ground picture stored in the background memory, and deter—
mining a pixel exhibiting a dilference whose absolute value
is larger than a predetermined threshold value as a pixel
belonging to the object region.

In this object extraction apparatus, in the first scanning
processing of reading out the moving picture data from the
storage unit, a background picture is generated in the back-
ground memory. The second scanning processing is then
performed to extract an object region by using the back-
ground picture completed by the first scanning. Since the
moving picture data is stored in the storage unit, an object
region can be extracted with a suflicienlly high precision
from the start of the moving picture sequence by scanning
the moving picture data twice.

The present invention further comprises an output section
for selectively outputting one of an object region determiner]
by shape data of each of the flames and an object region
determined on the basis of an absolute value of a difierence
from the background picture as an object extraction result.
Depending on the picture, the object region determined by
the shape data obtained by the first seaming is higher in
extraction precision than the object region obtained by the
second scanning using the diflerence from the background
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picture. The extraction precision can therefore be further
increased by selectively outputting the object region
obtained by the first scanning and the object region obtained
by the second scanning.

Furthermore, according to the present invention, there is
provided an object extraction apparatus for receiving mov-
ing picture data and shape data representing an object region
on a predetermined frame of a plurality of frames consti-
tuting the moving picture data, and sequentially obtaining
shape data of the respective flames by using frames for
which the shape data have already been provided or from
which shape data have already been obtained as reference
frames, comprising a division section for segmenting a
currently processed flame into a plurality of blocks, a search
section for searching for a similar block, for each of the
blocks, which is similar in figure represented by picture data
to the currently processed block and is larger in area than the
currently processed block, from the reference frame, a paste
section for pasting shape data obtained by extracting and
reducing shape data of each similar block from the reference
flame on each block of the currently processed frame, and
an output section for outputting the pasted shaped data as
shape data of the currently processed flame.

This object extraction apparatus performs search pro cease
ing in units of blocks in the current frame as an object
extraction target to search for a simiiar block that is similar
in graphic figure represented by picture data (texture) to the
currently processed block and larger in area than the cur-
rently processed block. The apparatus also pastes the data
obtained by extracting and reducing the shape data of each
simflar block searched out on the corresponding block of the
currently processed frame. Even if the contour of an object
region, given by shape data, deviates, the position of the-
contour can be corrected by reducing and pasting the shape
data ofeach similar block larger than the currently processed
block in this mannerr If, therefore, the data obtained when
the user approximately traces the contour of an object region
on the first frame with a mouse or the like is input as shape
data, object regions can be accurately extracted Erom all the
subsequent input fi'ames.

Moreover, according to the present invention, there is
provided an object extraction apparatus for receiving picture
data and shape data representing an object region on the
picture, and extracting the object region from the picture
data by using the shape data, comprising a setting section for
setting blocks on a contour portion of the shape data. and
searching for a similar block, for each of the blocks, which
is similarin graphic figure represented by the picture data to
each block and is larger than the block, from the same
picture, a replace section for replacing the shape data ofeach
of the blocks with shape data obtained by reducing the shape
data of each of the similar blocks, a repeat section for
repeating the replacement by a predetermined number of
times, and an output section for outputting shape data
obtained by repeating the replacement as corrected shape
data.

The position of the contour provided by shape data can be
corrected by performing replacement processing using simi—
lar blocks based on block matching within a flame. In
addition, since the block matching is performed within a
frame, a search for similar blocks and replacement can be
repeatedly performed [or the same blocks. This can funher
increase the correction precision.

Additional objects and advantages of the invention will be
set forth in the description which follows, and in part will be
obvious from the description, or may be learned by practice
of the invention. The objects and advantages of the invention
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8
may be realized and obtained by means of the instrumen-
talities and combinations particularly pointed out hereinaf—ter.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWING

The. anmmpanying drawings, which are incorporated in
and constitute a part of the specification, illustrate presently
preferred embodiments of the inventinn, and tngnther with
the general description given above and the detailed descrip-
tion of the preferred embodiments given below, serve to
explain the principles of the invention.

FIG. 1 is a block diagram showing the basic arrangement
of an object Ira ckjngextracting apparatus for moving picture
according to the first embodiment of the present invention;

“6.2 is a block diagram showing the first example of the
arrangement of the object tracking/extracting apparatus
according to the lirst embodiment;

F16. 3 is a block diagram showing the second example of
the arrangement of the object tracking/extracting apparatus
according to the first embodiment;

FIGS. 4A and 4B are block diagrams each showing an
example of the detailed arrangement of a background region
determination section incorporated in the object tracking/
extracting apparatus according to the first embodiment;

FIG. 5 is a block diagram showing an example of the
detailed arrangement of a figure setting section incorporated
in the object tracking/extracting apparatus according to the
first embodiment;

FIG. 6 is a block diagram showing an example of the
detailed arrangement of a background motion canceling
section incorporated in the object tracking/extracting appa-
ratus according to the first embodiment;

FIG. 7 is a view showing an example of a representative
background region used by the background motion cancel-
ing section incorporated in the object tracking/extracting
apparatus according to the first embodiment;

FIG. 8 is a view for explaining the operation of the object
tracking/extracting apparatus according to the first embodi-
ment;

FIG. 9 is a block diagram showing the first object
trackinglextracting apparatus for moving picture according
to the second embodiment of the present invention;

FIG. 10 is a block diagram showing the second object
trackinglextracting apparatus for moving picture according
to the second embodiment;

FIG. 11 is a block diagram showing the third object
tracking/extracting apparatus for moving picture according
to the second embodiment;

FIG. 12 is a block diagram showing the fourth object
tracking/extracting apparatus for moving picture according
to the second embodiment;

FIG. 13 is a View for explaining an object prediction
method used by the object tracking/extracting apparatus
according to the second embodiment;

FIGS. 14A and 14B are views for explaining a reference
frame selection method used by the object tracking!
extracting apparatus according to the seated embodiment;

FIG. 15 is a view showing an example of the object
extraction result obtained by switching the firsl and second
object extraction sections in the object tracking/extracting
apparatus according to the second embodiment;

FIG. 16 is a flow chart for explaining the flow of object
tracking/extracting proceming for moving picture using the
object tracking/extracting apparatus according to the second
embodiment;
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FIG. 17 is a block diagram showing the first object
tracking/extracting apparatus for moving picture according
to the third embodiment of the present invention;

FIG. 18 is a block diagram showing the second object
tracking/extracting apparatus for moving picture according
to the third embodiment;

FIG. 19 is a block diagram showing the third object
tracking/extracting apparatus for moving picture according
to the third embodiment;

FIG. 20 is a block diagram showing the fifth object
tracking/extracting apparatus for moving picture according
to the third embodiment;

FIG. 21 is a block diagram showing the sixth object
tracking/extracting apparatus for moving picture according
to the third embodiment;

FIG. 22 is a block diagram showing the fourth object
tracking/extracting apparatus for moving picture according
to the third embodiment;

FIG. 23 is a block diagram showing still another example
of the arrangement of the object tracking/extracting appa-
ratus for moving picture according to the third embodiment;

FIG. 24 is a block diagram showing still another example
of the arrangement of the object tracking/extracting appa—
ratus for moving picture according to the third embodiment;

FIG. 25 is a view for explaining an example of an
extracted frame sequence based on frame sequence control
applied to the object tracking/extracting apparatus for mov-
ing picture according to the third embodiment;

FIG. 26 is a view showing an application of the object
trackinyextracting apparatus for moving picture according
to the third embodiment;

FIG. 27 is a block diagram showing an object extraction
apparatus according to the fourth embodiment of the present
invention;

FIG. 28 is a block diagram showing an example of the
arrangement of the object extraction apparatus according to
the fourth embodiment to which edge correction processing
is applied;

FIG. 29 is a block diagram showing an example of the
arrangement of a motion compensation section applied to
the object extraction apparatus according to the fourth
embodiment;

FIG. 30 is a block diagram showing an example of the
arrangement of an object extraction section based on
reduced block matching which is applied to the object
extraction apparatus according to the fourth embodiment;

FIG. 31 is a block diagram showing an edge correction
circuit using a background palette and used in the object
extraction apparatus according to the fourth embodiment;

FIG. 32 is a block diagram showing an image synthesiz-
ing apparatus applied to the object extraction apparatus
according to the fourth embodiment;

FIG. 33 is a View for explaining the principle of edge
correction using separation degrees and used in the object
extraction apparatus according to the fourth embodiment;

FIG. 34 is a view showing the overall processing image
to be processed by the object extraction apparatus according
to the fourth embodiment;

FIG. 35 is a View showing the contour drawn by an
operator and used in the fourth embodiment;

FIG. 36 is a View showing the state of block setting (first
scanning) used in the fourth embodiment;

FIG. 37 is a view showing the state of block setting
(second scanning) used in the fourth embodiment;
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FIG. 38 is a View for explaining similar blocks used in the

fourth embodiment;

FIG. 39 is a view for explaining a search range of similar
blocks used in the fourth embodiment;

FIG. 40 is a view for explaining another search range of
similar blocks used in the fourth embodiment;

FIG. 41 is a view showing the state of a shape picture
before replacement/conversion, which is used in the fourth
embodiment;

FIG. 42 is a view showing the state of shape picture after
replacement/conversion, which is used in the fourth embodi-
ment;

FIG. 43 is a view showing an extracted contour in the
fourth embodiment;

FIG. 44 is a view showing a portion of an extracted
background color in the fourth embodiment;

FIG. 45 is a view for explaining motion compensation
used in the fourth embodiment;

FIG. 46 is a flow chart showing an object extraction
method using a background picture and used in the fourth
embodiment;

FIG. 47 is a flow chart showing an object extraction
method based on motion compensation and used in the
fourth embodiment;

FIG. 48 is a flow chart showing an object extraction
method using reduced block matching within frames in the
fourth embodiment;

FIG. 49 is a view showing another example of block
setting used in the fourth embodiment;

FIG. 50 is a flow chart for explaining edge correction;
FIG. 51 is a view showing an example of block setting;
FIG. 52 is a view showing another example of block

setting;
FIG. 53 is a view showing still another example of block

setting;
FIGS. 54A to 54D are views showing the process of

searching for the contour of an object region;
FIG. 55 is a flow chart for explaining a method of

gradually reducing a block size;
FIG. 56 is a view showing still another example of block

setting; and
FIG. 57 is a view showing still another example of block

setting.

DETAILED DESCRIPTION OF THE
INVENTION

FIG. 1 shows the overall arrangement of an object
tracking/extracting apparatus for moving picture according
to the first embodiment of the present invention. This object
tracking/extracting apparatus is designed to track the motion
of a target object from an input video signal, and comprises
an initial figure setting section 1 and an object tracking/
extracting section 2. The initial figure setting section 1 is
used to initially set a figure that surrounds a target object. to
be tracked/extracted with respect to an input video signal 31
on the basis of an externally input initial figure setting
indication signal a0. Afigure having an arbitrary shape such
as a rectangular, circular, or elliptic shape is set on the initial
frame of the input video signal 211 so as to surround the target
object on the basis of the initial figure setting indication
signal a0. As a method of inputting the initial figure setting
indication signal a0, the following method can be used: a
method ofallowing the user to directly write, with a pointing
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device such as a pen or mouse, a figure on the screen on
which the input video signal a1 is displayed; or a method of
designating the position and size of an input figure by using
such a pointing device. With this operation, an object to be
tracked/extracted can be easily designated flom outside on
the initial frame picture on which the target object appears.

Initial figure setting can also be realized by detecting, for
example7 the contours of the face or body of a person or
animal by general flame picture analysis processing and
automatically setting a figure to surround the object, instead
of figure input operation performed by the user.

The object tracldng/exlracting section 2 tracks/extracts
the object with reference to the image inside figure set by the
initial figure selling section 1. In this case, in moving object
trackingjcxtracting processing, attention is focused on the
object designated by the figure, and the motion of the object
is tracked. The target moving object can therefore be
extracted/tracked without any influences of the unnecessary
motions of neighboring objects other than the target moving
object.

FIG. 2 shows a preferable arrangement of the object
trackinyextracting section 2.

As shown in FIG. 2, this object tracking/extracting section
comprises memories (M) 10 and 14. a figure setting section
11, a background region determination section 12, and an
object extraction section 13.

The figure setting section 11 is used to sequentially set
figures for input flames by using arbitrary flames input and
subjected to figure setting in the past as reference frames.
The figure setting section 11 receives a current frame picture
101, an image inside figure of a reference frame, its position
103, and an object extraction result 106 ofthe current flame,
and outputs image data 102 inside an arbitrary figure of the
current flame. More specifically, in the figure setting pro-
cessing performed by the figure setting section 11, a region
on the current flame picture which exhibits the minimum
error with respect to the image 103 inside figure of the
reference flame is searched out on the basis of the correla-

tion between the image 103 inside figure of the reference
frame and the current frame picture 101, and a figure that
surrounds the region is set for the current flame picture. The
figure to be set may be any one of the following shapes: a
rectangle, a circle, an ellipse, a region surrounded by an
edge, and the lflre. For the sake of simplicity, a rectangle is
taken as an example in the following case. The detailed
arrangement of the figure setting section 11 will be described
with reference to FIG. 5. Note that if any figure that
surrounds an object is not to be used, the entire image is an
image inside figure, and any position need not be input and
output.

The memory 10 saves at least three frames that have been
already input and undergone already figure setting. The
saved information includes the pictures of the figure-set
flames, the positions and shapes of the set figures, images
inside figures, and the like. The memory 10 may save only
the intra-flame pictures instead of the overall pictures of the
input frames.

The background region determination section 12 uses at
least two arbitrary frames of the frames that temporally
differ from a current flame as reference flames for each
current flame as an object extraction target, and obtains the
difference between each reference frame and the current
frame, thereby determining a background region common to
each reference frame and the current frame. The background
region determination section 12 receives an image inside
arbitrary figure of the current flame, its position 102, images
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inside arbitrary figures of at least two frames, and their
positions 103, which are saved in the memory 10, together
with the object extraction result 106 obtained from at least
two frames, and outputs background regions 104 common to
the images inside figures of the current frames and at least
two frames. More specifically, when first and second frames
are to be used as reference flames, a first background region
commonly used as a background region in both the current
frame and the first reference flame is determined flom the
first dilference image obtained by calculating the inter-flame
difference between the current flame and the first reference

flame. In addition, a second background region commonly
used as a background region in both the current flame and
the second reference flame is determined flom the second
difi‘erence image obtained by calculating the inter-frame
difference between the current frame and the second refer-
ence flame.

The detailed arrangement of the background region deter—
mination section 12 will be described later with reference to
FIG. 4. A method of obtaining a common background by
using a background memory is also available.

Note that if any figure that surrounds an object is not to
be used, the entire image is an image inside figure, and any
position need not be input and output.

The object extraction section 13 is used to extract only an
object region from the image inside figure of the current
flame by using the common background region determined
by the background region determination section 12. The
object attraction section 13 receives the background regions
[I14 common to the current frame and at least two frames,
and outputs the object extraction result 106 associated with
the current flame. Since the object region on the current
flame is commonly included in both the first and second
difference images, the object region on the mrrrcnt frame can
be extracted by detecting a region, of the regions that do not
belong to the first and second common background regions,
which is included in the image inside figure of the current
frame. This operation is based on the fact that regions other
than common background regions become object region
candidates. More specifically, a region other than the first
common background region on the first difference image
becomes an object region candidate, and a region other than
the semnd common background region on the second dif-
ference image becomes an object region candidate.
”therefore, a region where the two object region candidates
overlap can be determined as the object region of the current
flame. As the object extraction result 106, information
indicating the position and shape of the object region can be
used. In addition, the picture in the object region may
actually be extracted from the current frame by using the
information.

The memory 14 saves at least two object extraction
results, and is used to feed back the already extracted results
so as to increase the extraction precision.

An object extraction/tracking processing method used in
this embodiment will be described below with reference to
FIG. 8.

Assume that three temporally continuous flames f(i—l),
f(i), and f(i+1) are used to extract an object from the current
flame f(i).

First of all, figure setting processing is performed by the
figure setting section 11. Figure setting processing is per-
formed by respectively using arbitrary reference flames for
the three flames f(i—l), f(i), and f(i+1) to set rectangles
R(i—l), R(i), and R(i+1) so as to surround the objects on the
raspective frames. Note that the rectangular figures R(i—l),
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R(i), and R(i+1) are pieces of information about positions
and shapes, but are not present as images.

Acommon background region is then determined by the
background region determination section 12.

In this case, first of all, the inter-flame difierence between
the current flame f(i) and the first reference frame f(i—l) is
calculated to obtain a first difl'erence image fd(i—l, i).
Likewise, the inter-frame difi'erence between the current
frame f(i) and the second reference frame f(i+1) is calculated
to obtain a second difference image fd(i, i+1).

When the first ditference image fd(i—l, i) is obtained,
since the pixel values of portions of the current flame f(i)
and first reference flame f(i—l) which are common in pixel
value are canceled out, the ditference value between the
pixels becomes zero. If, therefore, the flames f(i—l) and f(i)
have substantially the same background, an image corre-
sponding to the OR of the image inside figure of the
rectangle R(i—l) and the image inside figure of the rectangle
R(i) basically remains in the first ditference image fd(i—l, i).
As shown in FIG. 8, the figure surrounding this remaining
image is a polygon Rd(i—l, i)-R(i—1) or R(i). The back-
ground region common to the current flame f(i) and the first
reference frame f(i—l) is the entire region other than the
actual object region (the region in the form of the number 8
obtained by overlapping two circles in this case) in the
polygon Rd(i—l, i).

In the second difference image fd(i, i+1) as well, an image
corresponding to the OR of the image inside figure of the
rectangle R(i) and the image inside figure of the rectangle
R(i+1) remains. The figure surrounding this remaining
image becomes a polygon Rd(i, i+1)-=R(i) or R(i+1). The
background region common to the current frame f(i) and the
second reference flame f(i+1) is the entire region other than
the actual object region (the region in the form of the number
8 obtained by overlapping two circles in this case) in the
polygon Rd(i, i+1).

Subsequently, the background region common to the
current flame f(i) and the first reference flame f(i—l) is
determined from the first difference image fd(i—l, i).

There is required a difference value as a threshold value
to be used for determining a common background region]
object region. This value may be input by the user or may be
automatically set by detecting picture noise and properties.
In this case, one threshold value need not be determined for
one frame but may be determined partially in accordance
with the properties of a portion of a picture. The properties
of a picture include edge intensity, ditference pixel
dispersion, and the like. In addition, a threshold value may
be obtained by using a figure for tracldng an object.

In this case, a difi'erence value serving as a threshold value
for determining a common background region/object region
is obtained, and the region of a pixel having a difference
value equal to or smaller than the threshold value is deter-
mined as a common background region. This threshold
value can be determined by using the histogram of the
difference values of the respective pixels along one outer
line of the polygon Rd(i—l, i) of the first ditIerence image
fd(i—l, i), i.e., the contour of the polygon Rd(i-l, i). The
abscissa of the histogram represents the pixel values
(difference values); and the ordinate, the numbers of pixels
having the respective pixel values. For example, a difierence
value corresponding to the half of the total number of pixels
on the contour of the polygon Rd(i—l, i) is determined as the
above threshold value. In this manner, a threshold value can
be easily determined without checking the distribution of
pixel values throughout the first dilference image fd(i—l, i).
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By using this threshold value, the common background
region in the polygon Rd(i—l, i) of the first difference image
fd(i—l, i) is determined. A region other than the common
background region is an object region including an occlu-
sion. With this operation, the region in the polygon Rd(i—l,
i) is divided into the background reg'on and the object
region. The pixel values of the background and object
regions are respectively converted into binary images of “0”
and “".1

Similar processing is performed for the second difference
image fd(i, i+1). The background region common to the
current flame f(i) and the second reference frame f(i+1) is
determined, and the region in the polygon Rd(i, i+1) is
converted into a background region having a pixel value of
“0” and an object reg'on having a pixel value of “1”.

After this processing, object extraction is performed by
the object extraction section 13.

In this case, AND processing for the binary image in the
polygon Rd(i—I, i) and the binary image in the polygon Rd(i,
i+1) is performed in units of pixels. With this processing, the
intersection of the objects including the occlusions is
obtained, thereby extracting an object 0(i) on the current
flame f(i).

In this case, all the regions other than the object regions
in the flame dilference images are obtained as common
background reg'ons. However, only the image inside figure
may be extracted flom each flame, and the dilference
between the respective images inside figures may be calcu-
lated in consideration of the positions of the images inside
figures on the flames. In this case, only the common
background regions in the polygon Rd(i—l, i) and the
polygon Rd(i, i+1) are determined.

As described above, in this embodiment, object extraction
is performed by the GRAND method in consideration of
images inside figures as follows:

1) obtaining the dilference images between the current
frame and at least two reference flames, i.e., the first
and second reference frames, which temporally difi'er
flom the current flame, thereby obtaining the OR of the
images inside figures of the current and first reference
flames and the OR of the images inside figures of the
current and second reference flames, and

2) extracting the target object region flom the image
inside figure of the current flame by AND processing
for the difference images obtained by OR processing
for these images inside figures.

In addition, the temporal relationship between the current
flame and the two reference flames is not limited to that

described above. For example, two flames f(i—m) and f(i—n)
temporally preceding the current flame f(i) may be used as
reference flames, or two flames f(i+m) and f(i+n) tempo-
rally following the current flame f(1) may be used asreference flames.

Referring to FIG. 8, assume that the flames f(i—l) and f(i)
are used as reference flames, and the same processing as that
described above is performed for the dilference images
between the reference frames and the flame f(i+1). In this
case, the object can be extracted from the frame f(i+1).

FIG. 3 shows the second example of the arrangement of
the object tracking/extracting section 2.

The main difi'erence from the arrangement shown in FIG.
2 is to additionally arrange a background motion canceling
section 21. The background motion canceling section 21
serves to correct the motions of the backgrounds of each
reference frame and the current frame so as to cancel out
their motions.
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The apparatus shown in FIG. 3 will be described in detail
below.

The background motion canceling section 21 receives
images inside arbitrary figures of at least two frames that
temporally differ from a current flame 201, together with
positions 206 of the images inside figures, and outputs
pictures 202 obtained by canceling the motions of the
backgrounds of these two flames. The detail arrangement of
the background motion canceling section 21 will be
described later with reference to FIG. 6.

A figure setting section 22 corresponds to the figure
setting section 1.1 in FIG. 2. The figure setting section 22
receives the current flame 201, at least the two pictures 202
obtained by canceling the motions of the backgrounds, and
object extraction results 206 based on the pictures 202, and
outputs images 203 representing the inside of the regions of
the current frame arid at least the two pictures 202 which are
surrounded by arbitrary figures.

A memory 26 holds the images inside arbitrary figures
and their positions.

The background region determination section 23 corre-
sponds to the background region determination section 12 in
FIG. 2. The background region determination section 23
receives the images inside arbitrary figures and their posi-
tions 203, and the object extraction results 206 based on the
pictures 202, and outputs backgron regions 204 common
to the cuflent frame and at least the two pictures 202. An
object extraction section 24 corresponds to the object extrac-
tion section 13 in FIG. 2. The object extraction section 24
receives the background regions 204 common to the current
frame and at least the two pictures, and outputs an object
extraction result 205 based on the current frame. A memory
25 saves at least two object extraction results. The memory
25 corresponds to the memory 14 in FIG. 2.

With this background motion canceling section 21, even
if background moving picture gradually changes between
continuous flames as in the case wherein a camera is

panned, the pseudo background moving picture can be made
constant between the flames. Therefore, when the difference
between the current frame and a reference frame is obtained,
the backgrounds of these flames can be canceled out. This
allows common background region detection processing and
object region extraction processing without any influences
of changes in background.

Note that the background motion canceling section 21
may be connected to the input stage of a background region
determination section 23 to eliminate the motion of the
background of each reference flame in accordance with the
current flame.

FIG. 4Ashows an example of the detailed arrangement of
the background region determination section 12 (or 23).Adilference value detector section 31 is used to obtain the
diflerence between the current flame and the first and second
reference flames described above. The difl’erence value
detector section 31 receives images inside arbitrary figures
of frames that temporally ditIer flom the current flame and
their positions 302, and object extraction results 301 based
on the flames that temporally differ from the current flame,
and outputs a ditference value 303 between the images
inside arbitrary figures of the frames that temporally dilfcr
flom the current frame. As this difference value, for
example, the luminance difierence between the flames, color
variation, optical flow, or the like can be used. By using the
object extraction results based on the flames that temporally
differ from the current frame, an object can be extracted even
if the object. does not change between the flames. Assume
that an inter-flame difierence is used as a difference value.
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In this case, a portion belonging to the object and exhibiting
zero inter-frame difierenee indicates that the object is stand-
ing still. Therefore, the same results as the object extraction
results based on the frames that temporally difler from the
current flame can be obtained.

A representative region determination section 32 receives
an image inside arbitrary figure of the current frame and its
position 382, and outputs the background ofthc image inside
arbitrary figure as a representative region 304. As this
representative region, a region that is expected to contain the
most background in the image inside arbitrary figure is
selected. For example, a belt-like region on the outermost
portion of the image inside figure, like the contour of the
figure on the difl'erence image described with reference to
FIG. 8, is set. Since the figure is set to surround the object,
the possibility that the figure is a background is high.

A background difference value determination section 33
receives the representative region 304 and the difference
value 303, and outputs a dill'erence value for determining a
background.Abackground difference value is determined as
follows. As described with reference to FIG. 8, the histo-
gram of the ditIerence values of the difference values in the
representative region is formed. Then, for example, a region
having a ditference value, i.e., a difierence value, corre-
sponding to the number of pixels equal to or more than the
half (majority) of the total number ofpixels is determined as
a background region.

Arepresentalive region background determination section
34 receives the background dilference value 305, determines
a representative region background 306, and outputs it The
background region of the representative region is deter-
mined depending on whether the region corresponds to the
background ditferenee value determined in advance.Aback-
ground region determination section 35 receives the difler-
ence value 303, the background determination threshold
value 305, and the representative region background 306,
and outputs a background 307 of a region other than the
representative region. The background region other than the
representative region is determined by a growth method
based on the representative region. If, for example, an
undetermined pixel adjacent to a determined pixel in the
inward direction of the figure coincides with the background
difference value, the undetermined pixel is determined as a
background pixel. Pixels that are not adjacent to the back-
ground and pixels that do not coincide with the background
diflerence value are determined as pixels other the back-
ground. Alternatively, a pixel may be simply determined
depending on whether it corresponds to the background
ditIerence value determined in advance. By performing
determination inwardly flom the contour of a figure on a
diflerence image, the extent to which the background region
inwardly extends in the image inside figure can be deter-mined.

In contrast to this, an object region protruding outwardly
from the contour of the figure is detected. If, for example, an
undetermined pixel adjacent to a pixel determined as a pixel
other than a background in the direction of the outside of the
figure does not coincide with the background difference
value, this pixel is determined as a pixel other than the
background. Apixel which is not adjacent to a pixel other
than the background or coincides with the background
ditference value is determined as a background pixel. By
performing pixel determination outwardly flom the contour
of the figure on the ditference image in this manner, the
extent to which an image outside the figure extends as a
region outside the background can be determined. In this
case, a difference value must also be obtained outside the
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figure. For this reason, an arbitrary figure may be increased
in size by several pixels to set a new figure that can reliably
surround the object, and a diEerence value may be obtained
only within the figure, or a difference value may be simply
obtained in an overall frame. Alternatively, a ditference
value may be obtained in advance only within the figure, and
the above processing may be performed while a ditference
value is sequentially obtained in performing determination
outside the figure. Obviously, when the object does not
protrude flom the figure, for example, when no pixel is
present except for background pixels on the contour, pro-
cessing outside the figure need not be performed.

If an object or a part thereof is standing still between the
current flame and a reference frame, the difierence between
the current flame and the reference flame cannot be detected
so that the shape of the object may not be properly extracted.
A method of detecting an object on the current frame by
using already extracted reference flames will therefore be
described with reference to FIG. 4B.

FIG. 4B shows a background region determination sec-
tion 12 (or 23) having a still object region detector section
37. According to this section, a difference value detector
section 31 receives an image inside figure and its position on
the current flame and images inside figures and their posi-
tions 31.1 on at least two temporally difl'erent flamu, and
detects ditference values 313 between the images inside
figures of the current and reference flames.

A shape predicting section 36 receives the image inside
figure and its position on the current frame, the images
inside figures and their positions 311 on at least the two
temporally difierent flames, and an image and its position
317 on an already extracted flame, predicts an object shape
312 on a flame, of the frames temporally diflerent flom the
current frame, flom no object has been extracted yet, and
outputs the predicted shape.

A still object region detector section 37 receives the
predicted object shape 312, the difference values 313
between the reference frames and the current frame, and the
object shape 317 of the already extracted flame, and deter-
mines an object region 314 that is still with respect to the
current flame flom at least the two flames.

A background region determination section 35 receives
the object region 314 with respect to the current flame,
which is asociated with at least the two flames and the
ditference values 313 between the reference flames and the

current flame, determines a background region 316 common
to at least the two flames and the current flame, and outputs
it.

Assume that an object has been extracted flom a reference
flame. Consider a region of the current flame in which the
inter-frame difference with respect to the reference flame
zero. If the same position on the reference flame is part of
the object, the corresponding region on the current flame can
be extracted as part of the still object. In contrast to this, if
this region on the reference flame is part of a background,
the corresponding region on the current frame is a back-
ground.

If, however, no object has been extracted from the refer-
ence flame, a still object or part of an object cannot be
extracted by the above method. In this case, an object shape
on the reference flame flom which no object has been
extracted can be predicted by using another frame from
which an object has already been extracted, and it can be
determined that the corresponding portion is part of the
object. As a prediction method, for example, the block
matching method or afline transform method which is often
used to code a picture.
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For example, the block matching method shown in FIG.
13 can be conceived. By predicting the shape of the object
in this manner, a region where no inter-flame ditference is
detected can be determined as part of a still object or
background.

If any figure that surrounds an object is not to be used, the
entire image is an image inside figure, and any position need
not be input and output. This shape prediction can be
performed by using the same method as that used to select
a reference flame. In addition, in an embodiment in which
a given object extraction method is switched to another
object extraction method, the object shape obtained by
another object extraction method can be used.

FIG. 5 shows an example of the detailed arrangement of
the figure setting section 11 (or 22).

A division section 41 receives an image inside arbitrary
figure of a flame that temporally diifers from the current
flame and its position 402, and outputs segmented pictures
403. The image inside arbitrary figure may be segmented
into two or four equal parts. Alternatively, edges may be
detected to segment the image. Assume that the image is
divided into two equal figures, the divided figures will be
referred to as blocks. Amotion detector section 42 receives

the segmented image inside arbitrary figure and its position
403, and the image inside arbitrary figure of the current
flame and its position 401, and outputs the motion of the
segmented image and an error 404. In this case, the position
of each block which corresponds to the current frame is
searched out to minimize the error, thereby obtaining the
motion and the error. A division determination section 43
receives the motion, the error 404, and an object extraction
result 407 based on the flame that temporally differs flom
the current flame, and outputs a determination result 406
indicating whether to segment the image inside arbitrary
figure of the flame that temporally difl'ers flom the current
flame. If it is determined that the image is not segmented,
the division determination section 43 outputs a motion 405.
In this case, if the object extraction result based on the flame
that temporally differs from the current frame is not con-
tained in a given segmented block, the block is eliminated
flom the figure. In another case, if the obtained error is equal
to or larger than a threshold value, the block is further
segmented to obtain the motion again. Otherwise, the
motion of the block is determined. A figure determination
section 44 receives the motion 405, and outputs the image
inside figure of the current flame and its position 407. In this
case, the figure determination section 44 obtains the posi-
tional correspondence between each block and the current
flame, and determines a new figure to contain all the blocks
at the corresponding positions. The new figure may be a
rectangle or circle that is efi'ective for the unity of all the
blocks and contains all of them.

In this manner, the image inside figure of each reference
flame is segmented into a plurality of blocks, a region where
the error between each block and the current flame is

minimized is searched out, and a figure surrounding a
plurality of regions that are searched out is set for the current
flame. This allows a new figure having an optimal shape to
be set for the input flame subjected to figure setting regard-
less of initially set figure shapes and sizes.

It sufiices if a reference frame to be used for figure setting
is a flame for which a figure has already been set and which
temporally diflers flom the current flame. A flame tempo-
rally following the current flame may be used as a reference
flame for figures setting as in the case wherein forward
prediction and backward prediction are used in general
coding techniques.
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FIG. 6 shows an example of the detailed arrangement of
the background motion canceling section 21.

A representative background region setting section 51
receives a temporally different image inside arbitrary figure
and its position 501, and outputs a representative back-
ground region 503. The representative background region is
a region representing the global motion in an arbitrary
figure, i.e., representatively represents the motion of the
background in the figure. If, for example, an arbitrary figure
is a rectangle, a belt-like flame region having a width
corresponding to several pixels is set to surround a rectangle,
as shown in FIG. 7. Alternatively, several pixels outside the
figure may be used. Amotion detector section 52 receives a
current flame 502 and the representative background region
503, and outputs a motion 504. In the above case, the motion
of the belt-like flame region around the rectangle with
respect to the current frame is detected. The flame region
may be detected as one region. Alternatively, as shown in
FIG. 7, the flame region may be divided into a plurality of
blocks, and the averaged motion of the respective blocks
may be output, or a motion representing the majority may be
output.

A motion compensation section 53 receives the tempo-
rally ditferent flame 501 and the motion 504, and outputs a
motion compensated picture 505. The motion of the tem-
porally difi‘erent flame is eliminated by using the motion
obtained in advance in accordance with the current flame.
Motion compensation may be block matching motion com-
pensation or motion compensation using afiine transform.

As described above, in this embodiment, a target object
can be accurately extracted/tracked by relatively simple
processing without any influences of unnecessary motions
other than the motion of the target object as follows: (1)
tracking the object by using a figure approximately sur-
rounding the object instead of a contour of the object, (2)
setting an arbitrary figure for the current flame, determining
background regions common to the images inside figures of
the current frame and at least the two flames, and extracting
the object of the current flame, (3) canceling the motions of
the backgrounds of at least the two temporally ditIerent
frames, (4) detecting the dilference value of the images
inside arbitrary figures, determining a representative region,
determining a difference value corresponding to the images
inside figures of the current flame and at least the two flames
and the backgrounds at their positions, and determining a
background on the basis of the relationship between the
difi'erence value and the representative region, (5) segment-
ing each image inside figure, detecting the motion of the
image inside arbitrary figure or part of the segmented image
inside figure, determining whether to segment the image
inside arbitrary figure or part of the segmented image inside
figure, and determining the image inside arbitrary figure and
its position of the current frame, and (6) setting a region
representing the background, detecting the motion of the
background, and forming a picture by canceling the motion
of the background ofeach of the temporally different frames.

In addition, a procedure for object extracting/tracking
processing of this embodiment can be implemented by
software control. In this case as well, the basic procedure is
the same as that described above. After initial figure setting
is performed, figure setting processing may be sequentially
performed for each input flame. Concurrently with or after
this figure setting processing, background region determi-
nation processing and object extraction processing may be
performed.

The second embodiment of the present invention will be
described next.
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The first embodiment includes only one object extraction
section based on the GRAND method. In some case,
however, satisfactory extraction performance may not be
obtained by using this section alone depending on input
pictures. According to the ORAND method in the first
embodiment, a common background is set on the basis of the
difference between the current flame subjected to object
extraction and the first reference flame that temporally
difl'ers flom the current frame. In addition, a common
background is set on the basis of another current frame and
the second reference flame that temporally dilfers flom
another current flame. A method of selecting these first and
second reference flames is not specifically limited. Depend-
ing on the selected first and second reference flames, the
object extraction results greatly vary, and any satisfactory
result may not be obtained.

The second embodiment is obtained by improving the first
embodiment to extract an object with high precision regard—
less of input pictures.

The first example of the arrangement of an object
tracking/extracting apparatus according to the second
embodiment will be described first with reference to the
block diagram of FIG. 9.

Only the arrangement corresponding to the object
tracking/extracting section 2 of the first embodiment will be
described below.

Afigure setting section 60 is identical to the figure setting
section 11 in the first embodiment described with reference
to FIG. 2. The figure setting section 60 receives a flame
picture 601 and a FIG. 602 set for an initial flame or another
input flame, sets a figure for the flame picture 601, and
outputs it. A switching section 61 receives a result 605 of
object extraction that has already been performed, and
outputs a signal 604 for switching to the object extraction
section to be used on the basis of the result.

An object tracking/extracting section 62 is made up of
first to Kth object tracking/extracting sections, as shown in
FIG. 9. These object tracking/extracting sections perform
object extraction by different methods. The object tracking]
extracting sections 62 include at least a section using the
ORAND method described in the first embodiment. As
object traclcingJextracting sections using other methods, a
section using a shape predictive method based on block
matching, a section using an object shape predictive method
based on affine transform, and the like can be used. In these
shape predictive methods, the position or shape of an object
region on the current flame is predicted by inter-flame
prediction between a flame having undergone object extrac-
tion and the current flame, and the object region is extracted
flom an image inside FIG. 603 of the current frame on the
basis of the prediction result.

FIG. 13 shows an example of how shape prediction is
performed by block matching. The image inside figure of the
current flame issegmented into blocks having the same size.
Each block that is most similar in texture to a corresponding
block of the current flame is searched out from a reference

flame from which the shape and position of an object have
already been extracted. Shape data representing an object
region on this reference flame has already been created. The
shape data is obtained by expressing the pixel value of each
pixel belonging to the object rem'on as “55"; and the pixel
value of each of the remaining pixels as “0”. Shape data
corresponding to the searched out block is pasted to the
correqaouding position on the current flame. Such a texture
search and shape data pasting processing are performed for
all the blocks constituting the image inside figure of the
current flame to fill the image inside figure of the current
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frame with shape data for discriminating the object region
from the background region. By using this shape data,
therefore, a picture (texture) corresponding to the object
region can be extracted.

Assume that when operation similar to that of the first
object tracking/extracting section is performed, the extrac—
tion precision is high. In this case, the switching section 61
operates to select the first object. tracking/extracting section.
Otherwise, the switching section 61 operates to select
another object trackingfexuacting section. If, for example,
the first object tracking/extracting section is an object shape
predicting section based on block matching, switching of the
object tracking/extracting sections may be controlled in
accordance with the magnitude of a matching error. If this
section is an object shape predicting section based on atfine
transform, the object tracking/extracting sections can be
switched in accordance with the magnitude of the estimation
error of an afline transform coefficient. The switching opera-
tion of the switching section 61 is not performed in units of
flames but is performed in units of small regions in each
flame, e.g., blocks or regions segmented on the basis of
luminances or colors. With this operation, the object extrac-
tion methods to be used can be selected more finely, and
hence the extraction precision can be increased.

FIG. 10 shows the second example of the moving object
tracking/extracting apparatus according to the second
embodiment.

Afigure setting section 70 is identical to the figure setting
section 11 in the first embodiment described with reference
to FIG. 2. The figure setting section 70 receives a picture 701
and a FIG. 702 set for an initial flame or another input flame,
sets a figure for the flame picture 701, and outputs it.

Asecond object extraction section 71 is used to extract an
object region by shape prediction using the block matching
method or affine transform. The second object extraction
section 71 receives an image inside FIG. 703 of the current
flame which is input from the figure setting section 70 and
the shape and position 707 of an object on another reference
frame having undergone extraction processing, and predicts
the shape and position of the object flom the image inside
FIG. 703 of the current flame.

A reference flame selector section 72 receives the pre-
dicted shape and position 704 of the object on the current
flame which are predicted by the second object extraction
section 71 and the shape and position 707 of the object that
have already been extracted, and selects at least two refer-
ence flames. Amethod of selecting reference flames will be
described below.

Reference symbols 0‘, 0P and 0“," denote objects on
frames i,j. and a currently extracted frame curt, respectively.
Deviations d, and d, between two temporally ditlcrent ref—
erence [rat-nos f,— and f] are calculated, and them deviations
are ANDed to extract an object from a current frame in". As
a result, the overlap between the objects 0,. and 0,. is
extracted by AND processing for the temporally ditferent
frames, in addition to the desired object 0:“. Obviously, if
OIflOJ-tp, i.c., if there is no overlap between the objects O,-
at'ttt 0") and the overlap between the objects 0j and 0,-
becomes an empty set. no problem arises.

If, however, there is an overlap between the objects 0,- and
0,. and the overlap is located outside the object to be
extracted, on,” and 0,00, remain as extraction results.

In this case. asshown in FIG. “#5, no problem is posed
when there is no region common all to the background
region (0 ‘) of the object 0“", and the objects or and 01'

Carr

{0 ‘fl(0,r10,}a¢}. If, however. as shown in FIG. 14B,
run

them is a region common all to the background region
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(0,,,;) of the object 0,“, and the objects 0,- and OJ-
{om-moneys}, the object OM, is extracted in a
wrong shape, as indicated by the hatching.

The optimal reference frames f,- and );- for extraction of an
object in a correct shape are flames that satisfy

(Oinoj)nomrr (1)

That is, they are the flames f, and fj that make the overlap
between the objects 0,. and 0,. belong to the object 0m
(FIG. HA).

In addition, when two or more reference flames are to be
selected,

rr

(o,no,n. . .n0k)no,,, (2)

The shape of an object can therefore be reliably extracted
by selecting reference flames that satisfy expression (1) or
(2) on the basis of the prediction result on the position or
shape of the object on the current frame subjected to object
extraction.

A first object tracking/extracting section 73 receives at
least two reference flames 705 selected by the reference
flame selector section 72 and the current picture 701,
extracts an object by the ORAND method, and outputs its
shape and position 706.

A memory 74 holds the shape and position 706 of the
extracted object.

FIG. 11 shows the third example of the arrangement of the
object tracking/extracting apparatus according to the second
embodiment.

As shown in FIG. l1, this object tracking/extracting
apparatus comprises a figure setting section 80, a second
object extraction section 81, a switching section 82, and a
first object extraction section 83. The figure setting section
80, the second object exh'action section 81, and the first
object extraction section 83 respectively correspond to the
figure setting section 70, the second object extraction section
71, and the first object tracking/extracting section 73 in FIG.
10. In this case, with the switching section 82, the extraction
results obtained by the second object extraction section 81
and the first object extraction section 83 are selectively used.

More specifically, the figure setting section 80 receives a
picture 801 and the shape and position 802 of an initial
figure, and outputs the shape and position 803 of the figure.
The second object extraction section 81 receives the shape
and position 803 of the figure and the shape and position 806
of an already extracted object, predicts the predicted shape
and position 804 of an object that has not been extracted, and
outputs them. The switching section 82 receives the shape
and position 804 of the object which are predicted by the
second object extraction section 81, and outputs a signal 805
for switching or not switching to the first object extraction
section 83. The first object extraction section 83 receives the
shape and position 806 of the already extracted object and
the predicted shape and position 804 of the object that has
not been extracted, determines the shape and position 805 of
the object, and outputs them.

The switching operation of the switching section 82 may
be performed in units of blocks as in the abOVl: case, or may
be performed in units of regions segmented on the basis of
luminanccs or colors. For example, switching may be deter-
mined on fine basis of the predictive error in object predic-
tion. More specifically, if the predictive error in the second
object extraction section 81 that performs object extraction
by using inter-flame prediction is equal to or smaller than a
predetermined threshold value, the switching section 82
operates to use the predicted shape obtained by the second
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object extraction section 81 as an extraction result. If the
predictive error in the second object extraction section 81
exceeds the predetermined threshold value, the switching
section 82 operates to make the first object extraction section
83 perform object extraction by the ORAND method. The
extraction result is then output to an external unit.

FIG. 15 shows examples of the extraction results obtained
when the extraction sections to be used are switched for each
block as a unit ofprediction on the basis of a matching error.

In this case, each crosshatched portion indicates the object
shape predicted by the second object extraction section 81,
and the hatched portion indicates the object shape obtained
by the first object extraction section 83.

FIG. 12 shows the fourth example of the arrangement of
the moving object tracking/extracting apparatus according
to the second embodiment.

This object tracking/extracting apparatus has the refer—
ence flame selecting section shown in FIG. 10 in addition to
the arrangement in FIG. 11.

Afigure setting section 90 receives a picture 901 and the
shape and position 902 of an initial figure, and outputs the
shape and position 903 of the figure. A second object
extraction section 91 receives the shape and position 903 of
the figure and the shape and position 908 of an already
extracted object, and predicts the shape and position 904 of
an object that has not been extracted. Aswitching section 92
receives the predicted shape and position 904 of the object,
checks whether the precision of the predicted object is
satisfactorily my, and outputs a switch signal 905 for
switching the object extraction output obtained by the sec—
ond object extraction section. A reference frame selector
section 93 receives the predicted shape and position 904 of
the object that has not been extracted, selects the shape and
position 906 of an object based on at least two reference
frames or those of a predicted object, and outputs them. An
object tracking/extracting section 94 receives the current
picture 901 and the shape and position 906 of the object
based on at least the two reference frames or the predicted
object, extract an object, and outputs the shape and position
907 of the object. Amemory 95 holds the shape and position
907 of the extracted object or the shape and position 904 of
the predicted object.

A procedure for an object tracking/extracting method in
this case will be described below with reference to FIG. 16.

(Step 51)
As reference flame candidates, frames that temporally

differ from the current frame are set in advance. These

candidates may be all the frames other than the current frame
or may be several frames preceding/following the current
flame. For example, reference frame candidates are limited
to a total of five frames, i.e., the initial flame, the three
frames preceding the current flame, and the one flame
following the current frame. If, however, the number of
previous flames is less than three, the number of future
flames as candidates is increased accordingly. If there is no
flame following the current frame, four flames preceding the
curTent flames are set as candidates.

(Step 82)
First of all. the user sets a figure, e.g., a rectangle, on the

initial frame in which the object to be extracted is drawn. A
figure is set on each subsequent flame by dividing the
initially set figure into blocks, matching the blocks, and
pasting each block to the correwonding position. The object
is tracked by setting a new rectangle to surround all the
pasted blocks. Figures for object tracking are set on all the
reference flame candidates. If an object tracking figure for
each future flame is obtained by using the object every time
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the object is extracted, an extraction error can be prevented
more eflectively. In addition, the user inputs the shape of the
object on the initial flame.

Assume that the flame from which the object is to be
extracted is the current frame, and the object has already
been extracted flom each previous flame, but no object has
been extracted flom the future flame.

(Step S3)
Aproper region is set around the figure on each reference

frame candidate. The motion of the background with respect
to the current frame is detected to eliminate the background
in the figure on the reference flame. The motion of the
background is detected by the following method. A region
having a width corresponding to several pixels is set around
the figure. This region is matched with the current flame. A
motion vector exhibiting the minimum matching error is
detected as the motion of the background.
(Step S4)

An extraction error caused when the background motion
is not properly eliminated can be prevented by removing any
reference flame that exhibits a large motion vector detection
error in canceling the background motion flom the candi-
dates. In addition, if the number of reference flame candi-
dates decreases, new reference flame candidates may be
selected again. If figure setting and background motion
elimination have not been performed for a new reference
frame candidate. figure setting and background motion
elimination must be performed.
(Step SS)

The shape of the object on the current flame flom which
the object has not been extracted and the shape of the Object
on each reference flame candidate preceding the current
frame are predicted. The rectangle set on the current flame
or the preceding reference flame candidate is segmented
into, e.g., blocks, and block matching is performed with a
frame (previous flame) flom which the object has already
been extracted, and the corresponding object shape ispastcd,
thereby predicting the object shape. An extraction error can
be prevented more etIectively by predicting the object on
each future frame by using the object every time it is
extracted.

(Step S6)
At this time, any block exhibiting a small prediction error

outputs the predicted shape as an extraction result without
any change. If an object shape is predicted in units of blocks,
block distortion may occur owing to matching errors. In
order to prevent this, the video signal may be filtered to
smooth the overall object shape.

Rectangle segmentation in object tracking and object
shape prediction may be performed in a fixed block size, or
may be performed by hierarchial block matching with a
matching threshold value.

The following processing is performed for each block
exhibiting a large prediction error.
(Step S7)

Temporary reference flames are set from the reference
flame candidates, and each set of reference flames that
satisfy expression (1) or (2) is selected. If any set of all the
reference flame candidates does not satisfy either expression
(1) or (2), a set having the minimum number of pixels in
0,.rto, may be selected. Reference flame candidates are
preferably combined to select frames that minimize motion
vector detection errors in canceling the motion of the
background. More specifically, if there are reference flame
sets that satisfy expression (1) or (2), for example, a set that
exhibits a smaller motion vector detection error in canceling
the motion of the background may be selected. Assume that
two frames are selected as reference flames in the following
description.
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(Step SS)
When reference frames are selected, the inter—flame dif-

ference between each reference frame and the current frame

is obtained, and attention is given to the inter-frame difier—
ence in the set figure. The histogram of the absolute values
of the deviations of one-line pixels outside the set figure is
obtained, and the absolute value of a majority dliference is
set as the ditierence value of the background region, thereby
determining the background pixels of the one—Line pixels
outside the set figure. A search is performed inwardly from
the background pixels of the one-line pixels outside the set
figure to determine any pixel having the same difference
value as that of the adj acent background region as a back-
ground pixel. This search is sequentially performed until no
pixel is determined as a background pixel. This background
pixel is a background region common to the current frame
and one reference fi'ame. At this time, since the boundary
between the background region and the remaining portions
may become unnatural, the video signal may be filtered to
smooth the boundary or eliminate excess or noise regions.
(Step S9)

When background regions common to the respective
reference frames are obtained, a region that is not contained
in the two common background reg'ons is detected and
extracted as an object region. This result is output for a
portion that does not use the object shape predicted in
advance to output the overall object shape.

If there is no matching between the portion using the
shape obtained from the common backgrounds and the
portion using the predicted object shape, filtering can make
the output result look nice.

As described above, according to the second embodiment,
an object can be accurately extracted regardless of input
pictures, or reference frames suitable for object extraction
can be selected.

The third embodiment of the present invention will be
described next.

The first example of an object tracking/extracting appa-
ratus according to the third embodiment will be described
first with reference to the block diagram of FIG. 17.

In this arrangement, the feature value of a picture in at
least a partial region is extracted from the current frame
subjected to object extraction, and a plurality of object
extraction sections are switched on the basis of the feature
value.

As shown in FIG. 17, this object tracking/extracting
apparatus comprises a figure setting section 110, a feature
value extraction section 111, a switching section 1.12, a
plurality of object tracking/extracting sections 113, and a
memory 114. The figure setting section 110, the switching
section 112, and the plurality of object tracking/extracting
sections 113 respectively correspond to the figure setting
section 60, the switching section 61, and the plurality of
object trackinyextracting sections 62 in the second embodi-
ment in FIG. 9. This apparatus ditfers from that of the second
embodiment in that the object tracking/extracting sections to
be used are switched on the basis of the feature value of the

picture of the current frame which is extracted by the feature
value extraction section 111.

The figure setting section 110 receives an extracted frame
1101, an initial FIG. 1102 set by the user, and an extraction
result 1106 based on the already extracted frame, sets a
figure for the extracted flame, and outputs the figure. The
figure may be a geometrical figure such as a rectangle, circle,
or ellipse, or the user may input an object shape to the figure
setting section 1.10. In this case, the figure may not have a
precise shape but may have an approximate shape. The
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feature value extraction section 111 receives an extracted

frame 1103 in which a figure is set and the extraction result
1106 based on the already extracted frame, and outputs a
feature value 1104. The switching section 112 receives the
feature value 1104 and the extraction result 1106 based on

the already extracted frame, and controls inputting the
extraction result 1106 based on the already extracted frame
to the object tracking/extracting section.

Upon reception of the feature value of the overall picture,
the switching section 112 detects the properties of the
picture, and can use them for control on inputting of the
picture to a proper object tracking/extracting section. The
portion inside a figure is segmented into portions each
having a proper size, and the feature value may be applied
in units of segmented figure portions. The feature value
includes a dispersion, luminance gradient, edge intensity,
and the like. In this case, these values can be automatically
calculated. Alternatively, the user may visually perceive the
properties of the object and input them to the switching
section 112. If, for example, a target object is a person,
his/her hair exhibiting unclear edges may be designated to
specially select a parameter for extraction, and extraction
may be performed after edge correction is performed as
pre-processing.

The feature value may be associated with a portion
(background portion) outside the set figure as well as
portions (object and its surrounding) inside figure.

Each of the plurality of (first to kth) object tracking/
extracting sections 113 receives the extracted frame 1103 in
which the figure is set and the extraction result 1106 based
on the already extracted frame, and outputs a result 1105
obtained by tracking/extracting the object.

The plurality of object tracking/extracting sections 1.13
include a section for extracting an object by using the
ORAND method, a section for extracting an object by using
chromakeys, a section for extracting an object by block
matching or afine transform, and the like.

In the first embodiment, a backgound pixel is determined
by using the histogram of the inter—frame differences of the
pixel values around the set figure. However, a pixel corre-
sponding to an inter-frame difference equal to or smaller
than a threshold value may be simply determined as a
background pixel. In addition, in the first embodiment,
background pixels (corresponding to diflerence values equal
to or smaller than the predetermined value) are sequentially
determined inwardly from the set figure. However, object
pixels (corresponding to difi'erence values equal to or larger
than the predetermined value) may be sequentially deter-
mined outwardly fi’om the figure, or an arbitrary operation
sequence may be employed.

The memory 114 receives the result 1105 obtained by
tracking/extracting the object, and saves it.

The reason why a better extraction result can be obtained
by switching the tracking/extracting methods in accordance
with the feature value indicating the properties of a picture
will be described below.

If, for example, it is known in advance whether a back-
ground moves or not, the corresponding property is prefer-
ably used. When the background moves, the motion of the
background is compensated, but perfect compensation may
not be attained. Almost no motion compensation can be
performed for a frame exhibiting a complicated motion.
Such a frame can be lcnown in advance from a background
motion compensation error, and hence can be excluded from
reference frame candidates. If, however, there is no back-
ground motion, this prooessing is not required. If another
object is moving, erroneous background motion compensa-
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tion may be performed. Allematively, the corresponding
frame may be excluded from reference fi‘ame candidates.
Even if, therefore, this frame is optimal for reference frame
selection conditions, the frame is not selected, resulting in a
decrease in extraction precision.

In addition, one picture includes various properties. The
motion and rexnrre of an object may partly vary, and hence
the object may not be properly extracted by the same
tracking/extracting method and apparatus and the same
parameters. For this reason, the user preferably designates a
portion of a picture which has a special property.
Alternatively, diflerences in a picture may be automatically
detected as feature values to extract an object by partly
switching tracking/extracting methods, or the parameters
may be changed

When the plurality of object tracking/extracting sections
are switched in this manner, the shapes of objects in various
pictures can be accurately extracted.

The second example of the moving object tracking]
extracting apparatus according to the third embodiment will
be described next with reference to the block diagram of
FIG. 18.

A figure setting section 120 receives an extracted frame
1201, an initial FIG. 1202 set by the user, and an extraction
result 1207 based on the already extracted frame, sets a
figure for the extracted frame, and outputs the figure. A
second object tracking/extracting section 121 is used to
extract an object region by shape prediction such as the
block matching method or afline transform. The second
object tracking/extracting section 121 receives an extracted
frame 1203 in which a figure is set and the extraction result
1207 based on the already extracted frame, and outputs an
object tracking/extracting result 1204.

Afeature value extraction section 122 receives the object
tracking/extracting result 1204, and outputs a feature value
1205 of the object to a switching section 123. The switching
section 123 receives the feature value 1205 of the object, and
controls inputting the object tracking/extracting result 1204
to the first object tracking/extracting section. Assume that
the second object trackingjextraeting section 121 tracks/
extracts an object shape by the block matching method. In
this case, a feature value is regarded as a matching error, and
the second object tracking/extracting section 121 outputs a
portion exhibiting a small matching error as a predicted
shape extraction result. Other feature values include param-
eters (fractal dimension and the like) representing the lumi-
nance gradient or dispersion of each block and texture
complicity. When luminance gradient is to be used, input
control is performed on the first object tracking/extracting
section to use the result obtained by a first object tracking
extracting section 124 using the ORAND method with
respect to a block having almost no luminance gradient. In
addition, when an edge is detected to use information
indicating the presence/absence or intensity of the edge as a
feature value, input control is performed on the first object
tracking/extracting section so as to use the result obtained by
the first object tracking/extracting section 124 with respect
to a portion having no edge or having a weak edge. In this
manner, switching control can be changed in units of blocks
or regions as portions of a picture. Adaptive control can be
realized by increasing/decreasing the threshold value for
switching.

The first object tracking/extracting section 124 receives
the extracted frame 1201, the object tracking/extracting
result 1204, and the extraction result 1207 based on the
already extracted frame, and outputs a tracking/extracting
result 1206 based on the already extracted frame to a
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memory 125. The memory 125 receives the trackingj
extracting result 1206 based on the extracted frame and
saves it.

The third example of the arrangement of the object
tracking/extracting apparatus according to the third embodi-
ment will be described next with reference to the block
diagram of FIG. 19.

This object tracking/extracting apparatus includes the
reference frame selecting section described in the second
embodiment in addition to the arrangement shown in FIG.
18. As shown in FIG. 19, the object tracking/extracting
apparatus comprises a figure setting section 130, a second
object tracking/enacting section 131, a feature value
extraction section 132, a switching section 133, a reference
frame selector section 134, a first object tracking/extracting
section 135, and a memory 136.

The figure setting section 130 receives an extracted frame
1301, an initial FIG. 1302 set by the user, and an extraction
result 1308 based on the already extracted frame, sets a
figure for the extracted frame, and outputs the figure. The
second object tracking/extracting section 131 is used to
extract an object region by shape prediction such as the
block matching method or afiine transform. The second
object trackinyextracting section 131 receives an extracted
frame 1303 in which a figure is set and the extraction result
1308 based on the already extracted frame, and outputs an
object tracking/extracting result 1304.

The feature value extraction section 132 receives the

object traclcinyextracting result 1304, and outputs a feature
value 1305 of the object. The switching section 133 receives
the feature value 1305 of the object, and controls inputting
the object tracking/extracting result 1304 to the first object
tracking/extracting section 135.

The reference frame selector section 134 receives the
object tracking/extracting result 1304 to be sent to the first
object tracking/extracting section 135 and the extraction
result 1308 based on the already extracted frame, and
outputs a reference frame 1306.

An example of the features of an object is motion com—
plexity. When the object is to be tracked/extracted by the
second object tracking/extracting section 131 using the
block matching method, the first object extraction result is
output with respect to a portion exhibiting a large matching
error. If a portion of the object exhibits a complicated
motion, the matching error corresponding to the portion
increases. As a result, the portion is extracted by the first
object tracldng/extracting section 135. Therefore, the refer-
ence frame selecting methods to be used by the first object
tracldngextracting section 135 are switched in accordance
with this matching error as a feature value. More
specifically, a reference frame selecting method is selected
for only the portion to be extracted by the first object
traclcinyextracting section 135 instead of the overall object
shape so as to satisfy expression (1) or (2) as a selection
condition described in the second embodiment.

An example of the feature value of abackground includes,
for example, information indicating 1) a picture with a still
background, 2) zooming operation, and 3) panning opera-
tion. The user may input this feature value, or the parameter
obtained from the camera may be input as a feature value.
The feature value of a background includes a background
motion vector, the precision of a picture having undergone
background motion compensation, the luminance distribu-
tion of the background, texture, edge, and the like. For
example, reference frame selecting methods can be con—
trolled in accordance with the precision of a picture having
undergone background motion compensation which is
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obtained as a feature value from the averaged ditl'erence
between the picture having undergone background motion
compensation and the picture before correction. For
example, control is performed such that when the averaged
ditference is large, the corresponding flame may be
excluded flom reference flame candidates or a lower priority
is assigned to the flame in frame selection. if the background
is still or background motion compensation is perfectly
performed for all the flames, the difference becomes zero.
The same reference flame selecting method as that in the
second embodiment can be used.

The first object tracking/extracting section 135 receives
the extracted flame 1301, the reference flame 1306, and the
extraction result 1308 based on the already extracted flame,
and outputs a tracking/extracting result 1307 obtained flom
the extracted flame by the ORAND method to the first object
tracking/extracting section 135. The memory 136 receives
the tracking/extracting result 1307 based on the extracted
frame, and holds it.

Of the above examples, the arrangement in which a
plurality of reference frame selecting sections are switched
in accordance with the feature value obtained flom the

output from the second object tracking/extracting section
will be described as the fourth example of the arrangement
of this apparatus with reference to HG. 22.

A figure setting section 160 receives an extracted flame
1601, an initial FIG. 1602 set by the user, and a frame 1608
from which an object has already been extracted, and
outputs a set FIG. 1603. A second object tracking/extracting
section 161 is used to extract an object region by shape
prediction such as the block matching method or afline
transform. The second object tracking/extracting section 161
receives the flame 1608 from which the object has already
been extracted, and outputs an object trackinyextracting
result 1604. Afeature value detector section 163 receives the

object tracking/extracting result 1604, and outputs a feature
value 1605 to a switching section 164. The switching section
164 receives the feature value 1605, and controls inputting
the object tracking/extracting result 1604 to the reference
frame selecting section.

Each of a plurality of reference flame selector sections
165 receives the object tracking/extracting result 1604 and
the flame 1608 flom which the object has already been
extracted, and outputs at least two reference frames 1606.

A first object tracking/enacting section 166 is used to
extract an object by the ORAND method. The first object
tracking/extracting section 166 receives the reference
frames 1606 and the extracted flame 1601, and outputs an
object tracking/extracting result 1607 to a memory 167. The
memory 167 receives the object tracking/extracting result
1607 and holds it.

Of the above cases, the case in which background infor-
mation is obtained, and input control is performed on a
plurality of reference flame selecting sections in accordance
with the background motion compensation error will be
descn'bed next.

A figure setting section 170 receives an extracted frame
1701, an initial FIG. 1702 set by the user, and a frame 1710
from which an object has already been extracted, and
outputs a set FIG. 1703. A second object tracking/extracting
section 171 receives the set FIG. 1703 and the frame 1710
flom which the object has already been extracted, and
outputs an object tracking/extracting result 1704. Aswitch-
ing section 172 receives background information 1705 des—
ignated by the user, and controls inputting the extracted
frame 1701 to a background motion compensation section
173.
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The background motion compensation section 173

receives the extracted flame 1701 and the flame 1710 from

which the object has already been extracted, and outputs a
flame 1706 having undergone background motion compen-
sation.

A background feature value detector section 174 receives
the extracted frame 1701 and the frame 1706 having under-
gone background motion compensation, and outputs a back-
ground feature value 1707 to a switching section 175. The
switching section 175 receives the background feature value
1707, and controls inputting the object tracking/extracting
result 1704 to a reference flame selector section 176. The

reference frame selector section 176 receives the object
tracking/extracting result 1704 and the frame 1710 flom
which the object has already been extracted, and outputs at
least two reference frames 1708.

A first object tracking/extracting section 177 receives at
least the two reference flames 1708 and the extracted flame

1701, and outputs an object tracking/extracting result 1709
to a memory 178. The memory 178 receives and holds the
object tracking/extracting result 1709.

The fifth example of the arrangement of the object
tracking/extracting apparatus according to the third embodi-
ment will be described next with reference to the block

diagram of FIG. 20.
An extracted flame output controller section 140 receives

a picture 1401 and a sequence 1405 of flames to be
extracted, and outputs an extracted flame 1402. A flame
sequence controller section 141 receives the information
1405 about the frame sequence input by the user, and outputs
a flame sequence 1406. An object trackinyextracting appa-
ratus 142 is an object tracking/extracting method and appa-
ratus for extracting/tracking a target object flom a moving
picture signal. The object tracking/extracting apparatus 142
receives the extracted flame 1402 and outputs a trackingl'
extracting result 1403 to a tracking/extracting result output
controller section 143. The tracking/extracting result output
controller section 143 receives the tracking/extracting result
1403 and the flame sequence 1406, rearranges the flame
sequence to match with the picture 1401, and outputs the
result.

A flame sequence may be input by the user or may be
adaptively determined in accordance with the motion of the
object. Aflame interval at which the motion of the object can
be easily detected is determined to extract the object. More
specifically, the flame sequence is controlled to perform
object extraction processing in a sequence ditferent flom the
input flame sequence in such a manner that the flame
interval between each reference flame and the current flame
subjected to object extraction becomes two or more flames.
With this operation, the prediction precision can be
increased as compared with the case wherein shape predic—
tion based on inter-flame prediction or GRAND computa-
tion is performed in the input fame sequence. In the case of
the ORAND method, the extraction precision can be
increased by selecting proper reference flames. Therefore,
this method is especially effective for a shape prediction
method based on inter-flame prediction using block match-
ing or the like.

Depending on the flame interval, the motion becomes too
small or complicated to be properly coped with by using the
shape prediction method based on inter-flame prediction. If,
therefore, a shape prediction error is not equal to or smaller
than a threshold value, the prediction precision can be
increased by increasing the interval between the current
flame and the extracted flame used for prediction. As a
result, the extraction precision can also be increased. If there
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is a background motion, the background motion between
each reference flame and the extracted flame is obtained and

compensated. Depending on the frame interval, however, the
background motion becomes too small or complicated to
accurately perform background motion compensation. In
this case as well, the motion compensation precision can be
increased by increasing the frame interval. An object shape
can be extracted more reliably by adaptively controlling the
flame extraction sequence in this manner.

The sixth example of the arrangement of the object
tracking/extracting apparatus according to the third embodi-
ment will be described next with reference to the block
diagram of FIG. 21.

An extracted flame output controller section 150 receives
a picture 1501 and a flame extraction sequence 1505, and
outputs an extracted frame 1502. A flame sequence control-
ler section 151 receives information 1505 about the frame

sequence input by the user, and outputs a flame sequence
1506. That is, the frame sequence controller section 151
receives the flame interval and determines a frame extrac-

tion sequence. Each of a plurality of object tracking
extracting apparatuses 152 is an object hacking/extracting
method and apparatus for extracting/tracking a target object
flom a moving picture signal. Inputting of the extracted
frame 1502 to each object tracking/extracting apparatus 152
is controlled in accordance with the flame sequence 1506,
and the apparatus outputs a tracking/extracting result 1503.
A tracking/extracting result output controller section 153
receives the trackinyextracting result 1503 and the frame
sequence 1506, rearranges the flame sequence to match with
the picture 1501, and outputs the result.

Skipped frames may be interpolated flom already
extracted flames, or may be extracted by the same algorithm
upon changing the method of selecting reference frame
candidates.

An example of the processing performed by the object
traclcinyextracting apparatus in FIG. 21 will be described
below with reference to FIG. 25.

Referring to FIG. 25, the flames indicated by the hatching
are future flames to be extracted at two-flame intervals.

Skipped frames are extracted by the second object tracking/
extracting apparatus. As shown in FIG. 25, after two flames
on the two sides of a skipped flame are extracted, the
skipped flame may be interpolated on the basis of the
extraction result on the two flames, thereby obtaining an
object shape. In addition, a parameter such as a threshold
value may be changed, or these flames on the two sides of
the skipped flame may be added to reference frame candi—
dates to extract the skipped flame by the same method as
that used for the flames on the two sides.

Another arrangement of the object tracking/extracting
apparatus will be described next with reference to the block
diagram of FIG. 24.

Aswitching section 182 receives background information
1805 designated by the user, and controls inputting an
extracted flame 1801 to a background motion correction
section 183. The background motion correction section 183
receives the extracted flame 1801 and a frame 1811 from
which an object has already been extracted, and outputs a
flame 1806 having undergone background motion compen-
sation to a flame 1806. Abaekground feature value detector
section 184 receives the extracted flame 1801 and the flame
1806 having undergone background motion compensation,
and outputs a feature value 1807. A switching section 187
receives the background feature value 1807, and controls
inputting a tracking/extracting result 1804 to a reference
flame selector section 188. A figure setting section 180
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receives the extracted flame 1801, the flame 1811 from
which the object has already been extracted, and an initial
HG. 1802 set by the user, and outputs an extracted flame
1803 on which a figure is set. A second object tracking/
extracting section 181 receives the extracted frame 1803 on
which the figure is set and the flame 1811 flom which the
object has already been extracted, and outputs the tracking/
extracting result 1804. A feature value detector section 184
receives the tracking/extracting result 1804, and outputs a
feature value 1808. A switching section 186 receives the
feature value 1808, and controls inputting the tracking/
extracting result 1804 to the reference flame selector section
188. The reference flame selector section 188 receives the
object tracking'cxtracting result 1804 and the flame 1811
from which the object has already been extracted, and
outputs at least two reference frames 1809.

A first object tracking/extracting section 189 receives at
least the two reference flames 1809 and the extracted flame
1801, and outputs an object trachng/extracting result 1810
to a memory 190. The memory 190 holds the object
tracking/extracting result 1810.

The following is the flow of processing.
The user roughly surrounds an object to be extracted on

an initial frame. A rectangle on a subsequent flame is set by
expanding the rectangle surrounding the already extracted
object by several pixels in all directions. This rectangle is
segmented into a blocks, and each block is matched with a
corresponding block of the already extracted block. Then,
the shape of the already extracted object is pasted at the
corresponding position. The object shape [predicted object
shape) obtained by this processing represents an approxi-
mate object. If the prediction precision is not equal to or
smaller than the threshold value, the prediction precision
may be increased by performing prediction again by using
another flame.

If the prediction precision is high, all or part of the
predicted shape is output as an extraction result without any
change. This method can allow both tracking and extraction
of the object.

In forming blocks in object tracking and object shape
prediction, a rectangle may be segmented in a fixed block
size, or hierarchical block matching based on a matching
threshold value may be performed. Alternatively, a flame
may be segmented in a fixed size, and only the blocks
including the object may be used.

In consideration of a case wherein the prediction precision
is low, the predicted object shape is expanded by several
pixels to correct irregular portions and holes due to predic—
tion errors are corrected. Predicted object shapes are set on
all the reference frame candidates by this method. Every
time an object is extracted, an object tracking figure for a
future flame is newly obtained by using the extracted object,
thereby preventing any extraction error. Note that this track-
ing figure is set to surround the object.

Assume that an object has already been extracted flom a
flame preceding each extracted flame, and no object has
been extracted flom the future flame.

Assume that reference frame candidates are five frames

that temporally differ, at predetermined intervals, flom and
precede/follow each flame to be extracted at predetermined
intervals. More specifically, reference flame candidates are
limited to a total of five flames, e.g., the initial flame, the
three flames preceding the current flame, and one flame
following the current flame. If, however, the number of
previous flames is less than three, the number of future
flames is increased accordingly. If there is no future flame,
four previous frames are set as candidates.
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Aproper region is set around an object on each reference
frame candidate. The motion of a background between this
region and the current frame is detecwd to eliminate the
background in the figure on the reference frame. The back-
ground motion is detected by the following method. Match-
ing is performed between the entire region excluding the
object and the current frame. AmuLiou vector exhibiting the
minimum matching error is determined as the backgroundmotion.

Any reference fi'ame exhibiting a large motion vector
detection error in canceling a background motion is
excluded from candidates to prevent any extraction error
that is caused when elimination of a background motion is
not proper. In addition, if the number of reference frame
candidates decreases, new reference frame candidates may
be selected again. If figure setting and background motion
elimination have not been performed for a new reference
fi'ame candidate, figure setting and background motion
elimination must be performed.

If it is known in advance that there is no background
motion, this processing is not performed.

Temporary reference frames are set from the reference
frame candidates, and each set of reference frames that
satisfy expression (1) or (2) in the second embodiment is
selected. If any set of all the reference frame candidates does
not satisfy either expression (1) or (2), a set having the
minimum number of pixels in 0,00if may be seiected.

Reference frame candidates are preferably combined to
select frames that minimize motion vector detection errors in
canceling the motion of the background. More specifically,
if there are reference frame sets that satisfy expression (1) or
(2), for example, a set that exhibits a smaller motion vector
detection error in canceling the motion of the background
may be selected. If there is no multi-electron beam exposure
motion, a frame on which an inter-frame difierence can be
satisfactorily detected is preferentially selected.

Assume that the object prediction precision is high, and
part of the object is output without any change. In this case,
a frame that satisfies the condition given by expression (1)
or (2) is selected with respect to only a region where an
object prediction result is not used as an extraction result.

The processing to be performed when two reference
frames are selected will be described below.

When a reference frame is selected, the inter-frame dif-
ference between an extracted frame and the reference frame

is obtained, and attention is paid to the inter-frame difference
in the set figure.

The inter-frame ditference is binarized with a set thresh—
old value. The threshold value used for binarization may be
constant with respect to a picture, may be changed in units
of frames in accordance with the precision of background
motion compensation. For example, if the precision of
background motion compensation is low, since many unnec—
essary deviations are produced in the background, the
threshold value for binarization is increased. Alternatively,
this threshold value may be changed in accordance with the
partial luminance gradient or texture of an object or edge
intensity. For example, the threshold value for binarization
is decreased for a relatively flat region, e.g., a region where
the luminance gradient is small or a region wherein the edge
intensity is low. In addition, the user may set a threshold
value in consideration of the properties of an object.

Any pixel that is located outside the object tracking figure
and has a difference value corresponding to an adjacent
background region is determined as a background pixel. At
the same time, any pixel that is located inside the object
tracking figure and has not a diiference value corresponding
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to an adjacent background region is determined as a pixel
other than a background pixel.

No inter—frame ditference can be detected in a still region
of an object. If, therefore, the inter-frame difference with
respect to a frame used for prediction is zero, and the pixel
of interest is located inside the object on the frame used for
prediction, the pixel is determined as a still region pixel but
is not added as a background pixel.

This background pixel corresponds to a background
region common to the current frame and one reference
frame. At this time, since the boundary between the back-
ground region and the remaining portions may become
unnatural, the video signal may be filtered to smooth the
boundary or eliminate unnecessary noise regions.

When background regions common to the respective
reference frames are obtained, a region that is not contained
in the two common background regions is detected and
extracted as an object region. This result is output for a
portion that does not use the object shape predicted in
advance to extract the overall object shape. If there is no
matching between the portion using the shape obtained from
the common backgrounds and the portion using the pre-
dicted object shape, filtering can make the output result looknice.

Finally, the extraction sequence is rearranged into the
input frame sequence, and the extraction object region is
output.

The object shape extraction method and apparatus of the
present invention can be used as an input means for object
coding in MPEG-4 that has almost been standardized. For
example, this MPEG—4 and object extraction technique are
applied to a display system for displaying an object shape in
the form of a window. Such a display system can be
effectively applied to a multipoint conference system. Space
savings can be achieved by displaying each person in the
form of a person as shown in FIG. 26 rather than by
displaying a text material and the person who is taking part
in the conference at each point on a display with a limited
size using rectangular windows. With the function of
MPEG—4, only the person who is speaking can be enlarged
and displayed, or the persons who are not speaking can be
made translucent, thus making the user feel nice in using the
system.

According to the third embodiment of the present
invention, unnecessary processing can be omitted and stable
extraction precision can be obtained by selecting an object
using a method and apparatus in accordance with the prop—
erties of a picture. In addition, by removing the limitation
associated with a temporal sequence, sulficient extraction
precision can be obtained regardles of the motion of an
object.

The third embodiment is designed to improve the perfor—
mance of the first and second embodiments, and each of the
arrangements of the first and second embodiments can be
properly combined with the arrangement of the third
embodiment.

FIG. 27 shows the first example of the arrangement of an
object extraction apparatus according to the fourth embodi-
ment of the present invention.

Atexture picture 221 sensed by an external camera or read
out from a storage medium such as avideo disk and input to
this object extraction apparatus is input to a recorder unit
222, a switching section 223, and an object extraction circuit
224 using motion compensation. The recorderunit 222 holds
the input texture picture 221. For example, the recorder unit
222 is a hard disk or photomagnetic disk used for a personal
computer. The recorder unit 222 is required to use the texture
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picture 221 again afterward. If the texture picture 221 is
recorded on an external storage medium, the recorder unit
222 need not be prepared, and the storage medium is used
as the recorder unit 222. In this case, the texture picture 221
need not be input again to the recorder unit 222. Atexture
picture is generally called a video signal, which is formed by
arranging pixels having luminances (Y) expressed as the
values “0" to “255" in the raster order (from the upper left
pixel of the picture to the right, and from the uppermost line
to the lowermost line). This picture is called a texture picture
to be discriminated fiom a shape picture (to be described
later). For a texture picture, color difierences (U, V, and the
like) or colors (R, G, B, and the like) may be used insteadof luminances.

On the first frame, a shape picture 225 on which a desired
object to be extracted has been independently extracted by
the user is input to the object extraction circuit 224 based on
motion compensation. The shape picture is generated by
arranging pixels in the raster order as in the case of a texture
picture, with the pixel value of each pixel belonging to the
object being expressed as “255" and the picture value of
each of the remaining pixels being expressed as “0”.

An embodiment in which a shape picture 25 on the first
frame is generated will be described in detail below with
reference to FIG. 34.

Asume that there are graphic figures in the background
and foreground, and the operator wants to extract an object
226 in the form of a house. The operator traces a contour of
the object 226, with a mouse or pen, on a picture 227
displayed on a monitor. A shape picture is obtained by
substituting “255” for each pixel inside the contour and “0”
for each pixel outside the contour. If the operator draws this
scontour with great care, the precision of this shape picture
becomes high. Even if this precision becomes low to some
degree, the precision can be increased by applying a method
described in Talcashi Ida and Yoko Sambonsugi, “SELF-
AFFINE MAPPING SYSTEM FOR OBJECT CONTOUR
EXTRACTION (SUMMARY)", Research and Develop-
ment Center, Toshiba corporation.

FIG. 35 shows a line 228 drawn by the operator and a
contour 229 of the object 226. Obviously, in this stage, the
correct position of the contour 229 has not been extracted
yet, but the contour 229 is shown to indicate the positional
relationship with the line 228.

First of all, a block is allocated to contain the line 228.
More specifically, when the frame is scanned in the raster
order, and the line 228 is detected, i.e., the diflference
between a pixel value in the shape picture defined by the line
228 and an adjacent pixel value is detected, a block having
a predetermined size is set around the corresponding pixel.
In this case, if the current block overlaps an already set
block, scanning is continued without setting the current
block. As a result, blocks can be set such that the respective
blocks touch each other without overlapping, as shown in
FIG. 36. With this operation alone, portions 230, 231, and
232 are not contained in blocks. For this reason, scanning is
performed again to detect contour portions that are not
contained in blocks. If such a portion is detected, a block is
set around the corresponding pixel. In the second scanning
operation, however, even if the current block overlaps an
already set block, the current block is set as long as the pixel
serving as the center is not contained in the already set block.
Referring to FIG. 37, blocks 233, 234, 235, and 236 indi-
cated by the crosshatching are the blocks set by the second
scanning operation. The block size may be fixed. However,
if the number of pixels surrounded by the line 228 is large,
a large block size may be set, and vice versa. In addition, if
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the line 228 has few irregular portions, a large block size
may be set, and vice versa. Alternatively, a large block size
may be set for a picture having a flat graphic figure, and a
small block size may be set for a picture having fine graphic
figure.

When a block is set at an end of a screen, the block may
protrude from the screen. In this case, an end of only this
block is cut to form a rectangular block to prevent it from
protruding the screen. In this case, a similar block is also set
in the form of a rectangle.

The above method is a method of setting blocks on a
shape picture.

Subsequently, similar blocks are searched out in units of
blocks by using the texture picture. In this case, it is defined
that given blocks having tfifl'erent block sizes are similar
when one of the blocks is enlarged or reduced to have the
same block size as that of the other block, the number of
pixels of one block becomes almost equal to that of the
corresponding pixels of the other block. For example, a
block 238 has a texture picture similar in shape to that of a
block 237 in FIG. 38. Likewise, a block 240 is similar to a
block 239, and a block 242 is similar to a block 241. In this
embodiment, a similar block is set to be larger than a block
set on the contour. In searching for similar blocks, it suflices
if a search is performed within a given range having four
corners defined by blocks 244, 245, 246, and 247 near a
block 243, as shown in FIG. 39, instead of the entire screen.
FIG. 39 shows a case wherein the centers of the respective
blocks are set as start points, and the start points of the
blocks 244, 245, 246, and 247 are moved by apredetermined
pixel width in all directions with respect to the start point of
the block 243. FIG. 40 shows a case wherein a start point is
set on the upper left corner of each block.

Any similar block that partly protrudes from a screen is
excluded from search targets even if it is located in a search
range. If a block is located at an end of a screen, all the
similar blocks in a search range may be excluded from
search targets. In this case, the search range is shifted to the
inside of the screen for the block on the end of the screen.

Similar blocks can be searched out by a multi—step—search
with a small computation amount. In this multi—step-search
method, a search is performed to check errors first at discrete
start points instead of searching the entire search range while
shifting the start point in unit of pixels of half pixels. Then,
start points only around a start point exhibiting a small error
are shifted relatively finely to check errors. This operation is
repeated to approach the position of the similar block.

In a search for a similar block, if the similar block is
reduced every time, a long processing time is required. If,
therefore, the entire picture is reduced in advance, and the
resultant datais held in another memory, the above operation
can be done by only reading out the data of a portion
corresponding to the similar block from the memory.

FIG. 38 shows only the similar blocks for only the three
blocks 237, 239, and 241. In practice, however, similar
blocks are obtained for all the blocks shown in FIG. 37. The

above description is about the method of searching for
similar blocks. It should be noted that a search for similar

blocks is performed by using a texture picture instead of a
shape picture. Considering primary conversion of transfer-
ring a similar block to a block within a frame, the contour
of the texture picture remains unchanged in this primary
conversion.

A method of performing correction to match the contour
of a shape picture with that of a texture picture by using the
positional relationship between each block and a corre-
sponding similar block will be described next.
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Referring to FIG. 41, a contour 228 is the line drawn by
the user. It suffices if this line is approximated to a mrrect
contour 229. For this purpose, a portion of the shape picture
which corresponds to a similar block 238 is read out, the
portion is reduced to the same size as that of a block 237,
thereby replacing the corresponding portion of the shape
picture which corresponds to the block 237. Since this
operation makes the contour approach an invariant set
including the fixed point of primary conversion from the
similar block to the block, the contour 228 approaches the
contour 229. When one side of the similar block is twice as

long as one side of the block, one replacing operation
reduces the gap between the contour 228 and the correct
contour 229 to almost Vz. FIG. 42 shows a contour 248
obtained by performing this replacing operation once for all
the blocks. If this block replacement is repeated, the contour
248 frnther approaches the correct contour. Eventually, as
shown in FIG. 43, the contour 248 coincides with the correct
contour. In practice, since there is no need to reduce the gap
between the two contours to a value smaller than the
distance between pixels, replacing operation is terminated
after replacement is performed a certain number of times.
This technique is elfcctive when the contour of a texture
picture is contained in a (NxN)-pixe1 block set on a shape
picture. In this case, the maximum distance between the
contour of the shape picture and that of the texture picture
is about N/Z. If the length of one side of a similar block is
Atimes larger than that ofone side of a corresponding block,
the distance between the two contours is reduced to 1/Aper
replacement. Letting x be the number of times replacement
is performed, a state wherein the distance becomes smaller
than one pixel can be expressed as follows:

(NIl)x[1/A)"x<l

where " represents the power, i.e., (1/A) is multiplied by x
times. From the above inequality,

x10s (WM/105$“)

If, for example, N=8 and A=2
D2

It therefore sufiices if replacement is performed three times.
FIG. 30 is a block diagram showing this object extraction

apparatus. First of all, a shape picture 249 input by the
operator is recorded on a shape memory 250. In the shape
memory 250, blocks are set in the manner described with
reference to FIGS. 36 and 37. Meanwhile a texture picture
251 is recorded on a texture memory 252. The texture
memory 252 sends a texture picture 254 of a block to a
search circuit 255 upon referring to position information 253
of the block sent from the shape memory 250. At the same
time, similar block candidates are also sent from the texture
memory 252 to the search circuit 255, as described with
reference to FIGS. 39 and 40. The search circuit 255 reduces
each similar block candidate, calculates the error between
each candidate and the corresponding block, and determines
a candidate exhibiting the minimum error as a similar block.
An example of this error is the absolute value sum of
luminance value deviations or the value obtained by adding
the absolute value sum of color difi'erence deviations thereto.
If color ditferenees are also used, the precision can be
increased as compared with a case wherein only luminances
are used, even though the computation amount increases.
This is because, even if the luminance ditference is small at
the contour of an object, a similar block can be properly
determined when the color difference is large. Information
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256 about the position of the similar block is sent to a
reduction conversion circuit 257. Ashape picture 258 on the
similar block is also sent fiom the shape memory 250 to the
reduction conversion circuit 257. The reduction conversion

circuit 257 reduces the shape picture of the similar block.
The reduced similar block is sent back to the shape memory
250 as a shape picture 259 whose contour has been cor—
rected. The shape picture of the corresponding block is then
overwritten. When this replacement in the shape memory
250 is performed a predetermined number of times, the
corrected shape picture 259 is output to an external unit. The
contents of the shape memory 250 may be overwritten in
units of blocks. Alternatively, memories corresponding to
two frames may be prepared. After the shape picture on the
entire frame is copied from one memory to the other
memory, the respective blocks on the contour portion may
be replaced with the blocks obtained by reducing similar
blocks.

This object extraction method will be described with
reference to the flow chart of FIG. 48.

(Object Extraction Method Based On Matching of Reduced
Blocks in Frames)

In step 831, blocks are set on the contour portion of shape
data. In step S32, a similar block having picture data
representing a graphic figure that is similar to that of the
currently processed block is detected from the same picture
data. In step SS3, the shape data of the currently processed
block is replaced with the data obtained by reducing the
shape data of the similar block.

If it is determined in step S34 that the number of pro-
cessed blocks reaches a predetermined number, the flow
advances to step 535. Otherwise. the flow returns to step 832
upon setting the next block as a processing target.

If it is determined in step S35 that the number of times of
replacement reaches a predetermined number of times, the
flow advances to step 836. Otherwise, the flow returns to
step 831 upon setting replaced shaped data as a processing
target. In step 836, the shape data having undergone repeti-
tive replacement is output as an object region.

This method is effective when an edge of a block matches
with an edge of a similar block. lf, therefore, a block has a
plurality ofedges, the edges do not properly match with each
other in some case. Such a block is not replaced, and the
input edges are held with any change. More specifically, the
shape picture of each block is scanned horizontally and
vertically in units of lines. Any block that has at least a
predetermined number of lines each having two or more
points at each of which a change from “0” to “255” or from
“255” to “0” occurs is not replaced. In addition, even on the
boundary between an object and a background, the lumi-
nance or the like may be uniform depending on the portion.
In such a case as well, since no edge correction eifect can be
expected, any block in which the dispersion value of the
texture picture is equal to or smaller than a predetermined
value is not replaced, and the input edge is held without
being changed.

If the error between a similar block and a corresponding
block cannot be reduced to a predetermined value, an
attempt to reduce the block may be abandoned, and the
similar block may be obtained without any change in size.
In this case, a similar block should be selected while the
chance of overlapping of blocks is minimized. Although no
edge correction efiect can be expected from only blocks that
are not reduced, when the edges of reduced blocks, whose
edges have been corrected by reduction, are copied, the
edges of even the blocks that have not been reduced can be
indirectly corrected.
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The flow chart of FIG. 48 shows the case wherein a shape
picture is replaced immediately after a similar block is
detected. A method of searching all blocks for similar
blocks, and replacing a shape picture in all the blocks by
holding the position information about the similar blocks of
all the blocks will be described with reference to the flow
chart of FIG. 50.

In this case, shape picture replacement can be repeated a
plurality of number of times per search for similar blocks.

In step S41, blocks are set on the contour portion of shape
data. In step S42, a similar block having picture data
representing a graphic figure that is similar to that of the
currently processed block is detected from the same picture
data. If it is determined in step S43 that the similar block
search processing is complete for all the blocks, i.e., the
number of processed blocks reaches a predetermined
number, the flow advances to step S44. Otherwise, the flow
returns to step S42. In step S44, the shape data of the
currently processed data is replaced with the data obtained
by reducing the shape data of the similar block.

If it is determined in step S45 that replacement processing
is complete for all the blocks, i.e., the number of processed
blocks reaches a predetermined number, the flow advances
to step S46. Otherwise, the flow returns to step S44. If it is
determined in step 546 that the number of times all the
blocks are replaced reaches a predetermined number of
times, the flow advances to step S47. Otherwise, the flow
returns to step S44. In step S47, the shape data obtained by
repeating replacement/conversion is output as an object
region.

A block setting method that can increase the edge cor-
rection precision will be described next.

As described above, in the method of setting blocks
around the contour of a shape picture, a portion of a correct
contour 301 may not be contained in any block, as shown in
FIG. 51. In this case, a contour 302 of the shape picture is
indicated by the thick line. Assume that an object is located
on the lower right side of the contour, and a background is
located on the upper left side of the contour. In this case,
although a portion 303 that belongs to the background is
erroneously set as an object portion, there is no pofiibility
that the portion 303 be corrected, because it is not contained
in any block. As described above, if there is a gap between
a block and a correct contour, the corresponding portion
cannot be properly corrected.

To reduce the gap between a block and a correct contour,
a method ofoverlapping blocks to some extent may be used.
In this method, since the number of blocks increases, a gap
304 decreases even though the computation amount
increases. The extraction precision therefore increases. In
this case, however, the gap is not completely eliminated.

The gap can also be reduced efieclively by increasing the
block size, as shown in FIG. 53. In this case, the above
method of overlapping blocks is also used. In this case, the
gap is completely eliminated by this method.

As described above, the contour correction range can be
effectively increased by increasing the block size. If,
however, the block size is excessively large, the shape of a
contour contained in blocks is complicated, resulting in
difliculty in detecting similar blocks. Such a case is shownin FIGS. 54A to 54D.

Referring to FIG. 54A, a hatched portion 305 represents
an object region, and a white portion 306 represents a
background region. A contour 307 of an input shape picture
is indicated by the black line. As shown in FIG. 54A, the
contour 307 of the shape picture is greatly away from the
correct contour, and the correct contour has irregular por-
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tions. In contrast to this, FIG. 54B shows the result obtained
by arranging blocks by a method difierent from that
described above. In this case, the picture is segmented into
rectangular blocks such that the respective blocks do not
overlap each other and produce no gap. The dispersion
values in the texture picture are calculated in units of blocks.
Any block that exhibits a dispersion value smaller than a
predetermined value is canceled. In the case shown in FIG.
54B, therefore, only blocks exhibiting dispersion values
larger than the predetermined value are left. Asimilar blocks
is obtained for each of these blocks. For example, near a
block 308, there is no graphic figure that is twice as large in
the vertical and horizontal directions as the block 308. This

applies to many other blocks. Even if, therefore, a portion
exhibiting the minimum error is selected as a similar block,
and the shape picture is repeatedly replaced/converted by
using the positional relationship with the selected block, the
resultant contour does not match with the correct contour, as
shown in FIG. 54C. However, as compared with the contour
307 of the shape picture in FIG. 54A, the irregular portions
of the contour of the texture picture is approximately
reflected in a contour 309 of the shape picture in FIG. 54C
after edge correction (to the extent that a valley is formed
between left and right peaks). In this case, if the block size
is decreased, even diis approximate correction cannot be
attained.

As described above, if a large block size is set to extend
the correction range, the shape of a contour contained in
blocks is complicated, resulting in dificult in detecting
similar blocks. Consequently, only approximate edge cor-
rection can be performed. In such a case, edge correction is
performed first with a large block size, and then edge
correction performed upon decreasing the block size in
accordance with the correction result. This operation can
increase the correction precision. FIG. 54D shows the result
obtained by performing correction upon reducing the block
size to 1:6 that in FIG. 54C in the vertical and horizontal

directions, and further performing correction upon reducing
the block size to l/4.If correction is repeated while the block
size is gradually decreased in this manner, the correction
precision can be increased.

A method of gradually decreasing the block size will be
described with reference to the flow chart of FIG. 55.

In step 851, block size b-A is set. In step 852, edge
correction similar to the edge correction shown in FIG. 48
or 50 is performed. In step SS3, the block size b is checked.
If the block size b becomes smaller than 2 (<A), this
processing is terminated. If the block size b is equal to or
larger than Z, the flow advances to step SS4. In step SS4, the
block size b is reduced to half, and the flow advances to step
852.

In the above case, a relatively large block size is set first,
and correction is repeated while the block size is gradually
decreased, thereby increasing the correction precision.

FIG. 56 shows a case wherein each block is tilted through
45” to hinder a gap from being formed between each block
and a correct contour. As shown in FIG. 56, if the contour
is inclined, the correct contour can be covered with the
blocks by tilting the blocks without increasing the block size
as much as in the case shown in FIG. 53. In this case, as
shown in FIG. 56, the correct contour can be covered
without any overlap between the blocks. By tilting sides of
the blocks in the same direction as that of the contour of the
shape picture in this manner, formation of gaps between the
blocks and the correct contour can be suppressed. More
specifically, when the inclination of the contour of an alpha
picture is detected, and the contour is close to a horizontal
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or vertical line, the blocks are directed as shown in FIG. 53.
Otherwise, the blocks are tilted as shown in FIG. 56.
Whether the contour is close to a horizontal or vertical line

is determined by comparing the inclination with a threshold
value.

The above description is about object extraction process-
ing for the first flame. This technique is not limited to the
first flame of moving picture and can be generally used for
still picture. If block setting and a search for similar blocks
are performed after each replacement such that when first
replacement is performed for a shape picture, block setting
and a search for similar blocks are performed again, and
second replacement is performed, a better correction etIect
can be obtained although the computation amount increases.

Since it is preferable that the similar blocks are selected
flom the portion adjacent thereto, the range in which the
similar blocks are searched for had better be changed in
accordance with the block size. In other words, when the
block size is large, the block searching range is widened.
When the block size is small, the block searching range is
narrowed.

In the present method, small holes or independent small
regions are appeared in the shaping data as errors in the
replacement processing for the shaping data. Thus, if the
small holes or independent small regions are deleted flom
the shaping data before the steps S34, S35, SS6, S45, S46,
S47, 553, the correction accuracy is improved. A method of
deleting the small holes or independent small regions can
use a proces for combining expansion and reducing or a
decision-by-majority filter, which is described in Takagi and
Shimoda, “Image Analysis Handbook” Tokyo University
Press, January 1991, pp. 575—576 and pp. 677.

Alternatively, blocks may be set more easily, as shown in
FIG. 49. That is, a flame is simply segmented into blocks,
and a search for similar blocks and replacement processing
are performed for only blocks containing a contour 228, e.g.,
a block 2200.

If an input texture picture has been compressed by fractal
coding (“PICTURE REGION SEGMENTATION
METHOD AND APPARATUS” in Jpn. Pat. Appln.
KOKOKU Publication No. 08—329255), the compressed
data contains information about similar blocks for the

respective blocks. If, therefore, the compressed data is used
for the similar blocks for the blocks containing the contour
228, there is no need to search for similar blocks.

The description of the object extraction apparatus for
extracting an object from a picture will be continued by
referring back to FIG. 27.

An object extraction circuit 242 based on motion com-
pensation generates a shape picture 260 of each of the
subsequent flames from the shape picture 25 of the first
flame by using the motion vector detected flom the texture
picture 221.

FIG. 29 shows an example of the object extraction circuit
224 based on motion compensation. The shape picture 225
of the first flame is recorded on a shape memory 261. In the
shape memory 261, blocks are set on the entire screen as in
the case of a flame 262 in FIG. 45. The texture picture 21
is sent to a motion estimation circuit 264 and recorded on a

texture memory 263. Atexture picture 265 one frame ahead
of the currently processed frame is sent to the motion
estimation circuit 264. The motion estimation circuit 264
detects a reference block exhibiting the minimum error from
a frame one frame ahead of the currently processed frame in
units of the blocks of the currently processed frame. FIG. 45
shows an example of a block 267, and a reference block 268
selected from a frame 266 one frame ahead of the currently
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processed frame. In this case, if the error is smaller than a
predetermined threshold value, the reference block is set to
be larger than the corresponding block. FIG. 45 also shows
an example of a reference block 70 twice as large in the
vertical and horizontal directions as a block 269.

Referring back to FIG. 29, information 271 about the
position of the reference block is sent to a motion compen-
sation circuit 272. Ashape picture 273 of the reference block
is also sent from the shape memory 261 to the motion
compensation circuit 272. In the motion compensation cir-
crrit 272, if the reference block is equal in size to the
corresponding block, the shape picture of the reference
block is kept unchanged. If the reference block is larger in
size than the corresponding block, the shape picture of the
reference block is reduced and output as the shape picture
260 of the currently processed flame. In addition, for the
next frame, the shape picture 260 of the currently processed
flame is sent to the shape memory261, and the shape picture
on the entire frame is overwritten.

If each reference block is larger than the corresponding
block, and a contour deviates from the correct position,
correction can be effectively performed, as described with
reference to FIGS. 41 and 42. Therefore, objects can be
accurately extracted flom all the flames of the moving
pictrne sequence, which follows the shape picture of the first
input flame. The present invention therefore eliminates the
conventional inconvenience of lacking precision in early
flames of a moving picture sequence and when the motion
of an object is small.

Object extraction based on inter-frame motion compen-
sation will be described with reference to FIG. 47.

In step 821, a currently processed flame is segmented into
blocks. In step 822, a reference block that contains picture
data representing a graphic figure similar to that of the
currently processed block and has a size larger than that of
the currently processed block is searched out from the
respective flames or frames from which shape data have
already been obtained. In step S23, the subblocks obtained
by extracting shape data from the reference block and
reducing the data is pasted on the currently processed block.

If it is determined in step 824 that the number of pro—
cessed blocks reaches a predetermined number, the flow
advances to step 525. Otherwise, the next block is set as a
processing target, and the flow retinas to step 822. In step
825, the pasted shape data is output as an object region.

In this embodiment, the respective flames are the first
flames for which shape pictures are provided in advance. In
addition, the reference block need not be a flame one frame
ahead of the currently processed flame, and any flame flom
which a shape picture has already been obtained can be used,
as described here.

The above description is about object extraction using
motion compensation. The object ex1raction circuit 224 may
use a method using inter—flame difference images as dis—
closed in “OBJECT TRACKING/EXTRACITNG APPA-
RATUS FOR MOVING PICTURE”, Jpn. Pat. Appln.
KOKAI Publication No. 10-001847 filed previously, as well
as the method described above.

The description of the object extraction apparatus for
extracting an object flom moving picture according to this
embodiment will be continued by referring back to FIG. 27.

The shape picture 260 is sent to a switching section 223
and a switching section 281. When the shape picture 260 is
“0" (background), the switching section 223 sends the
texture picture 221 to a background memory 274 to be
recorded thereon. When the shape picture 260 is “255”
(object), the texture picture 21 is not sent to the background
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memory 274. When this processing is performed for several
frames, and the shape picttrre 260 is accurate to some degree,
a picture that contains no object but contains only a back-
ground portion is generated in the background memory 274.

A texture picture 275 is sequentially read out again fi'om
the recorder unit 22, starting from the first frame, or only
frames fmm which the object designated by the operator is
to be extracted are read out and input to a difierence value
276. At the same time, a background picture 277 is read out
from the background memory 274 and input to the diiference
value 276. The ditIerence value 276 obtains a dilIerence

value 278 between pixels of the texture picture 275 and
background picture 277 which are located at the same
positions within frames. The difierence value 278 is then
input to an object extraction circuit 279 using a background
picture. The object extraction circuit 279 generates a shape
picture 280. This picture is generated by regarding each
pixel larger than the threshold value predetermined by the
absolute value of the difi‘erence value 278 as a pixel belong-
ing to the object to allocate the pixel value “255” to it, and
regarding other pixels as pixels belonging to the background
to allocate the pixel value “0” to each of them. If color
difference and color are to be used for the texture picture as
well as luminance, the sum of the absolute values of the
deviations between the respective signals is compared with
a threshold value to determine whether each pixel is an
object or background pixel. Alternatively, a threshold value
is determined for each luminance or color difference. If the
absolute value of the ditference between luminance or color
difference values is larger than the threshold value, the
corresponding pixel is determined as an object pixel.
Otherwise, the corresponding pixel is determined as a back-
ground pixel. The shape picture 280 generated in this
manner is sent to a switching section 281. In addition, a
selection signal 282 determined by the operator is externally
input to the switching section 281. The switching section
281 selects either the shape picture 260 or the shape picture
280 in accordance with this selection signal 282. The
selected picture is output as a shape picture 283 to an
external unit. The operator displays each of the shape
pictures 260 and 280 on a display or the like, and selects the
more accurate one. Alternatively, the processing time can be
saved as follows. The operator displays the shape picture
260 when it is generated. If this picture does not have a
satisfactory precision, the shape picture 280 is generated. If
the shape picture 260 has a satisfactory precision, the
operator outputs the shape picture 260 as the shape picture
283 to the external unit without generating the shape picture
280. Selection may be performed in units of frames or
moving picture sequences.

An object extraction method corresponding to the object
extraction apparatus in FIG. 27 will be described with
reference to the flow chart of FIG. 46.

(Object Extraction Method Using Background Picture)
In step Sll, motion compensation is performed for the

shape data on each input frame to generate shape data on
each frame. In step 812, the picture data of the background
region determined by the shaped data is stored as a back—
ground picture in the memory.

If it is determined in step 813 that the number of pro-
cessed frames reaches a predetermined number, the flow
advances to step 814. Otherwise, the next flame is set as a
processing target, and the flow returns to step 811. In step
514, each pixel where the absolute value of the difference
between the picture data and the background picture is large
is determined as a pixel belonging to the object region, and
other pixels are determined as pixels belonging to the
background region.
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In this embodiment, when, for example, the camera used
for image sensing moves, the background moves. In this
case, the motion of the overall background (global motion
vector) is detected from a previous frame. In the first
scanning, the backgron is shifted from the previous frame
by the global motion vector and stored in the background
memory. In the second scanuiug, the portion shifted from the
previous frame by the global motion vector is read out from
the background memory. If the global motion vector
detected in the first scanning is recorded on the memory, and
is read out in the second scanning, the time required to
obtain the global motion vector can be saved. In addition, if,
for example, the camera is fixed, and it is known in advance
that the background is still, the operator operates the switch
to inhibit the detection of a global motion vector so as to
keep the global motion vector zero. This can further save the
processing time. When a global motion vector is to be
obtained with a precision of half pixel, the pixel density of
a picture input to the background memory is doubled in the
vertical and horizontal directions. That is, the pixel values of
an input picture are alternately written in the background
memory. If, for example, the background moves by 05 pixel
in the horizontal direction on the next frame, the pixel values
are alternately written between the previously written pixels.
With this operation, at the end of the first scanning, some
pixels may not be Written even once in the background
picture. In this case, the corresponding gaps are filled with
pixels interpolated from neighboring pixels that have beenwritten.

No pixel value is recorded on the background memory to
substitute for a portion that is not written even once as a
background region portion throughout the moving picture
sequence even at the end of the first seaming regardless of
whether a half-pixel motion vector is used or not. In the
second scanning, such an undefined portion is always deter—
mined as an object portion. For this operation, the operator
need not prepare a memory for storing an undefined portion
and determine whether a given portion is undefined or not.
Instead of this, the background memory may be initialized
first with a pixel value (Y, U, V)-=(0, O, 0) that is expected
to rarely appear in the background, and then the first
scanning may be started. Since this initial pixel value is left
in an undefined pixel, the pixel is automatically determined
as an object pixel in the second scanning.

According to the above description, :1 background picture
is to be generated in the background memory, even a pixel
for which a background pixel value has already been sub-
stituted is overwritten with a pixel value as long as it belongs
to the background region. In this case, the pixel values of the
background in the late period of the moving picture
sequence are recorded on the backgron memory in cor—
respondence with every background portion regardless of
whether it corresponds to the early or late period of the
moving picture sequence. If the pixel values of the back-
ground in the early period of the moving picture sequence
are completely the same as those in the late period, no
problem arises. If, however, the camera moves very slowly
or the brightness of the background gradually changes, and
the pixel values slightly vary among frames, the pixel values
of the background in the early period of the moving picture
sequence greatly difler from those in the late period. If,
therefore, this background memory is used, even a back-
ground portion is erroneously detected as an object portion
in early frames of the moving picture sequence. For this
reason, only the pixels that have not been defined even once
as pixels belonging to the background region in the previous
frames and are defined as pixels belonging to the back-
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ground region for the first time in the currently processed
frame are written in the background memory, and the pixels
for which background pixel values have already been sub-
stituted are not overwritten. With this operation, since the
pixel values of the background in the early period of the
moving picture sequence are recorded on the background
memory, an object can be properly extracted When the
background region of the currently processed flame is
overwritten in the background memory in the second scan-
ning in accordance with the object extraction result, the
background of the currently processed process and the
background of the flame immediately preceding the cur-
rently processed flame, which exhibit a high correlation, are
compared with each other, thereby suppressing erroneous
detection of the corresponding portion as an object portion.
Overwriting in the second scanning is efi’ective when the
background slightly varies. If, therefore, the operator oper-
ates a switch to indicate that there is no background motion,
overwriting is not performed. This switch may be commonly
used as a switch for choosing between detecting a global
motion vector or not detecting it.

Since the first scanning is performed to generate a back-
ground picture, all the flames need not necemarily used.
Even if skipping is performed every one or two flames,
almost the same background picture can be obtained, and the
processing time can be shortened.

If only the pixels, of the pixels belonging to the back-
ground region, which exhibit inter-flame difl'erences equal
to or smaller than a threshold value are recorded on the

background memory, it prevents other objects entering the
screen from being recorded on the background memory. If
the object region detected is erroneously detected at a
position closer to the object side than the actual position in
the first scanning, the corresponding pixel values of the
object are recorded on the background memory. For this
reason, even pixels belonging to the background region are
not input to the backgron memory if the pixels are located
near the object region.

When only a background picture from which aperson and
the like belonging to a foreground are removed is required
as in a pichrre photographed in a sightseeing area, the
background picture recorded on the background memory is
output to the external device.

The above description is about the first example of the
arrangement of this embodiment. According to this example,
a high extraction precision can be obtained not only in the
late period of a moving picture sequence but also in the early
period of the moving picture sequence. In addition, an object
can be properly extracted even if the object moves little or
does not move.

An example of how the generated shape picture 280 is
corrected will be described next with reference to FIG. 28.
Since this processing is the same as that described with
reference to FIG. 27 up to the step of generating the shape
picture 280, a description of the processing up to this stepwill be omitted.

The shape picture 280 is input to an edge correction
circuit 284 using a background palette. In addition, the
texture picture 275 isinput to the edge correction circuit 284
using the background palette and an edge correction circuit
285 using reduced block matching. FIG. 31 is a block
diagram showing the detailed arrangement of the edge
correction circuit 284.

Referring to FIG. 31, the shape picture 280 is input to a
correction circuit 286, and the texture picture 275 of the
same flame is input to a comparator circuit 287. A back-
ground color 239 is read out from a memory 288 holding the
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background palette and input to the comparator circuit 287.
In this case, the backgron palette is a set of combinations
of luminancu: (Y) and color dificrcnces (U, V) existing in
the background portion, i.e., vectors:

(Yl, U1, v1)
(Y2, U2, V2)
(Y3, 03, V3)

and is prepared in advance. More specifically, the back-
ground palette is a set of combinations of Y, U, and V of
pixels belonging to the background region in the first flame.
If, for example, Y, U, V each take 256 values, the number of
combinations of these values becomes enormous, and the
computation amount for the processing to be described later
becomes large. For this reason, the values of Y, U, and V are
quantized with apredetermiued step size to limit the number
of combinations. This is because some difi‘erent vector
values before quantization may become the same after
quantization.

The comparator circuit 287 checks whether the vector
obtained by quantizing Y, U, and V of each pixel of the
texture picture 275 coincides with any one of the vectors
sequentially sent from the memory 288 and registered in the
background palette, i.e., any one of the background colors
289. Acomparison result 290 obtained by checking whether
the color of each pixel coincides with any of the background
colors is sent from the comparator circuit 287 to the cor—
rection circuit 286. If the comparison result 290 indicates a
background color, the correction circuit 286 replaces the
pixel value of the pixel with “0” (background) and outputs
it as a corrected shape picture 291 regardless of whether the
pixel value of the corresponding pixel of the shape picture
280 is “255” (object). With this processing, when an object
region protrudes into a background region in the shape
picture 280 and is erroneously extracted, the background
region can be properly separated. If, however, the back-
ground and the object have a common color, and this color
of the object is also registered in the background palette, the
portion corresponding of the object which corresponds to the
registered color is also determined as a background portion.
For this reason, the above palette is set as a temporary palette
for the background in the first flame, and an object palette
for the first flame is also generated by the same method as
described above. Then, any color in the temporarypalette for
the background which is also included in the object palette
is removed from the temporary palette for the background,
and the resultant palette is used as a background palette. This
can prevent any portion of the object from being determined
as a background portion.

In consideration of a case wherein an error is included in

a shape picture input for the first flame, pixels near the edge
of the shape picture may not be used to generate a palette.
In addition, the occurrence flequency of each vector may be
counted, and any vector whose frequency is equal to or
lower than a predetermined frequency may not be registered
in the palette. If the quantization step size is excessively
small, the processing time is prolonged or even a color very
similar to a background color may not be determined as a
background color because of the slight difference between
the vector values. In contrast to this, if the quantization step
size is excessively large, the number of vectors common to
the background and the object increases too much. For this
reason, several quantization step sizes are tried for the first
flame, and a quantization step size that separates the back-
ground and object colors from each other as in the case of
an input shape picture is selected.
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In addition, since a new color may appear in the back—
ground or object in this process, the backgroundpalette may
be updated in some frame.

Refening back to FIG. 28, the shape picture 291 is input
to the edge correction circuit 285. Since the edge correction
circuit 285 is identical to the circuit that receives the shape
picture 249 equivalent to the shape picturc 291 and the
texture picture 251 equivalent to the texture picture 275 in
the circuit shown in FIG. 30, a description thereof will be
omitted. This circuit corrects a shape picture such that the
edge of the shape picture coincides with the edge of the
corresponding texture picture. A corrected shape picture 292
is sent to the switching section 281. A shape picture 293
selected from the shape pictures 292 and 260 is output from
the switching section 281.

In this case, the edge correction circuits are arranged on
the subsequent stage of the object extraction circuit 279. If
these correction circuits are arranged on the subsequent
stage of the object extraction circuit 224, the precision of the
shape picture 260 can be increased.

In some rare cases, the extraction precision is decreased
by edge correction. If the shape picture 280 and the shape
picture 291 are also input to the switching section 281 in the
circuit shown in FIG. 28 to prevent the degraded shape
picture 292 from being output, the shape picture 280 for
which no edge correction has been performed or the shape
picture 291 for which only edge correction using a back-
ground palette has been performed can be selected.

FIG. 44 shows pixels corresponding to background colors
registered in the background palette by the crosshatching. If
the information in FIG. 44 is used in a search for similar
blocks, which has been described with reference to FIGS. 30
and 29, the contour extraction precision can be further
increased. When a graphic figure exists in a background,
similar blocks may be selected along the edge of the gaphic
figure in the background instead of the edge between the
object and the background. In such a case, in calculating the
errors between the blocks and the blocks obtained by
reducing the similar blocks, if both corresponding pixels
have the same background color, the error between these
pixels is not included in the calculation result. This prevents
occurrence of an error even if the edge of the graphic figure
in the background deviates. Therefore, similar blocks are
properly selected such that the edge of the object matches
with that of the background.

FIG. 32 shows an example of an image synthesizing
apparatus incorporating an object extraction apparatus 294
of this embodiment. A texture picture 295 is input to a
switching section 296 and the object extraction apparatus
294. Ashape picture 2100 of the first frame is input to the
object extraction apparatus 294. The object extraction appa-
ratus 294 has the same arrangement as that shown in FIG. 27
or 28. The object extraction apparatus 294 generates a shape
picture 297 of each frame and sends it to the switching
section 296. A background picture 299 for synthesis is held
in a recording circuit 298 in advance. The synthesis back-
ground picture 299 of the currently processed frame is read
out from the recording circuit 298 and sent to the switching
section 296. When a pixel of the shape picture has the pixel
value “255” (object), the switching section 296 selects the
texture picture 295 and outputs it as a synthetic picture 2101.
When a pixel of the shape picture has the pixel value “0”
(background), the switching section 296 selects the synthe-
sis background picture 299 and outputs it as the synthetic
picture 2101. With this operation, a picture is generated by
synthesizing the object in the texture picture 295 with the
foreground of the synthesis background picture 299.
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FIG. 33 shows another example of edge correction.

Assume that one of the blocks set as shown in FIG. 33 is a

block 2102 in FIG. 33. In this case, blocks are separately set
in the object region and the background region with a
contour serving as a boundary. Blocks 2103, 2104, 2105,
and 2106 are obtained by shifting this contour in the lateral
direction. These blocks are shifted by diflerent widths in
different directions. The separation degree described on page
1408 in Fukui “Object Contour Extraction Based on Sepa-
ration Degrces between Regions”, TI-IE TRANSACTIONS
OF THE IEICE, D-H, Vol. JSO-D—II, No. 6, pp. 1406—1414,
June 1997 is obtained for each contour, and one of the
contours corresponding to the blocks 2102 to 2106 which
erdiibits the maximum separation degree is used. With this
operation, the contour of the shape picture matches with the
edge of the texture picture.

As has been described above, according to the fourth
embodiment, a high extraction precision can be obtained not
only in the late period of a moving picture sequence but also
in the early period. In addition, even if an object moves
slightly or does not move, the object can be properly
extracted. Furthermore, even if the contour of an object
region input as shape data deviates, the position of the
contour can be corrected by reducing the shape data of a
similar block larger than the currently processed block and
pasting the reduced data. Vlfith this operation, by only
providing data obtained by approximately tracing the con-
tour of the object region as shape data, object regions on all
the subsequent input frames can be extracted with high
precision.

Note that the first and fourth embodiments can be prop-
erly combined and used. In. addition, all the procedures for
the object extraction methods of the first to fourth embodi-
ments can be implemented by software. In this case, the
same effects as those of the first to fourth embodiments can

be obtained by only installing computer programs for
executing these procedures in a general computer through a
recording medium.

As described above, according to the present invention, a
target object can be accurately extracted/tracked without any
influences of excess motions around the target object by
tracking the object using a figure surrounding the object.

In addition, a high extraction precision can be obtained
regardless of input pictures. Furthermore, a high extraction
precision can be obtained not only in the late period of a
moving picture sequence but also in the early period.
Moreover, even if an object moves slightly or does not
move, the object can be propcrly extracted.

Additional advantages and modifications will readily
occur to those skilled in the art. Therefore, the invention in
its broader aspects is not limited to the specific details and
representative embodiments shown and described herein.
Accordingly, various modifications may be made without
departing from the spirit or scope of the general inventive
concept as defined by the appended claims and their equiva-lents.

What is claimed is:

1. An object extraction apparatus for a moving picture,
comprising:

a background region determination section which deter-
mines a first background region common to a current
frame and a first reference frame, and a second back-
ground region common to the current frame and a
second reference frame, the current frame containing a
target object to be extracted from a moving picture
signal, the first reference frame being temporally dif-ferent from the current frame on the basis of a ditfer—
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ence between the current flame and the first reference

frame, the second reference frame being temporally
different from the current flame on the basis of a
difference between the current flame and the second

reference flame, and the first background region and
the second background region indicating a background
in the moving picture; and

an extraction section which extracts a region, in a picture
on the current flame, which belongs to neither the first
background region nor the second background region
as an object region.

2. The apparatus according to claim 1, which comprises a
still object determination section which determines pixels of
the current frame as the object region when pixels of one of
the first and second reference frames belongs to the object
region, and which determines the pixels of the current frame
as the background region when the pixels of one of the first
and second reference flames belongs to the background
region, using a predetermined shape of the object of the one
of the first and second reference frames in a case that the
difference between the pixels of the current flame and the
pixels of the one of the first and second reference flames is
small.

3. The apparatus according to claim 2, wherein the still
object determination section uses the predetermined shape
of the object, when the shape of the object of the one of the
first and second reference flames has already been extracted,
and a shape of the object of one of the first and second
reference frames which is created flom the flame, flom
which the shape of the object has been extracted, by a block
matching method, when the object region is not extracted.

4. The apparatus according to claim 1, firrther comprising
a background correction section which corrects motion of a
background on each of the first and second reference flames
or the current flame such that the motion of the background
between each of the first and second reference flames and
the current flame becomes relatively zero.

5. The apparatus according to claim 1, wherein the
background region determination section includes a deter-
mination section which determines the common background
region using a predetermined threshold value.

6. The apparatus according to claim 5, wherein the
background region determination section includes a setting
on which sets me threshold value to a larger value than the
predetermined threshold value when the diiference of the
current frame is larger than a predetermined value, and to a
smaller value than it when the diflference is smaller.

7. The apparatus according to claim 5, wherein the
background region determination section includes a dividing
section which divides the current flame into a plurality of
regions, which measures a difference between each of the
regions and each of corresponding regions of one of the first
and second reference flames, and which sets the threshold
value to a larger value than a predetermined value when the
difference is larger than a predetermined value and to a
smaller value when it is smaller.

8. The apparatus according to claim 1, further comprising
a prediction section which predicts a position or shape of the
object on the current frame flom a frame flom which the
object region has already been extracted, and a selection
section which selects the first and second reference flames

to be used by said background region determination section
on the basis of the position or shape of the object on the
current flame which is predicted by said prediction section.

9. The apparatus according to claim 1, wherein said
apparatus further comprises an initial figure setting section
which sets a figure surrounding the target object on an initial
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frame of the moving picture signal, and a figure setting
section which sets on one of the first and second reference

flames a figure surmunding a region on each input flame of
the moving picture signal which corresponds to an image
inside figure of one of the first and second reference frames
that temporally differs floor the input frame on the basis of
a correlation between the input flame and the image inside
figure, and said object region extraction section extracts a
region, in the image inside figure, which belongs to neither
the first background region nor the second background
region as an object region.

10. The apparatus according to claim 8, wherein said
initial figure setting section sets a figure surrounding the
target object on the basis of an external input.

11. An object extraction apparatus for a moving picture
comprrsmg:

an initial figure setting section which sets a figure sur-
rounding a target object on an input flame of a moving
picture signal;

a figure setting section which sets, on the input flame, a
figure surrounding a region on the input flame of the
moving picture signal and corresponding to an image
inside figure of a reference flame that temporally
differs flom the inpul frame for each input flame on the
basis of a correlation between the input frame and the
image inside figure;

a background region determination section which deter-
mines a first background region common to a current
flame as an object extraction target and a first reference
flame and a second background region common to the
current flame and a second reference flame, the first
reference flame being temporally diiferent flom the
current flame on the basis of a dilIerence between the
current frame and the first reference frame, the second
referent-.1: frame being temporally dill'crent from the
current flame on the basis of a diflerence between the
current frame and the second reference frame, and the
first background region and the second background
region indicating a background in the moving picture;

a first object extraction section which extracts a region, in
the image inside figure of the current flame, which
belongs to neither the first background reg'on nor the
second background region, as an object region;

a second object extraction section which extracts an
object region flom the image inside figure on the
current flame as the object extraction target by using a
method ditferent flom that used by said first object
extraction section; and

a switching section which selectively switches the first
and second object extraction sections.

12. The apparatus according to claim 11, which further
comprises a feature extraction section which extracts a
feature value of a picture in at least a partial region of the
current flame as the object extraction target from the current
frame, and wherein said switching section selectively
switches said first and second object extraction sections on
the basis of the extracted feature value.

13. The apparatus according to claim 11, wherein said
second object extraction section includes a prediction sec-
tion which uses a flame, from which the object region has
already been exflacted, as a reference frame, to predict a
position or shape of the object on the current flame as the
object extraction target flom the reference flame.

14. The apparatus according to claim 13, wherein said first
and second object extraction sections are selectively
switched and used in units of blocks of each flame on the


