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DATA PROTECTION METHOD AND DEVICE

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application is a divisional of U.S. Patent Application Serial No. 10/602,777, which

is a continuation application of U.S. Patent Application Serial No. 09/046,627 (which

issued July 22, 2003, as U.S. Patent No. 6,598,162), which is a continuation-in-part of

U.S. Patent Application Serial No. 08/587,943, filed Jan. 17, 1996, (which issued April

28, 1998, asiU.S. Patent No. 5,745,943). The entire disclosure of U.S. Patent Application

No. 09/046,627 (which issued July 22, 2003, as U.S. Patent No. 6,598,162) and U.S.

Patent Application Serial No. 08/587,943, filed Jan. 17, 1996, (which issued April 28,

1998, as U.S. Patent No. 5,745,943) are hereby incorporated by reference in their

entireties.

FIELD OF THE INVENTION

[0002] The invention relates to the protection of digital information. More particularly, the

invention relates to a method and device for data protection.

[0003] With the advent of computer networks and digital multimedia, protection of intellectual

property has become a prime concern for creators and publishers of digitized copies of

copyrightable works, such‘as musical recordings, movies, video games, and computer.‘

software. One method of protecting copyrights in the digital domain is to use "digital
watermarks. "

[0004] The prior art includes copy protection systems attempted at many stages in, the

development of the software industry. These may be various methods by which a

software engineer can write the software in a clever manner to determine if it has been

copied, and if so to deactivate itself. Also included are undocumented changes to the

storage format of the content. Copy protection was generally abandoned by the software

industry, since pirates were generally just as clever as the software engineers and figured

out ways to modify the software and deactivate the protection. The cost of developing

such protection was not justified considering the level of piracy which occurred despite

the copy protection.
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[0005] Other methods for protection of computer software include the requirement of entering

certain nummrs or facts that may be included in a packaged software's manual, when

prompted at start-up. These may be overcome if copies of the manual are distributed to

unintended users, or by patching the code to bypass these measures. Other methods

include requiring a user to contact the software vendor and to receive "keys" for

unlocking software after registration attached to some payment scheme, such as credit

card authorization. Further methods include network-based searches of a user's hard drive

and comparisons between what is registered to that user and what is actually installed on

the user's general computing device. Other proposals, by such parties as AT&T's Bell

Laboratories, use "kerning" or actual distance in pixels, in the rendering of text

documents, rather than a varied number of ASCII characters. However, this approach can

often be defeated by graphics processing analogous to sound processing, which

randomizes that information. All of these methods require outside determination and

verification of the validity of the software license.

[0006] Digital watermarks can be used to mark each individual copy of a digitized work with

information identifying the title, copyright holder, and even the licensed owner of a

particular copy. When marked with licensing and ownership information, responsibility is

created for individual copies where before there was none. Computer application

programs can be watermarked by watermarking digital content resources used in

conjunction with images or audio data Digital watermarks can be encoded with random

or pseudo random keys, which act as secret maps for locating the watermarks. These keys

make it impossible for a party to find the watermark without having the key. In addition,

the encoding method can be enhanced to force a party to cause damage to a watermarked

data stream when trying to erase a random-key watermark. Other information is disclosed

in "Technology: Digital Commerce", Denise Caruso, New York Times, Aug. 7, 1995;

and "Copyrightingj in the Information Age", Harley Ungar, ONLINE MARKETPLACE,

September 1995, Jupiter Communications.

[0007] Additionally, other methods for hiding information signals in content signals, are

disclosed in US. Pat. No. 5,319,735--Preuss et a]. and US. Pat. No. 5,379,345--

Greenberg.

[0008] It is desirable to use a "stega-cipher" or watermarking process to hide the necessary parts
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or resources of the executable object code in the digitized sample resources. It is also

desirable to further modify the underlying structure of an executable computer

application such that it is more resistant to attempts at patching and analysis by memory

capture. A computer application seeks to provide a user with certain utilities or tools, that

is, users interact with a computer or similar device to accomplish various tasks and

applications provide the relevant interface. Thus, a level of authentication can also be

introduced into software, or "digital products," that include digital content, such as audio,

video, pictures or multimedia, with digital watermarks. Security is maximized because

erasing this code watermark without a key results in the destruction of one or more

essential parts of the underlying application, rendering the "program" useless to the

unintended user who lacks the appropriate key. Further, if the key is linked to a license

code by means of a mathematical function, a mechanism for identifying the licensed

owner of an application is created.

[0009] It is also desirable to randomly reorganize program memory structure intermittently

during program run time, to prevent attempts at memory capture or object code analysis

aimed at eliminating licensing or ownership information, or otherwise modifying, in an

unintended manner, the functioning of the application.

[0010] In this way, attempts to capture memory to determine underlying functionality or provide

a "patc " to facilitate unauthorized use of the "application," or computer program,

without destroying the functionality and thus usefiilness of a copyrightable computer

program can be made difficult or impossible.

[0011] It is thus the goal of the present invention to provide a higher level of copyright security

to object code on par with methods described in digital watermarking systems for

digitized media content such as pictures, audio, video and multimedia content in its

multifarious forms, as described in previous disclosures, "Steganographic Method and

Device" Ser. No. 08/489,172, filed Jun. 7, 1995, now US. Pat. No. 5,613,004, and

"Human Assisted! Random Key Generation and Application for Digital Watermark

System", Ser. No. 08/587,944, filed on Jan. 17, 1996, the disclosure of which is hereby

incorporated by reference.

[0012] It is a further goal of the present invention to establish methods of copyright protection
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that can be combined with such schemes as software metering, network distribution of

code and specialized protection of software that is designed to work over a network, such

as that proposed by Sun Microsystems in their HotJava browser and Java programming

language, and manipulation of application code in proposed distribution of documents

that can be exchanged with resources or the look and feel of the document being

preserved over a network. Such systems are currently being offered by companies

including Adobe, with their Acrobat software. This latter goal is accomplished primarily

by means of the watermarking of font, or typeface, resources included in applications or

documents, which determine how a bitmap representation of the document is ultimately

drawn on a presentation device.

[0013] The present invention includes an application of the technology of "digital watermarks."

As described in previous disclosures, "Steganographic Method and Device" and "Human

Assisted Random Key Generation and Application for Digital Watermark System,"

watermarks are particularly suitable to the identification, metering, distributing and

authenticating digitized content such as pictures, audio, video and derivatives thereof

under the description of "multimedia content." Methods have been described for

combining both cryptographic methods, and steganography, or hiding something in plain

view. Discussions of these technologies can be found in Applied Cryptography by Bruce

Schneier and The Code Breakers by David Kahn. For more information on prior art

public-key cryptosystems see U.S. Pat. No. 4,200,770 Diffle-ilellman, U.S. Pat. No.

4,218,582 Hellman, U.S. Pat. No. 4,405,829 RSA, U.S. Pat. No. 4,424,414 Hellman

Pohlig. Computer code, or machine language instructions, which are not digitized and

have zero tolerance for error, must be protected by derivative or alternative methods,

such as those disclosed in this invention, which focuses on watermarking with "keys"

derived from license codes or other ownership identification information, and using the

watermarks encoded with such keys to hide an essential subset of the application code

resources.

BACKGROUND OF THE INVENTION

[0014] Increasingly, commercially valuable information is being created and stored in "digital"

form. For example, music, photographs and video can all be stored and transmitted as a

series of numbers, such as 1's and 0's. Digital techniques let the original information be
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recreated in a very accurate manner. Unfortunately, digital techniques also let the

information be easily copied without the information owner‘s permission.

[0015] Because unauthorized copying is clearly a disincentive to the digital distribution of

valuable information, it is important to establish responsibility for copies and derivative

copies ‘of such works. For example, if each authorized digital copy of a popular song is

identified with a unique number, any unauthorized copy of the song would also contain

the number. This would allow the owner of the information, such as a song publisher, to

investigate who made the unauthorized copy. Unfortunately, it is possible that the unique

number could be erased or altered if it is simply tacked on at the beginning or end of the

digital information.

[0016] As will be described, known digital "watermark" techniques give creators and publishers

of digitized multimedia content localized, secured identification and authentication of

that content. In considering the various forms of multimedia content, such as "master,"

stereo, National Television Standards Committee (NTSC) video, audio tape or compact

disc, tolerance of quality will vary with individuals and affect the underlying commercial

and aesthetic value of the content. For example, if adigital version of a popular song

sounds distorted, it will be less valuable to users. It is therefore desirable to embed

copyright, ownership or purchaser information, or some combination of these and related

data, into the content in a way that will damage the content if the watermark is removed

without authorization.

[0017] To achieve these goals, digital watermark systems insert ownership information in a way

that causes little or no noticeable effects, or "artifacts," in the underlying content signal.

For example, if a digital watermark is inserted into a digital version of a song, it is '

important that a listener not be bothered by the slight changes introduced by the

watermark. It is also important for the watermark technique to maximize the encoding

level and "location sensitivity" in the signal to force damage to the content signal when

removal is attempted. Digital watermarks address many of these concerns, and research

in the field has provided extremely robust and secure implementations.

[0018] What has been overlooked in many applications described in the art, however, are

systems which closely mimic distribution of content as it occurs in the real world. For
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instance, many watermarking systems require the original un-watermarked content signal

to enable detection or decode operations. These include highly publicized efforts by

NEC, Digimarc and others. Such techniques are problematic because, in the real world,

original master copies reside in a rights holders vaults and are not readily available to the

public.

[0019] With much activity overly focused on watermark survivability, the security of a digital

watermark is suspect. Any simple linear operation for encoding information into a signal

may be used to erase the embedded signal by inverting the process. This is not a difficult

task, especially when detection software is a plug-in freely available to the public, such as

with Digimarc. In general, these systems seek to embed cryptographic information, not

cryptographically embed information into target .media content.

[0020] Other methods embed ownership information that is plainly visible in the media signal,

such as the method described in U.S. Pat. No. 5,530,739 to Braudaway et al. The system

described in Braudaway protects a digitized image by encoding a visible watermark to

deter piracy. Such an implementation creates an immediate weakness in securing the

embedded information because the watermark is plainly visible. Thus, no search for the

embedded signal is necessary and the watermark can be more easily removed or altered.

For example, while certainly useful to some rights owners, simply placing the symbol

“©" in the digital information would only provide limited protection. Removal by

adjusting the brightness of the pixels forming the "©" would not be difficult with respect

to the computational resources required.

[0021] Other relevant prior art includes U.S. Pat. No. 4,979,210 and 5,073,925 to Nagata et al.,

which encodes information by modulating an audio signal in the amplitude/time domain.

The modulations introduced in the Nagata process carry a "copy/don't copy" message,

which is easily found and circumvented by one skilled in the art. The granularity of

encoding is fixed by the amplitude and frequency modulation limits required to maintain

inaudibility. These limits are relatively low, making it impractical to encode more

information using the Nagata process.

[0022] Although U.S. Pat. No. 5,661,018 to Leighton describes a means to prevent collusion

attacks in digital watermarks, the disclosed method may not actually provide the security
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described. For-example, in cases where the watermarking technique is linear, the

"insertion envelope" or "watermarking space" is well-defined and thus susceptible to

attacks less sophisticated than collusion by unauthorized parties. Over-encoding at the

watermarking encoding level is but one simple attack in such linear implementations.

Another consideration not made by Leighton is that commercially—valuable content may

already exist in a un-watermarked form somewhere, easily accessible to potential pirates,

gutting the need for any type of collusive activity. Digitally signing the embedded signal

with preprocessing of watermark data is more likely to prevent successful collusion.

Furthermore, a "baseline" watermark as disclosed is quite subjective. It is simply

described elsewhere in the art as the "perceptually significan " regions of a signal.

Making a watermarking function less linear or inverting the insertion of watermarks

would seem to provide the same benefit without the additional work required to create a

"baseline" watermark. Indeed, watermarking algorithms should already be capable of

defining a target insertion envelope or region without additional steps. What is evident is

the Leighton patent does not allow for initial prevention of attacks on an embedded

watermark as the content is visibly or audibly unchanged.

[0023] It is also important that any method for providing security also fimction with broadcasting

media over networks such as the Internet, which is also referred to as "streaming."

Commercial "plug-in" products such as RealAudio and RealVideo, as well as

applications by vendors VDONet and Xtreme, are common in such network

environments. Most digital watermark implementations focus on common file base

signals and fail to anticipate the security of streamed signals. It is desirable that any

protection scheme be able to function with a plug-in player without advanced knowledge

of the encoded media stream.

[0024] Other technologies focus solely on file-based security. These technologies illustrate the

varying applications for security that must be evaluated for different media and

distribution environments. Use of cryptolopes or cryptographic containers, as proposed

by IBM in its Cryptolope product, and InterTrust, as described in U.S. Pat. Nos.

4,827,508, 4,977,594, 5,050,213 and 5,410,598, may discourage certain forms of piracy.

Cryptographic containers, however, require a user to subscribe to particular decryption

software to decrypt data. IBM's InfoMarket and InterTrust‘s DigiBox, among other

implementations, provide a generalized model and need proprietary architecture to
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function. Every user must have a subscription or registration with the party which

encrypts the data. Again, as a form of general encryption, the data is scrambled or

encrypted without regard to the media and its formatting. Finally, control over copyrights

or other neighboring rights is left with the implementing party, in this case, IBM,

InterTrust or a similar provider.

[0025] Methods similar to these "trusted systems" exist, and Cerberus Central. Limited and

Liquid Audio, among a number of companies, offer systems which may functionally be

thought of as subsets of IBM and InterTrust's more generalized security offerings. Both

Cerberus and Liquid Audio propose proprietary player software which is registered to the

user and "locked" in a manner parallel to the locking of content that is distributed via a

cryptographic container. The economic trade-off in this model is that users are required to

use each respective companies' proprietary player to play or otherwise manipulate content

that is downloaded. If, as is the case presently, most music or other media is not available

via these proprietary players and more companies propose non-compatible player

formats, the proliferation of players will continue. Cerberus and Liquid Audio also by

way of extension of their architectures provide for "near-CD quality" but proprietary

compression. This requirement stems from the necessity not to allow content that has

near-identical data make-up to an existing consumer electronic standard, in Cerberus and

Liquid Audio's case the so-called Red Book audio CD standard of 16 bit 44.1 kHz, so

that comparisons with the proprietary file may not yield how the player is secured.

Knowledge of the player's file format renders its security ineffective as a file may be

replicated and played on any common player, not the intended proprietary player of the

provider of previously secured and uniquely formatted content. This is the parallel

weakness to public key crypto-systems which have gutted security if enough plain text

and cipher text comparisons enable a pirate to determine the user's private key.

[0026] Many approaches to digital watermarking leave detection and decoding control with the

implementing party of the digital watermark, not the creator of the work to be protected.

A set of secure digital watermark implementations address this fimdamental control issue

forming the basis of key-based approaches. These are covered by the following patents

and pending applications, the entire disclosures of 'which are hereby incorporated by

reference: US. Pat. No. 5,613, 004 entitled "Steganographic Method and Device" and its

derivative US. patent application Ser. No. 08/775,216 (which issued November 11, 1997,
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as U.S. Patent No. 5,687,236), U.S. patent application Ser. No. 08/587,944 entitled

"Human Assisted Random Key Generation and Application for Digital Watermark

System"(which issued October 13, 1998, as U.S. Patent No. 5,822,432), U.S. patent

application Ser. No. 08/587,943 entitled "Method for Stega-Cipher Protection of

Computer Code"(which issued April 28, 1998, as U.S. Patent No. 5,748,569), U.S.

patent application Ser. No. 08/677,435 entitled "Optimization Methods for the Insertion,

Protection, and Detection of Digital Watermarks in Digitized Data"(which issued March

30, 1999, as U.S. Patent No. 5,889,868) and U.S. patent application Ser. No. 08/772,222

entitled "Z-Transform Implementation of Digital Watermarks"(which issued June 20,

2000, as U.S. Patent No. 6,078,664). Public key crypto-systems are described in U.S. Pat.

No. 4,200,770, 4,218,582, 4,405,829 and 4,424,414, the entire disclosures of which are

also hereby incorporated by reference.

[0027] In particular, an improved protection scheme is described in "Method for Stega—Cipher

Protection of Computer Code," U.S. patent application Ser. No. 08/587,943 (which issued

April 28, 1998, as U.S. Patent No. 5,748,569). This technique uses the key—based

insertion of binary executable computer code within a content signal that is subsequently,

and necessarily, used to play or otherwise manipulate the signal in which it is encoded.

With this system, however, certain computational requirements, such as one digital player

per digital copy of content, may be necessitated. For instance, a consumer may download

many copies of watermarked content. With this technique, the user would also be

downloading as many copies of the digital player program. While this form of security

may be desirable for some applications, it is not appropriate in many circumstances.

[0028] Finally, even when digital information is distributed in encoded form, it may be desirable

to allow unauthorized users to play the information with a digital player, perhaps with a

reduced level of quality. For example, a popular song may be encoded and freely

distributed in encoded form to the public. The public, perhaps using commonly available

plug-in digital players, could play the encoded content and hear the music in some

degraded form. The music may-sound choppy, or fuzzy or be degraded in some other

way. This lets the public decide, based on the available lower quality version of the song,

if they want to purchase a key from the publisher to decode, or "clean—up," the content.

Similar approaches could be used to distribute blurry pictures or low quality video. Or

even "degraded" text, in the sense that only authenticated portions of the text can be
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determined with the predetermined key or a validated digital signature for the intended

message.

[0029] In view of the foregoing, it can be appreciated that a substantial need exists for a method

allowing encoded content to be played, with degraded quality, by a plug-in digital player,

and solving the other problems discussed above.

SUMMARY OF THE INVENTION

[0030] The disadvantages of the art are alleviated to a great extent by a method for combining

transfer functions with predetermined key creation. In one embodiment, digital

information, including a digital sample and format information, is protected by

identifying and encoding a portion of the format information. Encoded digital

information, including the digital sample and the encoded format information, is

generated to protect the original digital information.

[0031] In another embodiment, a digital signal, including digital samples in a file format having

an inherent granularity, is protected by creating a predetermined key. The predetermined

key is comprised of a transfer function—based mask set to manipulate data at the inherent

granularity of the file format of the underlying digitized samples.

[0032] It is thus a goal of the present invention, to provide a level of security for executable code

on similar grounds as that which can be provided for digitized samples. Furthermore, the

present invention differs from the prior art in that it does not attempt to stop copying, but

rather, determines responsibility for a copy by ensuring that licensing information must

be preserved in descendant copies from an original. Without the correct license

information, the copy cannot function.

[0033] An improvement over the art is disclosed in the present invention, in that the software

itself is a set of commands, compiled by software engineer, which can be configured in

such a manner as to tie underlying functionality to the license or authorization of the copy

in possession by the user. Without such verification, the functions sought out by the user

in the form of software cease to properly work. Attempts to tamper or "patch" substitute

code resources can be made highly difficult by randomizing the location of said resources

in memory on an intermittent basis to resist most attacks at disabling the system.
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[0034] With these and other advantages and features of the invention that will become

hereinafter apparent, the nature of the invention may be more clearly understood by

reference to the following detailed description of the invention, the appended claims and

to the several drawings attached herein.

BRIEF DESCRIPTION OF THE DRAWINGS

[0035] FIG. 1 is a block flow diagram of a method for copy protection or authentication of

digital information according to an embodiment of the present invention.

DETAILED DESCRIPTION

[0036] In accordance with an embodiment of the present invention, a method combines transfer

functions with predetermined key creation. Increased security is achieved in the method

by combining elements of "public-key steganography" with cryptographic protocols,

which keep in-transit data secure by scrambling the data with "keys" in a manner that is

not apparent to those with access to the content to be distributed. Because different forms

of randomness are combined to offer robust, distributed security, the present invention

addresses an architectural "gray space" between two important areas of security: digital

watermarks, a subset of the more general art of steganography, and cryptography. One

form of randomness exists in the mask sets that are randomly created to map watermark

data into an otherwise unrelated digital signal. The second form of randomness is the

random permutations of data formats used with digital players to manipulate the content

with the predetermined keys. These forms can be thought of as the transfer function

versus the mapping function inherent to digital watermarking processes.

[0037] According to an embodiment of the present invention, a predetermined, or randomly

generated, key is used to scramble digital information in a way that is unlike known

"digital watermark" techniques and public key crypto—systems. As used herein, a key is

also referred to as a "mask set" which includes one or more random or pseudo-random

series of bits. Prior to encoding, a mask can be generated by any cryptographically secure

random generation process. A block cipher, such as a Data Encryption Standard (DES)

algorithm, in combination with a sufficiently random seed value, such as one created

using a Message Digest 5 (MDS) algorithm, emulates a cryptographically secure random

bit generator. The keys are saved in a database, along with information matching them to
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the digital signal, for use in descrambling and subsequent viewing or playback.

Additional file format or transfer property information is prepared and made available to

the encoder, in a bit addressable manner. As well, any authenticating function can be

combined, such as Digital Signature Standard (DSS) or Secure Hash Algorithm (SHA).

[0038] Using the predetermined key comprised of a transfer function-based mask set, the data

representing the original content is manipulated at the inherent granularity of the file

format of the underlying digitized samples. Instead of providing, or otherwise

distributing, watermarked content that is not noticeably altered, a partially "scrambled"

copy of the content is distributed. The key is necessary both to register the sought—after

content and to descramb’le the content into its original form.

[0039] The present invention uses methods disclosed in "Method for Stega-Cipher Protection of

Computer Code," US. patent application Ser. No. 08/587,943 (which issued April 28,

1998, as US. Patent No. 5,748,569), with respect to transfer functions related to the

common file formats, such as PICT, TIFF, AIFF, WAV, etc. Additionally, in cases where

the content has not been altered beyond being encoded with such functional data, it is

possible for a digital player to still play the content because the file format has not been

altered. Thus, the encoded content could still be played by a plug-in digital player as

discrete, digitally sampled signals, watermarked or not. That is, the structure of the file

can remain basically unchanged by the watermarking process, letting common file format

based players work with the "scrambled" content.

[0040] For example, the Compact Disc-Digital Audio (CD-DA) format stores audio information

as a series of frames. Each frame contains a number of digital samples representing, for

example, music, and a header that contains file format information. As shown in FIG. 1,

according to an embodiment of the present invention some of the header information can

be identified and "scrambled" using the predetermined key at steps 110 to 130. The music

samples can remain unchanged. Using this technique, a traditional CD-DA player will be

able to play a distorted version of the music in the sample. The amount of distortion will

depend on the way, and extent, that the header, or file format, information has been

scrambled. It would also be possible to instead scramble some of the digital samples

while leaving the header information alone. In general, the digital signal would be

protected by manipulating data at the inherent granularity, or "frames," of the CD-DA file
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format. To decode the information, a predetermined key is used before playing the digital

information at steps 140 and 150.

[0041] A key-based decoder can act as a "plug-in" digital player of broadcast signal streams

without foreknowledge of the encoded media stream. Moreover, the data format

orientation is used to partially scramble data in transit to prevent unauthorized

descrarnbled access by decoders that lack authorized keys. A distributed key can be used

to unscramble the scrambled content because a decoder would understand how to process

the key. Similar to on-the-fly decryption operations, the benefits inherent in this

embodiment include the fact that the combination of watermarked content security, which

is key-based, and the descrambling of the data, can be performed by the same key which

can be a plurality of mask sets. The mask sets may include primary, convolution and

message delimiter masks with file format data included.

[0042] The creation of an optimized "envelope" for insertion of watermarks provides the basis of

much watermark security, but is also a complementary goal of the present invention. The

predetermined or random key that is generated is not only an essential map to access the

hidden information signal, but is also the descrambler of the previously scrambled

signal's format for playback or viewing.

[0043] In a system requiring keys for watermarking content and validating the distribution of the

content, different keys may be used to encode different information while secure one way

hash functions or one-time pads may be incorporated to secure the embedded signal. The

same keys can be used to later validate the embedded digital signature, or even fully

decode the digital watermark if desired. Publishers can easily stipulate that content not

only be digitally watermarked but that distributors must check the validity of the

watermarks by performing digital signature-checks with keys that lack any other

functionality. The system can extend to simple authentication of text in other

embodiments.

[0044] Before such a market is economically feasible, there are other methods for deploying key-

based watermarking coupled with transfer functions to partially scramble the content to

be distributed without performing full public key encryption, i.e., a key pair is not

necessaril enerated, simply, a predetermined key's function is created to re-ma they g P
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data of the content file in a lossless process. Moreover, the scrambling performed by the

present invention may be more dependent on the file in question. Dissimilarly, encryption

is not specific to any particular media but is performed on data. The file format remains

unchanged, rendering the file useable by any conventional viewer/player, but the signal

quality can be intentionally degraded in the absence of the proper player and key. Public-

key encryption seeks to completely obscure the sensitive "plaintext" to prevent

comparisons with the "ciphertex to determine a user's private keys. Centralized

encryption only differs in the utilization of a single key for both encryption and

decryption making the key even more highly vulnerable to attacks to defeat the

encryption process. With the present invention, a highly sought after photograph may be

hazy to the viewer using any number of commonly available, nonproprietary software or

hardware, without the authorized key. Similarly, a commercially valuable song may

sound poor.

[0045] The benefit of some form of cryptography is not lost in the present invention. In fact,

some piracy can be deterred when the target signal may be known but is clearly being

protected through scrambling. What is not anticipated by known techniques, is an ala

carte method to change various aspects of file formatting to enable various "scrambled

states" for content to be subsequently distributed. An image may lack all red pixels or

may not have any of the most significant bits activated. An audio sample can similarly be

scrambled to render it less-than-commercially viable.

[0046] The present invention also provides improvements over known network-based methods,

such as those used for the streaming of media data over the Internet. By manipulating file

formats, the broadcast media, which has been altered to "fit" within electronic

distribution parameters, such as bandwidth availability and error correction

considerations, can be more effectively utilized to restrict the subsequent use of the

content while in transit as well as real-time viewing or playing.

[0047] The mask set providing the transfer function can be read on a per-use basis by issuing an

authorized or authenticating "key" for descrambling the signal that is apparent to a viewer

or a player or possessor of the authenticating key. The mask set can be read on a per-

computer basis by issuing the authorized key that is more generalized for the computer

that receives the broadcast signals. Metering and subscription models become viable
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advantages over known digital watermark systems which assist in designating the

ownership of a copy of digitized media content, but do not prevent or restrict the copying

or manipulation of the sampled signal in question. For broadcast or streamed media, this

is especially the case. Message authentication is also possible, though not guaranteeing

the same security as an encrypted file as with general crypto systems.

[0048] The present invention thus benefits from the proprietary player model without relying on

proprietary players. No new players will be necessary and existing multimedia file

formats can be altered to exact a measure of security which is further increased when

coupled with digital watermarks. As with most consumer markets for media content,

predominant file formats exist, de facto, and corresponding formats for computers

likewise exist. For a commercial compact disc quality audio recording, or 16 bit 44.1

kHz, corresponding file formats include: Audio Interchange File Format (AIFF),

Microsofi WAV, Sound Designer 11, Sun's .au, Apple's Quicktime, etc. For still image

media, formats are similarly abundant: TIFF, PICT, JPEG, GIF, etc. Requiring the use of

additional proprietary players, and their complementary file formats, for limited benefits

in security is wasteful. Moreover, almost all computers today are multirnedia—capable,

and this is increasingly so with the popularity of Intel's MMX chip architecture and the

PowerPC line of microchips. Because file formatting is fundamental in the playback of

the underlying data, the predetermined key can act both as a map, for information to be

encoded as watermark data regarding ownership, and a descrambler of the file that has

been distributed. Limitations will only exist in how large the key must be retrofitted for a

given application, but any manipulation of file format information is not likely to exceed

the size of data required versus that for an entire proprietary player.

[0049] As with previous disclosures by the inventor on digital watermarking» techniques, the

present invention may be implemented with a variety of cryptographic protocols to

increase both confidence and security in the underlying system. A predetermined key is

described as a set of masks. These masks may include primary, convolution and message

delimiter mask. In previous disclosures, the functionality of these masks is defined solely

for mapping. The present invention includes a mask set which is also controlled by the

distributing party of a copy of a given media signal. This mask set is a transfer function

which is limited only by the parameters of the file format in question. To increase the

uniqueness or security of each key used to scramble a given media file copy, a secure one
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way hash function can be used subsequent to transfer properties that are initiated to

prevent the forging of a particular key. Public and private keys may be used as key pairs

to further increase the unlikeliness that a key may be compromised.

[0050] These same cryptographic protocols can be combined with the embodiments of the

present invention in administering streamed content that requires authorized keys to

correctly display or play the streamed content in an unscrambled manner. As with digital

watermarking, symmetric or asymmetric public key pairs may be used in a variety of

implementations. Additionally, the need for certification authorities to maintain authentic

key-pairs becomes a consideration for greater security beyond symmetric key

implementations. The cryptographic protocols makes possible, as well, a message of text

to be authenticated by a message authenticating function in a general computing device

that is able to ensure secure message exchanges between authorizing parties.

[0051] An executable computer program is variously referred to as an application, from the point

of view of a user, or executable object code from the point of View of the engineer. A

collection of smaller, atomic (or indivisible) chunks of object code typically comprise the

complete executable object code or application which may also require the presence of

certain data resources. These indivisible portions of object code correspond with the

programmers' function or procedure implementations in higher level languages, such as C

or Pascal. In creating an application, a programmer writes "code" in a higher level

language, which is then compiled down into "machine language," or, the executable

object code, which can actually be run by a computer, general purpose or otherwise. Each

function, or procedure, written in the programming language, represents a self—contained

portion of the larger program, and implements, typically, a very small piece of its

functionality. The order in which the programmer types the code for the various functions

or procedures, and the distribution of and arrangement of these implementations in

various files which hold them is unimportant. Within a function or procedure, however,

the order of individual language constructs, which correspond to particular machine

instructions is important, and so fimctions or procedures are considered indivisible for

purposes of this discussion. That is, once a function or procedure is compiled, the order

of the machine instructions which comprise the executable object code of the function is

important and their order in the computer memory is of vital importance. Note that many

"compilers" perform "optimizations" within functions or procedures, which determine, on
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a limited scale, if there is a better arrangement for executable instructions which is more

efficient than that constructed by the programmer, but does not change the result of the

fimction or procedure. Once these optimizations are performed, however, making random

changes to the order of instructions is very likely to "break" the function. When a

program is compiled, then, it consists of a collection of these sub-objects, whose exact

order or arrangement in memory is not important, so long as any sub-object which uses

another sub-object knows where in memory it can be found.

[0052] The memory address of the first instruction in one of these sub-objects is called the "entry

poin " of the function or procedure. The rest of the instructions comprising that sub-

object immediately follow from the entry point. Some systems may prefix information to

the entry point which describes calling and return conventions for the code which

follows, an example is the Apple Macintosh Operating System (MacOS). These sub-

objects can be packaged into what are referred to in certain systems as "code resources,"

which may be stored separately from the application, or shared with other applications,

although not necessarily. Within an application there are also data objects, which consist

of some data to be operated on by the executable code. These data objects are not

executable. That is, they do not consist of executable instructions. The data objects can be

referred to in certain systems as "resources."

[0053] When a user purchases or acquires a computer program, she seeks a computer program

that "functions" in a desired manner. Simply, computer software is overwhelmingly

purchased for its underlying functionality. In contrast, persons who copy multimedia

content, such as pictures, audio and video, do so for the entertainment or commercial

value of the content. The difference between the two types of products is that multimedia

content is not generally interactive, but is instead passive, and its commercial value

relates more on passive not interactive or utility features, such as those required in

packaged software, set-top boxes, cellular phones, VCRs, PDAS, and the like. Interactive

digital products which include computer code may be mostly interactive but can also

contain content to add to the interactive experience of the user or make the underlying

utility of the software more aesthetically pleasing. It is a common concern of both of

these creators, both of interactive and passive multimedia products, that "digital

products" can be easily and perfectly copied and made into unpaid or unauthorized

copies. This concern is especially heightened when the underlying product is copyright
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protected and intended for commercial use.

[0054] The first method of the present invention described involves hiding necessary "parts" or

code "resources“ in digitized sample resources using a "digital watermarking" process,

such as that described in the "Steganographic Method and Device" patent application.

The basic premise for this scheme is that there are a certain sub-set of executable code

resources, that comprise an application and that are "essential" to the proper function of

the application. In general, any code resource can be considered "essentia " in that if the

program proceeds to a point where it must "call" the code resource and the code resource

is not present in memory, or cannot be loaded, then the program fails. However, the

present invention uses a definition of "essential" which is more narrow. This is because,

those skilled in the art or those with programming experience, may create a derivative

program, not unlike the utility provided by the original program, by writing additional or

substituted code to work around unavailable resources. This is particularly true with

programs that incorporate an optiona "plug-in architecture," where several code

resources may be made optionally available at run-time. The present invention is also

concerned with concentrated efforts by technically skilled people who can analyze

executable object code and "patch" it to ignore or bypass certain code resources. Thus,

for the present embodiment's purposes, "essential" means that the function which

distinguishes this application from any other application depends upon the presence and

use of the code resource in question. The best candidates for this type of code resources

are NOT optional, or plug-in types, unless special care is taken to prevent work-arounds.

[005 5] Given that there are one or more of these essential resources, what is needed to realize the

present invention is the presence of certain data resources of a type which are amenable

to the "stega-cipher" process described in the "Steganographic Method and Device"

patent US. Pat. No. 5,613,004. Data which consists of image or audio samples is

particularly useful. Because this data consists of digital samples, digital watermarks can

be introduced into the samples. What is further meant is that certain applications include

image and audio samples which are important to the look and feel of the program or are

essential to the processing of the application's functionality when used by the user. These

computer programs are familiar to users of computers but also less obvious to users of

other devices that run applications that are equivalent in some measure of functionality to

general purpose computers including, but not limited to, set-top boxes, cellular phones,
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"smart televisions," PDAs and the like. However, programs still comprise the underlying

"operating systems" of these devices and are becoming more complex with increases in

functionality.

[0056] One method of the present invention is now discussed. When code and data resources are

compiled and assembled into a precursor of an executable program the next step is to use

a utility application for final assembly of the executable application. The programmer

marks several essential code resources in a list displayed by the utility. The utility will

choose one or several essential code resources, and encode them into one or several data

resources using the stegacipher process. The end result will be that these essential code

resources are not stored in their own partition, but rather stored as encoded information in

data resources. They are not accessible at run-time without the key. Basically, the

essential code resources that provide functionality in the final end-product, an executable

application or computer program, are no longer easily and recognizably available for

manipulation by those seeking to remove the underlying copyright or license, or its

equivalent information, or those with skill to substitute alternative code resources to

"force" the application program to run as an unauthorized copy. For the encoding of the

essential code resources, a "key" is needed. Such a key is similar to those described in

US. Pat. No. 5,613,004, the "Steganographic Method and Device" patent. The purpose of

this scheme is to make a particular licensed copy of an application distinguishable from

any other. It is not necessary to distinguish every instance of an application, merely every

instance of a license. A licensed user may then wish to install multiple copies of an

application, legally or with authorization. This method, then, is to choose the key so that

it corresponds, is equal to, or is a function of, a license code or license descriptive

information, not just a text file, audio clip or identifying piece of information as desired

in digital watermarking schemes extant and typically useful to stand-alone, digitally

sampled content. The key is necessary to access the underlying code, i.e., what the user

understands to be the application program.

[0057] The assembly utility can be supplied with a key generated from a license code generated

for the license in question. Alternatively, the key, possibly random, can be stored as a

data resource and encrypted with a derivative of the license code. Given the key, it

encodes one or several essential resources into one or several data resources. Exactly

which code resources are encoded into which data resources may be determined in a
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random or pseudo random manner. Note further that the application contains a code

resource which performs the function of decoding an encoded code resource from a data

resource. The application must also contain a data resource which specifies in which data

resource a particular code resource is encoded. This data resource is created and added at

assembly time by the assembly utility. The application can then operate as follows:

[0058] 1) when it is run for the first time, after installation, it asks the user for

personalization information, which includes the license code. This can include a

particular computer configuration;

[0059] 2) it stores this information in a personalization data resource;

[0060] 3) Once it has the license code, it can then generate the proper decoding key to

access the essential code resources.

[0061] Note that the application can be copied in an uninhibited manner, but must contain the

license code issued to the licensed owner, to access its essential code resources. The goal

of the invention, copyright protection of computer code and establishment of

responsibility for copies, is thus accomplished.

[0062] This invention represents a significant improvement over prior art because of the inherent

difference in use of purely informational watermarks versus watermarks which contain

executable object code. If the executable object code in a watermark is essential to an

application which accesses the data which contains the watermark, this creates an all-or-

none situation. Either the user must have the extracted watermark, or the application

cannot be used, and hence the user cannot gain full access to the presentation of the

information in the watermark bearing data. In order to extract a digital watermark, the

user must have a key. The key, in turn, is a function of the license information for the

copy of the software in question. The key is fixed prior to final assembly of the

application files, and so cannot be changed at the option of the user. That, in turn, means

the license information in the software copy must remain fixed, so that the correct key is

available to the software. The key and the license information are, in fact,

interchangeable. One is merely more readable than the other. In US. Pat. No. 5,613,004,

the "Steganographic Method and Device, patent", the possibility of randomization erasure

attacks on digital watermarks was discussed. Simply, it is always possible to erase a
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digital watermark, depending on how much damage you are willing to do to the

watermark-bearing content stream. The present invention has the significant advantage

that you must have the watermark to be able to use the code it contains. If you erase the

watermark you have lost a key piece of the functionality of the application, or even the

means to access the data which bear the watermark.

[0063] A preferred embodiment would be implemented in an embedded system, with a minimal

operating system and memory. No media playing "applets," or smaller sized applications

as proposed in new operating environments envisioned by Sun Microsystems and the

advent of Sun's Java operating system, would be permanently stored in the system, only

the bare necessities to operate the device, download information, decode watermarks and

execute the applets contained in them. When an applet is finished executing, it is erased

from memory. Such a system would guarantee that content which did not contain

readable watermarks could not be used. This is a powerful control mechanism for

ensuring that content to be distributed through such a system contains valid watermarks.

Thus, in such networks as the Internet or set-top box controlled cable systems,

distribution and exchange of content would be made more secure from unauthorized

copying to the benefit of copyright holders and other related parties. The system would

be enabled to invalidate, by default, any content which has had its watermark(s) erased,

since the watermark conveys, in addition to copyright information, the means to fully

access, play, record or otherwise manipulate, the content.

[0064] A second method according to the present invention is to randomly re-organize program

memory structure to prevent attempts at memory capture or object code analysis. The

object of this method is to make it extremely difficult to perform memory capture-based

analysis of an executable computer program. This analysis is the basis for a method of

attack to defeat the system envisioned by the present invention.

[0065] Once the code resources of a program are loaded into memory, they typically remain in a

fixed position, unless the computer operating system finds it necessary to rearrange

certain portions of memory during "system time," when the operating system code, not

application code, is running. Typically, this is done in low memory systems, to maintain

optimal memory utilization. The MacOS for example, uses Handles, which are double-

indirect pointers to memory locations, in order to allow the operating system to rearrange
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memory transparently, underneath a running program. If a computer program contains

countermeasures against unlicensed copying, a skilled technician can often take a

snapshot of the code in memory, analyze it, determine which instructions comprise the

countermeasures, and disable them in the stored application file, by means of a "patch."

Other applications for designing code that moves to prevent scanning-tunnelling

microscopes, and similar high sensitive hardware for analysis of electronic structure of

microchips running code, have been proposed by such parties as Wave Systems. Designs

of Wave Systems' microchip are intended for preventing attempts by hackers to

"photograph" or otherwise determine "burn in" to microchips for attempts at reverse

engineering. The present invention seeks to prevent attempts at understanding the code

and its organization for the purpose of patching it. Unlike systems such as Wave

Systems', the present invention seeks to move code around in such a manner as to,

complicate attempts by software engineers to reengineer a means to disable the methods

for creating licensed copies on any device that lacks "trusted hardware." Moreover, the

present invention concerns itself with any application software that may be used in

general computing devices, not chipsets that are used in addition to an underlying

computer to perform encryption. Wave Systems' approach to security of software, if

interpreted similarly to the present invention, would dictate separate microchip sets for

each piece of application software that would be tamperproof. This is not consistent with

the economics of software and its distribution.

[0066] Under the present invention, the application contains a special code resource which

knows about all the other code resources in memory. During execution time, this special

code resource, called a "memory scheduler," can be called periodically, or at random or

pseudo random intervals, at which “time it intentionally shuffles the other code resources

randomly in memory, so that someone trying to analyze snapshots of memory at various

intervals cannot be sure if they are looking at the same code or organization from one

"break" to the next. This adds significant complexity to their job. The scheduler also

randomly relocates itself when it is finished. In order to do this, the scheduler would have

to first copy itself to a new location, and then specifically modify the program counter

and stack frame, so that it could then jump into the new copy of the scheduler, but return

to the correct calling frame. Finally, the scheduler would need to "maintain a list of all

memory addresses which contain the address of the scheduler, and change them to reflect
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its new. location.

[0067] The methods described above accomplish the purposes of the invention--to make it hard

to analyze captured memory containing application executable code in order to create an

identifiable computer program or application that is different from other copies and is

less susceptible to unauthorized use by those attempting to disable the underlying

copyright protection system. Simply, each copy has particular identifying information

making that copy different from all other copies.

[0068] Although various embodiments are specifically illustrated and described herein, it will be

appreciated that modifications and variations of the present invention are covered by the

above teachings and within the purview of the appended claims without departing from

the spirit and intended scope of the invention.
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What is claimed is:

1. (original) A method for copy protection of digital information, the digital information

including a digital sample and format information, comprising the steps of:

identifying a portion of the format information to be encoded;

generating encoded format information from the identified portion of the format information; and

generating encoded digital information, including the digital sample and the encoded format

information.

2. (original) The method of claim 1, further comprising the step of requiring a predetermined key

to decode the encoded format information.

3. (original) The method of claim 2, wherein the digital sample and format information are

configured to be used with a digital player, and wherein information output from the

digital player will have a degraded quality unless the encoded format information is

decoded with the predetermined key.

4. (original) The method of claim 3, wherein the information output from the digital player

represents a still image, audio or video.

5. (original) The method of claim 3, wherein the information output represents text data to be

authenticated.

Claims 6 — 31 (cancelled without prejudice to Applicant’s right to seek allowance of said claims

in a related application)

32. (new) A method for copy protection of software comprising: embedding the software with a

watermark wherein the embedded software operates in a manner substantially the same as

the software prior to the embedding step.

33. (new) The process of claim 32, wherein the step of embedding the software with a watermark

increases the complexity of code analysis and/or tampering with the sofiware.

34. (new) The process of claim 32, wherein the watermarked software queries a user for

personalization information during installation of the software

35. (new) The process of claim 32, wherein the watermark is accessible with a key.
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36. (new) The process of claim 35, wherein the key enables authorized use of the watermarked

software.

37. (new) The process according to claim 35, wherein the key and license information are

interchangeable.

38. (new) The process according to claim 32, wherein the step of embedding the software with a

watermark is performed during execution of the software.

39. (new) The process according to claim 32, wherein the step of embedding the software with a

watermark modifies the structure of the software being embedded.

40. (new) An article of manufacture comprising a machine readable medium, having thereon

stored instructions adapted to be executed by a processor, which instructions when

executed result in a process comprising: receiving potentially watermarked software; and

identifying the software by extracting the watermark.

41. (new) The article of manufacture of claim 40, wherein the watermark is associated with

information fixed prior to distribution of the watermarked software.

42. (new) The article of manufacture of claim 40, wherein the watermark affects functionality of

the watermarked software.

43. (new) The article of manufacture of claim 40, wherein the extracted watermark enables

generation of a key.

44. (new) The article of manufacture of claim 43, wherein the generated key and licensing

information are associated.

45. (new) The article of manufacture of claim 40, further comprising limiting functionality of the

software if the watermark cannot be extracted.

46. (new) A method for watermarking software comprising: determining the structure a plurality

of code contained in the software; and configuring at least a portion of the plurality of

code according to a watermarking process.

47. (new) The process of claim 46, wherein the watermarking process further comprises inserting

information into the software afier installation.

48. (new) The process of claim 46, wherein the watermarking process configures the at least a

portion of the plurality of code according to a key.
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49. (new) The process of claim 46, wherein the watermarking process increases the complexity

of code analysis and/or tampering with the software.

50. (new) The process of claim 46, wherein the watermarking process is selected from the group

comprising: data hiding, steganography or steganographic ciphering.

5]. (new) The process of claim 46, wherein the watermarking process is applied during

execution of the software.

52. (new) A system for copy protection of software comprising the steps of: associating license

information with a copy of a software application; encoding the associated license

information into the copy of the sofiware application using a watermarking process;

providing the copy of the software application having license information encoded

therein to a user; and, comparing information received by a user with the encoded license

information.

53. (new) The system of claim 52, wherein the encoding is controlled by a key.

54. (new) The system of claim 52, wherein the step of comparing the user supplied information

with the encoded license information enables authorization of the software.

55. (new) The system of claim 53, wherein the key is fixed prior to distribution of the software.

56. (new) The system of claim 52, wherein the license information comprises code which affects

functionality of the watermarked software.

57. (new) The system of claim 52, wherein the watermark software is resistant to code analysis

and/or tampering.
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DATA PROTECTION METHOD AND DEVICE

Abstract of the Disclosure

An apparatus and method for encoding and decoding additional information into a digital

information in an integral manner. More particularly, the invention relates to a method and

device for data protection.

DISH-Blue Spike-842

Exhibit 1004, Page 0029



DISH-Blue Spike-842
Exhibit 1004, Page 0030

r w;

DATA PROTECTION METHOD AND DEVICE

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application is a divisional of US. Patent Application Serial No. 10/602,777, [[This

application]] which is a continuation application of US. Patent Application Serial No.

09/046,627 ([[now awaiting issuance]] which issued July 22, 2003, as US. Patent No.

"6,598,162), which is a continuation;i_n_-p_afi of US. Patent Application Serial No.

1'08/587,943, filed Jan. 17, 1996, (which issued April 28, 1998, as US. Patent No.

5,745,943). The entire disclosure of US. Patent Application No. O9/O46,627 (m1;

issued July 22, 2003, as US. Patent No. 6,598,162) and U. S. Patent Application Serial

No. 08/587,943, filed Jan. 17, 1996, (which issued April 28, 1998, as US. Patent No.

5,745,943) [[is]] g9 hereby incorporated by reference in their entireties.

FIELD OF THE INVENTION

'[0002] The invention relates to the protection of digital information. More particularly, the

invention relates to 'a method [[for combining transfer functions with predetermined key

creation]] and ’devi'Ce for data protection.

[0003] With the advent of computer networks and digital multimedia, protection of intellectual

proper_ty has become a prime concern for creators and publishers of digitized copies of

copyrightable works, such as musical recordings, movies, Video games, and computer

software. One method of protecting copyrights in the digital domain is to use "digital

watermarks. "

[0004] The prior art includes cppy protection systems ammpted at many stages in the

development of the software industgg. These may be various methods by which a

software engineer can write the software in a clever manner to determine if it has been

copied, and if so to deactivate itself. Also included are undocumented changes to the

storage format of the content. Copy protection was generally abandoned by the software

industgy, since pirates were generally just as clever as the software engineers and figpred

out ways to modify the software and deactivate the protection. The cost of developing

such protection was not justified considering the level of piracy which occurred despite

the copy protection.
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[0005] Other methods for protection of computer software include the requirement of entering

certain numbers or facts that may be included in a packaged software's manual when

prompted at start-up. These may be overcome if copies of the manual are distributed to

unintended users, or by patching the code to bypass these measures Other methods

include requiring a user to contact the software vendor and to receive "keys" for

unlocking software after registration attached to some payment scheme, such as credit

card authorization. Further methods include network-based searches of a user's hard drive

and comparisons between what is registered to that user and what is actually installed on

the user's general computing device. Other proposals, by such parties as AT&T's Bell

Laboratories, use "kerning" or actual distance in pixels, in the rendering of text

documents, rather than a varied number of ASCII characters. However, this approach can

often be defeated by graphics processing analogous to sound processing, which

randomizes that informatipn. All of these methods require outside determination and

verification of the validity of the software license.

[0006] Digital watermarks can be used to mark each individual copy of a digitized work with

information identifying the title, copyright holder, and even the licensed owner of a

particular copy. When marked with licensing and ownership information, responsibility is

created for individual copies where before there was none. Computer application

programs can be watermarked by watermarking digital content resources used in

conjunction with images or audio data. Digital watermarks can be encoded with random

or pseudo random keys, which act as secret maps_for locating the watermarks. These keys

make it impossible for a party to find the watermark without having the key. In addition,

the encoding method can be enhanced to force a par_ty to cause damage to a watermarked

data stream when trying to erase a random-key watermark. Other information is disclosed

in "Technology: Digital Commerce", Denise Caruso, New York Times, Aug. 7 1995',

and "Copyrighting in the Information Age", Harley Ungar, ONLINE MARKETPLACE,

September 1995, Jupiter Communications.

 

[0007] Additionally, other methods for hiding information signals in content signals, are

disclosed in US. Pat. No. 5319 735—-Preuss et al. and US. Pat. No. 5379 345--

Greenberg.

 

[0008] It is desirable to use a "stega—cipher" or watermarking process to hide the necessargyparts
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or resources of the executable object code in the digitized sample resources. It is also

desirable to further modify the underlying structure of an executable computer

application such that it is more resistant to attempts at patching and analysis by memoty

capture. A computer application seeks to provide a user with certain utilities or tools, that

is, users interact with a computer or similar device to accomplish various tasks and

applications provide the relevant interface. Thus, a level of authentication can also be

introduced into software, or "digital products, " that include digital content, such as audio,

video, pictures or multimedia, with digital watermarks. Security is maximized because

erasing this code watermark without a key results in the destruction of one or more

essential parts of the underlying application, rendering the "program" useless to the

unintended user who lacks the appropriate key. Further if the key is linked to a license

code by means of a mathematical function, a mechanism for identifying the licensed

owner of an application is created.

[0009] It is also desirable to randomly reorganize program memoty structure intermittently

during program run time, to prevent attempts at memogz capture or object code analysis

aimed at eliminating licensing or ownership information, or otherwise modifying, in an

unintended manner, the functioning of the application.

[0010] In this way, attempts to capture memoty to determine underlying functionality or provide

a "patch" to facilitate unauthorized use of the "application," or computer program,

without destroying the functionality and thus usefulness of a copyrightable computer

progtam can be made difficult or impossible.

[0011] It is thus the cal of the resent invention to rovide a hi her level of co ri t securi

to object code on par with methods described in digital watermarking systems for

digitized media content such as pictures, audio, video and multimedia content in its

multifarious forms, as described in previous disclpsures, "Steganographic Method and

Device" Ser. No. 08/489172 filed Jun. 7 1995 now US. Pat. No. 5613 004 and 

'Human Assisted Random Key Generation and Application for Digital Watermark

System", Ser. No. (18/587,944, filed on Jan. 17 1996, the disclosure of which is hereby

incotporated by reference.

[0012] It is a further goal of the present invention to establish methods of copyright protection
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that can be combined with such schemes as software metering, network distribution of

code and specialized protection of software that is designed to work over a network, such

as that proposed by Sun Microsystems in their HotJava browser and Java proggamming

langpage, and manipulation of application code in proposed distribution of documents

that can be exchanged with resources pr the look and feel of the document being

preserved over a network. Such systems are currently being offered by companies

including Adobe, with their Acrobat software. This latter goal is accomplished primarily

by means of the watermarking of font, or pgpeface, resources included in applications or

documents, which determine how a bitmap representation of the document is ultimately

drawn on a presentation device.

[0013] The present invention includes an application of the technology of "digital watermarks."

As described in previous disclosures, "Steganographic Method and Device" and "Human

Assisted Random Key Generation and Application for Digital Watermark System,"

watermarks are particularly suitable to the identification, metering, distributing and

authenticating digitized content such as pictures, audio, video and derivatives thereof

under the description of "multimedia content." Methods have been described for

combining both cgyptographic methods, and steganography, or hiding something in plain

view. Discussions of these technologies can be found in Applied ngptography by Bruce

Schneier and The Code Breakers by David Kahn. For more information on prior art

public-key cgyptosysterns see US. Pat. No. 4,200,770 Diffie—Hellman, US. Pat. No.

4 218 582 Hellman US. Pat. No. 4405 829 RSA US. Pat, No. 4424 414 Hellman

Pohlig. Computer code, or machine language instructions, which are not digitized and

have zero tolerance for error, must be protected by derivative or alternative methods,

such as those disclosed in this invention, which focuses on watermarking with "keys"

derived from license codes or other ownership identification information, and using the

watermarks encoded with such keys to hide an essential subset of the application code

resources.

 

BACKGROUND OF THE INVENTION

[0014] Increasingly; commercially valuable information is being created and stored in "digital"

form. For example, music, photographs and video can all be stored and transmitted as a

series of numbers, such as 1's and 0's. Digital techniques let the original information be
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recreated in a very accurate manner. Unfortunately, digital techniques also let the

information be easily copied without the information owner's permission.

[0015] Because unauthorized copying is clearly a disincentive to the digital distribution of

valuable information, it is important to establish responsibility for copies and derivative

copies of such works For example, if each authorized digital copy of a popular song is

identified with a unique number, any unauthorized copy of the song would also contain

the number. This would allow the owner of the information, such as a song publisher, to

investigate who made the unauthorized copy. Unfortunately, it is possible that the unique

number could be erased or altered if it is simply tacked on at the beginning or end of the

digital information.

[0016] As will be described, known digital "watermark" techniques give creators and publishers

of digitized multimedia content localized, secured identification and authentication of

that content. In considering the various forms of multimedia content, such as "master,"

stereo, National Television Standards Committee (NTSC) video, audio tape or compact

disc, tolerance of quality will vary with individuals and affect the underlying commercial

and aesthetic value of the content. For example, if a digital version of a popular song

sounds distorted, it will be less valuable to users. It is therefore desirable to embed

copyright, ownership or purchaser information, or some combination of these and related

data, into the content in a way that will damage the content if the watermark is removed

without authorization.

[0017] To achieve these goals, digital watermark systems insert ownership information in a way

that causes little or no noticeable effects, or "artifacts," in the underlying content signal.

For example, if a digital watermark is inserted into a digital version of a song, it is

important that a listener not be bothered by the slight changes introduced by the

watermark. It is also important for the watermark technique to maximize the encoding

level and "location sensitivity" in the signal to force damage to the content signal when

removal is attempted. Digital watermarks address many of these concerns, and research

in the field has provided extremely robust and secure implementations.

[0018] What has been overlooked in many applications described in the art, however, are

systems which closely mimic distribution of content as it occurs in the real world. For
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instance, many watermarking systems require the original un-watermarked content signal

to enable detection or decode operations. These include highly publicized efforts by

NEC, Digimarc and others. Such techniques are problematic because, in the real world,

original master copies reside in a rights holders vaults and are not readily available to the

public.

[0019] With much activity overly focused on watermark survivability, the security of a digital

watermark is suspect. Any simple linear operation for encoding information into a signal

may be used to erase the embedded signal by inverting the process This is not a difficult

task, especially when detection software is a plug—in freely available to the public, such as

with Digimarc. In general, these systems seek to embed cryptographic information, not

cryptographically embed information into target media content.

[0020] Other methods embed ownership information that is plainly visible in the media signal,

such as the method described in US. Pat. No. 5,530,739 to Braudaway et al. The system

described in Braudaway protects a digitized image by encoding a visible watermark to

deter piracy. Such an implementation creates an immediate weakness in securing the

embedded information because the watermark is plainly visible. Thus, no search for the

embedded signal is necessary and the watermark can be more easily removed or altered.

For example, while certainly useful to some rights owners, simply placing the symbol

“©" in the digital information would only provide limited protection. Removal by

adjusting the brightness of the pixels forming the "©" would not be difficult with respect

to the computational resources required.

[0021] Other relevant prior art includes US. Pat. No. 4,979,210 and 5,073,925 to Nagata et al.,

which encodes information by modulating an audio signal in the amplitude/time domain.

The modulations introduced in the Nagata process carry a "copy/don't copy" message,

which is easily found and circumvented by one skilled in the art. The granularity of

encoding is fixed by the amplitude and frequency modulation limits required to maintain

inaudibility. These limits are relatively low, making it impractical to encode more

information using the Nagata process.

[0022] Although US. Pat. No. 5,661,018 to Leighton describes a means to prevent collusion

attacks in digital watermarks, the disclosed method may not actually provide the security
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described. For-example, in cases where the watermarking technique is linear, the

"insertion envelope" or "watermarking space" is well-defined and thus susceptible to

attacks less sophisticated than collusion by unauthorized parties. Over-encoding at the

watermarking encoding level is but one simple attack in such linear implementations.

Another consideration not made by Leighton is that commercially-valuable content may

already exist in a un-watermarked form somewhere, easily accessible to potential pirates,

gutting the need for any type of collusive activity. Digitally signing the embedded signal

with preprocessing of watermark data is more likely to prevent successful collusion.

Furthermore, a "baseline" watermark as disclosed is quite subjective. It is simply

described elsewhere in the art as the "perceptually significant" regions of a signal.

Making a watermarking function less linear or inverting the insertion of watermarks

would seem to provide the same benefit without the additional work required to create a

"baseline" watermark. Indeed, watermarking algorithms should already be capable of

defining a target insertion envelope or region without additional steps. What is evident is

the Leighton patent does not allow for initial prevention of attacks on an embedded

watermark as the content is visibly or audibly unchanged.

[0023] It is also important that any method for providing security also function with broadcasting

media over networks such as the Internet, which is also referred to as "streaming."

Commercial "plug—in" products such as RealAudio and RealVideo, - as well as

applications by vendors VDONet and Xtreme, are common in such network

environments. Most digital watermark implementations focus on common file base

signals and fail to anticipate the security of streamed signals. It is desirable that any

protection scheme be able to function with a plug-in player without advanced knowledge

of the encoded media stream.

[0024] Other technologies focus solely on file-based security. These technologies illustrate the

varying applications for security that must be evaluated for different media, and

distribution environments. Use of cryptolopes or cryptographic containers, as proposed

by IBM in its Cryptolope product, and InterTrust, as described in US. Pat. Nos.

4,827,508, 4,977,594, 5,050,213 and 5,410,598, may discourage certain forms of piracy.

Cryptographic containers, however, require a user to subscribe to particular decryption

software to decrypt data. IBM's InfoMarket and InterTrust's DigiBox, among other

implementations, provide a generalized model and need proprietary architecture to
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function. Every user must have ‘a subscription or registration with the party which

encrypts the data. Again, as a form of general encryption, the data is scrambled or

encrypted without regard to the media and its formatting. Finally, control over copyrights

or other neighboring rights is left with the implementing party, in this case, IBM,

lnterTrust or a similar provider.

[0025] Methods similar to these "trusted systems" exist, and Cerberus Central Limited and

Liquid Audio, among a number of companies, offer systems which may functionally be

thought of as subsets of IBM and InterTrust's more generalized security offerings. Both

Cerberus and Liquid Audio propose proprietary player software which is registered to the

user and “locked" in a manner parallel to the locking of content that is distributed Via a

cryptographic container. The economic trade-off in this model is that users are required to

use each respective companies' proprietary player to play or otherwise manipulate content

that is downloaded. If, as is the case presently, most music or other media is not available

via these proprietary players and more companies propose non-compatible player

formats, the proliferation of players will continue. Cerberus and Liquid Audio also by

way of extension of their architectures provide for "near-CD quality" but proprietary

compression. This requirement stems from the necessity not to allow content that has

near-identical data make-up to an existing consumer electronic standard, in Cerberus and

Liquid Audio's case the so-called Red Book audio CD standard of 16 bit 44.1 kHz, so

that comparisons with the proprietary file may not yield how the player is secured.

Knowledge of the player's file format renders its security ineffective as a file may be

replicated and played on any common player, not the intended proprietary player of the

provider of previously secured and uniquely formatted content. This is the parallel

weakness to public key crypto—systems which have gutted security if enough plain text

and cipher text comparisons enable a pirate to determine the user's private key.

[0026] Many approaches to digital watermarking leave detection and decoding control with the

implementing party of the digital watermark, not the creator of the work to be protected.

A set of secure digital watermark implementations address this fundamental control issue

forming the basis of key-based approaches. These are covered by the following patents

and pending applications, the entire disclosures of which are hereby incorporated by

reference: US. Pat. No. 5,613, 004 entitled "Steganographic Method and Device" and its

derivative US. patent application Ser. No. 08/775,216 (which issued November 11 1997
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as US. Patent No. 5,687,236), US. patent application Ser. No. 08/587,944 entitled

"Human Assisted Random Key Generation and Application for Digital Watermark

System[[,]]"(which issued October 13, 1998, as US. Patent No. 5,822,432) US. patent

application Ser. No. 08/587,943 entitled ”Method for Stega-Cipher Protection of

Computer Code[[,]]"(which issued April 28, 1998, as US. Patent No. 5,748,569), US.

patent application Ser. No. 08/677,435 entitled ”Optimization Methods for the Insertion,

Protection, and Detection of Digital Watermarks in Digitized Data[[,]]"(which issued

March 30, 1999, as US Patent No. 5,889 868) and US. patent application Ser, No.

08/772,222 entitled "Z-Transform Implementation of Digital Watermarks[[.]]"(which

issued June 20, 2000, as US. Patent No. 6,078,664). Public key crypto-systems are

described in US. Pat. No. 4,200,770, 4,218,582, 4,405,829 and 4,424,414, the entire

disclosures of which are also hereby incorporated by reference.

[0027] In particular, an improved protection scheme is described in "Method for Stega—Cipher

Protection of Computer Code," US. patent application Ser. No. 08/587,943 [LEXLich

issued April 28, 1998, as US. Patent No. 5,748,569). This technique uses the key-based

insertion of binary executable computer code within a content signal that is subsequently,

and necessarily, used to play or otherwise manipulate the signal in which it is encoded.

With this system, however, certain computational requirements, such as one digital player

per digital copy of content, may be necessitated, For instance, a consumer may download

many copies of watermarked content. With this technique, the user would also be

downloading as many copies of the digital player program. While this form of security

may be desirable for some applications, it is not appropriate in many circumstances.

[0028] Finally, even when digital information is distributed in encoded form, it may be desirable

to allow unauthorized users to play the information with a digital player, perhaps with a

reduced level of quality. For example, a popular song may be encoded and freely

distributed in encoded form to the public. The public, perhaps using commonly available

plug-in digital players, could play the encoded content and hear the music in some

degraded form. The music may-sound choppy, or fuzzy or be degraded in some other

way. This lets the public decide, based on the available lower quality version of the song,

if they want to purchase a key from the publisher to decode, or "clean-up," the content.

Similar approaches could be used to distribute blurry pictures or low quality video. Or

even "degraded" text, in the sense that only authenticated portions of the text can be ‘
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determined with the predetermined key or a validated digital signature for the intended

message.

[0029] In view of the foregoing, it can be appreciated that a substantial need exists for a method

allowing encoded content to be played, with degraded quality, by a plug-in digital player,

and solving the other problems discussed above.

SUMMARY OF THE INVENTION

[0030] The disadvantages of the art are alleviated to a great extent by a method for combining

transfer functions with predetermined key creation. In one embodiment, digital

information, including a digital sample and format information, is protected by

identifying and encoding a portion of the format information. Encoded digital

information, including the digital sample and the encoded format information, is

generated to protect the original digital information.

[0031] In another embodiment, a digital signal, including digital samples in a file format having

an inherent granularity, is protected by creating a predetermined key. The predetermined

key is comprised of a transfer function-based mask set to manipulate data at the inherent

granularity of the file format of the underlying digitized samples.

[0032] It is thus a goal of the present invention, to provide a level of security for executable code

on similar grounds as that which can be provided for digitized samples. Furthermore, the

present invention differs from the prior art in that it does not attempt to stop copying but

rather, determines responsibility for a copy by ensuring that licensing information must

be preserved in descendant copies from an original. Without the correct license

information, the copy cannot function.

[0033] An improvement over the art is disclosed in the present invention, in that the software

itself is a set of commands, compiled by software engineer which can be configured in

such a manner as to tie underlying functionality to the license or authorization of the copy

in possession by the user. Without such verification, the functions sought out by the user

in the form of software cease to properly work. Attempts to tamper or "patch" substitute

code resources can be made highly difficult by randomizing the location of said resources

in memoty on an intermittent basis to resist most attacks at disabling the system.
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[0034] With these and other advantages and features of the invention that will become

hereinafter apparent, the nature of the invention may be more clearly understood by

reference to the following detailed description of the invention, the appended claims and

to the several drawings attached herein.

BRIEF DESCRIPTION OF THE DRAWINGS

[0035] FIG. 1 is a block flow diagram of a method for copy protection or authentication of

digital information according to an embodiment of the present invention.

DETAILED DESCRIPTION

[0036] In accordance with an embodiment of the present invention, a method combines transfer

functions with predetermined key creation. Increased security is achieved in the method

by combining elements of ”public-key steganography" with cryptographic protocols,

which keep in-transit data secure by scrambling the data with "keys" in a manner that is

not apparent to those with access to the content to be distributed. Because different forms

of randomness are combined to offer robust, distributed security, the present invention

addresses an architectural "gray space" between two important areas of security: digital

watermarks, a subset of the more general art of steganography, and cryptography. One

form of randomness exists in the mask sets that are randomly created to map watermark

data into an otherwise unrelated digital signal. The second form of randomness is the

random permutations of data formats used with digital players to manipulate the content

with the predetermined keys. These forms can be thought of as the transfer function

versus the mapping function inherent to digital watermarking processes.

[0037] According to an embodiment of the present invention, a predetermined, or randomly

generated, key is used to scramble digital information in a way that is unlike known

"digital watermark" techniques and public key crypto-systems. As used herein, a key is

also referred to as a "mask set" which includes one or more random or pseudo-random

series of bits. Prior to encoding, a mask can be generated by any cryptographically secure

random generation process. A block cipher, such as a Data Encryption Standard GDES)

algorithm, in combination with a sufficiently random seed value, such as one created

using a Message Digest 5 (MDS) algorithm, emulates a cryptographically secure random

bit generator. The keys are saved in a database, along with information matching them to
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the digital signal, for use in descrambling and subsequent viewing or playback

Additional file format or transfer property information is prepared and made available to

the encoder, in a bit addressable manner. As well, any authenticating function can be

combined, such as Digital Signature Standard (DSS) or Secure Hash Algorithm (SHA).

[0038] Using the predetermined key comprised of a transfer function-based mask set, the data

representing the original content is manipulated at the inherent granularity of the file

format of the underlying digitized samples. Instead of providing, or otherwise

distributing, watermarked content that is not noticeably altered, a partially "scrambled"

copy of the content is distributed. The key is necessary both to register the sought—after

content and to descramble the content into its original form.

[0039] The present invention uses methods disclosed in "Method for Stega-Cipher Protection of

Computer Code," US. patent application Ser. No. 08/587,943 (which issued April 28,

1998, as US. Patent No. 5,748,569[, with respect to transfer functions related to the

common file formats, such as PICT, TIFF, AIFF, WAV, etc. Additionally, in cases where

the content has not been altered beyond being encoded with such functional data, it is

possible for a digital player to still play the content because the file format has not been

altered. Thus, the encoded content could still be played by a plug-in digital player as

discrete, digitally sampled signals, watermarked or not. That is, the structure of the file

can remain basically unchanged by the watermarking process, letting common file format

based players work with the "scrambled" content.

[0040] For example, the Compact Disc-Digital Audio (CD-DA) format stores audio information

as a series of frames. Each frame contains a number of digital samples representing, for

example, music, and a header that contains file format information. As shown in FIG. 1,

according to an embodiment of the present invention some of the header information can

be identified and "scrambled" using the predetermined key at steps 110 to 130. The music

samples can remain unchanged. Using this technique, a traditional CD-DA player will be

able to play a distorted version of the music in the sample. The amount of distortion will

depend on the way, and extent, that the header, or file format, information has been

scrambled. It would also be possible to instead scramble some of the digital samples

while leaving the header information alone. In general, the digital signal would be

protected by manipulating data at the inherent granularity, or "frames," of the CD-DA file
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format. To decode the information, a predetermined key is used before playing the digital

information at steps 140 and 150.

[0041] A key-based decoder can act as a "plug-in" digital player of broadcast signal streams

without foreknowledge of the encoded media stream. Moreover, the data format

orientation is used to partially scramble data in transit to prevent unauthorized

descrambled access by decoders that lack authorized keys. A distributed key can be used

to unscramble the scrambled content because a decoder would understand how to process

the key. Similar to onLthe—fly decryption operations, the benefits inherent in this

embodiment include the fact that the combination of watermarked content security, which

is key-based, and the descrambling of the data, can be performed by the same key which

can be a plurality of mask sets. The mask sets may include primary, convolution and

message delimiter masks with file format data included.

[0042] The creation of an optimized "envelope" for insertion of watermarks provides the basis of

much watermark security, but is also a complementary goal of the present invention. The

predetermined or random key that is generated is not only an essential map to access the

hidden information signal, but is also the descrambler of the previously scrambled

signal's format for playback or viewing.

[0043] In a system requiring keys for watermarking content and validating the distribution of the

content, different keys may be used to encode different information while secure one way

hash functions or one-time pads may be incorporated to secure the embedded signal. The

same keys can be used to later validate the embedded digital signature, or even fully

decode the digital watermark if desired. Publishers can easily stipulate that content not

only be digitally waterniarked but that distributors must check the validity of the

watermarks by performing digital signature-checks with keys that lack any other

functionality. The system can extend to simple authentication of text in other

embodiments.

[0044] Before such a market is economically feasible, there are other methods for deploying key-

based watermarking coupled with transfer functions to partially scramble the content to

be distributed Without performing full public key encryption, i.e., a key pair is not

necessarily generated, simply, a predetermined key's function is created to re-map the
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data of the content file in a lossless process. Moreover, the scrambling performed by the

present invention may be more dependent on the file in question. Dissimilarly, encryption

is not specific to any particular media but is performed on data. The file format remains

unchanged, rendering the file useable by any conventional viewer/player, but the signal

quality can be intentionally degraded in the absence of the proper player and key. Public-

key encryption seeks to completely obscure the sensitive "plaintext" to prevent

comparisons with the "ciphertext" to determine a user's private keys. Centralized

encryption only differs in the utilization of a single key for both encryption and

decryption making the key even more highly vulnerable to attacks to defeat the

encryption process. With the present invention, a highly sought after photograph may be

hazy to the viewer using any number of commonly available, nonproprietary software or

hardware, without the authorized key. Similarly, a commercially valuable song may

sound poor.

[0045] The benefit of some form of cryptography is not lost in the present invention. In fact,

some piracy can be deterred when the target signal may be known but is clearly being

protected through scrambling. What is not anticipated by known techniques, is an ala

carte method to change various aspects of file formatting to enable various "scrambled

states" for content to be subsequently distributed. An image may lack all red pixels or

may not have any of the most significant bits activated. An audio sample can similarly be

scrambled to render it less-than-commercially viable.

[0046] The present invention also provides improvements over known network-based methods,

such as those used for the streaming of media data over the Internet. By manipulating file

formats, the broadcast media, which has been altered to "fit" within electronic

distribution parameters, such as bandwidth availability and error correction

considerations, can be more effectively utilized to restrict the subsequent use of the

content while in transit as well as real-time viewing or playing.

[0047] The mask set providing the transfer function can be read on a per-use basis by issuing an

authorized or authenticating "key" for descrambling the signal that is apparent to a viewer

or a player or possessor of the authenticating key. The mask set can be read on a per-

computer basis by issuing the authorized key that is more generalized for the computer

that receives the broadcast signals. Metering and subscription models become viable
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advantages over known digital watermark systems which assist in designating the

ownership of a copy of digitized media content, but do not prevent or restrict the copying

or manipulation of the sampled signal in question. For broadcast or streamed media, this

is especially the case. Message authentication is also possible, though not guaranteeing

the same security as an encrypted file as with general crypto systems.

[0048] The present invention thus benefits from the proprietary player model without relying on

proprietary players. No new players will be necessary and existing multimedia file

formats can be altered to exact a measure of security which is further increased when

coupled with digital watermarks As with most consumer markets for media content,

predominant file formats exist, de facto, and corresponding formats for computers

likewise exist. For a commercial compact disc quality audio recording, or 16 bit 441

kHz, corresponding file formats include: Audio Interchange File Format (AIFF),

Microsoft WAV, Sound Designer II, Sun's .au, Apple's Quicktime, etc. For still image

media, formats are similarly abundant: TIFF, PICT, JPEG, GIF, etc. Requiring the use of

additional proprietary players, and their complementary file formats, for limited benefits

in security is wasteful. Moreover, almost all computers today are multimedia-capable,

and this is increasingly so with the popularity of Intel's MMX chip architecture and the

PowerPC line of micrOchips. Because file formatting is fundamental in the playback of

the underlying data, the predetermined key can act both as a map, for information to be

encoded as watermark data regarding ownership, and a descrambler of the file that has

been distributed, Limitations will only exist in how large the key must be retrofitted for a

given application, but any manipulation of file format information is not likely to exceed

the size of data required versus that for an entire proprietary player.

[0049] As with previous disclosures by the inventor on digital watermarking techniques, the

present invention may be implemented with a variety of cryptographic protocols to

increase both confidence and security in the underlying system. A predetermined key is

described as a set of masks. These masks may include primary, convolution and message

delimiter mask. In previous disclosures, the functionality of these masks is defined solely

for mapping. The present invention includes a mask set which is also controlled by the

distributing party of a copy of a given media signal. This mask set is a transfer function

which is limited only by the parameters of the file format in question. To increase the

uniqueness or security of each key used to scramble a given media file copy, a secure one
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way hash function can be used subsequent to transfer properties that are initiated to

prevent the forging of a particular key. Public and private keys may be used as key pairs

to further increase the unlikeliness that a key may be compromised.

[0050] These same cryptographic protocols can be combined with the embodiments of the

present invention in administering streamed content that requires authorized keys to

correctly display or play the streamed content in an unscrambled manner. As with digital

watermarking, symmetric or asymmetric public key pairs may be used in a variety of

implementations. Additionally, the need for certification authorities to maintain authentic

key-pairs becomes a consideration for greater security beyond symmetric key

implementations. The cryptographic protocols makes possible, as well, a message of text

to be authenticated by a message authenticating function in a general computing device

that is able to ensure secure message exchanges between authorizing parties.

[0051] An executable computer program is variously referred to as an application, from the point

of view of a user, or executable object code from the point of view of the engineer. A

collection of smaller, atomic (or indivisible] chunks of object code typically comprise the

complete executable object code or application which may also reguire the presence of

certain data resources. These indivisible portions of object code correspond with the

programmers' function or procedure implementations in higher level languages, such as C

or Pascal. In creating an application, a programmer writes "code" in a higher level

langpage which is then compiled down into "machine langpage,” or, the executable

object code, which can actually be run by a computer, general putpose or otherwise. Each

function, or procedure, written in the progtamming langpage, represents a self-contained

portion of the larger program, and implements, typically, a vety small piece of its

functionality. The order in which the programmer types the code for the various functions

or procedures, and the distribution of and arrangement of these implementations in

various files which hold them is unimportant. Within a function or procedure, however,

the order of individual langpage constructs, which correspond to particular machine

instructions is important and so functions or procedures are considered indivisible for

purposes of this discussion. That is, once a function or procedure is compiled, the order

of the machine instructions which comprise the executable object code of the function is

important and their order in the computer memou is of vital importance. Note that many

"compilers" perform "optimizations" within functions or procedures, which determine, on
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a limited scale, if there is a better arrangement for executable instructions which is more

efficient than that constructed by the progtammer, but does not change the result of the

function or procedure. Once these optimizations are performed, however, making random

changes to the order of instructions is very likely to "break" the function. When a

program is compiled, then, it consists of a collection of these sub-objects, whose exact

order or arrangement in memoty is not important, so long as any sub-object which uses

another sub-object knows where in memog it can be found.

[0052] The memoty address of the first instruction in one of these sub-objects is called the "entty

point" of the function or procedure. The rest of the instructions comprising that sub-

obiect immediately follow from the entty point. Some systems may prefix information to

the entg point which describes calling and return conventions for the code which

follows, an example is the Apple Macintosh Operating System tMacOSL These sub-

objects can be packaged into what are referred to in certain systems as "code resources,"

which may be stored separately from the application, or shared with other applications,

although not necessarily. Within an application there are also data objects, which consist

of some data to be operated on by the executable code. These data objects are not

executable. That is, they do not consist of executable instructions. The data objects can be

referred to in certain systems as "resources."

[0053] When a user purchases or acquires a computer program, she seeks a computer program

that "functions" in a desired manner. Simply, computer software is overwhelmingly

purchased for its underlying functionality. In contrast, persons who copy multimedia

content, such as pictures, audio and video, do so for the entertainment or commercial

value of the content. The difference between the two types of products is that multimedia

content is not generally interactive, but is instead passive, and its commercial value

relates more on passive not interactive or utiliy features, such as those required in

packaged software, set-top boxes cellular phones, VCRs, PDAs, and the like. Interactive

digital products which include computer code may be mostly interactive but can also

contain content to add to the interactive experience of the user or make the underlying

utility of the software more aesthetically pleasing. It is a common concern of both of

these creators, both of interactive and passive multimedia products, that "digital

products" can be easily and perfectly copied and made into unpaid or unauthorized

copies. This concern is especially heightened when the underlying product is copyright
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protected and intended for commercial use.

[0054] The first method of the present invention described involves hiding necessagg "parts" or

code "resources" in digitized sample resources using a "digital watermarking" process,

such as that described in the "Steganographic Method and Device" patent application.

The basic premise for this scheme is that there are a certain sub-set of executable code

resources, that comprise an application and that are "essential" to the proper function of

the application. In general, any code resource can be considered "essential" in that if the

progtam proceeds to a point where it must "call" the code resource and the code resource

is not present in memoty, or cannot be loaded, then the program fails. However, the

present invention uses a definition of "essential" which is more narrow. This is because,

those skilled in the art or those with programming experience, may create a derivative

program not unlike the utilig provided by the original program, by writing additional or

substituted code to work around unavailable resources. This is particularly true with

programs that incotporate an optional "plug-in architecture," where several code

resources may be made optionally available at run-time. The present invention is also

concerned with concentrated efforts by technically skilled people who can analyze

executable object code and "patch" it to ignore or bypass certain code resources. Thus,

for the present embodiment's putposes, "essential" means that the function which

distingpishes this application from any other application depends upon the presence and

use of the code resource in question. The best candidates for this type of code resources

are NOT optional, or plug-in types, unless special care is taken to prevent work-arounds.

[0055] Given that there are one or more of these essential resources what is needed to realize the

present invention is the presence of certain data resources of a type which are amenable

to the "stega-cipher" process described in the "Steganographic Method and Device"

patent US. Pat. No. 5,613,004. Data which consists of image or audio samples is

particularly useful. Because this data consists of digital samples digital watermarks can

be introduced into the samples. What is further meant is that certain applications include

image and audio samples which are important to the look and feel of the progtam or are

essential to the processing of the application's functionality when used by the user. These

computer programs are familiar to users of computers but also less obvious to users of

other devices that run applications that are equivalent in some measure of functionality to

general pur_‘pose computers including, but not limited to, set-top boxes, cellular phones,
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"smart televisions," PDAs and the like. However, programs still comprise the underlying

"operating systems" of these devices and are becoming more complex with increases in

functionality.

[0056] One method of the present invention is now discussed. When code and data resources are

compiled and assembled into a precursor of an executable program the next step is to use

a utilig application for final assembly of the executable application. The programmer

marks several essential code resources in a list displayed by the utility. The utility will

choose one or several essential code resources and encode them into one or several data 

resources using the stegacipher process. The end result will be that these essential code

resources are not stored in their own partition but rather stored as encoded information in

data resources. They are not accessible at run-time without the key. Basically, the

essential code resources that provide functionality in the final end-product, an executable

application or computer program are no longer easily and recognizably available for

manipulation by those seeking to remove the underlmigpopyright or licenset or its

equivalent information or those with skill to substitute alternative code resources to

"force" the application program to run as an unauthorized copy. For the encoding of the

essential code resources, a "key" is needed. Such a key is similar to those described in

US. Pat. No. 5,613,004, the "Steganographic Method and Device" patent. The putpose of

this scheme is to make a particular licensed copy of an application distingpishable from

any other. It is not necessam to distinguish. evety instance of an application, merely evety

instance of a license. A licensed user may then wish to install multiple copies of an

application, legally or with authorization. This method, then, is to choose the key so that

it corresponds, is equal to, or is a function of, a license code or license descriptive

information, not just a text file, audio clip or identifying piece of information as desired

in digital watermarking schemes extant and typically useful to stand-alone, digitally

sampled content. The key is necessm to access the underlying code, i.e., what the user

understands to be the application program.

 

[0057] The assembly utility can be supplied with a key generated from a license code generated

for the license in question. Alternatively, the key, possibly random, can be stored as a

data resource and enctypted with a derivative of the license code. Given the key, it

encodes one or several essential resources into one or several data resources. Exactly

which code resources are encoded into which data resources may be determined in a
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random or pseudo random manner. Note further that the application contains a code

resource which performs the function of decoding an encoded code resource from a data

resource. The application must also contain a data resource which specifies in which data

resource a particular code resource is encoded. This data resource is created and added at

assembly time by the assembly utility. The application can then operate as follows:

[0058] 1 when it is run for the first time after installation it asks the user for

personalization information, which includes the license code. This can include a

particular computer confi gpration',

[0059] 2) it stores this information in a personalization data resource;

[0060] 3) Once it has the license code, it can then generate the proper decoding key to

access the essential code resources.

[0061] Note that the application can be copied in an uninhibited manner, but must contain the

license code issued to the licensed owner, to access its essential code resources. The goal

of the invention, copyright protection of computer code and establishment of

responsibilig for copies, is thus accomplished.

[0062] This invention represents a significant improvement over prior art because of the inherent

difference in use of purely informational watermarks versus watermarks which contain

executable object code. If the executable object code in 'a watermark is essential to an

application which accesses the data which contains the watermark, this creates an all-or-

none situation. Either the user must have the extracted watermark, or the application

cannot be used, and hence the user cannot gain full access to the presentation of the

information in the watermark bearing data. In order to extract a digital watermark, the

user must have a key. The key, in tum is a function of the license information for the

copy of the software in Question. The key is fixed prior to final assembly of the

application files, and so cannot be changed at the option of the user. That in turn means

the license information in the software copy must remain fixed so that the correct key is

available to the software. The key and the license information are, in fact,

interchangeable. One is merely more readable than the other. In US. Pat. No. 5,613,004,

the "Steganographic Method and Device, patent", the possibility of randomization erasure

attacks on digital watermarks was discussed. Simply, it is always possible to erase a
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digital watermark, depending on how mrrch damage you are willing to do 10 the

watermark-bearing content stream. The present invention has the significant advantage

that you must have the watermark to be able to use the code it contains. If you erase the

watermark you have lost a key piece of the functionality of the application, or even the

means to access the data which bear the watermark

[0063] A preferred embodiment wpuld be implemented in an embedded system, with a minimal

operating system and memory. No media playing "applets," or smaller sized applications

as proposed in new operating environments envisioned by Sun Microsystems and the

advent of Sun's Java operating system, would be permanently stored in the system, only

the bare necessities to operate the device, download information, decode watermarks and

execute the applets contained in them. When an applet is finished executing, it is erased

from memom. Such a system would gparantee that content which did not contain

readable watermarks could not be used. This is a powerful control mechanism for

ensuring that content to be distributed through such a system contains valid watermarks.

Thus, in such networks as the Internet or set-tgp b0x controlled cable systems,

distribution and exchange of content would be made more secure from unauthorized

copying to the benefit of copyright holders and other related parties. The system would

be enabled to invalidate, by default, any content which has had its watermark“) erased,

since the watermark conveys, in addition to copyright information, the means to fully

access, play, record or otherwise manipulate, the content.

[0064] A second method according to the present invention is to randomly re-organize program

memogr structure to prevent attempts at memory capture or object code analysis. The

object of this method is to make it extremely difficult to perform memory capture-based

analysis of an executable computer program. This analysis is the basis for a method of

attack to defeat the system envisioned by the present invention.

[0065] Once the code resources of a program are loaded into memogr, they typically remain in a

fixed position, unless the cpmputer operating system finds it necessam to rearrange

certain portions of memory during "system time," when the operating system code, not

application code, is running. Typically, this is done in low memory systems, to maintain

optimal memogr utilization. The MacOS for example, uses Handles, which are double-

indirect pointers to memory locations, in order to allow the operating system to rearrange
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memoty transparently, underneath a running program. If a computer progtam contains

countermeasures against unlicensed copying a skilled technician can often take a

snapshot of the code in memoty, analyze it, determine which instructions comprise the

countermeasures, and disable them in the stored application file, by means of a "patch."

Other applications for designing code that moves to prevent scanning-tunnelling

microscopes, and similar high sensitive hardware for analysis of electronic structure of

microchips running code have been proposed by such parties as Wave Systems. Designs

of Wave Systems' microchip are intended for preventing attempts by hackers to

"photograph" or otherwise determine "burn in" to microchips for attempts at reverse

engineering. The present invention seeks to prevent attempts at understanding the code

and its organization for the putpose of patching it, Unlike systems such as Wave

Systems', the present invention seeks to move code around in such a manner as to

complicate attempts by software engineers to reengineer a means to disable the methods

for creating licensed copies on any device that lacks "trusted hardware." Moreover, the

present invention concerns itself with any application software that may be used in

general computing devices, not chipsets that are used in addition to an underlying

computer to perform encgption. Wave Systems' approach to security of software, if

intetpreted similarly to the present invention, would dictate separate microchip sets for

each piece of application software that would be tampetproof. This is not consistent with

the economics of software and its distribution.

[0066] Under the present invention, the application contains a special code resource which

knows about all the other code resources in memoty. During execution time, this special

code resource, called a "memory scheduler, " can be called periodically, or at random or

pseudo random intervals, at which time it intentionally shuffles the other code resources

randomly in memoty, so that someone taing to analyze snapshots of memoty at various

intervals cannot be sure if they are looking at the same code or organization from one

"break" to the next. This adds sigpificant complexity to their job. The scheduler also

randomly relocates itself when it is finished. In order to do this, the scheduler would have

to first copy itself to a new location, and then specifically modify the progtam counter

and stack frame, so that it could then jump into the new copy of the scheduler, but return

to the correct calling frame. Finally, the scheduler would need to maintain a list of all

memoty addresses which contain the address of the scheduler, and change them to reflect
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its new location.

[0067] The methods described above accomplish the purposes of the invention-—to make it hard

to analyze captured memogy containing application executable code in order to create an

identifiable computer prpggam or application that is different from other copies and is

less susceptible to unauthorized use by those attempting to disable the underlying

co ri t rotection 5 Stem. Sim 1 each co has articular identif in information

making that copy different from all other copies.

[0068] Although various embodiments are specifically illustrated and described herein, it will be

appreciated that modifications and variations of the present invention are covered by the

above teachings and within the purview of the appended claims without departing from

the spirit and intended scope of the invention.
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What is claimed is:

1. (original) A method for copy protection of digital information, the digital information

including a digital sample and format information, comprising the steps of:

identifying a portion ofthe format information to be encoded;

generating encoded format information from the identified portion ofthe format information; and

generating encoded digital information, including the digital sample and the encoded format

information.

2. (original) The method of claim 1, finther comprising the step of requiring a predetermined key

to decode the encoded format information

3. (original) The method of claim 2, wherein the digital sample and format information are

configured to be used with a digital player, and wherein information output from the

digital player will have a degraded quality unless the encoded format information is

decoded with the predetermined key.

4. (original) The method of claim 3, wherein the information output from the digital player

represents a still image, audio or video.

5. (original) The method of claim 3, wherein the information output represents text data to be

authenticated.

Claims 6 — 31 (cancelled without prejudice to Applicant’s right to seek allowance of said claims

in a related application)

32. (new) A method for copy protection of software comprising: embedding the sofiware with a

watermark wherein the embedded software operates in a manner substantially the same as

the software prior to the embedding step.

33. (new) The process of claim 32, wherein the step of embedding the software with a watermark

increases the complexity ofcode analysis and/or tampering with the software.

34. (new) The process of claim 32, wherein the watermarked software queries a user for

personalization information during installation of the software

35. (new) The process of claim 32, wherein the watermark is accessible with a key.
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36. (new) The process of claim 35, wherein the key enables authorized use of the watermarked

software.

37. (new) The process according to claim 35, wherein the key and license information are

interchangeable.

38. (new) The process according to claim 32, wherein the step of embedding the software with a

watermark is performed during execution of the software.

39. (new) The process according to claim 32, wherein the step of embedding the software with a

watermark modifies the structure of the software being embedded.

40. (new) An article of manufacture comprising a machine readable medium, having thereon

stored instructions adapted to be executed by a processor, which instructions when

executed result in a process comprising: receiving potentially watermarked software; and

identifying the software by extracting the watermark.

41. (new) The article of manufacture of claim 40, wherein the watermark is associated with

information fixed prior to distribution of the watermarked software.

42. (new) The article of manufacture of claim 40, wherein the watermark affects fimctionality of

the watermarked software.

43. (new) The article of manufacture of claim 40, wherein the extracted watermark enables

generation ofa key.

44. (new) The article of manufacture of claim 43, wherein the generated key and licensing

information are associated.

45. (new) The article of manufacture of claim 40, further comprising limiting functionality of the

sofiware if the watermark cannot be extracted.

46. (new) A method for watermarking software comprising: determining the structure a plurality

of code contained in the software; and configuring at least a portion of the plurality of

code according to a watermarking process.

47. (new) The process of claim 46, wherein the watermarking process further comprises inserting

information into the software after installation.

48. (new) The process of claim 46, wherein the watermarking process configures the at least a

portion ofthe plurality of code according to a key.
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49. (new) The process of claim 46, wherein the watermarking process increases the complexity ‘

of code analysis and/or tampering with the software.

50. (new) The process of claim 46, wherein the watermarking process is selected from the group

comprising: data hiding, steganography or steganographic ciphering.

51. (new) The process of claim 46, wherein the watermarking process is applied during

execution of the software.

52. (new) A system for copy protection of software comprising the steps of: associating license

information with a copy of a software application; encoding the associated license

information into the copy of the sofiware application using a watermarking process;

providing the copy of the software application having license information encoded

therein to a user; and, comparing information received by a user with the encoded license

information.

53. (new) The system of claim 52, wherein the encoding is controlled by a key.

54. (new) The system of claim 52, wherein the step of comparing the user supplied information

with- the encoded license information enables authorization of the software.

55. (new) The system of claim 53, wherein the key is fixed prior to distribution of the software.

56. (new) The system of claim 52, wherein the license information comprises code which affects

fimctionality ofthe watermarked software.

57. (new) The system of claim 52, wherein the watermark software is resistant to code analysis

and/or tampering.
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DATA PROTECTION METHOD AND DEVICE

Abstract of the Disclosure

An apparatus and method for encoding and decoding additional information into a digital

information in an integral manner. More particularly, the invention relates to a method and

device for data protection.
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DECLARATION FOR PATENT APPLICATION

As one of the below named inventors, I hereby declare that:

My residence, post office address and citizenship is as stated below next to my name;

I believe that I am the original, first and sole inventor (if only one name is listed below) or an

original, first and joint inventor (if plural names are listed below) of the subject matter which is

claimed and for which a patent is sought on the invention entitled:

DATA PROTECTION METHOD AND DEVICE

the specification of which: E is attached hereto.
El was filed on:

as Application No.:
and was amended on:

I have reviewed and understand the contents of the above-identified specification, including

the claims, as amended by any amendment referred to above. I acknowledge the duty to disclose

information which is material to patentability as defined in 37 C.F.R, § 1.56.

Prior Foreign Application(s)

I hereby claim foreign priority benefits under Title 35, United States Code, § 119(a)—(d) or

§365(b) of any foreign application(s) for patent or inventor’s certificate, or § 365(a) of any PCT

international application which designated at least one country other than the United States of

America, listed below and have also identified below any foreign application(s) for patent or

inventor’s certificate having a filing date before that of the application on which priority is claimed:

Country Application Date of Filing Date of Issue Priority Claimed
Number (day, month, year) (day, month, year)

-__—--
— mu
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80391 .0003CONT2

Prior Provisional Application(s)

I hereby claim the benefit under Title 35, United States Code § 119(e) of any United States
provisional application(s) listed below:

Application Date of Filing
Number (day, month, year)

 
 

 

 

  
Prior United States Application(s)

I hereby claim the benefit under Title 35, United States Code, § 120 of any United States
application(s), or §365(c) of any PCT international application designating the United States of
America, listed below and, insofar as the subject matter of each of the claims of this application is
not disclosed in the prior United States application in the manner provided by the first paragraph of
Title 35, United States Code, § 112, I acknowledge the duty to disclose material information as

defined in Title 37, Code of Federal Regulations, § 1.56(a) which occurred between the filing date of
the prior application and the national or PCT international filing date of this application:

Application Date of Filing Status — Patented,
Number (day, month, year) Pending, Abandoned

09/046,627 March 24, 1998 Patent No. 6,598,162

I July 22, 2003

08/587,943 January 17,1996 Patent No. 5,745,569

April 28, 1998

 
All correspondence and telephone communications should be addressed to:

&

Sccrrr Mosxown-z
16711 COLLINS AVENUE

NO. 2505

SUNNY ISLES BEACH, FLORIDA 33160

TELEPHONE NUMBER: (305) 956 - 9041
FACSIMILE NUMBER: (305) 956 - 9042
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I hereby declare that all statements made herein of my own knowledge are true and that all
statements made on information and belief are believed to be true; and further that these statements

were made with the knowledge that willful false statements and the like so made are punishable by

fine and imprisonment, or both, under 18 U.S.C. § 1001, and that such willful false statements may

jeopardize the validity of the application or any patent issuing thereon.

 Signature Date (fl/M I;at
Full Name of

First Inventor: MOSKOWITZ Scott A.

(Family Name) (First Given Name) (Second Given Name)

Citizenship: United States of America

Residence: 16711 Collins Avenue, # 2505, Sunny Isles Beach, FL 33160

Post Office 16711 Collins Avenue, # 2505, Sunny Isles Beach, FL 33160
Address:
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UNITED STATES PATENT AND TRADEMARK OFFICE

Appl. No. : Unassigned Confirmation No. NA

Applicant » : Scott A. MOSKOWITZ '
Filed : Herewith

TC/A.U. : 2132

Examiner : Laurel L. LASHLEY

Docket No. : 80391 .000300NT2

Title (before amendment): Method for Combining Transfer Functions with

Predetermined Key Creation

Commissioner for Patents

PO. Box 1450

Alexandria, VA 22313-1450

PRELIMINARY AMENDMENT

Prior to examination on the merits and prior to calculation of the filing fee, please»

enter the following amendments to the application.

IN THE TITLE:

Please delete the present title and replace it with “DATA PROTECTION METHOD AND

DEVICE”

IN THE SPECIFICATION:

On page 1 of the Application, insert the following before the section entitled “Field

of the Invention":

CROSS-REFERENCE TO RELATED APPLICATIONS

This application is a divisional of US. Patent Application Serial No.

10/602,777, which is a continuation application of US. Patent Application

Serial No. 09/046,627 (which issued July 22, 2003, as US. Patent No.
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6,598,162), which is a continuation-in—part of US. Patent Application

Serial No. 08/587,943, filed Jan. 17, 1996, (which issued April 28, 1998,

as US. Patent No. 5,745,943). The entire disclosure of US. Patent

Application No. 09/046,627 (which issued July 22, 2003, as US. Patent

No. 6,598,162) and US. Patent Application Serial No. 08/587,943, filed

Jan. 17, 1996, (which issued April 28, 1998, as US. Patent No.

5,745,943) are hereby incorporated by reference in their entireties.

In the FIELD OF THE INVENTION:

After paragraph [0002] please insert the following:

--- Vlfith the advent of computer networks and digital multimedia,

protection of intellectual property has become a prime concern for

creators and publishers of digitized copies of copyrightable works, such

as musical recordings, movies, video games, and computer software.

One method of protecting copyrights in the digital domain is to use "digital

watermarks. "

The prior art includes copy protection systems attempted at many stages

in the development of the software industry. These may be various

methods by which a software engineer can write the software in a clever

manner to determine if it has been copied, and if so to deactivate itself.

Also included are undocumented changes to the storage format of the

content. Copy protection was generally abandoned by the software

industry, since pirates were generally just as clever as the software

engineers and figured out ways to modify the software and deactivate the

protection. The cost of developing such protection was not justified

considering the level of piracy which occurred despite the copy protection.

Other methods for protection of computer software include the

requirement of entering certain numbers or facts that may be included in
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METHOD FOR STEGA-CIPHEI PROTECTION OF COMPUTER CODE

FIELD OF INVENTIQE

With the advent of computer networks and digital

5 -multimedia, protection of intellectual property has

become a prime concern for creators and publishers of

digitized copies of copyrightable works, such as musical

recordings, movies, video games, and computer software.

One method of protecting copyrights in the digital

10 domain is to use "digital watermarksl"

The prior art includes copy protection systems

attempted at many stages in the development of the

software industry. These may be various methods by

which a software engineer can write the software in a

15 clever manner to determine if it has been copied, and if

so to deactivate itself. Also included are undocumented

changes to the storage format of the content. Copy

protection was generally abandoned by the software

industry, since pirates were generally just as clever as

20 the software engineers and figured out ways to modify

the software and deactivate the protection. The cost of

developing such protection was not justified considering

the level of piracy which occurred despite the copy

protection.

25 Other methods for protection of computer software

include the requirement of entering certain numbers or

facts that may be included in a packaged software's
manual, when prompted at start-up. These may be

DC l-N:\HNW\PU12\102699—99999-4m200
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a packaged software's manual, when prompted at start-up. These may be

overcome if copies of the manual are distributed to unintended users, or

by patching the code to bypass these measures. Other methods include

requiring a user to contact the software vendor and to receive "keys" for

unlocking software after registration attached to some payment scheme,

such as credit card authorization. Further methods include network—based

searches of a user's hard drive and comparisons between what is

registered to that user and what is actually installed on the user's general

computing device. Other proposals, by such parties as AT&T's Bell

Laboratories, use 'lkerning" or actual distance in pixels, in the rendering of

text documents, rather than a varied number of ASCII characters.

However, this approach can often be defeated by graphics processing

analogous to sound processing, which randomizes that information. All of

these methods require outside determination and verification of the

validity of the software license.

Digital watermarks can be used to mark each individual copy of a

digitized work with information identifying the title, copyright holder, and

even the licensed owner of a particular copy. When marked with licensing

and ownership information, responsibility is created for individual copies

where before there was none. Computer application programs can be

watermarked by watermarking digital content resources used in

conjunction with images or audio data. Digital watermarks can be

encoded with random or pseudo random keys, which act as secret maps

for locating the watermarks. These keys make it impossible for a party to

find the watermark without having the key. In addition, the encoding

method can be enhanced to force a party to cause damage to a

watermarked data stream when trying to erase a random-key watermark.

Other information is disclosed in "Technology: Digital Commerce", Denise

Caruso, New York Times, Aug. 7, 1995; and "Copyrighting in the

Information Age", Harley Ungar, ONLINE MARKETPLACE, September

1995, Jupiter Communications.
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Additionally, other methods for hiding information signals in content

signals, are disclosed in U.S. Pat. No. 5,319,735--Preuss et al. and US.

Pat. No. 5,379,345—Greenberg.

It is desirable to use a "stega-cipher" or watermarking process to hide the

necessary parts or resources of the executable object code in the

digitized sample resources. it is also desirable to further modify the

underlying structure of an executable computer application such that it is

more resistant to attempts at patching and analysis by memory capture. A

computer application seeks to provide a user with certain utilities or tools,

that is, users interact with a computer or similar device to accomplish

various tasks and applications provide the relevant interface. Thus, a

level of authentication can also be introduced into software, or "digital

products," that include digital content, such as audio, video, pictures or

multimedia, with digital watermarks. Security is maximized because

erasing this code watermark without a key results in the destruction of

one or more essential parts of the underlying application, rendering the

"program" useless to the unintended user who lacks the appropriate key.

Further, if the key is linked to a license code by means of a mathematical

function, a mechanism for identifying the licensed owner of an application

is created.

It is also desirable to randomly reorganize program memory structure

intermittently during program run time, to prevent attempts at memory

capture or object code analysis aimed at eliminating licensing or

ownership information, or othenNise modifying, in an unintended manner,

the functioning of the application.

in this way, attempts to capture memory to determine underlying

functionality or provide a "patch" to facilitate unauthorized use of the

"application," or computer program, without destroying the functionality

and thus usefulness of a copyrightable computer program can be made
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difficult or impossible.

It is thus the goal of the present invention to provide a higher level of

copyright security to object code on par with methods described in digital

watermarking systems for digitized media content such as pictures, audio,

video and multimedia content in its multifarious forms, as described in

previous disclosures, "Steganographic Method and Device" Ser. No.

08/489,172, filed Jun. 7, 1995, now US. Pat. No. 5,613,004, and "Human

Assisted Random Key Generation and Application for Digital Watermark

System", Ser. No. 08/587,944, filed on Jan. 17, 1996, the disclosure of

which is hereby incorporated by reference.

It is a further goal of the present invention to establish methods of

copyright protection that can be combined with such schemes as software

metering, network distribution of code and specialized protection of

software that is designed to work over a network, such as that proposed

by Sun Microsystems in their HotJava browser and Java programming

language, and manipulation of application code in proposed distribution of

documents that can be exchanged with resources or the look and feel of

the document being preserved over a network. Such systems are

currently being offered by companies including Adobe, with their Acrobat

software. This latter goal is accomplished primarily by means of the

watermarking of font, or typeface, resources included in applications or

documents, which determine how a bitmap representation of the

document is ultimately drawn on a presentation device.

The present invention includes an application of the technology of "digital

watermarks. As described in previous disclosures, "Steganographic

Method and Device" and "Human Assisted Random Key Generation and

Application for Digital Watermark System," watermarks are particularly

suitable to the identification, metering, distributing and authenticating

digitized content such as pictures, audio, video and derivatives thereof
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under the description of "multimedia content." Methods have been

described for combining both cryptographic methods, and steganography,

or hiding something in plain view. Discussions of these technologies can

be found in Applied Cryptography by Bruce Schneier and The Code

Breakers by David Kahn. For more information on prior art public-key

cryptosystems see US. Pat. No. 4,200,770 Diffie-Hellman, US. Pat. No.

4,218,582 Hellman, US. Pat. No. 4,405,829 RSA, US. Pat. No.

4,424,414 Hellman Pohlig. Computer code, or machine language

instructions, which are not digitized and have zero tolerance for error,

must be protected by derivative or alternative methods, such as those

disclosed in this invention, which focuses on watermarking with "keys"

derived from license codes or other ownership identification information,

and using the watermarks encoded with such keys to hide an essential

subset of the application code resources. ---

In the SUMMARY OF THE INVENTION:

After paragraph [0031] please insert the following:

--- It is thus a goal of the present invention, to provide a level of security

for executable code on similar grounds as that which can be provided for

digitized samples. Furthermore, the present invention differs from the prior

art in that it does not attempt to stop copying, but rather, determines

responsibility for a copy by ensuring that licensing information must be

preserved in descendant copies from an original. Vlfithout the correct

license information, the copy cannot function.

An improvement over the art is disclosed in the present invention, in that

the software itself is a set of commands, compiled by software engineer,

which can be configured in such a manner as to tie underlying

functionality to the license or authorization of the copy in possession by

the user. \Nlthout such verification, the functions sought out by the user in
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the form of software cease to properly work. Attempts to tamper or "patch"

substitute code resources can be made highly difficult by randomizing the

location of said resources in memory on an intermittent basis to resist

most attacks at disabling the system. ---

In the DETAILED DESCRIPTION:

After paragraph [0050] please insert the following:

—-- An executable computer program is variously referred to as an

application, from the point of view of a user, or executable object code

from the point of view of the engineer. A collectiOn of smaller, atomic (or'

indivisible) chunks of object code typically comprise the complete

executable object code or application which may also require the

presence of certain data resources. These indivisible portions of object

code correspond with the programmers‘ function or procedure

implementations in higher level languages, such as C or Pascal. In

creating an application. a programmer writes "code" in a higher level

language, which is then compiled down into "machine language," or, the

executable object code, which can actually be run by a computer, general

purpose or otherwise. Each function, or procedure, written in the

programming language, represents a self-contained portion of the larger

program, and implements, typically, a very small piece of its functionality.

The order in which the programmer types the code for the various

functions or procedures, and the distribution of and arrangement of these

implementations in various files which hold them is unimportant. Within a

function or procedure, however, the order of individual language

constructs, which correspond to particular machine instructions is

important, and so functions or procedures are considered indivisible for

purposes of this discussion. That is, once a function or procedure is

compiled, the order of the machine instructions which comprise the

executable object code of the function is important and their. order in the
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computer memory is of vital importance. Note that many "compilers"

perform "optimizations" within functions or procedures, which determine,

on a limited scale, if there is a better arrangement for executable

instructions which is more efficient than that constructed by the

programmer, but does not change the result of the function or procedure.

Once these optimizations are performed, however, making random

changes to the order of instructions is very likely to "break" the function.

When a program is compiled, then, it consists of a collection of these sub-

objects, whose exact order or arrangement in memory is not important, so

long as any sub-object which uses another sub-object knows where in

memory it can be found.

The memory address of the first instruction in one of these sub-objects is

called the "entry point" of the function or procedure. The rest of the

instructions comprising that sub-object immediately follow from the entry

point. Some systems may prefix information to the entry point which

describes calling and return conventions for the code which follows, an

example is the Apple Macintosh Operating System (MacOS). These sub-

objects can be packaged into what are referred to in certain systems as

"code resources," which may be stored separately from the application, or

shared with other applications, although not necessarily. VWthin an

application there are also data objects, which consist of some data to be

operated on by the executable code. These data objects are not

executable. That is, they do not consist of executable instructions. The

data objects can be referred to in certain systems as "resources."

When a user purchases or acquires a computer program, she seeks a

computer program that "functions" in a desired manner. Simply, computer

software is ovewvhelmingly purchased for its underlying functionality. In

contrast, persons who copy multimedia content, such as pictures, audio

and video, do so for the entertainment or commercial value of the content.

The difference between the two types of products is that multimedia
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content is not generally interactive, but is instead passive, and its

commercial value relates more on passive not interactive or utility

features, such as those required in packaged software, set—top boxes,

cellular phones, VCRs, PDAs, and the like. Interactive digital products

which include computer code may be mostly interactive but can also

contain content to add to the interactive experience of the user or make

the underlying utility of the software more aesthetically pleasing. It is a

common concern of both of these creators, both of interactive and passive

multimedia products, that "digital products" can be easily and perfectly

copied and made into unpaid or unauthorized copies. This concern is

especially heightened when the underlying product is copyright protected

and intended for commercial use.

The first method of the present invention described involves hiding

necessary "parts" or code "resources" in digitized sample resources using

a "digital watermarking" process, such as that described in the

"Steganographic Method and Device" patent application. The basic

premise for this scheme is that there are a certain sub-set of executable

code resources, that comprise an application and that are "essential" to

the proper function of the application. In general, any code resource can

be considered “essential" in that if the program proceeds to a point where

it must "call" the code resource and the code resource is not present in

memory, or cannot be loaded, then the program fails. However, the

present invention uses a definition of "essential" which is more narrow.

This is because, those skilled in the art or those with programming

experience, may create a derivative program, not unlike the utility

provided by the original program, by writing additional or substituted code

to work around unavailable resources. This is particularly true with

programs that incorporate an optional "plug—in architecture," where

several code resources may be made optionally available at run-time. The

present invention is also concerned with concentrated efforts by

technically skilled people who can analyze executable object code and
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"patch" it to ignore or bypass certain code resources. Thus, for the

present embodiment's purposes, "essential" means that the function

which distinguishes this application from any other application depends

upon the presence and use of the code resource in question. The best

candidates for 'this type of code resources are NOT optional, or plug-in

types, unless special care is taken to prevent work-arounds.

Given that there are one or more of these essential resources, what is

needed to realize the present invention is the presence of certain data

resources of a type which are amenable to the "stega-cipher" process

described in the "Steganographic Method and Device" patent US. Pat.

No. 5,613,004. Data which consists of image or audio samples is

particularly useful. Because this data consists of digital samples, digital

watermarks can be introduced into the samples. What is further meant is

that certain applications include image and audio samples which are

important to the look and feel of the program or are essential to the

processing of the application's functionality when used by the user. These

computer programs are familiar to users of computers but also less

obvious to users of other devices that run applications that are equivalent

in some measure of functionality to general purpose computers including,

but not limited to, set-top boxes, cellular phones, "smart televisions,"

PDAs and the like. However, programs still comprise the underlying

"operating systems" of these devices and are becoming more complex

with increases in functionality.

One method of the present invention is now discussed. When code and

data resources are compiled and assembled into a precursor of an .

executable program the next step is to use a utility application for final

assembly of the executable application. The programmer marks several

essential code resources in a list displayed by the utility. The utility will

choose one or several essential code resources, and encode them into

one or several data resources using the stegacipher process. The end
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result will be that these essential code resources are not stored in their

own partition, but rather stored as encoded information in data resources.

They are not accessible at run-time without the key. Basically, the

essential code resources that provide functionality in the final end-

product, an executable application or computer program, are no longer

easily and recognizably available for manipulation by those seeking to

remove the underlying copyright or license, or its equivalent information,

or those with skill to substitute alternative code resources to "force" the

application program to run as an unauthorized copy. For the encoding of

the essential code resources, a "key" is needed. Such a key is similar to

those described in US. Pat. No. 5,613,004, the "Steganographic Method

and Device" patent. The purpose of this scheme is to make a particular

licensed copy of an application distinguishable from any other. It is not

necessary to distinguish every instance of an application, merely every

instance of a license. A licensed user may then wish to install multiple

copies of an application, legally or with authorization. This method, then,

is to choose the key so that it corresponds, is equal to, or is a function of,

a license code or license descriptive information, not just a text file, audio

clip or identifying piece of information as desired in digital watermarking

schemes extant and typically useful to stand-alone, digitally sampled

content. The key is necessary to access the underlying code, i.e., what

the user understands to be the application program.

The assembly utility can be supplied with a key generated from a license

code generated for the license in question. Alternatively, the key, possibly

random, can be stored as a data resource and encrypted with a derivative

of the license code. Given the key, it encodes one or several essential

resources into one or several data resources. Exactly which code

resources are encoded into which data resources may be determined in a

random or pseudo random manner. Note further that the application

contains a code resource which performs the function of decoding an

encoded code resource from a data resource. The application must also
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contain a data resource which specifies in which data resource a

particular code resource is encoded. This data resource is created and

added at assembly time by the assembly utility. The application can then

operate as follows:

1) when it is run for the first time, after installation, it asks

the user for personalization information, which includes the license code.

This can include a particular computer configuration;

2) it stores this information in a personalization data

resource;

3) Once it has the license code, it can then generate the

proper decoding key to access the essential code resources.

Note that the application can be copied in an uninhibited manner, but

must contain the license code issued to the licensed owner, to access its

essential code resources. The goal of the invention, copyright protection

of computer code and establishment of responsibility for copies, is thus

accomplished.

This invention represents a significant improvement over prior art

because of the inherent difference in use of purely informational

watermarks versus watermarks which contain executable object code. If

the executable object code in a watermark is essential to an application

which accesses the data which contains the watermark, this creates an

all-or-none situation. Either the user must have the extracted watermark,

or the application cannot be used, and hence the user cannot gain full

access to the presentation of the information in the watermark bearing

data. In order to extract a digital watermark, the user must have a key.

The key, in turn, is a function of the license information for the copy of the

software in question. The key is fixed prior to final assembly of the

application files, and so cannot be changed at the option of the user. That,
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in turn, means the license information in the software copy must remain

fixed, so that the correct key is available to the software. The key and the

license information are, in fact, interchangeable. One is merely more

readable than the other. In US. Pat. No. 5,613,004, the "Steganographic

Method and Device, patent", the possibility of randomization erasure

attacks on digital watermarks was discussed. Simply, it is always possible

to erase a digital watermark, depending on how much damage you are

willing to do to the watermark-bearing content stream. The present

invention has the significant advantage that you must have the watermark

to be able to use the code it contains. If you erase the watermark you

have lost a key piece of the functionality of the application, or even the

means to access the data which bear the watermark.

A preferred embodiment would be implemented in an embedded system,

with a minimal operating system and memory. No media playing "applets,"

or smaller sized applications as proposed in new operating environments

envisioned by Sun Microsystems and the advent of Sun's Java operating

system, would be permanently stored in the system, only the bare

necessities to operate the device, download information, decode

watermarks and execute the applets contained in them. When an applet is

finished executing, it is erased from memory. Such a system would

guarantee that content which did not contain readable watermarks could

not be used. This is a powerful control mechanism for ensuring that

content to be distributed through such a system contains valid

watermarks. Thus, in such networks as the Internet or set—top box

controlled cable systems, distribution and exchange of content would be

made more secure from unauthorized copying to the benefit of copyright

holders and other related parties. The system would be enabled to

invalidate, by default, any content which has had its waten'nark(s) erased,

since the watermark conveys, in addition to copyright information, the

means to fully access, play, record or othenNise manipulate, the content.

13
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A second method according to the present invention is to randomly re-

organize program memory structure to prevent attempts at memory

capture or object code analysis. The object of this method is to make it

extremely difficult to perform memory capture-based analysis of an

executable computer program. This analysis is the basis for a method of

attack to defeat the system envisioned by the present invention.

Once the code resources of a program are loaded into memory, they

typically remain in a fixed position, unless the computer operating system

finds it necessary to rearrange certain portions of memory during "system

time," when the operating system code, not application code, is running.

Typically, this is done in low memory systems, to maintain optimal

memory utilization. The MacOS for example, uses Handles, which are

double-indirect pointers to memory locations, in order to allow the

operating system to rearrange memory transparently, underneath a

running program. If a computer program contains countermeasures

against unlicensed copying, a skilled technician can often take a snapshot

of the code in memory, analyze it, determine which instructions comprise

the countermeasures, and disable them in the stored application file, by

means of a "patch." Other applications for designing code that moves to

prevent scanning-tunnelling microscopes, and similar high sensitive

hardware for analysis of electronic structure of microchips running code,

have been proposed by such parties as Wave Systems. Designs of Wave

Systems' microchip are intended for preventing attempts by hackers to

"photograph" or othenNise determine "burn in" to microchips for attempts

at reverse engineering. The present invention seeks to prevent attempts

at understanding the code and its organization for the purpose of patching

it. Unlike systems such as Wave Systems', the present invention seeks to

move code around in such a manner as to complicate attempts by

software engineers to reengineer a means to disable the methods for

creating licensed copies on any device that lacks "trusted hardware."

Moreover, the present invention concerns itself with any application
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software that may be used in general computing devices, not chipsets that

are used in addition to an underlying computer to perform encryption.

Wave Systems‘ approach to security of software, if interpreted similarly to

the present invention, would dictate separate microchip sets for each

piece of application software that would be tamperproof. This is not

consistent with the economics of software and its distribution.

Under the present invention, the application contains a special code

resource which knows about all the other code resources in memory.

During execution time, this special code resource, called a "memory

scheduler," can be called periodically, or at random or pseudo random

intervals, at which time it intentionally shuffles the other code resources

randomly in memory, so that someone trying to analyze snapshots of

memory at various intervals cannot be sure if they are looking at the same

code or organization from one "break" to the next. This adds significant

complexity to their job. The scheduler also randomly relocates itself when

it is finished. In order to do this, the scheduler would have to first copy

itself to a new location, and then specifically modify the program counter

and stack frame, so that it could then jump into the new copy of the

scheduler, but return to the correct calling frame. Finally, the scheduler

would need to maintain a list of all memory addresses which contain the

address of the scheduler, and change them to reflect its new location.

The methods described above accomplish the purposes of the invention—

to make it hard to analyze captured memory containing application

executable code in order to create an identifiable computer program or

application that is different from other copies and is less susceptible to

unauthorized use by those attempting to disable the underlying copyright

protection system. Simply, each copy has particular identifying information

making that copy different from all other copies. ---
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IN THE CLAIMS:

Please cancel claims 6-31 without prejudice or disclaimer. Claims 6-31 were

previously subject to a restriction requirement. Applicant reserves the right to pursue the

subject matter of the original claims in this application and in other applications. This

listing of claims will replace all prior versions, and listings, of claims in the application.

Please add original claims 1 — 5 and new claims 32 - 57 as follows:

1. (original) A method for copy protection of digital information, the digital information

including a digital sample and format information, comprising the steps of:

identifying a portion of the format information to be encoded;

generating encoded format information from the identified portion of the format information; and

generating encoded digital information, including the digital sample and the encoded format

information.

2. (original) The method of claim 1, further comprising the step of requiring a predetermined key

to decode the encoded format information.

3. (original) The method of claim 2, wherein the digital sample and format information are

configured to be used with a digital player, and wherein information output from the

digital player will have a degraded quality unless the encoded format information is

decoded with the predetermined key.

4. (original) The method of claim 3, wherein the information output from the digital player

represents a still image, audio or video.

5. (original) The method of claim 3, wherein the information output represents text data to be

authenticated.

Claims 6 — 31 (cancelled without prejudice to Applicant’s right to seek allowance of said claims

in a related application)

32. (new) A method for copy protection of sofiware comprising: embedding the software with a

watermark wherein the embedded software operates in a manner substantially the same as

the software prior to the embedding step.
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33. (new) The process of claim 32, wherein the step of embedding the software with a watermark

increases the complexity of code analysis and/or tampering with the software.

34. (new) The process of claim 32, wherein the watermarked software queries a user for

personalization information during installation of the software

35. (new) The process of claim 32, wherein the watermark is accessible with a key.

36. (new) The process of claim 35, wherein the key enables authorized use of the watermarked

software.

37. (new) The process according to claim 35, wherein the key and license information are

interchangeable.

38. (new) The process according to claim 32, wherein the step of embedding the software with a

watermark is performed during execution of the software.

39. (new) The process according to claim 32, wherein the step of embedding the software with a

watermark modifies the structure of the software being embedded.

40. (new) An article of manufacture comprising a machine readable medium, having thereon

stored instructions adapted to be executed by a processor, which instructions when

executed result in a process comprising: receiving potentially watermarked software; and

identifying the software by extracting the watermark.

41. (new) The article of manufacture of claim 40, wherein the watermark is associated with

information fixed prior to distribution of the watermarked software.

42. (new) The article of manufacture of claim 40, wherein the watermark affects functionality of

the watermarked software.

43. (new) The article of manufacture of claim 40, wherein the extracted watermark enables

generation of a key.

44. (new) The article of manufacture of claim 43, wherein the generated key and licensing

information are associated.

45. (new) The article of manufacture of claim 40, further comprising limiting functionality of the

software if the watermark cannot be extracted.
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46. (new) A method for watermarking software comprising: determining the structure a plurality

of code contained in the software; and configuring at least a portion of the plurality of

code according to a watermarking process.

47. (new) The process of claim 46, wherein the watermarking process further comprises inserting

information into the software after installation.

48. (new) The process of claim 46, wherein the watermarking process configures the at least a

portion of the plurality of code according to a key.

49. (new) The process of claim 46, wherein the watermarkng process increases the complexity

of code analysis and/or tampering with the software.

50. (new) The process of claim 46, wherein the watermarking process is selected from the group

comprising: data hiding, steganography or steganographic ciphering.

51. (new) The process of claim 46, wherein the watermarking process is applied during

execution of the software.

52. (new) A system for copy protection of software comprising the steps of: associating license

information with a copy of a software application; encoding the associated license

information into the copy of the software application using a watermarking process;

providing the copy of the software application having license information encoded

therein to a user; and, comparing information received by a user with the encoded license

information. _

53. (new) The system of claim 52, wherein the encoding is controlled by a key.

54. (new) The system of claim 52, wherein the step of comparing the user supplied information

with the encoded license information enables authorization of the software.

55. (new) The system of claim 53, wherein the key is fixed prior to distribution of the software.

56. (new) The system of claim 52, wherein the license information comprises code which affects

fimctionality of the watermarked software.

57. (new) The system of claim 52, wherein the watermark software is resistant to code analysis

and/or tampering.
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REMARKS

This is a divisional application of pending US. Patent Application No.

10/602,777, filed June 25, 2003. Applicant has bodily incorporated US. Patent

Application Serial No. 08/587,943, filed January 17, 1996 (which issued as US. Patent

No. 5,745,569 on April 28, 1998). The ‘943 application was expressly incorporated by

reference into US. Patent Application No. 10/602,777 (see Application at page 1).

Applicant has changed the titlevof this divisional application to better describe the bodily

incorporated material and the focus of the claims. Applicant has canceled claims 6 - 31

of U.S. Patent Application No. 10/602,777 (without prejudice or disclaimer) and has

added original claims 1 - 5 and new claims 32 - 57. Support for new claims 32 - 57 can

be found throughout the specification. This amendment does not add any new matter as

that term is defined under 37 CFR § 1.118. Accordingly, Applicant respectfully requests

entry of this amendment in its entirety.

It is believed that no other fees are required to ensure entry of the amendments

and submits that this application is in condition for allowance, and a notice to this effect

is earnestly sought.

Respectfully submitted,

1 2 :
Date: August 24, 2007 By:_7;_Scott . Moskowitz

16711 Collins Avenue, #2505

Sunny Isles Beach, FL 33160

Tel# (305) 956—9041

Fax# (305) 956-9042
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overcome if copies of the manual are distributed to

unintended users, or by patching the code to bypass

these measures. Other methods include requiring a user

to contact the software vendor and to receive "keys" for

5 unlocking software after registration attached to some

payment scheme, such as credit card authorization.

Further methods include network—based searches of a

user's hard drive and comparisons between what is

registered to that user and what is actually installed

10‘ on the user’s general computing device. Other

proposals, by such parties as AT&T's Bell Laboratories,

use “kerning” or actual distance in pixels, in the

rendering of text documents, rather than a varied number

of ASCII characters. However, this approach can often

15 'be defeated by graphics processing analogous to sound

processing, which randomizes that information. All of

these methods require outside determination and

verification of the validity of the software license.

Digital watermarks can be used to mark each

20 individual copy of a digitized work with information

identifying the title, copyright holder, and even the

licensed owner of a particular copy. When marked with

licensing and ownership information, responsibility is

created for individual copies where before there was

25 none. Computer application programs can be watermarked

by watermarking digital content resources used in

conjunction with images or audio data. ‘Digital

watermarks can be encoded with random or pseudo random

keys, which act as secret maps for locating the

30 watermarks. These keys make it impossible for a party

to find the watermark without having the key. In

addition, the encoding method can be enhanced to force a

party to cause damage to a watermarked data stream when

Vtrying to erase a random—key watermark. Digital

35 Watermarks are described in "Steganographic Method and

Device" — The DICE Company, Serial No. 08/489,172, the

disclosure of which is hereby incorporated by reference.
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Other information is disclosed in "Technology: Digital

Commerce", Denise Caruso, New York Times, August 7,
1995; and “Copyrighting in the Information Age“, Harley

Ungar, ONLINE MARKETPLACE, September 1995, Jupiter
5 -Communications.

Additionally, other methods for hiding information

signals in content signals, are disclosed in U.S. Patent

No. 5,319,735 — Preuss et a1. and U.S. Patent No.

5,379,345 — Greenberg. '

10 It is desirable to use a "stega-cipher" or

watermarking process to hide the necessary parts or

resources of the executable object code in the digitized

sample resources. It is also desirable to further

modify the underlying structure of an executable

15 computer application such that it is more resistant to

attempts at patching and analysis by memory capture. A

computer application seeks to provide a user with

certain utilities or tools, that is, users interact with

a computer or similar device to accomplish various tasks

20 and applications provide the relevant interface. Thus,
a level of authentication can also be introduced into

,software, or "digital products," that include digital

content, such as audio, video, pictures or multimedia,

with digital watermarks. Security is maximized because

25 erasing this code watermark without a key results in the

destruction of one or more essential parts of the

underlying application, rendering the "program" useless

to the unintended user who lacks the appropriate key.

Further, if the key is linked to a license code by means

30 of a mathematical function, a mechanism for identifying

the licensed owner of an application is created.

It is also desirable to randomly reorganize program

memory structure intermittently during program run time,

to prevent attempts at memory capture or object code

35 analysis aimed at eliminating licensing or ownership

information, or otherwise modifying, in an unintended

manner, the functioning of the application.
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In this way, attempts to capture memory to

determine underlying functionality or provide a "patch"

to facilitate unauthorised use of the "application," or

computer program, without destroying the functionality

5 and thus usefulness of a copyrightable computer program

can be made difficult or impossible.

It is thus the goal of the present invention to

provide a higher level of copyright security to object

code on par with methods described in digital

10 watermarking systems for digitized media content such as

pictures, audio, video and multimedia content in its

multifarious forms, as described in previous

disclosures, "Steganographic Method and Device" and

"Human Assisted Random Key Generation and Application

15 for Digital Watermark System", filed on even date

herewith, the disclosure of which is hereby incorporated

by reference.

It is a further goal of the present invention to

establish methods of copyright protection that can be

20 combined with such schemes as software metering, network

distribution of code and specialized protection of

software that is designed to work over a network, such

as that proposed by Sun Microsystems in their HotJava

browser and Java programming language, and manipulation

25 of application code in proposed distribution of

documents that can be exchanged with resources or the

look and feel of the document being preserved over a

network. Such systems are currently being offered by,

companies including Adobe, with their Acrobat software.

30 This latter goal is accomplished primarily by means of

the watermarking of font, or typeface, resources

included in applications or documents, which determine

how a bitmap representation of the document is

ultimately drawn on a presentation device.

35 The present invention includes an application of

the technology of "digital watermarks." As described

in previous disclosures, "Steganographic Method and
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Device" and "Human Assisted Random Key Generation and

Application for Digital Watermark System," watermarks

are particularly suitable to the identification,

metering, distributing and authenticating digitized

5 content such as pictures. audio, video and derivatives

thereof under the description of "multimedia content."

Methods have been described for combining both

cryptographic methods, and steganography, or hiding

something in plain view. Discussions of these

10 technologies can be found in Applied Cryptography by _

Bruce Schneier and The Code Breakers by David Kahn. For

more information on prior art public-key cryptosystems

see US Pat No 4,200,770 Diffie—Hellman, 4,218,582

Hellman, 4,405,829 RSA, 4,424,414 Hellman Pohlig.

15 Computer code, or machine language instructions, which

are not digitized and have zero tolerance for error,

must be protected by derivative or alternative methods,

such as those disclosed in this invention, which focuses

on watermarking with "keys“ derived from license codes

20 or other ownership identification information, and using

the watermarks encoded with such keys to hide an

essential subset of the application code resources.

SUMMARY OF THE INVENTION

25 It is thus a goal of the present invention, to

provide a level of security for executable code on

similar grounds as that which can be prOvided for

digitized samples. Furthermore, the present invention

differs from the prior art in that it does not attempt

30 to stop copying, but rather, determines responsibility

for a copy by ensuring that licensing information must

be preserved in descendant copies from an original.

Without the correct license information, the copy cannot

function. I

35 An improvement over the art is disclosed in the

present invention, in that the software itself is a set

of commands, compiled by software engineer, which can be
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configured in such a manner as to tie underlying

functionality to the license or authorization of the

-copy in possession by the user.‘ Without such

verification, the functions sought out by the user in

5' the form of software cease to properly work. Attempts

to tamper or "patch" substitute code resources can be

made highly difficult by randomizing the location of

said resources in memory on an intermittent basis to

resist most attacks at disabling the system.

10

DETAILED DESCRIPTION

An executable computer program is variously

referred to as an application, from the point of View of

a user, or executable object code from the point of view

15 of the engineer. A collection of smaller, atomic (or

indivisible) chunks of object code typically comprise

the complete executable object code or application which

may also require the presence of certain data resources.

These indivisible portions of object code correspond

20 with the programmers’ function or procedure

implementations in higher level languages, such as C or

Pascal. In creating an application, a programmer writes

"code" in a higher level language, which is then

compiled down into "machine language," or, the

.25 executable object code, which can actually be run by a

computer, general purpose or otherwise. Each function,

or procedure, written in the programming language,*

represents a self—contained portion of the larger

program, and implements, typically, a very small piece

30 of its functionality. The order in which the programmer

types the code for the various functions or procedures,

and-the distribution of and arrangement of these

implementations in various files which hold them is

unimportant. Within a function or procedure, however,

35 the order of individual language constructs, which

correspond to particular machine instructions is

important, and so functions or procedures are considered
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10

15

20

25

3O

35

indivisible for purposes of this discussion. That is,

once a function or procedure is compiled, the order of

the machine instructions which comprise the executable

object code of the function is important and their order

in the computer memory is of vital importance. Note

that many "compilers" perform "optimizations" within

functions or procedures, which determine, on a limited

scale, if there is a better arrangement for executable

instructions which is more efficient than that

constructed by the programmer, but does not change the

result of the function or procedure. Once these

optimizations are performed, however, making random

changes to the order of instructions is very likely to

fibreak" the function. When a program is compiled, then,
it consists of a collection of these sub—objects, whose

exact order or arrangement in memory is not important,

so long as any sub—object which uses another sub—object

knows where in memory it can be found.

The memory address of the first instruction in one

of these sub—objects is called the "entry point" of the

function or procedure. The rest of the instructions

comprising that sub—object immediately follow from the

entry point. Some systems may prefix information to the

entry point which describes calling and return

conventions for the code which follows, an example is

the Apple Macintosh Operating System (Macos). These

sub—objects can be packaged into what are referred to in

certain systems as "code resources," which may be stored

separately from the application, or shared with other

applications, although not necessarily.' Within an

application there are also data objects, which consist

of some data to be operated on by the executable code.

These data objects are not executable. That is, they do

not consist of executable instructions; The data

objects can be referred to in certain systems as

"resources.“
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When a user purchases or acquires a computer

program, she seeks a computer program that "functions"

in a desired manner. Simply, computer software is

overwhelmingly purchased for its underlying

5 functionality. In contrast, persons who copy multimedia

content, such as pictures, audio and video, do so for

the entertainment or commercial value of the content.

The difference between the two types of products is that

multimedia content is not generally interactive, but is

10 instead passive, and its commercial value relates more

-on passive not interactive Or utility features, such as

those required in packaged software, set—top boxes,

cellular phones, VCRs, PDAs, and the like. Interactive

digital products which include computer code may be

15 mostly interactive but can also contain content to add

to the interactive experience of the user or make the

underlying utility of the software more aesthetically

pleasing. It is a common concern of both of these

creators, both of interactive and passive multimedia

20 products, that "digital products" can be easily and

perfectly copied and made into unpaid or.unauthorized

copies. This concern is especially heightened when the

underlying product is copyright protected and intended

for commercial use. I

25 The first method of the present invention described

involves hiding necessary "parts" or code "resources" in

digitized sample resources using a "digital
watermarking“ process, such as that described in the

"Steganographic Method and Device" patent application.

30 The basic premise for this scheme is that there are a

certain sub-set of executable code resources, that

comprise an application and that are "essential" to the

proper function of the application. In general, any
code resource can be considered "essential" in that if

35 the program proceeds to a point.where it must "call" the

code resource and the code resource is not present in

memory, or cannot be loaded, then the program fails.
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However, the present invention uses a definition of

"essential" which is more narrow. This is because,

those skilled in the art or those with programming

experience, may create a derivative program, not unlike

5 the utility provided by the original program, by writing

additional or substituted code to work around

unavailable resources. This is particularly true with

programs that incorporate an optional "plug-in

architecture," where several code resources may be made

10 optionally available at run-time. The present invention

is also concerned with concentrated efforts by

technically skilled people who can analyze executable

object code and "patch" it to ignore or bypass certain

code resources. Thus, for the present embodiment's

15 purposes, "essential" means that the function which

distinguishes this application from any other

application depends upon the presence and use of the

code resource in question. The best candidates for this

type of code resources are NOT optional, or plug-in

20 types, unless special care is taken to prevent work—a-

rounds.

Given that there are one or more of these essential

resources, what is needed to realize the present

invention is the presence of certain data resources of a

25 type which are amenable to the "stega—cipher" process

described in the "Steganographic Method and Device"

patent application. Data which consists of image or

audio samples is particularly uSeful. Because this data

‘consists of digital samples, digital watermarks can be

30 introduced into the samples. What is further meant is

that certain applications include image and audio

samples which are important to the look and feel of the

program or are essential to the processing of the

application’s functionality when used by the user.

35 These computer programs are familiar to users of

computers but also less obvious to users of other

devices that run applications that are equivalent in

DCl-N:\HNW\PU12\102699-99999-400200 9
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some measure of functionality to general purpose

computers including, but not limited to, set—top boxes,

cellular phones, “smart televisions," PbAs and the like.

However, programs still comprise the underlying

5 "operating systems" of these devices and are becoming

more complex with increases in functionality.

One method of the present invention is now

discussed. When code and data resources are compiled

and assembled into a precursor of an executable program

10 the next step is to use a utility application for final

assembly of the executable application. The programmer

marks several essential code resources in a list

displayed by the utility. The utility will choose one
or several essential code resources, and encode them

15 into one or several data resources using the stega-

cipher process. The end result will be that these

essential code resources are not stored in their own

partition, but rather stored as encoded information in

data resources. They are not accessible at run-time

20 without the key. Basically, the essential code

resources that provide functionality in the final end-

product, an executable application or computer program,

are no longer easily and recognizably available for

manipulation by those seeking to remove-the underlying

25 copyright or license, or its equivalent information, or
those with skill to substitute alternative code

resources to "force" the application program to run as

an unauthorized copy. For the encoding of the essential

code resources, a "key" is needed. Such a key is

30 similar to those described in the "Steganographic Method

and Device." The purpose of this scheme is to make a

particular licensed copy of an application

distinguishable from any other. It is not necessary to

distinguish every instance of an application, merely

35 every instance of a license. A licensed user may then

wish to install multiple copies of an application,

legally or with authorization. This method, then, is to
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choose the key so that it corresponds, is equal to, or

is a function of, a license code or license descriptive

information, not just a text file, audio clip or

identifying piece of information as desired in digital

5 watermarking schemes extant and typically useful to

stand-alone, digitally sampled content.‘ The key is

necessary to access the underlying code, i.e., what the

user understands to be the application program.

The assembly utility can be supplied with a key

10 generated from a license code generated for the license

in question. Alternatively, the key, possibly random,

can be stored as a data resource and encrypted with a

derivatiVe of the license code. Given the key, it

encodes one or several essential resources into one or

15 several data resources. Exactly which code resources

are encoded into which data resources may be determined

in a random or pseudo random manner. Note further that

the application contains a code resource which performs

the function of decoding an encOded code resource from a

20 data resource. The application must also contain a data

resource which specifies in which data resource a

particular code resource is encoded. This data resource

is created and added at assembly time by the assembly

utility. The application can then operate as follows:

25 1) when it is run for the first time, after

installation, it asks the user for personalization

information, which includes the license code. This can

include a particular computer configuration;

2) it stores this information in a personalization

30 data resource;

3) Once it has the license code, it can then

generate the proper decoding key to access the essential

code resources.

Note that the application can be copied in an

35 uninhibited manner, but must contain the license code

issued to the licensed owner, to access its essential

code resources. The goal of the invention, copyright

DCl-N:\HNW\PU12\102699-99999-400200 1 1
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protection of computer code and establishment of

responsibility for copies, is thus accomplished.

This invention represents a significant improvement

over prior art because of the inherent difference in use

5 of purely informational watermarks versus watermarks

which contain executable object code. If the executable

object code in a watermark is essential to an

application which accesses the data which contains the

watermark, this creates an all-or-none situation.

10 Either the user must have the extracted watermark, or

the application cannot be used, and hence the user

cannot gain full access to the presentation of the

information in the watermark bearing data. In order to

extract a digital watermark, the user must have a key.

15 The key, in turn, is a function of the license

information for the copy of the software in question.

The key is fixed prior to final assembly of the

application files, and so cannot be changed at the

option of the user. That, in turn, means the license

20 information in the software copy must remain fixed, so

that the correct key is available to the software. The

key and the license information are, in fact,
interchangeable. One is merely more readable than the

other. In the earlier developed "Steganographic Method

25 and Device," the possibility of randomization erasure

attacks on digital watermarks was discussed. Simply, it

is always possible to erase a digital watermark,

depending on how much damage you are willing to do to

the watermark-bearing content stream. The present

30 invention has the significant advantage that you must

have the watermark to be able to use the code it

contains. If you erase the watermark you have lost a

key piece of the functionality of the application, or

even the means to access the data which bear the

35 watermark.

A preferred embodiment would be implemented in an

embedded system, with a minimal operating system and
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memory. No media playing "applets," or smaller sized

applications as proposed in new Operating environments

envisioned by Sun Microsystems and the advent of Sun’s

Java operating system, would be permanently stored in

5 the system, only the bare necessities to operate the

device, download information, decode watermarks and

execute the applets contained in them. :When an applet

is finished executing, it is erased from memory. Such a

system would guarantee that content which did not

10 contain readable watermarks could not be used. This is

a powerful control mechanism for ensuring that content

to be distributed through such a system contains valid

watermarks. Thus, in such networks as the Internet or

set—top box controlled cable systems, distribution and

15 exchange of content would be made more secure from

unauthorized copying to the benefit of copyright holders'

and other related parties. The system would be enabled

to invalidate, by default, any content which has had its

watermark(s) erased, since the watermark conveys, in

20 addition to copyright information, the means to fully

access, play, record or otherwise manipulate, the
content.

A second method according to the present invention

is to randomly re-organize program memory structure to

25 prevent attempts at memory capture or object code

analysis. The object of this method is to make it

extremely difficult to perform memory capture—based

analysis of an executable computer program. This

analysis is the basis for a method of attack to defeat

30 the system envisioned by the present invention.

Once the code resources of a program are loaded

into memory, they typically remain in a fixed position,

unless the computer operating system finds it necessary

to rearrange certain portions of memory during "system

35 time," when the operating system code, not application

code, is running. Typically, this is done in low memory

systems, to maintain optimal memory utilization. The

DC 1~N:\HN'W\PU12\102699-99999-4m2m 1 3

DISH-Blue Spike-842

EXNbfl1004,PageOOQ4



DISH-Blue Spike-842
Exhibit 1004, Page 0095

MacOS for example, uses Handles, which are double-

indirect pointers to memory locations, in order to allow

the operating system to rearrange memory transparently,

underneath a running program. If a computer program

5 contains countermeasures against unlicensed copying, a
skilled technician can often take a snapshot of the code

in memory, analyze it, determine which instructions

comprise the countermeasures, and disable them in the

stored application file, by means of a "patch." Other

10 applications for designing code that moves to prevent

scanning-tunnelling microscopes, and similar high

sensitive hardware for analysis of electronic structure

of microchips running code, have been proposed by such

parties as Wave Systems. Designs of Wave Systems’

15 microchip are intended for preventing attempts by

hackers to "photograph" or otherwise determine "burn'in"

to microchips for attempts at reverse engineering. The

present invention seeks to prevent attempts at

understanding the code and its organization for the

20 purpose of patching it. Unlike systems such as Wave

Systems’, the present invention seeks to move code

around in such a manner as to complicate attempts by

software engineers to reengineer a means to disable the

methods for creating licensed copies on any device that

25 lacks "trusted hardware." Moreover, the present

invention concerns itself with any application software

that may be used in general computing devices, not

chipsets that are used in addition to an underlying

computer to perform encryption. Wave Systems’ approach

30 to security of software, if interpreted similarly to the

present invention, would dictate separate microchip sets

for each piece of application software that would be

tamperproof. This is not consistent with the economics

of software and its distribution. .

35 Under the present invention, the application

contains a special code resource which knows about all

the other code resources in memory. During execution
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time, this special code resource, called a "memory

scheduler," can be called periodically, or at random or

pseudo random intervals, at which time it intentionally

shuffles the other code resources randomly in memory, so

5 that someone trying to analyze snapshots of memory at
various intervals cannot be sure if they are looking at

the same code or organization from one "break" to the

next. This adds significant cOmplexity to their job.

The scheduler also randomly relocates itself when it is

10 finished. In order to do this, the scheduler would have

to first copy itself to a new location, and then

specifically modify the program counter and stack frame,

so that it could then jump into the new copy of the

scheduler, but return to the correct calling.frame.

15 Finally, the scheduler would need to maintain a list of

all memory addresses which contain the address of the

scheduler, and change them to reflect its new location.

_ The methods described above accomplish the purposes

of the invention — to make it hard to analyze captured

20 memory containing application executable code in order

to create an identifiable computer program or

application that is different from other copies and is

less susceptible to unauthorized use by those attempting

to disable the underlying copyright protection system.

25 Simply, each copy has particular identifying information

making that copy different from all other copies.
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What is Claimed Is:
 

l 1. A method of associating executable object code with.

2 a digital sample stream by means of a digital watermark

3 'wherein the digital watermark contains executable_object

4 code and is endoded into the digital sample stream.

1 2. The method of claim 1 wherein a key to access the
2 digital watermark isia function of'a collection of i
3 license information pertaining to the software which is

4 accessing the watermark

S where license information consists of one or more

6 of the following items:

7 ‘ Owning Organization name;

_8 Personal Owner name;

9 Owner Address;

10 License code; V

11 Software serializatiOn number;

~12 Distribution parameters;

13 Appropriate eXecutable general computing

14 device architecture;

15 Pricing; and

16 Software Metering details.

l 3. The method of claim 1 further comprising the step .
2 of transmitting the digital sample stream, via a'

3 transmission means, from a publisher to a subscriber

4 wherein transmission means can selected from the

5 group of

6 ' I soft sector magnetic disk media;

7 hard sector magnetic disk media;

8 magnetic tape media;
9 optical disc media;

l0 Digital Video Disk media;
11 magneto—optical disk media;

'12 memory cartridge; I ~

13 telephone lines;
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l4 SCSI;

15 ' Ethernet or Token Ring Network;

16 ISDN;

17 ATM network;

13 TCP/IP network;

19 analog_cellu1ar network;

20 digital cellular network;

21 wireless network;

22 digital satellite;

23 cable network;

24 _ fiber optic network; and

25 electric powerline network.

1 -4. The method of claim 1 where the object code to be

2 encoded is comprised of series of executable machine

3 instructions which perform the function of

4 processing a digital sample stream for the purpose

5 of modifying it or playing the digital sample stream.

1 5. The method of claim 3 further comprising the steps

2 0f :‘ I

'3 decoding said digital watermark and extracting
4 object code; i

5 _ lOading object code into computer memory for the»

6 purpose of execution;

7 executing said object code in order to process said

8 digital sample stream for the purpose of playback.

l 6. A method of assembling an application to be
2 protected by-watermark encoding of essential resources

3 comprising the steps of: .

4 assembling a list of identifiers of essential
5 code resources of an application where identifiers allow

6 the code resource to be accessed and loaded into memory;

7 providing license information on the
8 licensee who is to receive an individualized copy of the
9 application;

Dc1~N:\Hwapu12\1mo99—WDO l 7

DISH-Blue Spike-842

EXNbfl1004,PageOOQS



DISH-Blue Spike-842
Exhibit 1004, Page 0099

'10' storing license information in a

11 personalization resource which is added to-the list of

12 application data resources;

13 ' generating a digital watermark key from

14 the license information; using the key as a pseudo—

15 random number string_to select a list of suitable

16’ digital sample data resources, the list of essential

17 code resources, and a mapping of which essential code

18 resources are to be watermarked into which data
19 resourCes; ‘

20 ‘ storing the map, which is a list of

21 paired code and data resource identifiers, as a data

22 resource, which is added to the application;

23 _ adding a digital watermark decoder code

24 resource to the application, to provide a means for

25 extracting essential code resource from data resources,

26 according to the map;

27 processing the map list and encoding

28 essential code resources into digital sample data

29 resources with a digital watermark encoder; '

30 removing self—contained copies of the

31 essential code resources which have been watermarked

32 into data resources; and

33 combining all remaining code and data

34 resources into a single_application or installer.

7. A method of intermittently relocating application

code resources in computer memory, in order to-prevent,

discourage, or complicate attempts at memory captureQWNH
_based code analysis.

8. The method of claim 7 additionally comprising the

step of

assembling a list of identifiers of code resources

of an application where identifiers allow the codeU'lvbb-A‘NH
resource to be accessed and loaded into memory.
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l 9. The method of claim 8 additionally comprising the

2 step of modifying application program structure to make

3 all‘code resource calls indirectly, through the memory

4 scheduler, which looks up code resources in its list and
S dispatches calls.

10. The method of claim 9 additionally comprising the

step of intermittently rescheduling or shuffling all

code resources prior to or following the dispatch of aPWNH
code resource call through the memory scheduler.

11. The method of claim 10 additionally comprised of

the step of the memory scheduler copying itself to a new
I.»

location in memory.

12. The method of claim 11 additionally comprising the

step of modifying the stack frame, program counter, and

memory registers of the CPU to cause the scheduler to

-jump to the next instruction comprising the scheduler,

in the copy, to erase the previous memory instance of

the scheduler, and changing all memory references to the

scheduler to reflect its new location, and to return

from the copy of the scheduler to the frame which called

mooqmmpwmr-a
the previous copy of the scheduler.
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ABSTRACT «OF 'THE DISCLOSURE:

A method for protecting computer code copyrights by
enCoding the code into a data resource with a digital

S watermark. The digital watermark contains licensing
information interwoven with essential code resources
encoded into data resources. The result is that while

an application program can be copied in an uninhibited
'manner, only the licensed user having the license code

10 can access essential_code resources to operate the

program and any descendant copies bear the required
license code.
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** SMALL ENTITY **

Title

Data protection method and device
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Preliminary Class

713

PROTECTING YOUR INVENTION OUTSIDE THE UNITED STATES

Since the rights granted by a US. patent extend only throughout the territory of the United States and have
no effect in a foreign country, an inventor who wishes patent protection in another country must apply for a
patent in a specific country or in regional patent offices. Applicants may wish to consider the filing of an
international application under the Patent Cooperation Treaty (PCT). An international (PCT) application
generally has the same effect as a regular national patent application in each PCT—member country. The
PCT process simplifies the filing of patent applications on the same invention in member countries, but
does not result in a grant of "an international patent" and does not eliminate the need of applicants to file
additional documents and fees in countries where patent protection is desired.

Almost every country has its own patent law, and a person desiring a patent in a particular country must
make an application for patent in that country in accordance with its particular laws. Since the laws of many
countries differ in various respects from the patent law of the United States, applicants are advised to seek
guidance from specific foreign countries to ensure that patent rights are not lost prematurely.

Applicants also are advised that in the case of inventions made in the United States, the Director of the
USPTO must issue a license before applicants can apply for a patent in a foreign country. The filing of a US.
patent application serves as a request for a foreign filing license. The application's filing receipt contains
further information and guidance as to the status of applicant's license for foreign filing.

Applicants may wish to consult the USPTO booklet, "General Information Concerning Patents" (specifically,
the section entitled "Treaties and Foreign Patents") for more information on timeframes and deadlines for
filing foreign patent applications. The guide is available either by contacting the USPTO Contact Center at
800-786-9199, or it can be viewed on the USPTO website at
http://www.uspto.gov/web/offices/pac/doc/generaI/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you
may wish to consult the US. Government website, http://www.stopfakes.gov. Part of a Department of
Commerce initiative, this website includes self-help "toolkits" giving innovators guidance on how to protect
intellectual property in specific countries such as China, Korea and Mexico. For questions regarding patent
enforcement issues, applicants may call the US. Government hotline at 1-866—999—HALT (1-866-999-4158).

LICENSE FOR FOREIGN FILING UNDER

Title 35, United States Code, Section 184

Title 37, Code of Federal Regulations, 5.11 & 5.15
QRANTED

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN
FILING LICENSE GRANTED" followed by a date appears on this form. Such licenses are issued in all
applications where the conditions for issuance of a license have been met, regardless of whether or not a
license may be required as set forth in 37 CFR 5.15. The scope and limitations of this license are set forth in
37 CFR 5.15(a) unless an earlier license has been issued under 37 CFR 5.15(b). The license is subject to
revocation upon written notification. The date indicated is the effective date of the license, unless an earlier
license of similar scope has been granted under 37 CFR 5.13 or 5.14.

This license is to be retained by the licensee and may be used at any time on or after the effective date
thereof unless it is revoked. This license is automatically transferred to any related applications(s) filed under
37 CFR 1.53(d). This license is not retroactive.

The grant of a license does not in any way lessen the responsibility of a licensee for the security of the
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subject matter as imposed by any Government contract or the provisions of existing laws relating to
espionage and the national security or the export of technical data. Licensees should apprise themselves of
current regulations especially with respect to certain countries, of other agencies, particularly the Office of
Defense Trade Controls, Department of State (with respect to Arms, Munitions and Implements of War (22
CFR 121-128)); the Bureau of Industry and Security, Department of Commerce (15 CFR parts 730-774); the
Office of Foreign AssetsControl, Department of Treasury (31 CFR Parts 500+) and the Department of
Energy.

W

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN
FILING LICENSE GRANTED" DOES NOT appear on this form. Applicant may still petition for a license
under 37 CFR 5.12, if a license is desired before the expiration of 6 months from the filing date of the
application. If 6 months has lapsed from the filing date of this application and the licensee has not received
any indication of a secrecy order under 35 U.S.C. 181, the licensee may foreign file the application pursuant
to 37 CFR 5.15(b).
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UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COM'MERCE
United States Patent and Trademark Office
Addrcu; COMMISSIONER FOR PATENTSR0. Box 1430 

3513;33:3me 22113-160

11/895,388 08/24/2007 Scott A. Moskowitz 70391 .0003CONT'2

CONFIRMATION N0. 2103

Scott A. Moskowitz FORMALITIES
#2505 ' LETTER
16711 Collins Avenue

Sunny Isless Beach, FL 33160

Date Mailed: 09/17/2007

NOTICE TO FILE CORRECTED APPLICATION PAPERS

Filing Date Granted

An application number and filing date have been accorded to this application. The application is informal since it
does not comply with the regulations for the reason(s) indicated below. Applicant is given TWO MONTHS from
the date of this Notice within which to correct the informalities indicated below. Extensions of time may be
obtained by filing a petition accompanied by the extension fee under the provisions of 37 CFR 1.136(a).

The required item(s) identified below must be timely submitted to avoid abandonment:

0 Replacement drawings in compliance with 37 CFR 1.84 and 37 CFR 1.121(d) are required. The drawings
submitted are not acceptable because:

u The drawings must be reasonably free from erasures and must be free from
alterations, oven/vriting, interlineations, folds, and copy marks. See Figure(s) 1.

Applicant is cautioned that correction of the above items may cause the specification and drawings page count to
exceed 100 pages. If the specification and drawings exceed 100 pages, applicant will need to submit the required
application size fee.

Replies should be mailed to: Mail Stop Missing Parts

Commissioner for Patents ,'

PO. Box 1450

Alexandria VA 22313-1450

Registered users of EFS—Web may alternatively submit their reply to this notice via EFS-Web. -
httgszllsgortal.usptogov/authenticate/AuthenticateUserLocaIEPF.htm|

For more information about EFS-Web please call the USPTO Electronic Business Center at 1-866-217-9197 or
visit our website at http://www. uspto. gov/ebc.
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Page 2 of 2

Ifyou are not using EFS-Web to submityour reply, you must include a copy ofthis notice.

‘ (

Office of Initial Patent Examination (571i272-4000, or 1-800-PTO-9199
PART 3 — OFFICE COPY
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:.5 . PATENT AND TRADEMARK OFFICE  
UNITED STATE DEPARTMENT OF COMMERCE
United States Patent. and Trademark Office
AddrvuzcobflrflSSIONER FDR PATENTSE0. Box I450

Alexmdril. Vup'niu 223I3-l450. ww.u.pto,3ov

l 1/895,3 88 08/24/2007 Scott A. Moskowitz 70391 .0003CONT2

—-\ 803W- Wosco/u‘rl. 4”
CONFIRMATION NO. 2103

Scott A. Moskowitz FORMALITIES
#2505 LETTER
16711 Collins Avenue

Sunny lsless Beach, FL 33160

Date Mailed: 09/17/2007

NOTICE TO FILE CORRECTED APPLICATION PAPERS

Filing Date Granted

An application number and filing date have been accorded to this application. The application is informal since it
does not comply with the regulations for the reason(s) indicated below. Applicant is given TWO MONTHS from
the date of this Notice within which to correct the informalities indicated below. Extensions of time may be
obtained by filing a petition accompanied by the extension fee under the provisions of 37 CFR 1.136(a).

The required item(s) identified below must be timely submitted to avoid abandonment:

0 Replacement drawings in compliance with 37 CFR 1.84 and 37 CFR 1.121(d) are required. The drawings
submitted are not acceptable because:

I The drawings must be reasonably free from erasures and must be free from

alterations, oven/vriting, interlineations, folds, and copy marks. See ,Figure(s) 1.

Applicant is cautioned that correction of the above items may cause the specification and drawings page count to
exceed 100 pages. If the specification and drawings exceed 100 pages, applicant will need to submit the required
application size fee.

Replies should be mailed to: Mail Stop Missing Parts

’ Commissioner for Patents

PO. Box 1450

Alexandria VA 22313-1450

Registered users of EFS—Web may alternatively submit their reply to this notice via EFS-Web.
httgszllsportal.uspto.gov/authenticate/AuthenticateUserLocalEPF.html

For more information about EFS-Web please call the USPTO Electronic Business Center at 1-866-217-9197 or
visit our website at http://www.uspto.gov/ebc. '
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, Ifyou are not using EFS-Web to submit your reply, you must include a copy ofthis notice.

“ l ,

Office of Initial Patent Examination (571) 375-4000, or l-800-PTO-9199
PART 2 - COPY TO BE RETURNED WITH RESPONSE
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I hereby certify that this correspondence is being facsimile transmitted to the USPTO or deposited with the United States Postal Service with
sufficient postage as first class mail in an envelope addressed to: Commissioner for Patents, PO. Box 1450. Alexandria, VA 22313-1450 onthe date shown below:

Signature W l

Typed or printed name cott MOSKOWITZ I September 25, 2007
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gathering. preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual use. Any comments on the
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Trademark Office. U.S. Department of Commerce. P.0. Box 1450. Alexandria. VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS
ADDRESS. SEND To: Commissioner for Patents, P.0. Box 1450, Alexandria, VA 22313-1450.
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, 5, PKFENT AND TRADEMARK OFFICE

 

 UNITED STATE DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
MMCOMNIISSIONER FDR PATENTS[1030:1450

Almthin, Vim}: 21113-1450mnupto

APPL N0.F'L'N%21’3E37‘(°’ ART UNIT FlL FEE RECD A‘I'IY.DOCKET NO TOT cums IND CLMS

11/895,388 08/24/2007 2132
 

“903‘“ coo? wmz "
CONFIRMATION NO. 2103

Scott A. Moskowitz ' / FILING RECEIPT#2505 ‘ iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiilliiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii
16711 Collins Avenue , ,,
Sunny Isless Beach, FL 33160 °°°°°°°°°25858792 -

Date‘ Mailed:.09l17/2007

.‘A—s.‘ ‘ .xL“

"Receipt is acknowledged of this nonprovisional patent application The application will be taken up for .
examination in due course. Applicant will be notified as to the results of the examination. Anyscorrespondence
concerning the application must include the following identification information: the U. S APPLICATION NUMBER
FILING DATE, NAME OF APPLICANT. and TITLE OF INVENTION Fees transmitted by check or draft are

subject to collection. Pleaseverify the accuracy of the data presentedon this receipt. If an error is noted on this
- Filing Receipt, please write to the Office of Initial Patent Examination'5 Filing Receipt Corrections. Please
provide a copy Of this Filing Receipt with the changes noted thereon. If you received a "Notice to File
Missing Parts" for this application, please submit any corrections to this Filing Receipt with your reply to
the Notice. When the USPTO processes the reply to the Notice, the USPTO will generate another Filing

Receipt incorporating the requested corrections (if appropriate).

Applicant(s)

Scott A. Moskowitz, Sunny Isles Beach, FL;

Power of Attorney: None

Domestic Priority data as claimed by applicant

‘ This application is a DIV of 10/602,777 06/25/2003 '
which is a CON of 09/046,627 03/24/1998 PAT 6,598,162

which is a CIP Of 08/587,943 01/17/1996 PAT 5,745,569

Foreign Applications ' r

If Required, FOreign Filing License Granted: 09/13I2007

The country code and-number of your priority application, to be used for filing abroad under the Paris

' Convention, is U31 1,895,388

Projected Publication Date: To Be Determined - pending completion of Corrected Papers

Non-Publication Request: No

Early Publication Request: No
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** SMALL ENTITY **

Title

Data protection method and device

Preliminary Class
713

PROTECTING YOUR INVENTION OUTSIDE THE UNITED STATES

Since the rights granted by a U. S. patent extend only throughout the territory of the United States and have no

effectIn a foreign country, an inventor who wishes patent protection in another country must apply for a patentIn
a specific country or in regional patent offices. Applicants may wish to consider theIfiling of an intemationai
application under the Patent Cooperation Treaty (PCT) An international (PCT) application generally has the same
effect as a regular national patent application in each PCT-member country. The PCT process simplifies the
filing of patent applications on the same invention in member countries but does not result in a grant of "an
international patent" and does not eliminate the need of applicants to file additional documents and fees in
countries where patent protectionIs desired.

Almost every country has its own patent law, and a person desiring a patent in a particularcountry must make an
application for patent in that country in accordance with its particular laws. Since the laws of many countries differ
in various respects from the patent law of the United States, applicants are advised to seek guidance from
specific foreign countries to ensure that patent rights are not lost prematurely.

Applicants also are advised that in the case of inventions made in the United States, the Director of the USPTO

must issue a license before applicants can apply for a patent in a foreign country. The filing of a US. patent
application serves as a request for a foreign filing license. The application's filing receipt contains further
information and guidance as to the status of applicant's license for foreign filing.

Applicants may wish to consult the USPTO booklet. "General Information Concerning Patents" (specifically, the
section entitled ,"Treaties and Foreign Patents") for more information on timeframes and deadlines for filing foreign
patent applications. The guide is available either bycontacting the USPTO Contact Center at 800-786-9199, or it

can be viewed on the USPTO website at http://www.uspto.gov/web/offices/pac/doc/generaI/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you may
wish to consult the US. Government website, http://www.stopfakes.gov. Part of a Department of Commerce
initiative, this website includes self-help "toolkits" giving innovators guidance .on how to protect intellectual
property in specific countries such as China, Korea and Mexico. For questions regarding patent enforcement
issues, applicants may call the US. Government hbtline at 1-866-999-HALT (1 -866-999-4158).

 

LICENSE FOR FOREIGN FILING UNDER

Title 35, United States Code, Section 184

Title 37, Code of Federal Regulations, 5.11 8; 5.15

GRANTED

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED" followed by a date appears on this form. Such licenses are issued in all applications where
the conditions for issuance of a license have been met. regardless of whether or not a license may be required as
set forth in 37 CFR 5.15. The scope and limitations of this license are set forth in 37 CFR 5.15(a) unless an earlier
license has been issued under 37 CFR 5.15(b) The license is subject to revocation upon written notification. The

date indicated is the effective date of the license, unless an earlier license of similar scope has been grantedunder 37 CFR 5.13 or 5.14.
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This license is to be retained by the licensee and may be used at any time on or after the effective date thereof
unless it is revoked. This license is automatically transferred to any related applications(s) filed under 37 CFR
1.53(d). This license is not retroactive. -- .

The grant of a license does not in any way lessen the responsibility of a licensee for the security of the subject
matter as imposed by any Government contract or the provisions of existing laws relating to espionage and the
national security or the export of technical data. Licensees should apprise themselves of current regulations
especially with respect to certain countries, of other agencies. particularly the Office of Defense Trade Controls.
Department of State (with respect to Arms, Munitions and Implements of War (22 CFR 121-128)): the Bureau of
Industry and Security, Department of Commerce (15 CFR parts 730—774); the Office of Foreign Assets Control,
Department of Treasury (31 CFR Parts 500+) and the Department of Energy. '

NOT GRANTED

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED" DOES NOT appear on this form. Applicant may still petition for a license under 37 CFR
5.12, if a license is desired before the expiration of 6 months from the filing date of the application. If 6 months
has lapsed from the filing date of this application and the licensee has not received any indication of a secrecy
order under.35 U.S.C. 181,.the licensee may foreignfile the application pursuant to 37OCF.R 5.15(b). _
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UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF CONINIERCE
United States Patent and Trademark Office
Addie-:5. COIWRHSEIQBER FOR PA'I'I‘IN'I'HP0 Burn I450

Alexandda,‘/ugmia 22313-1450wwwusptdgcv

APPLICATION NUMBER F'L'NDGAfirsfl (C) GRP ART UNIT FIL FEE REC D ATTY.DOCKET.NO TOT CLAIMS IND CLAIMS

11/895,388 08/24/2007 2132 80391 .0003CONT2 31 5

 

CONFIRMATION NO. 2103

Scott A. Moskowitz UPDATED FILING RECEIPT
#2505
16711 Collins Avenue

Sunny Isless Beach, FL33160

Date Mailed: 10/11/2007

Receipt is acknowledged of this non-provisional patent application. The application will be taken up for
examination in due course. Applicant will be notified as to the results of the examination. Any
correspondence concerning the application must include the following identification information: the US.
APPLICATION NUMBER, FILING DATE, NAME OF APPLICANT, and TITLE OF INVENTION. Fees

transmitted by check or draft are subject to collection. Please verify the accuracy of the data presented on
this receipt. If an error is noted on this Filing Receipt, please write to the Office of Initial Patent
Examination's Filing Receipt Corrections. Please provide a copy of this Filing Receipt with the
changes noted thereon. If you received a "Notice to File Missing Parts" for this application, please
submit any corrections to this Filing Receipt with your reply to the Notice. When the USPTO
processes the reply to the Notice, the USPTO will generate another Filing Receipt incorporating the
requested corrections

Applicant(s)
Scott A. Moskowitz, Sunny Isles Beach, FL;

Power of Attorney: None

Domestic Priority data as claimed by applicant

This application is a DIV of 10/602,777 06/25/2003
which is a CON of 09/046,627 03/24/1998 PAT 6,598,162
which is a CIP of 08/587,943 01/17/1996 PAT 5,745,569

Foreign Applications

If Required, Foreign Filing License Granted: 09/13/2007

The country code and number of your priority application, to be used for filing abroad under the Paris Convention, is

US1 1/895,388

Projected Publication Date: 01/17/2008

Non-Publication Request: No

Early Publication Request: No

** SMALL ENTITY **

Title

Data protection method and device
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Preliminary Class

713

PROTECTING YOUR INVENTION OUTSIDE THE UNITED STATES

Since the rights granted by a US. patent extend only throughout the territory of the United States and have
no effect in a foreign country, an inventor who wishes patent protection in another country must apply for a
patent in a specific country or in regional patent offices. Applicants may wish to consider the filing of an
international application under the Patent Cooperation Treaty (PCT). An international (PCT) application
generally has the same effect as a regular national patent application in each PCT—member country. The
PCT process simplifies the filing of patent applications on the same invention in member countries, but
does not result in a grant of "an international patent" and does not eliminate the need of applicants to file
additional documents and fees in countries where patent protection is desired.

Almost every country has its own patent law, and a person desiring a patent in a particular country must
make an application for patent in that country in accordance with its particular laws. Since the laws of many
countries differ in various respects from the patent law of the United States, applicants are advised to seek
guidance from specific foreign countries to ensure that patent rights are not lost prematurely.

Applicants also are advised that in the case of inventions made in the United States, the Director of the
USPTO must issue a license before applicants can apply for a patent in a foreign country. The filing of a US.
patent application serves as a request for a foreign filing license. The application's filing receipt contains
further information and guidance as to the status of applicant's license for foreign filing.

Applicants may wish to consult the USPTO booklet, "General Information Concerning Patents" (specifically,
the section entitled "Treaties and Foreign Patents") for more information on timeframes and deadlines for
filing foreign patent applications. The guide is available either by contacting the USPTO Contact Center at
800-786-9199, or it can be viewed on the USPTO website at
http://www.uspto.gov/web/offices/pac/doc/generaI/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you
may wish to consult the US. Government website, http://www.stopfakes.gov. Part of a Department of
Commerce initiative, this website includes self-help "toolkits" giving innovators guidance on how to protect
intellectual property in specific countries such as China, Korea and Mexico. For questions regarding patent
enforcement issues, applicants may call the US. Government hotline at 1-866—999—HALT (1-866-999-4158).

LICENSE FOR FOREIGN FILING UNDER

Title 35, United States Code, Section 184

Title 37, Code of Federal Regulations, 5.11 & 5.15
QRANTED

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN
FILING LICENSE GRANTED" followed by a date appears on this form. Such licenses are issued in all
applications where the conditions for issuance of a license have been met, regardless of whether or not a
license may be required as set forth in 37 CFR 5.15. The scope and limitations of this license are set forth in
37 CFR 5.15(a) unless an earlier license has been issued under 37 CFR 5.15(b). The license is subject to
revocation upon written notification. The date indicated is the effective date of the license, unless an earlier
license of similar scope has been granted under 37 CFR 5.13 or 5.14.

This license is to be retained by the licensee and may be used at any time on or after the effective date
thereof unless it is revoked. This license is automatically transferred to any related applications(s) filed under
37 CFR 1.53(d). This license is not retroactive.

The grant of a license does not in any way lessen the responsibility of a licensee for the security of the
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subject matter as imposed by any Government contract or the provisions of existing laws relating to
espionage and the national security or the export of technical data. Licensees should apprise themselves of
current regulations especially with respect to certain countries, of other agencies, particularly the Office of
Defense Trade Controls, Department of State (with respect to Arms, Munitions and Implements of War (22
CFR 121-128)); the Bureau of Industry and Security, Department of Commerce (15 CFR parts 730-774); the
Office of Foreign AssetsControl, Department of Treasury (31 CFR Parts 500+) and the Department of
Energy.

W

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN
FILING LICENSE GRANTED" DOES NOT appear on this form. Applicant may still petition for a license
under 37 CFR 5.12, if a license is desired before the expiration of 6 months from the filing date of the
application. If 6 months has lapsed from the filing date of this application and the licensee has not received
any indication of a secrecy order under 35 U.S.C. 181, the licensee may foreign file the application pursuant
to 37 CFR 5.15(b).
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UNITED STATES PATENT AND TRA MARK OFFI 
Appl. No. : 11/895,388 Confirmation No. 2103 »

Applicant : - Scott A. MOSKOWITZ ‘
Filed : August 24, 2007 p DV /1TC/A.U. : 2132 '

Examiner : NA . ‘
Docket No. : 80391 .0003CONT2  

MAIL STOP AMENDMENTS

Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

PRELIMINARY AMENDMENT

Prior to examination on the merits and prior to calculation of the filing fee, please

enter the following amendments to the application.
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IN THE CLAIMS:

Claims 6-31 were previously canceled without prejudice or disclaimer. Claims 6-

31 were previously subject to a restriction requirement. Applicant reserves the right to
pursue the subject matter of the original claims in this application and in other
applications. This listing of claims will replace all prior versions, and listings, of claims in .
the application.

1. (original) A method for copy protection of digital information, the digital information

including a digital sample and format information, comprising the steps of:

identifying a portion of the format information to be encoded;

generating encoded format information from the identified portion of the format information; and

generating encoded digital information, including the digital sample and the encoded format
information.

2. (original) The method of claim 1, further comprising the step of requiring a predetermined key
to decode the encoded format information.

3. (original) The method of claim 2, wherein the digital sample and format information are

configured to be used with a digital player, and wherein information output from the

digital player will have a degraded quality unless the encoded format information is

decoded with the predetermined key.

4. (original) The method of claim 3, wherein the information output‘from the digital player

represents a still image, audio or video.

5. (original) The method of claim 3, wherein the information output represents text data to be
authenticated.

Claims 6 — 31 (cancelled without prejudice to Applicant’s right to seek allowance of said claims

in a related application)

32. (original) A method for copy protection of software comprising: embedding the software

with a watermark wherein the embedded software operates in a manner substantially the

same as the software prior to the embedding step.

33. (original) The process of claim 32, wherein the step of embedding the software with a

watermark increases the complexity of code analysis and/or tampering with the software.
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34. (original) The process of claim 32, wherein the watermarked software queries a user for

personalization information during installation of the software

35. (original) The process of claim 32, wherein the watermark is accessible with a key.

36. (original) The process of claim 35, wherein the key enables authorized use of the

watermarked software.

37. (original) The process according to claim 35, wherein the key and license information are

interchangeable.

' 38. (original) The process according to claim 32, wherein the step of embedding the software

with a watermark is performed during execution of the software.

39. (original) The process according to claim 32, wherein the step of embedding the software

with a watermark modifies the structure of the software being embedded.

40. (original) An article of manufacture comprising a machine readable medium, having thereon

stored instructions adapted to be executed by a processor, which instructions when I

executed result in a process comprising: receiving potentially watermarked software; and

identifying the software by extracting the watermark.

41. (original) The article of manufacture of claim 40, wherein the watermark is associated with

information fixed prior to distribution of the watermarked sofiware.

42. (original) The article of manufacture of claim 40, wherein the watermark affects functionality
of the watermarked software.

43. (original) The article of manufacture of claim 40, wherein the extracted watermark enables

generation of a key.

44. (original) The article of manufacture of claim 43, wherein the generated key and licensing
information are associated.

45. (original) The article of manufacture of claim 40, further comprising limiting functionality of
the software ifthe watermark cannot be extracted.

46. (original) A method for watermarking software comprising: determining the structure a

plurality of code contained in the software; and configuring at least a portion of the

plurality of code according to a watermarking process.
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47. (original) The process of claim 46, wherein the watermarking process further comprises

inserting information into the software after installation.

48. (original) The process of claim 46, wherein the watermarking process configures the at least

a portion of the plurality of code according to a key.

49. (original) The process of claim 46, wherein the watermarking process increases the

complexity of code analysis and/or tampering with the software.

50. (original) The process of claim 46, wherein the watermarking process is selected from the

group comprising: data hiding, steganography or steganographic ciphering.

51. (original) The process of claim 46, wherein the watermarking process is applied during
execution of the software.

52. (original) A system for copy protection of software comprising the steps of: associating

license information with a copy of a software application; encoding the associated license

information into the copy of the software application using a watermarking process;

providing the copy of the software application having license information encoded

therein to a user; and, comparing information received by a user with the encoded license
information.

53. (original) The system of claim 52, wherein the encoding is controlled by a key,

54. (original) The system of claim 52, wherein the step of comparing the user supplied

information with the encoded license information enables authorization of the software.

55. (original) The system of claim 53, wherein the key is fixed prior to distribution of the
software.

56. (original) The system of claim 52, wherein the license information comprises code which

affects functionality of the watermarked software.

57. (currently amended) The system of claim 52, wherein the watermarkfi software is resistant

to code analysis and/or tampering.
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REMARKS

Applicant requests entry of the amendments and submits that this application is

in condition for allowance, and a notice to this effect is earnestly sought.

Respectfully submitted,

Date: October 17, 2007 By: 4/
Scott oskowitz

Tel (305) 956-9041

Fax (305) 956-9042
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Appl. No. : 11/895,388 Confirmation No. 2103
Applicant : Scott A. MOSKOWITZ

Filed : August 24, 2007 CM

TC/A.U. : g 2132 k
Examiner : NA 00 V L
Docket No.' : 80391 .0003CONT2 ~

MAIL STOP AMENDMENT

Commissioner for Patents

PO. Box 1450

Alexandria, VA 22313-1450

INFORMATION DISCLOSURE STATEMENT

Dear Sir:

Applicant(s) submit copies of the references listed on the attached 8308 Forms)

for consideration and request that the US. Patent‘and Trademark Office make them Of

record in this application.

Applicant(s) state the following:

B Each item of information contained in this Information Disclosure

Statement was cited in a communication from a foreign patent office in a counterpart

foreign application not more than three months prior to the filing of the Information
Disclosure Statement; or

[:1 No item of information contained in this Information Disclosure Statement

was cited in a communication from a foreign patent office in a counterpart foreign

application, and to the knowledge of Applicant(s) no item of information contained in this

Page 1 of 11
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Appl. No. 11/895388

Information Disclosure Statement I C.F.R. § 1.78 dated October 17, 2007

Information Disclosure Statement was known to any individual designated in § 1.56(c)

more than three months prior to the filing of this Information Disclosure Statement:

E in accordance with 37 C.F.R. § 1.97(b), this information Disclosure

Statement is believed to be submitted prior to issuance of a first Office Action and/or

within three months of the filing date of the application. It is respectfully submitted that

no fee is required for consideration of this information.

[I This Information Disclosure Statement is being submitted after the mailing

of a non-final Office Action, but is believed to be prior to a final Office Action or a Notice

of Allowance. Pursuant to 37 C.F.R. § 1.97(c), payment in the amount of $180.00 as

set forth in 37 C.F.R. § 1.17(p) is enclosed.

While the information and references disclosed in this Information Disclosure

Statement are submitted pursuant to 37 C.F.R. § 1.56, this submission is not intended

to constitute an admission that any patent, publication or other information referred to is

“prior art” to this invention. Applicant(s) reserve the right to contest the “prior art” status

of any information submitted or asserted against the application.

Additionally, pursuant to C.F.R. § 1.78, Applicant(s) wish to inform the Examiner

of the existence of the following co—pending US. patent applications, patent applications

and issued US. patents that share a common inventor or applicant with the present

application. Under 37 C.F.R. § 1.98(a)(1), Applicant(s) also wish to inform the Examiner

of the existence of the following co-pending foreign patents and patent applications that

share a common inventor with the present application in the “section separate from the

citations of other documents” entitled “Foreign Patent Documents”, below:

EXAMINER: Please initial if reference is considered, whether or not the citation is in conformance with MPEP § 609.
Draw line through citation if not in conformance and not considered. Please include copy of this "form with next
communication to the applicant.
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Appl. No. 11/895,388

Information Disclosure Statement / C.F.R. § 1.78 dated October 17, 2007

U.S. PATENT DOCUMENTS

EXAMINER'S

INITIALS:

U.S. Patent Application No. 08/999,766, filed July 23, 1997, entitled

“Steganographic Method and Device";

U.S. Patent Application No. 11/894,443, filed August 21, 2007, entitled

“Steganographic Method and Device";

U.S. Patent Application No. 11/894,476, filed August 21, 2007, entitled

“Steganographic Method and Device";

U.S. Patent Application No. 11/050,779, filed February 7, 2005, entitled

“Steganographic Method and Device" — Publication No. 20050177727 -

August 11, 2005; '

U.S. Patent Application No. 08/674,726, filed July 2, 1996, entitled

“Exchange Mechanisms for Digital Information Packages with Bandwidth

Securitization, Multichannel Digital Watermarks, and Key Management";

U.S. Patent Application No. 09/545,589, filed April 7, 2000, entitled

"Method and System for Digital Watermarking" (issued as U.S. Patent No.

7,007,166);

U.S. Patent Application No. 11/244,213. filed October 5, 2005, entitled

“Method and System for Digital Watermarking" — Publication No.

20060101269 — May 11, 2006;

U.S. Patent Application No. 11/649,026, filed January 3, 2007, entitled

"Method and System for Digital Watermarking" — Publication No.

20070113094 — May 17, 2007;

U.S. Patent Application No. 09/046,627, filed March 24, 1998, entitled

“Method for Combining Transfer Function with Predetermined Key
Creation" (issued as U.S. Patent No. 6,598,162);

EXAMINER: Please initial if reference is considered, whether or not the citation is in conformance with MPEP § 609.
Draw line through citation if not in conformance and not considered. Please include copy of this form with next
communication to the applicant.
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Appl. No. 11/895,388

Information Disclosure Statement / C.F,R. § 1.78 dated October 17, 2007

US. Patent Application 10l602,777, filed June 25, 2003, entitled "Method

for Combining Transfer Function with Predetermined Key Creation" -

Publication No. 20040086119 - May 6, 2004;

US. Patent Application 11/895,388, filed August 24, 2007, entitled "Data

Protection Method and Device";

US. Patent Application No. 09/053,628, filed April 2, 1998, entitled

“Multiple Transform Utilization and Application for Secure Digital

Watermarking" (issued as US. Patent No. 6,205,249);

US. Patent Application No. 09/644,098, filed August 23, 2000, entitled

“Multiple Transform Utilization and Application for Secure Digital

Watermarking" (issued as US. Patent No. 7,035,409);

US. Patent Application No. 09/767,733, filed January 24, 2001, entitled

“Multiple Transform Utilization and Application for Secure Digital

Watermarking" — Publication No. 20010010078 - July 26, 2001;

US. Patent Application No. 11/358,874, filed February 21, 2006, entitled

“Multiple Transform Utilization and Application for Secure Digital

Watermarking” — Publication No. 20060140403 — June 29, 2006;

US. Patent Application No. 10/417,231, filed April 17, 2003, entitled

“Methods, Systems And Devices For Packet Watermarking And Efficient

Provisioning Of Bandwidth” — Publication No. 20030200439 - October 23,
2003;

US. Patent Application No. 11/900,065, filed September 10, 2007,

entitled “Methods, Systems And Devices For Packet Watermarking And

Efficient Provisioning Of Bandwidth";

US Patent Application No. 11/900,066, filed September 10, 2007,

entitled "Methods, Systems And Devices For Packet Watermarking And

Efficient Provisioning Of Bandwidth";

US. Patent Application No. 09/789,711. filed February 22, 2001, entitled

“Optimization Methods for the Insertion, Protection, and Detection of

EXAMINER: Please initial if reference is considered, whether or not the citation is in conformance with MPEP § 609.
Draw line through citation if not in conformance and not considered. Please include copy of this form with next
communication to the applicant.
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Appl. No. 111895388

Information Disclosure Statement / C.F.R. § 1.78 dated October 17, 2007

Digital Watermarks in Digital Data" — Publication No. 20010010078 -

October 11, 2001 (issued as US. Patent No. 7,107,451);

US. Patent Application No. 11/497,822, filed August 2, 2006, entitled

"Optimization Methods for the Insertion, Protection, and Detection of

Digital Watermarks in Digital Data" — Publication No. 20070011458 —

January 11, 2007;

US. Patent Application No. 11l599,964, filed November 15, 2006, entitled

“Optimization Methods for the Insertion, Protection, and Detection of

Digital Watermarks in Digital Data";

US. Patent Application No. 11/599,838, filed November 15, 2006, entitled

“Optimization Methods for the Insertion, Protection, and Detection of

Digital Watermarks in Digital Data” — Publication No. 20070226506 —

September 27, 2007;

US. Patent Application No. 11l897,790, filed August 31, 2007, entitled

“Optimization Methods for the Insertion, Protection, and Detection of

Digital Watermarks in Digital Data";

U.S. Patent Application No. 11/897,791, filed-August 31, 2007, entitled

“Optimization Methods for the Insertion, Protection, and Detection of

Digital Watermarks in Digital Data";

US. Patent Application No. 11/899,661, filed September 7, 2007, entitled

“Optimization Methods for the Insertion, Protection, and Detection of

Digital Watermarks in Digital Data";

US. Patent Application No. 11/899,662, filed September 7, 2007, entitled

"Optimization Methods for the Insertion, Protection, and Detection of

Digital Watermarks in Digital Data";

US. Patent Application No. 10/369,344, filed February 18, 2003, entitled

"Optimization Methods for the Insertion, Protection, and Detection of

Digital Watermarks in Digitized Data" -- Publication No. 20030219143 —

November 27, 2003 (issued as US. Patent No. 7,095,874);

EXAMINER: Please initial if reference is considered, whether or not the citation is in conformance with MPEP § 609.
Draw line through citation if not in conformance and not considered. Please include copy of this form with next
communication to the applicant.
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Appl. No. 11/895,388

Information Disclosure Statement / C.F.R. § 1.78 dated October 17, 2007

US. Patent Application No. 11/482,654, filed July 7, 2006, entitled

"Optimization Methods for the Insertion, Protection, and Detection of

Digital Watermarks in Digitized Data" -- Publication No. 20060285722 —

December 21, 2006;

US. Patent Application No. 09/594,719, filed June 16, 2000, entitled

“Utilizing Data Reduction in Steganographic and Cryptographic Systems"

(issued as US. Patent 7,123,718);

US. Patent Application No. 11I519,467, filed September 12, 2006.

entitled “Utilizing Data Reduction in Steganographic and Cryptographic

Systems" — Publication No. 20070064940 — March 22, 2007;

US. Patent Application No 09/731,040, filed December 7, 2000, entitled

"Systems, Methods And Devices For Trusted Transactions" -- Publication

No. 20020010684 — January 24, 2002 (issued as US. Patent 7,159,116);

US. Patent Application No 11/512,701, filed August 29, 2006, entitled

“Systems, Methods And Devices For Trusted Transactions" - Publication

No. 20070028113 — February 1, 2007;

US. Patent Application No. 10/049,101, filed February 8, 2002, entitled

“A Secure Personal Content Sewer” (which claims priority to International

Application No. PCT/USOO/21189, filed August 4, 2000, which claims

priority to US. Patent Application No. 60/147,134, filed August 4, 1999,

and to US. Patent Application No. 60/213,489, filed June 23, 2000);

US. Patent Application No. 09/657,181, filed September 7, 2000, entitled

“Method And Device For Monitoring And Analyzing Signals”;

US. Patent Application No. 10/805,484, filed March 22, 2004, entitled

"Method And Device For Monitoring And Analyzing Signals"(which claims

priority to US. Patent Application No. 09/671,739, filed September 29,

2000, which is a CIP of US. Patent Application No. 09/657,181) --

Publication No. 20040243540 — December 2, 2004;

US. Patent Application No. 09/956,262, filed September 20, 2001,

entitled “Improved Security Based on Subliminal and Supraliminal

EXAMINER: Please initial if reference is considered, whether or not the citation is in conformance with MPEP § 609.
Draw line through citation if not in conformance and not considered. Please include copy of this form with next
communication to the applicant.
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Appl, No. 11/895,388 .

Information Disclosure Statement / C.F.R. § 1.78 dated October 17, 2007

Channels For Data Objects" —- Publication No. 20020056041 — May 9,

2002 (issued as US. Patent No. 7,127,615);

US. Patent Application No. 11/518,806, filed September 11, 2006,

entitled “improved Security Based on Subliminal and Supraliminal

Channels For Data Objects";

US. Patent Application No. 11/026,234, filed December 30, 2004, entitled

“Z-Transform implementation of Digital Watermarks" -- Publication No.

20050135615 — June 23, 2005 (issued as US. Patent No. 7,152,162);

US. Patent Application No. 11/592,079, filed November 2, 2006, entitled

“Linear Predictive Coding Implementation of Digital Watermarks” --

Publication No. 20070079131 — April 5, 2007;

US. Patent Application No. 09/731,039, filed December 7, 2000, entitled

“System and Methods for Permitting Open Access to Data Objects and

for Securing Data within the Data Objects" - Publication No.

20020071556 - June 13, 2002 (issued as US. Patent No. 7,177,429);

US. Patent Application No. 11/647,861, filed December 29, 2006, entitled

“System and Methods for Permitting Open Access to Data Objects and

for Securing Data within the Data Objects" -- Publication No.

20070110240 — April 5, 2007;

US Patent No. 5,428,606, issued June 27, 1995, entitled “Digital

Commodities Exchange";

US. Patent No. 5,539,735, issued July 23, 1996, entitled “Digital

information Commodities Exchange”;

US. Patent No. 5,613,004, issued March 18, 1997, entitled

“Steganographic Method and Device";

US. Patent No. 5,687,236, issued November 11, 1997, entitled

"Steganographic Method and Device”;

US. Patent No. 5,745,569, issued April 28, 1998, entitled “Method for

Stega-Protection of Computer Code";

EXAMINER: Please initial if reference is considered, whether or not the citation is in conformance with MPEP § 609.
Draw line through citation if not in conformance and not considered. Please include copy of this form with next
communication to the applicant.
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Appl. No. 11/895,388

Information Disclosure Statement / C.F.R. § 1.78 dated October 17, 2007

US Patent No. 5,822,432, issued October 13, 1998, entitled “Method for

Human Assisted Random Key Generation and Application for Digital

Watermark System";

US. Patent No. 5,889,868, issued July 2, 1996, entitled "Optimization

Methods for the Insertion, Protection, and Detection of Digital Watermarks

in Digitized Data";

US. Patent No. 5,905,800, issued May 18, 1999, entitled “Method 8

System for Digital Watermarking”;

US. Patent No. 6,078,664, issued June 20, 2000, entitled “Z-Transform

Implementation of Digital Watermarks";

US. Patent No. 6,205,249, issued March 20, 2001, entitled “Multiple

Transform Utilization and Application for Secure Digital Watermarking";

U.S. Patent No. 6,522,767, issued February 18, 2003, entitled

"Optimization Methods for the Insertion, Protection, and Detection of

Digital Watermarks in Digitized Data";

US. Patent No. 6,598,162, issued July 22, 2003, entitled "Method for

Combining Transfer Function with Predetermined Key Creation";

US. Patent ‘No. 6,853,726, issued February 8, 2005, entitled “Z-

Transform Implementation of Digital Watermarks";

US. Patent No. 7,007,166, issued February 28, 2006, entitled “Method &

System for Digital Watermarking”;

US. Patent No. 7,035,049, issued April 25, 2006, entitled “Multiple

Transform Utilization and Application for Secure Digital Watermarking”;

US. Patent No. 7,095,874, issued August 22, 2006, entitled "Optimization

Methods for the Insertion, Protection, and Detection of Digital Watermarks

in Digitized Data";

US Patent No. 7,107,451, issued September 12, 2006, entitled

"Optimization Methods for the Insertion, Protection, and Detection of

Digital Watermarks in Digital Data";

EXAMINER: Please initial if reference is considered, whether or not the citation is in conformance with MPEP § 609.
Draw line through citation if not in conformance and not considered. Please include copy of this form with next
communication to the applicant.
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Appl. No. 11/895,388

Information Disclosure Statement / C.F.R. § 1.78 dated October 17, 2007

US. Patent No. 7,123,718, issued October 17, 2006, entitled, “Utilizing

Data Reduction in Steganographic and Cryptographic Systems”;

US. Patent No. 7,127,615, issued October 24, 2006, “Improved Security

Based on Subliminal and Supraliminal Channels for Data Objects”;

US. Patent No. 7,152,162, issued December 19, 2006, entitled ”Z-

Transform Implementation of Digital Watermarks";

US. Patent No. 7,159,116, issued January 2, 2007, entitled “Systems,

Methods and Devices for Trusted Transactions”;

US. Patent No. 7,177,429, issued February 13, 2007, entitled “System

and Methods for Permitting Open Access to Data Objects and for

Securing Data within the Data Objects"

EXAMINER: Please initial if reference is considered, whether or not the citation is in conformance with MPEP § 609.
Draw line through citation if not in conformance and not considered. Please include copy of this form with next
communication to the applicant.
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Appl. No. 11/895,388

Information Disclosure Statement l C.F.R. § 1.78 dated October 17, 2007

FOREIGN PATENT DOCUMENTS

EXAMINER’S

INITIALS:

EXAMINER: Please initial if reference is considered, whether or not the citation is in conformance with MPEP § 609.
Draw line through citation if not in conformance and not considered. Please include 0
communication to the applicant.

PCT Application No. PCT/U895/08159, filed June 26, 1995, entitled,

“Digital Information Commodities Exchange with Virtual Menuing";

PCT Application No. PCT/U396/10257, filed June 7, 1996, entitled,

“Steganographic Method and Device" -- corresponding to - EPO

Application No. 969194059, entitled “Steganographic Method and

Device";

PCT Application No. PCT/U397/00651, filed January 16, 1997, entitled,

"Method for Stega-Cipher Protection of Computer Code” — corresponding

to AU199718294A (not available);

PCT Application No. PCT/U897/00652, filed January 17, 1997, entitled,

“Method for an Encrypted Digital Watermark" - corresponding to

AU199718295A (not available);

PCT Application No. PCT/U897/11455, filed July 2, 1997, entitled,

“Optimization Methods for the Insertion, Protection and Detection of

Digital Watermarks in Digitized Data" —- corresponding to AU199735881A

(not available);

PCT Application No. PCT/U899/07262, filed April 2, 1999, entitled,

“Multiple Transform Utilization and Applications for, Secure Digital

Watermarking” — corresponding to — Japan App. No. 2000-542907,

entitled “Multiple Transform Utilization and Application for Secure Digital

Watermarking" (included herein);

PCT Application No PCT/USOO/06522, filed March 14, 2000, entitled,

“Utilizing Data Reduction in Steganographic and Cryptographic Systems";
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Appl. No. 11/895,388

Information Disclosure Statement / C.F.R. § 1.78 dated October 17, 2007

PCT Application No. PCT/USOO/18411, filed July 5, 2000, entitled, "Copy

Protection of Digital Data Combining Steganographic and Cryptographic

Techniques" — corresponding to AU200060709A5 (not available);

PCT Application No. PCT/USOO/21189, filed August 4, 2000, entitled, “A

Secure Personal Content Server’;

PCT Application No. PCT/USOOI33126, filed December 7, 2000, entitled,

“Systems, Methods and Devices for Trusted Transactions" —

corresponding to AU200120659A5 (not available);

In accordance with 37 C.F.R. § 1.97(g), the filing of this Information

Disclosure Statement shall not be construed to mean that a search has been made or

that no other material information as defined in 37 C.F.R. § 1.56(a) exists. This

Information Disclosure Statement is in compliance with 37 C.F.R. § 1.98 and the

Examiner is respectfully requested to consider the listed documents and information.

Respectfully submitted,

Date: October 17, 2007 By:

Scott/A. Moskowitz E;
TeT# (305) 956-9041
Fax# (305) 956—9042

EXAMINER: Please initial if reference is considered, whether or not the citation is in conformance with MPEP § 609.
Draw line through citation if not in conformance and not considered. Please include copy of this form with next
communication to the applicant.
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> mm” mm ' "Illllllllllllllllllllll"Ill"I"lllllllllllllllllllllllllllllllllllllll($3 ((19) 0 European Patent Office

EP0565947B1
 

Office européen des brevets « (11) EP O 565 947 B1

(12) ‘ EUROPEAN PATENT SPECIFICATION

(45) Date of publication and mention (51) Int CLS: H04B 14/04
' of the grant of the patent;

28.05.1997 Bulletln 1997/22

(21) Application number: 931053235

(22) Date 01 filing: 31.03.1993 .————_____._____—________—

(54) Procedure for including digital information in an audio signal prior to channel coding
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‘Descrlption

The present invention relates to a method with

which data information can be added in an audio signal
present in digital form so that after the channel coding
of an audio signal accomplished in a transmitter and the

coding of an audio signal accomplished in a receiver no
information is lost.

ln a conference proceedings paper Proc. ICASSP
90, Alberquerque, New Mexico. April 36, 1990, p.
1097-1100, W.ten Kate, L. van de Kerkhof and F. Zider-

veld: Digital Audio Carrying Extra lnforrnation, a encod-
ing method is described with which a four-channel audio
signal can be encoded to be appropriate for use in a
transmission path of a two-channel audio signal. In said
encoding method two characteristic features of the hu-

man hearing sense are made use of: hearing threshold
and masking effect. The masking effect means that in
any audio signal another, less powerful signal can be
added. which is not audible to the ear because of the

masking effect. The masking effect is a psychoacoustic
phenomenon in which the hearing threshold moves up—
wards when other sounds are present. The masking ef-
fect is most successful in sounds in which the spectrum
components are in the proximity of the components of
the masking sound. The frequency masking declines
more rapidly when moving to lower sounds. This is true

also in the time plane: the masking effect is greatest in
sounds which are simultaneously audible. The depend-
ence of the masking effect on time and frequency is well
known in simple signals. The existence of masking ef—
fect can be utilized in that signals below the hearing
threshold can be added into an audio signal. in principle,
this takes place so that an analogous audio signal is
sampled and in the place of the bits of the samples not
audible to the human ear other information is placed.
Thus, information is inserted in place of the less signif~
icant bits of the sample in digital form. When such a sig-
nal is repeated, the human ear is not at all able to hear

the signal added therein because the actual signal in-
tended to be heard masks it. It is the masking ability of
the human ear which determines how many less signif—
icant bits can be substituted without still being audible.

' A signal thus added can be used for various purposes.
Similarly, when a sound signal is compressed, the sig-
nals below the hearing threshold can be excluded from
storage, or only the signals audible to the human ear
are transmitted.

The principle of said known coding method utilizing
the masking effect is presented in Fig. 1. An incoming
audio signal is sampled and divided first in a filter bank

1 into a great number of subbands and the signal sam-
ples of the subbands are decimated in means 2. The

subbands are preferably equal in size so that the sam-
pling frequency meeting the Nyqvist criterion in the dec-
imalizing means 2 of each subband is equal. The sam-
ples of each subband are then grouped into subsequent
time windows in means 3. The length of a time window
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is A t and it includes samples of one and same point of
time from each subband. So. the simultaneous time win-

dows of each subband constitute one block. A power
spectrum is calculated for each block in spectrum anal-
ysis means 4 and from the spectrum thus derived a
masking threshold is determined for each block in

means 5. After determining the masking threshold it is
clear what the maximum signal power is which can be
added in an audio signal of a subband in said time win-
dow. DATA IN bits of the data signal are added below
the masking threshold calculated for the audio signal. It ,
is carried out so that a given number of subsequent bits
of a data flow, e.g. three subsequent bits, form one word.
Each word is interpreted to be an address representing
a given sample value; thus, in a three bit case there are
eight pieces of sample values. Selection of a word and
the sample value corresponding thereto is carried out in
means 6. The sample values are grouped for appropri-
ate sample windows of the subbands corresponding to
the equivalence of the sample value and the threshold
of the sample window of a subband, and data bits are
substituted for bits of the audio signal samples of a sub-
band in an adder 7. After the substitution, the sample
frequency of the signals of the subbands is increased in
means 2. and the signals are again connected in the
filter bank 9 into a wide-band audio signal which to a ’

listener sounds totally similar to the original audio signal
although data information has been added therein. The
reception is in principle a reverse incident to the trans-

mission. A typical feature in this method of prior art is
that a hearing threshold benefitting the masking effect
has to be calculated both in the encoder of the transmit-

ter and in the decoder of the receiver by using a mask
modelling model of the human hearing system (Le. Psy-
cho Acoustic Model). Thus. the encoder and the coder
act independent of one another. This results in certain
problems.

in the Finnish patent application No. 915114, filing
date October 30, 1991, corresponding to EP-A—0 540
330, published 05 May 1993, said application being in-
cluded as reference in the present application, the infor-
mation produced by the encoder of the above described
system is made use of. Such information includes infor-
mation concerning data mode, information related to

quantisation, and information related to dematrixing.
Said information is transmitted on a separate side chan-
nel at the same time as the audio signals to a receiver,
which controlled by side channel information is enabled

to process the two-channel audio signal received and to
convert it 9.9. into a multichannel audio signal. Thus,
the coder of the receiver acts controlled by the transmit-
ter encoder, is. as a slave decoder. An audio signal
transmitted on a stereo channel and the information da-

ta hidden therein are therefore separated using the con-
trol information transmitted by the encoder and received
on a separate channel.

The principle of the Finnish patent application is
shown in Fig. 2. A coding block therein is indicated by
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‘reference numeral 31, said block being in essential el-
ements similar to the prior an encoding block shown in
Fig. 1. The encoder combines an incoming multichannel
audio signal into a combined stereo signal 'hiding‘I a da-
ta signal therein by making use of the masking effect.
lnforrnation about the data mode, quantization and ma-
trixing are received from the encoder. The data mode

describes the special arrangements needed for maxi-
mizing the transmission capacity of the hidden data.
Such arrangements are e.g. information about that cer-
tain channels contain no signals compared with the
state of the rest of the channels, so that after being cod-
ed said channels are attenuatable. On the whole, the

mode contains the way of processing the special in—
stances concerning signal coding when these are not
included in normal mix-up. The quantization data in-

' forms of the quantization steps of the masking signal
and the signal to be masked (hidden), and the number
of bits as well as the masking threshold calculated for
the time intervals of each subband in the manner de—

scribed above. The m‘atrixing information yields infor-
mation about how the original multichannel audio signal
was downmixed. in brief, all the information required in
carrying out the coding can be achieved from the en-
coder. The combined stereosignal derived from the en-
coder, in which data has been 'hidden', is adapted for
the audio signal to be used on a radio path to be trans-
mitted to eg. the NlCAM format. The above information

required in coding is transmitted simultaneously on a
separate low-speed digital channel. it the data hidden
in the audio channel cannot at a point of time be included

in the audio channel, because the 'masking capacity'
of the audio signal does not suffice. said data can be
transmitted on said separate data channel, the informa-
tion transmitted whereon can be called side information
because it is transmitted on the side of the actual audio
channel. ,

The coder 32 in the receiver receives the signal of
the audio channel and the side information of the data

channel, so that controlled by the coding information
transmitted therein it is enabled to code the signal of the
audio channel and to separate the data hidden therein.
Controlled by the matrixing information it is further ena-
bled to form eg. a multichannel audio signal.

The method of said Finnish patent application is in
principle well appropriate for use in transmitting an audio
signal containing hidden data on a transmission path,
one of its application being the sound transmission of

any HDTV system. In transmitting an audio signal digit-
ally through the radio, it must first be encoded to be ap-
propriate for a transmission channel. There are a great
number of channel-coding systems available using
compressing; the NlCAM system may be mentioned
here as an example thereof, as it is already in use and
as it may become the audio transmission system in the
European HDTV system. When the above-described
method is applied in the audio signal, which is channel-
coded thereafter using any existing method, this raises
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a difficult problem in practice: the received coded audio

signal is not precisely the same as the audio signal of
the transmission head prior to channel-coding. This is
due to the fact that independent on the system. the

' channel-coding causes errors. Most often, one or two of
the least significant bits may become converted in the
encoder, so that the coded bit stream is almost, but not
precisely, the same as the bit stream prior to the encod—
ing. Consequently, if an audio signal is used as such in
a transmitter as a signal masking some data to be hid—
den, it would lead either to a significant increase in error
rate of the bits being transmitted or to a significant drop
in the hiding capacity because the data is hidden spe-
cifically by substituting the least significant bits.

According to the invention, this problem can be
solved using the characteristic feature of the method
disclosed in the Finnish patent application No. 915114,
said feature meaning a separate side information chan-

nel containing information formation for controlling the
encoder, Since not only on the amount of the data to be

used is transmitted on said side channel, as suggested
in the application, but also precise information on the
location of said data samples, an immaculate original
data signal can be provided with the aid of said informa—

tion. Knowledge of the location of the data samples pre-
requires information about which of the least significant
bits of the audio signal can be substituted for data infor-

mation, that is, which of the bits are sure to pass through
the channel-coder without being changed.

This information is described according to claim 1.
The insight of the invention lies in that an original

audio signal is separated into two branches, in the first
of which the signal is first channelcoded and immedi—
ately thereafter it is decoded. In the second branch the

signal is delayed as long as in the first branch the signal
is encoded and coded. In this step such signals are re-
sulted which almost resemble one another: in the signal
of the first branch the encoding/decoding operation
caused a few bit errors. Thereafter, the audio signals of
both branches are divided into a plurality of subbands
in the filter bank and the signal samples of the subbands
are decimated. The subbands have to be equal in size.
in each branch the samples of every subband are then

. grouped into subsequent time windows. The length of
one time window is A T and it includes samples of the

same point of time from each subband. The simultane-
ous time windows of each subband thus form each time

one block. Now, the equivalent samples of the subbands
of each branch block are mutually‘comparable. if all bits
are the same it is known that said bits have not been

affected by the channel-coding. if, instead, e.g. the low
est, Le. the least significant bit of the sample of the en-
coding/coding branch differs from the lowest bit of the
sample of the non-encoded branch, while the rest of the
bits are equal, said lowest bit is known to be a bit not
expected to outlast the channel-coding operation. so
thata data bit is not substituted therefor. Part of the other

bits can be replaced by data bits because they are
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' known to outlive in channel coding. This is the method
which is used for all subbands. The masking threshold
is then calculated for the audio signal and the data to be
hidden is added in place of the bits of the audio signal
which are known to outlive. The information about which

of the bits in each sample have been substituted is in-
cluded in the side channel information SI, on the basis
of which the receiver is able to reconstruct the correct

hidden information precisely.
An implementation of the invention is described be-

low, reference being made to the accompanying sche—
matic figures, in which:

Fig. 1 presents an encoder used in the method of
prior art,

Fig. 2 shows the coder as disclosed in the Finnish
appliation No. Fl-915114, and

Fig. 3 shows principally the procedure of the inven-
tion.

The procedures shown in Figs 1 and 2 are already
described above. The principle of the method according
to the invention is presented in Fig. 3. A digital audio
signal AUDlO IN. within which DATA N data information

has been hidden utilizing the masking effect, is separat-
ed into two branches. In the upper branch the audio sig-
nal is channel-coded in an encoder 325 using the same

coding method as used in the actual transmission path,
for instance in the NlCAM coding. An audio signal chan-
nel-coded immediately thereafter is coded in a coder

316, whereby it should result in the original audio signal.
The audio signal AUDIO IN is at the same time conduct—

ed also into the lower branch in which it is delayed in a
delay means 317 precisely the time which passes for
the encoding and coding in the upper branch. in the in-
terface, marked with P1, the audio signals are not, how-
ever, bit by bit the same, owing to errors caused by the
encoder 325 and decoder 316. The defective bits are

found by dividing the audio signal in the filter banks 31
and 311, after the interface P1, into a plurality of sub-
bands. and the signal samples of the subbands are dec-
imated in means 32 and 312. Said subbands are pref-
erably equal in size. The samples of each subband are
thereafter grouped into subsequent time windows in
means 33 and 315. The lengths A T of the time window
are the same and they include the same amount of 9am
ples of one and same point of time from each subband.
Thus the simultaneous time windows of each subband

always form one block. 80, at one point of time. the sig-
nal samples of both the branch of the coded audio signal
and of the branch of the delayed audio signal are known,
grouped according to their frequency bands. The sam-
ples of one point of time are then compared in a corn-
parator 313 so that a sample of one subband of means
33 is compared with a sample of the correspondent sub-
band of means 315. if the encoding / coding process
has changed any of the bits, the comparison reveals
which of the bits were changed. For instance, if the low-l
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est, is. the least significant bit in a sample of block 33
is different from the one in the sample of block 315, it is
known that no data bit should be placed in the place of
said bit because it will in any case be lost in the course

of channel-coding. After the interface marked with P2 it
was thus found out which of the bits of the audio signal
should not be substituted for by data bits. The essential
core of the invention lies precisely in this fact, and the
information obtain ed thereafter can be applied in an en—
coder complying with the Finnish application No.
915114. The mode of operation is described below in
outline.

A spectrum analysis is accomplished in a manner
known in the art in the lower branch in means 34 and

the calculation of the masking threshold in means 35.
After finding out how many of the bits of the audio signal
can be substituted for by data bits and which of the bits

in the audio signal do not outlive the channel-coding.
only the bits below the masking threshold can be sub-
stituted in an adder 310 which outlive in the channel cod-

ing. On the basis of the masking threshold information

by block 35 and the information provided by reference
block 313, the data to be hidden is arranged to be ap-
propriate in an arrangement block 36.

The information divulged in reference means 313 is
conveyed to the adder 310. For instance, if the spectrum
analysis and the calculation of the masking threshold
indicate that data bits could be substituted for three bits

in a sample. without being audible to the human ear, and'
if it has been analysed in reference means 313from the
same sample that the first bit will perish in the channel-
coding process, only the two bits of the sample are sub-
stituted for by data bits which were learnt to outlive the

channel coding. The infomtation on the point of a sam-
ple of an audio signal at which some data has been hid-

den, i.e. which of the bits have been substituted for by
data bits, is transmitted as side information on a SI chan-
nel. On the basis of said information and other informa-
tion transmitted on the side channel, the receiver is en-

abled to discover in the audiosignal a data signal hidden
therein.

All audio samples are analysed similarly in each
subband, regarding the duration of the channel coding.
and only those bits below the masking threshold are
substituted which are sure to outlive the channel-coding.
After summing up, the sample frequency of the signals
of the subbands is increased in means 38 and the sig-
nals are recombined in filter bank 38 into a wideband
audio signal which after being channel-coded in the
transmitter and decoded in the receiver sound to the lis-

tener‘s ear the same as the original audio signal irre-
spective of the fact that data information has been add—
ed therein and that the data information is received with-

out any deficiencies. A low-speed side channel Si is pro-
duced in the mannerdisclosed in Finnish application No.
915114, included therein an addition that now also in-
formation about the location of the bits hidden therein is
added therein.
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The main features of the method are described

above. it is obvious that a practical implementation can
be accomplished in a number of ways while remaining
within the protective scope of the claims. The method is
particularly appropriate for use in association with the
method disclosed in Finnish patent application No.
915114 because the side channel disclosed therein is

particularly well appropriate for mediating the inform-
tion about the location of the substituted bits to the re—
ceiver.

C [aims

1. A method for combining a data signal with an audio
signal prior to channelcoding the combined signal,
in which

- an audio signal entering in sample sequence
mode is conducted to a first branch and divided

into subbands, whereby in each subband an ar-
ray of audio signal samples of equal size is ob-
tained in one and the same time window,

- a masking threshold is calculated simultane—
ously for said sample array in each subband,
the sounds wherebelow being unaudible to the
human ear,

- the bits of the data signal are substituted for the
bits of the samples of the sample arrays re-
maining below the masking threshold.

- the subbands are combined, whereby a com-
bined signal to be transmitted on an audio
channel is obtained, and

- all the information is gathered that is needed in
re-separating the combined signal, and said in-
formation is transmitted in the form of side in-

formation on a separate data channel at the
same time with the combined signal,

whereby

- an audio signal is conducted also to a second
branch in which it is channelcoded and decod—

ed, and thereafter it is divided into as many sub-
bands as in the first branch, whereby in each
subband an array of audio signal samples of
equal magnitude is obtained in the same time
window as in the first branch,

- the audio signal conducted into the first branch
_ is gelayed for a time equivalent to the time re-
quired for channelcoding and decoding,

- the audio signal samples of one and same point
of time of the corresponding subbands of each
branch are‘compared. ,

- only the bits of the samples of the first branch
are substituted for by data bits which are the
same as in the second branch, and '

- information on the location of the substituting
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data bits in the sample is transmitted in the form
of side information on said data channel.

Method for separating an audio signal and a data
signal combined in the manner disclosed in claim 1
in a receiver in which a signal entering in sample
sequence mode is coded, divided into subbands.
and the bits are separated from the combined signal
which remain below the masking threshold, and the
separated bits are combined, whereby the receiver
receives in the form of side information on a sepa-
rate data channel such information which is needed

for separating the data signal from the audio signal,
whereby the decoder accomplishes said separation
controlled by the coder, characterized in that the
side information also includes information about

which of the bits in the audio sample have been sub-
stituted for by data bits,

An apparatus for combining a data signal with an
audio signal before channel—coding the combined
signal in the transmitter, said apparatus comprising:

- a first filter means (311) for dividing an audio
signal entering in the form of sample sequence
mode into subbands.

- a grouping means (315) to group in each sub-
band an array of audio signal samples of the
same size in one and same time window,

- ananalysing and calculating means (34.35), si-
multaneously calculating in each subband a
masking threshold for a sample group, the
sounds below which the human ear is not able

to hear.

- a substituting means (37) in which the bits of a
data signal are substituted for the bits of the
samples of the sample groups which remain
below the masking threshold,

- a second filter means (39) to combine the sub-
bands. whereby a combined signal to be trans-
mitted on an audio channel is obtained,

- a data channel control means to gather all the
information needed for reseparating the com- '
bined signal, which information is transmitted
as side information on the data channel simul-

taneously with the combined signal,

whereby the apparatus comprises further

- a parallel branch to which the audio signal is
also conducted, while the branch comprises in
succession a channel-coder (325) and a de-
coder (316), a third filter means (31) to divide
the output signal of the encoder into as many
subbands as the first filter means (311). a sec-
ond grouping means (33) to group within each
subband an equal number of audiosignal sam-
ples in one time window, whereby in said sub—
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hand an equal number of audiosignal samples
are obtained in one and the same time window

as in the first branch,

- a delay means (317) to delay the audio signal
entering the first filter means (311 ) for a period
of time which corresponds to the delay of the
channel coder (315) and the decoder (316),

- a comparator means (31 3) which compares the
same-moment audio signal samples of the cor-
responding subbands of the first (315) and the
second grouping means (33) with one another,
whereby the substituting means substitutes
with data bits only for the bits of the samples of
the first grouping means (315) which are the
same as those in the samples of the second

groupingmeans (33), and the comparator (313,
314) informs the control means of the side
channel of the location of the substituting data
bits in the sample.

Patentanspriche

1.
Vertahren zum Kombinieren eines Datensignals mit
einem Tonsignal vor der Kanalcodierung des kom-
binierten Signals, bei dem

- ein im Abtastsequenzmodus eingehendes Ton-
signal zu einer ersten Verzweigung geleitet und
in Teilbander unterteilt wird, so daB in iedem
Teilband eine Reihe von Tonsignalproben glei-
cher GréBe in ein und demselben Zeitlenster
erhalten wird,

- tar die genannte Probenreihe gleichzeitig in je-
dem Teilband eine Maskierungsschwelle er-
rechnet wird, unterhalb derer die Tone fur das
menschliche 0hr unhérbar sind,

- die Bits des Datensignals durch die Bits der
Proben der unter der Maskierungsschwelle
verbleibenden Probenreihen substituien wer-
den,

- die Teilbander kombiniert werden, so daB ein

auf einem Tonkanal zu flbertragendes kombi-
niertes Signal erhalten wird, und

- alle lnlormationen gesammelt werden. die
beim erneuten Trennen des kombinierten Si-

gnals benétigt warden, und diese informatio-
nen in der Form von Nebeninformationen aul

einem separaten Datenkanal gleichzeitig mit
dem kombinlerten Signal abertragen werden,
wobei

- ein Tonsignal auch zu einer zweiten Verzwei-
gung geleitet wird, in der es kanalcodiert und
-decodiert und danach in ebenso viele Teilban-

der'wie in der ersten Verzweigung unterteilt
wird, so Get) in jedem Teilband eine Fteihe von
Tonsignalproben gleicher Gréfle in demselben

7 Zeittenster erhalten wird wie in der ersten Ver-
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zweigung,
- date in die erste Verzweigung geleitete Tonsi-

gnal fi'rr eine Zeit verzogert wird, die gleich der
Zeit ist, die zur Kanalcodierung und decodie-
rung ertorderlich ist.

- die Tonsignalproben von ein und demselben

Ze‘rtpunkt der entsprechenden Teilbénder jeder
Verzweigung verglichen werden,

- nut dieienigen Bits der Proben der ersten Ver-
zweigung (lurch Datenbits substituiert werden,
die dieselben sind wie in der zweiten Verzwei-

gung. und
- lnformationen fiber den Ort der Substitution

von Datenbits in der Probe in der Form von Ne-

beninformationen l'Jber den genannten Daten-
kanal fibertragen warden.

Vertahren zum Trennen eines Tonsignals und eines
in der in Anspruch 1 oflenbarten Weise kombinier-
ten Datensignals in einem Emptanger, in dem ein
im Abtastsequenzmodus eingehendes Signal co-
diert und in Teilbander unterteilt wird und dieienigen
Bits von dem kombinierten Signal getrennt werden,
die unterhalb der Maskierungsschwelle bleiben,
und die getrennten Bits kombiniert werden, so daB
der Empfanger in der Form von Nebeninformatio—
nen auf einem separaten Datenkanal solche Infor-
malionen erhalt, die zum Trennen des Datensignals
von dem Tonsignal ertorderlich sind, so daB der De-
coder die genannte Trennung durch den Codierer
gesteuert durchlflhn, dadurch gekennzeichnet, daB
die Nebenintormationen auch lnformationen dar-

l'lber enthalten. welche der Bits in der Tonprobe
durch Datenbits substituiert wurden.

Vorrichtung zum Kombinieren eines Datensignals
mit einem Tonsignal vor der Kanalc‘odierung des
kombinierten Signals in dem Sender, wobei die ge-
nannte Vorrichtung folgendes umfaBt:

- einen ersten Filter (311) zum Unterteilen eines
im Abtastsequenzmodus eingehenden Tonsi-
gnals in Teilbander.

- ein Gruppierungsmittel (315), um in iedem Teil-
band eine Fleihe von Tonssignalproben dersel-
ben GroBe in sin und demselben Zeitfensterzu
gruppieren,

- ein Analyse- und Berechnungsmittel (34, 35),
das gleichzeitig in iedem Teilband eine Maskie- v
rungsschwelle tflr eine Probengruppe errech-
net, unterhalb derer der Ton fur das menschli-
ohe Ohr nicht hérbar ist,

- ein Substitutionsmittel (37), bei dem die Bits ei-
nes Datensignals durch Bits der Proben der
Probengruppen substituiert werden, die unter-
halb der Maskierungsschwelle bleiben,

- einen zweiten Filter (39) zum Kombinieren der
Teilbander, so daB ein aul einem Tonkanal zu
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fibertragendes kombiniertes Signal erhalten
wird, _

- sin Datenkanal—Steuermittel zum Sammeln al-

Ier lnformationen, die iflr die erneute Trennung
des kornbinierten Signals benotigl werden, wo-
bei diese lnformationen als Nebeninformatio-

nen gleichzeitig mit dem kombinierten Signal
aut dem Datenkanal fibertragen werden, wobei
die Vorrichtung iemer tolgendes umtaGt:

- eine parallels Verzweigung, auf die das Tonsi-
gnal ebenso geleitet wird, wahrend die Ver-
zweigung nacheinander iolgendes umtaBt: ei-
nen Kanalcodierer (325) und einen Decodierer
(316), einen dritten Filter (31) zum Unterteilen
des Ausgangssignals des Codierers in ebenso
viele Teilbander wie der erste Filter (311), ein
zweites Gruppierungsmittel (33), um innerhalb
jedes Teilbandes eine gleiche Zahl von Tonsi-
gnalproben in einem Zeitfensterzu gruppieren.
so daB in dem genannten Teilband eine gleiche
Zahl von Tonsignalproben in ein und demsel-
ben Zeitfenster wie in der ersten Verzweigung
erhalten warden.

- ein Verzégerungsmittel (317) zum Verzogern
des in dem ersten Filter (311) elngehenden
Tonsignals fflr eine Zeitperiode. die der Verzo-
gerung des Kanalcodierers (315) und des De-
codierers (316) entspricht,

- einen Komparator (313), der die zeitgleichen
Tonsignalproben der entsprechenden Teilbé'tn-
der des ersten (315) und des zweiten (33)
Gruppierungsmittels miteinander vergleicht. so
daB das Substituierungsmittel nur diejenigen
Bits der Proben des ersten Gruppierungsmit-
tels (315) durch Datenbits substituien, die die-
selben sind wie die in den Proben des zweiten

Gruppierungsmittels (33), und der Komparator
(313, 314) iniormiert das Steuermittel des Seiv
tenkanals des Ortes der substituierenden Da-
tenbits in der Probe. ‘

Hevenclications

Procédé pour combiner un signal de données avec
un signal audio avant de coder en canaux Ie signal
c'ombiné, dans lequel

- un signal audio entrant dans un mode sequen-
tiel d'échantillons est amené jusqu'a une pre-
miere branche et divisé en sous-bandes,

moyennant quoi dans chaque sous-bande, un
ensemble d‘échantillons de signal audio de
tailles égales est obtenu dans une seule at me-
me lenétre temporeIle,

- un seuil de masquage est calculé en meme
temps pour ledit ensemble d'échantillons dans
chaque sous-bands, les sons au-dessous de
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celui-ci étant inaudibles pour l'oreille humaine.
- les bits du signal de données viennent rempla-

, cer les bits des échantillons des ensembles
d'échantillons restant sous la seuil de masque-
ge,

- les sous-bandes sont combinées. moyennant
quoi un signal combine devant étre transmis
sur un canal audio est obtenu, et

- toutes les iniormations sont rassemblées. qui
sont necessaires pour séparer de nouveau le

signal combine. at lesdites intormaiions sont
transmises sous la tonne d'iniormations secon-

daires sur un canal de données séparé au me-
me moment que 16 signal combine. moyennant
quoi -

- un signat audio est également amené jusqu'a
une seconds branche dans lequel il est code
en canaux et decode, at par la suite, il est divisé
en autant de sous-bandes que dans la premie-
re branche. moyennant quoi. dans chaque
sous—bande, un ensemble d'échantillons de si-

gnal audio d'amplitudes égales est obtenu
clans la meme tenétre temporalle que dans la
premiere branche,

- le signal audio amene dans la premiere bran-
cha est retardé pendant une duree équivalente
a celle requise pour coder en canaux et deco-
der,

- les échantillons de signal audio d'un seul et me-

me instant des sous-bandes correspondentes
de chaque branche sont compares,

- seuls les bits des échantillons de la premiere
branche sont remplaces par des bits de don-
nées qUi sont les memes que dans la seconds
branche. et

- les iniormations sur l'emplacement des bits de
données de (emplacement dans l'échantillon
sont transmises sous la iormes d'inion'nations
secOndaires sur ledit canal de données.

Procédé pour séparer un signal audio et un signal
de données combines de la maniere décrite dans

la revendication 1. dans un récepteur dans lequel
un signal entrant dans un mode séquentiel d'échan-
tillcns est codé, divisé en sous-bandes, et les bits

sont separés du signal combine qui restent au-des-
sous du seuil de masquage, et les bits séparés sont ‘
combines, moyennant quoi Ie récepteur reooit sous
la forme d'inionnations secondaires, sur un canal
de données séparé, les informations qui sont né-
cessaires pour séparer le signal de données du si-
gnal audio, moyennant quoi le décodeur realise la-
dite separation commandée par le codeur, caracté-
risé en ce que les informations secondaires com-

prennent égaiement des informations au sujet des
bits dans l‘échantillon audio qui ont été remplacés
par les bits de données.
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Dispositif pour combiner un signal de données avec
un signal audio avant de coder en oanaux le signal
combine dans l'émeneur, ledit dispositit
oomprenant :

- des premiers moyens de filtre (311) pour diviser
un signal audio entrant sous la lorrne d'un mo-
de séquentiel d'échantillons en sous-bandes,

- des moyens de groupement (315) pour grouper
dens chaque sous-bands un ensemble
d'échantillons de signal audiode la méme taille.
dans une seule et meme (enetre temporeIle,

- des moyens d'analyse et de calcul (34, 35), cal‘
culant en meme temps dans chaque sous-ban-
de un seuil de masquage pour un groupe
d'échantillons, l'oreille humaine n'étant pas ca-
pable d'entendre les sons au-dessous de celui-
cr.

- des moyens de substilution (37) dans lesquels
les bits d'un signal de données remplacent les
bits des échantillons des groupes d'échan-
tillons qui restent au-dessous du seuil de mas—
quage.

- des deuxiemes moyens de filtre (39) pour com-
biner les sous-bandes, moyennant quoi un si-
gnal combine devant étre transm is sur un canal
audio est obtenu.

- des moyens de commands de canal de don<

nées pour rassembler toutes les informations
nécessaires pour séparer de nouveau Ie signal
combiné. lesquelles informations sont transmi-
ses en tant qu'intormations secondaires sur la
canal de données en meme temps que le signal
combine, le dispositil comprenant en outre

- une branche parallels vers Iaquelle 19 signal
audio est également amené, tandis que la bran-
che comprend, a la suite, un codeur (325) de
'canaux et un décodeur (316). des troisiemes
moyens de‘ filtre (31) pour diviser le signal de
sortie du codeur en autant de sous—bandes que
dans les premiers moyens de filtre (311), des
seconds moyens de groupement (33) pour
grouper a l‘intérieur de chaque sous-bande un

nombre égal d'échantillons de signal audio
dans une fenétre temporelle. moyennant quoi
on obtient dans Iadite sous-bande un nombre

égal d'échantillons de signal audio dans une
seule et meme fenétre temporalle comme dans
la premiere branche.

- des moyens de retardemegt (317) pour retar-
der le signal audio entrant dans les premiers
moyens de filtre (311) pour une durée qui cor-
respond au retard du codeur (315) et du deco-
deur (316) de canaux.

‘ des moyens formant comparaleur (313) qui
comparent, les uns avec les autres, les échan—
tillons de signal audio, pris au meme moment,
cles sous-bandes correspondentes des pre-
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miers (315) 91 seconds (33) moyens de grou-
pement, moyennant quoi les moyens de rem-
placement remplacent par des bits de données
seulement les bits des échantillons des pre—
miers moyens de groupemen1(315)quisontles
mémes que ceux dans les échantillons des se-
conds moyens de groupement (33), et le com-
parateur (313, 314) informe les moyens de

conunande du canal secondaire de l'emplace- V
ment des bits de données deremplacement
dans l’échantillon.
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IDENTIFICATION/AUTHEZICATION CODING METHOD AND APPARATUS

field of the hiventign

The present invention relates to the embedding of robust identification codes in

electronic, optical and physical media, and the subsequent, objective discernment of such codes for

5 identification purposes even alter intervening distortion or corruption of the media. _

i The invution is illustrated with reference to several exemplary applications,

including identification/authentication coding ofelectronic imagery, serial data signals (e.g_ audio and

video), emulsion film, and paper currency, but is not so linmed.

gackgmund and Summa_rz 9f the Invention

10 "1 would never put it in the power darn: printer or publisher
- to suppress or alter a work ofmine, by making him master of

the copy" . '

. Thomas Paine, Rights ofMan, 1792.

15 ’ "fire printer dare: not go beyond his licensed copy"
Milton, Aeropagetica, [644.

Since time immemorial, unauthorized use and outright piracy of proprietary

source material has been a source of lost revenue, confirsion, and artistic corruption

20 These historical problems have been compounded by the advent of digital

V technology. With it, the technology of copying materials and redistributing them in unauthorized

manners has reached new heights of sophistication, and more importantly, omnipresence. Lasting

objective means for comparing an alleged copy of material with the original, owners and possible

litigation proceedings are left with a subjective opinion of whether the alleged copy is stolen, or

25 has been used in an unauthorized manner, Furthermore, there is no simple means of tracing a path

to an original purchaser of the material, something which can be valuable in tracing where a ‘

possible "leak“ of the material first occurred

, A variety of methods for protecting commercial material have been attempted.

One is to scramble signals via an encoding method prior to distribution, and descramble prior to

30 use. 'lhis technique, however, requires that both the original and later descrambled signals never

leave closed and controlled networks, lest they be intercepted and recorded Furthermore, this

arrangement is of little use in the broad field of mass marketing audio and visual material, where

even a few dollars extra cost causes a major reduction in market, and where the signal must

eventually be descrambled to be perceived, and thus an be easily recorded.

35 Another class of techniques relies on modification of source audio or video

signals to include a subliminal identification signal, which can be sensed by electronic means.

Examples of such systems are found in US. Patent 4,972,471 and European patent publication EP

441,702, as well as in Komatsu et a1, "Authentication System Using Concealed Image in

Telematics," Memoirs of the School of Science & Engineering, Waseda University, No. 52, p. 45-

40 60 (1988) (Komatsu uses the term "digital watermark" for this technique). An elementary

introduction to these methods is found in the article "Digital Signatures," Byte Magazine,
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November, 1993, p. 309. These techniques have the common characteristic that detemiinistic

signals with well defined patterns and sequences within the source material convey the

identification information. For certain applications this is not a drawback. But in geneal, this is

an inefiicient form of unbedding identification information for a variety of reasons: (a) the whole

I of the source material is not used; (b) deterministic patterns have a higher likelihood of being

discovered and removed by a would-be pirate; and (c) the signals are not generally ’holographic’

in that identifications may be difficult to make given only sections of the whole. (’Holographic’

is used herein to refer to the property that the identification information is distribuwd globally '

throughout the coded signal, and can be fully discerned from an examination of even a fraction of

the coded signal. Coding of this type is sometimes termed "distributed" herein.)

Among the cited references are descriptions of several programs which perform

steganography - described in one document as "... the ancient art of hiding information in some

otherwise inconspicuous information." These programs variously allow computer users to hide

their own messages inside digital image files and digital audio files. All do so by toggling the

least significant bit (the lowest order bit of a single data Sample) of a given audio data stream or

rasterized image. Some of these programs embed messages quite directly into the least significant

bit, while other "pro-encrypt" or scramble a message first and then embed the encrypted data into

the least significant bit. '

_ Our current understanding of these programs is that they generally rely on

error-free transmission of the of digital data in order to correctly transmit a given message in its

entirety. Typically the message is passed only once. i.e., it is not repeated. These programs also

seem to “take over" the least significant bit entirely, where actual data is obliterated and the

message placed accordingly. Thislmight mean that such codes could be easily erased by merely

shipping ofl‘ the least significant bit of all data values in a given image or audio file. It is these

and other considerations which suggest that the only similarity between our invention and the

established art of sreganography is in the placement of information into data files with minimal

perceptibility. The specifics of embedding and the uses of that buried information diverge from

there. ‘

Another cited reference is US. Patent 5,325,167 to Melen. In the service of

authenticating a given document, the high precision scanning of that document reveals patterns and

"microscopic grain structure" which apparently is a kind of unique fingerprint for the tmderlying

document media, such as paper itself or post-applied materials such as toner. Melen further

teaches the: scanning and storing this fingerprint can later be used in authentication by scanning a'

purported document and comparing it to the original fingerprint. Applicant is aware of a similar

idea employed in the very high precision recording of credit card magnetic strips, as reported in

the February 8, 1994, Wall Street Journal, page Bl, wherein very fine magnetic fluxuations tend

to be unique from one card to the next, so that credit card authentication could be achieved
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through pre-recording these fluxuations later to be compared to the recordings of the purportedly

same credit card.

Both of the foregoing techniques appear to rest on the same identification

principles on which the mature science of fingerprint analysis rests: the innate uniqueness of some

5 localimd physical property. These methods th- rely upon a single judgem-t and/or

measurement of "similarity" or "correlation" between a suspect and a pro-recording master.

'lhough fingerprint analysis has brought this to a high art, these methods are nevertheless open to

a claim that preparations of the samples, and the "filtering" and ”scanner specifications" of

Melen’s patent, unavoidably tend to bias the resulting judgement of similarity, and would create a.
10 nwd for more esoteric "expert testimony" to explain the confidence of a found match or

mis-mateh. An object of the present invention is to avoid this reliance on expert testimony and to

place the confidence in a match into simple “coin flip" vernacular, i.e., what are the odds you

call the correct coin flip 16 times in arow. Attempts to identify fragments ofa fingaprint,

document, or otherwise, exacerbate this issue of confidence in a judgment, where it is an object of

15- the present invention to objectively apply the intuitive “coin flip" confidence to the smallest

fiagment possible. Also, storing unique fingerprints for each and every document or credit card

magnetic strip, and having these fingerprints readily available for later cross-checking, should

prove to be quite an economic undertaking; It is an object of this invention to allow for the

"re-use" of noise codes and "snowy images" in the service of easing storage requirements.

20 US. Patent 4,921,278 to Shiang et al. teaches a kind of spatial encryption

technique wherein a signature or photograph is splayed out into what the untrained eye would

refer to as noise, but which is actually a well defined structure referred to as Moire patterns. The

similarities of the present invention to Shiang‘s system appear to be use of noise-like patterns

which nevertheless carry information, and the use of this principle on credit cards and other

25 identification cards. .

Others of the cited patents deal with other techniques for identification and/or

authentication of signals or media. US. Patent 4,944,036 to Hyatt does not appear to be

applicable to the present invention, but does point out that the term "signatm'e' can be equally

applied to signals which wry tmique characteristics based on physical structure.

30 Despite the foregoing and other diverse work in the field of .

identification/authentication. there still remains a need for a reliable and eficient method for

performing a positive identification between a copy of an original signal and the original.

.Desirably, this method should not only perform identification, it should also be able to convey

source-version information in order to better pinpoint the point of sale. The method should not

35 compromise the innate quality of material which is being sold, as does the placement of localized

logos on images. The method should be robustiso that an identification can be made even after

multiple copies have been made and/or compression and decompression of the signal has taken

place. The identification method should be largely uneraseable or "irncrackable." The method
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should becapable of working evenon fractional pieces of the original signal, such as a 10 second

"riff" of an audio signal or the "clipped and pamd" sub-section of an original image.

The existence of such a method would have profound consequences on piracy in

that it could (a) cost efi‘ectively monitor for unauthorized uses of material and perform "quick

5 checks"; (b) become a deterrent to nnauthorimd uses whm the method is known to be in use and

the consequences well publicized; and (c) provide unequivocal proof of identity, similar to

fingerprint identification, in litigation, with potentially more reliability than that of fingerprinting.

In accordance with an exemplary embodiment of the invention, the foregoing and

additional objects are achieved by embedding an imperceptible identification code throughout a

10 source signal. [In the preferred embodiment, this embedding is achieved by modulating the source

signal with a small noise signal in a coded fashion. More particularly, bits of a binary

identification code are referenced, one at a time, to control modulation of the source signal with

the noise signal. , '

The copy with the embedded signal (the "encoded" copy) becomes the material .

15 which is sold, while the original is seemed in a safe place. The new copy is nearly identical to

the original except under the finest of scrutiny; thus, its commercial value is not compromised.

After the new copy has been sold and distributed and potentially distorted by multiple copies, the

present disclosure details methods for positively identifying any suspect signal against the original.

, Among its othm' advantages, the preferred embodiments' use of identification

20 signals which are global (holographic) and which mimic natural noise sources allows the ‘

maximization of identification signal energy, as opposed to merely having it present ’somewhere

in the original material.’ This allows the identification coding to be much more robust in the face

of thousands of real world degradation processes and material transformations, such as cutting ad

cropping of imagery.

25 The foregoing and additional features and advantages of the present invention

will be more readily apparent from the following detailed description thereof, which proceeds with

reference to the accompanying drawings.

grief Qescription of the Drawing

Fig. l is a simple and classic depiction of a one dimensional digital signal which
30 is discretimd in both axes.

Fig. 2 is a general overview, with detailed description of steps, of the process of

embedding an "imperceptible" identification signal onto another signal. '

' Fig. 3 is astcp-wise desqiption ofhowasuspccted copyofan original is
identified.

35 Fig. 4 is a schematic view of an apparatus for pie—exposing film with

identification information in accordance with another embodiment of the present invention.

Fig. 5 is a diagram of a "black box" embodiment of the present invention.

Fig. 6 is a schematic block diagram of the abode-um: of Fig. 5.
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Fig. 7 shows a variant of the Fig. 6 embodiment adapted to encode successive

sets of input data with different code words but with the no noise data.

Fig. 8 shows a variant of the Fig. 6 embodiment adapted to encode each frame

of a videotaped production with a unique code number.

5 Figs. 9A-9C are representations ofan industry standard noise second that can be
used in one‘embodiment of the present invention.

Fig. 10 shows an integrated circuit used in detecting standard noise codes.

Fig. 11 shows aprocess flow fordetecting a standard noise codefllat can be used

in the Fig. 10 embodiment. .

10 Fig. 12 is an embodiment employing a plurality of detectors in accordance with
another embodiment of the present invmtion.

Detailed Description

In the following discussion of an illustrative embodiment, the words "signal" and

"image" are used interchangeably to refer to both one, two, and even beyond two dimensions of

[5 digital signal. Examples will routinely switch back and forth between a one dimensional

audio-type digital signal and a two dimensional image-type digital signal.

_ In order to fully describe the details of an illustrative embodiment of the

invention, it is necessary first to describe the basic properties of a digital signal. Fig. 1 shows a

classic representation of a one dimensional digital signal. The x-axis defines the index numbers of

20 sequence of digital "samples," and the y-axis is the instantaneous value of the signal at that

sample, being constrained to exist only at a finite number of levels defined as the "binary depth"

of a digital sample. The example” depicted in Fig. i has the value of 2 to the fourth power, or "4

bits," giving 16 allowed states of the sample value. I

For audio information such as sound waves, it is commonly accepted that the

25 digitization pmcess diseretizes a continuous phenomena both in the time domain and in the signal

level domain. As such, the process of digitimtion itself introduces a fundamental error source, in

that it cannot record detail smaller than the discretization interval in either domain. The industry

has referred to this, among other ways, as "aliasing" in the time domain, and "quantization noise"

in the signal level domain._ Thus, there will always be a basic error floor of a digital signal. Pure

30 quantization noise, meesrned in a root mean square sense, is theoretically known to have the value

' of one over the square root of twelve, or about 0.29 DN, where DN stands for 'Digical Number’

or the finest unit increment of the signal level. For example, a perfect 12-bit digitizer will have ,

4096 allowed DN with an innate root mean square noise floor of ~029 DN. i

All known physical measurement processes add additional noise to the

3S transformation of a continuous signal into the digital form. The quantimion noise typically adds

in quadrature (square root of the mean squares) to the "analog noise" of the measurement process,
as it is sometimes referred to.
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With almost all commercial and technical processes, the use of the decibel scale

is used as a measure of signal and noise in a given recording medium. The expression "signal’to-

noise ratio" is generally used, as it will be in this disclosure. As an example, this disclosure refers

to signal to noise ratios in terms ofsignal power-and noise power, thus 20 dB represents a 10

times increase in signal amplitude. '

In smnmary, the presently preferred embodiments of the- invention embed an

' N-bit value onto an entire signal through the addition of a very low amplitude encodatiou signal

which has the look of pure noise. N is usually at least 8 and is mapped on the higher end by
ultimate signal-to-ncise considerations and "bit error" in retrieving and decoding the N-bit value.

As a practical matter, N is chosen based on application specific considerations, such as the number

of unique diflerent "signatures" that are desired. To illustrate, if N=128, th- the number of

unique digital signatures is in excess of 10"“38 (2M128). This number is believed to be more

than adequate to both identify the material with sufficient statistical certainty a_ng to index exact

sale and distribution mfmmafion. ' ‘

The amplitude or power of this added signal is determined by the aesthetic and

informational considerations of each and every application using the present methodology. For

instance, non-professional video can stand to have a higher embedded signal level without

becoming noticeable to the average human eye, while high precision audio may only be able to

accept a relatively small signal level lest the human ear perceive an objectionable increase in '

"hiss.” These statements are generalities and each application has its own set of criteria in

choosing the signal level of the embedded identification signal. The higher the level of embedded

signal, the more corrupted a copy can be and still be identified. On the other hand, the higher the

level of embedded signal, the more objectionable the perceived noise might be, potentially

impacting the value of the distributed material.

To film the range of diiferent applications to which the principles of the

present invention can be applied, the present specification details two difi'crent systems. The fust

(termed, for laclt of a better name, a "batch encoding" system), applies identification coding to an

existing data signal. The second (termed. for lack of a better name, a "real time extending"

system), applies identification coding to a signal as it is produced. Those skilled in the art will

' recognize that the principles of the present invention can be applied in a number of other contexts

in addition to these particularly described.

The discussions of these two systems can be read in either order. Some readers

may find the latter more intuitive than the fonner, for others the contrary may be true.

BATCH ENCODING

The following discussion of a first class of embodiments is best prefaced by a

section defining relevant terms:

The origm'a1 sigal refers to either the original digital signal or the high quality

digitized copy of a non-digital original.
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The N-bit identification word refers to a unique identification binary value, »

typically having N range anywhere fiom 8 to 128, which is the identification code ultimately

placed onto the original signal via the disclosed transformation meets. in the illustrated

embodiment, each N-bit identification word begins with the sequmce of values ’0101,’ which is

5 used to determine an optimization of the signal-to—noise ratio in the identification procedure of a

suspect signal (see definition below).

The m’th bit value of the N—bit identification word is either a zero or one

corresponding to the value of the m’th place, reading left to right, of the N-bit word: 13g, the

first (Hr—1) bit value ofthe N=8 identification word 01110100 is the value l0;’ the second bit

10 value of this identification word is ’1', etc.

' TheWrefers to a signal which has

dimensions and extent precisely equal to the original signal (cg. both are a 512 by 512 digital

image). and which is (in the illustrated embodiment) an independent pseudo-random sequence of

digital values. "Pseudo" pays homage to the difliculty in philosophically defining pure

lS randomness, and also indicates that there are vari as acceptable ways of garmg the "random"

signal. There will be exactly N individual embedded code signals associated with any given

original signal. ‘

'llre aMle per—ceived noise level refers to an application-specific

determination of how much "alum noise,“ i.e. amplitude of the composite embedded code signal

20 described next, can be added to the original signal and still have acceptable signal to sell or

otherwise distribute. This disclosure uses a 1 dB increase in noise as a typical value which might

be acceptable, but this is quite arbitrary.

'lhe msite embedded code siggl refers to the signal which has dimensions

and elment precisely equal to the original signal, (e.g. both are a 512 by 512 digital image), and

25 which contains the addition and appropriate attenuation of the N individual embedded code

signals. The individual embedded signals are generated'on an arbitrary scale, whereas the

amplitude of the composite signal must not exceed the pre-set acceptable perceived noise level,

hence the me for "attenuation" of the N added individual code signals.

The distributable sigga_1 refers to the nearly similar copy of the original signal,

30 consisting of the original signal plus the composite embedded code signal. This is the Sign!

which is distributed to the outside community, having only slightly higher but acceptable "noise

properties" than the original. .

’ A suspect sign refers to a signal which line the general appearance of the

original and distributed signal and whose potential identification match to the original is being

35 questioned. The suspect signal is then analyzed to see if it matches the N—bit identification word.

' The detailed methodology of this fits: embodiment begins by stating that the

N-bit identification word is encoded onto the original signal by having each of the 111 bit values

multiply their corresponding individual embedded code signals, the resultant being accumulated in
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the composite signal, the frilly summed composite signal then being attenuated down to the ,

acceptable perceived noise amplitude, and the resultant composite signal added to the original to

become the distributable signal.

The original signal, the N-bit identification word, and all N individual embedded

codesr'gnalsarethenstoredawayinasecuxedplace. Asuspectsigoalisthenfound. Thissignal

may have undergone multiple copies, compressions and decompressions, resamplings onto difi‘crent .

spaced digital signals, transfers fi-om digital to analog back to digital media, or any combination of

these items. E the signal still appears similar to the original, i.e. its innate quality is not

thoroughly destroyed by all of these transformations and noise additions, then depending on the

signal to noise properties of the embedded signal, the identification process should furraion to _

some objective degree of statistical confidence. The extent of corruption of the suspect signaland

the original acceptable perceived noise level are two key parameters in determining an expected

confidence level of identification.

'nre identification process on the suspected signal begins by resarnpling and

aligning the suspected signal onto the digital format and extent of the original signal. Thus, if an

image has been reduced by a factor of two, it needs to be digitally enlarged by that same factor.

Likewise, if a piece of music has been "cut om," but may still have the same sampling rate as the

original, it is necessary to register this art-out piece to the original, typically done by performing a

local digital cross-correlation of the two signals (a common digital operation), finding at what

delay value the correlation peaks, then using this found delay value to register the cut piece to a

segment of the original. .

Once the suspect signal has been samplespacing matched and registered to the

original, the signal levels of the suspect signal should be matched in an rms sense to the signal

level of the original. This can be done via a search on the parameters of offset. amplification, and

gamma being optim'md by using the minimum of the mean Squared error between the two signals

as a function of the three parameters. We can call the suspect signal normalized and registered at

this point, or just normalized for convenience.

The newly matched pair then has the original signal subtracted from the

normalized suspect signal to produce a difi‘crence signal. The difi‘erence signal is then

cross-correlated with each of the N individual embedded code signals and the peak

cross-correlation value recorded. The first four bit code (’0101’) is used as a calibrator both on

the mean values of the zero value and the one value, and on further registration of the two signals

if a finer signal to noise ratio is desired (i.e., the optimal separation of the 0101 signal will

indicate an optimal registration of the two signals and will also indicate the probable existence of

the N—bit identification signal being present.)

The resulting peak cross-correlation values will form a noisy series of floating

point numbers which can be transformed into 0‘s and 1's by their proximity to the mean values of

0 and 1 found by the 0101 calibration sequence. If the suspect signal has indeed been derived
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from the original,_ the identification number resulting from the above process will match the N-bit

identification word of the original, bearing in mind either predicted or unknown "bit error"
statistics. Signal-to—noise considm'ations will determine if therewill be some kind of "bit error" in

the identification process, leading to a form of X% probability of identification where X might be

5 doairedtobe99.9%orwhatever. lfthesuspectcopyisindeednotacopyoftheofiginaLan

essentially random sequence of 0’s and 1’s will be produced, as well as an apparent lack of

separation of the resultant values. This is to say, if the resultant values are plotted on a histogram,

the existence of the N-bit identification signal will exhibit strong bi-level characteristics, whereas

the non-existence of the code, or the existarce of a different code of a different original, will

10 exhibit a type of random gaussian—like distribution. This histogram separation alone should be

sufficient for an identification, but it is even stronger proof of identification when an exact binary

sequ-ce can be objectively reproduced.

' Specific Example

Imagine am we have taken a valuable picture oftwo heads of state at a cocktail

15 party, pictures which are sure to earn some reasonable fee in the commercial market. We desire

to sell this picture and ensure that it is not used in an unauthorized or uncompensated manner.

’ This and the following steps are summarized in Fig. 2. _

Assume the picture is transformed into a positive color print. We first seen this

into a digitized form via a normal high quality black and white scanner with a typical photometric

20 spectral response curve. (It is possible to get better ultimate signal to noise ratios by scanning in

each of the three primary colors of the color image, but this nuance is not central to describing the

basic process.)

Let us assume that the scanned image now becomes a 4000 by 4000 pixel

monochrome digital image with a grey scale accmacy defined by 12-bit grey values or 4096

25 allowed levels. We will call this the ”original digital image“ realizing that this is the same as our

' "original signal" in the above definitions.

‘ During the scanning process we have arbitrarily set absolute black to correspond

to digital value ‘30‘. We estimate that there is a basic 2 Digital Number root mean square noise

existing on the original digital image, plus a theoretical noise (known in the iridustr'yas “shot

30 noise“) of the square root of the brightness value of any given pixel. In formula, we have:

<RMS Noise”? = sqrt(4 + (mu-30)) (1)

Here, n and m are simple indexing values on rows and columns of the image ranging from 0 to

35 3999. Sqrt is the square root. V is the DN of a given indexed pixel on the original digital image.

The < > brackets around the RMS noise merely indicates that this is an expected average value,

where it is clear that each and every pixel will have a random error individually. Thus, for a pixel
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value having 1200 as a digital number or “brightness value", we find that its expected rms noise

value is sqrt(1204) = 34.70, which is quite close to 34.64, the square root of 1200.

We furthermore realize that the square root of the innate brightness value of a

pixel is not precisely what the eye perceives as a minimum objectionable noise, thus we come up

widr the formula: '

<RMS Addable Noise”? = X‘sqrt(4+(Vm-30)"Y) (2)

Whine X and Y have been added as anpirical parameters which we will adjust, and "addable"

noise rem to our acceptable perceived noise level from the definitions above. We now intend to

experiment with what exact value of X and Y we can choose, but we will do so at the same time

that we are performing the next steps in the process.

The next step in urn process is to choose N of our N-bit identification word. We

decide that a 16 bit main identification value with its 65536 possible values will be sufficiently

large to identify the image as ours, and that we will be directly selling no more than 128 copies of

the image which we wish to track, giving 7 bits plus an eighth bit for an odd/even adding of the

first 7 bits (i.e. an error checking bit on the first seven). The total bits required now are at 4 bits

for the 0101 calibration sequence, 16 for the main identification, 8 for the version, and we now

throw in another 4 as a further error checking value on the first 28 bits, giving 32 hits as N. The

final 4 bits m use one ofmany industry standard error checking methods to choose its four
values.

We now randomly determine the 16 bit main identification number, finding for

example, 1101 0001 1001 1110; our first versions of the original sold will have all 0’s as the

version identifier, and the error checking bits will fall out where they may. We now have our

unique 32 bit identification word which we will embed on the original digital image.

To do this, we generate 32 independent random 4000 by 4000 encoding images

for each bit of our 32 bit identification word. The manner of generating these random images is

revealing. There are numerous ways to generate these. By far the simplest is to turn up the gain

on the same scanner that was used to scan in the original photograph, only this time placing a pure

black image as the input, then scanning this 32 times. The only drawback to this technique is that.

it does require a large amount of memory and that "fixed pattern” noise will be part of each

independent "noise image." But, the fixed pattern noise am he removed via normal "dark frame"

subtraction techniques. Assume that we set the absolute black average value at digital number

’100,’ and that rather than finding a 2 DN rms noise as we did in the normal gain setting, we now

find an rms noise of 10 DN about each and every pixel’s mean value.

We next apply a mid-spatial—fiequency bandpass filter (spatial convolution) to

each and every independent random image, essentially removing the very high and the very low

spatial frequencies from them. We remove the very low fi'equ-cies because simple real-world
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m sources like geometrical warping, splotehes on scanners, mis-registrations, and the like will

exhibit themselves most at lower frequencies also, and so we want to concentrate our identification

signal at higher spatial frequencies in order to avoid these types of comlptions. Likewise, we

remove the higher fi'eqnencim because multiple generation copies of a given image, as well as

compression-decompression transformations, tend to wipe out higher fiequencies anyway, so there

is no point in placing too much identification signal into these frequencies if they will be the ones

most prone to being attenuated. Therefore, our new filtered independent noise images will be

dominated by mid-spatial frequencies On a practical note, since we are using 12-bit values on

our scanner and we have removed the DC value efi‘ectively and our new rms noise will be slightly

less than 10 digital numbers, it is useful to boil this down to a 6-bit value ranging from -32

through 0 to 31 as the resultant random image.

_ Next we add all of the random images together which have a ’1 ’ in their

corresponding bit value of the 32-bit identification word, accumulating the result in a 16-bit signed

integer image. This is the unattenuated and un-scaled version of the composite embedded signal.

Next we experiment visually with adding the composite embedded signal to the

original digital image, through varying the X and Y parameters of equation 2. In formula, we

visually iterate to both maximize x and to find the appropriate Y in the following:

Vam=vm+vmmqm4+vmm «3)

where dist refers to the candidate distributable image, i.e. we are visually iterating to find what X

and Y will give us an acceptable image; orig refers to the pixel value of the original image; and

comp refers to the pixel value of the composite image. 'lhe n’s and m’s still index rows and

columns of the image and indicate that this operation is done on all 4000 by 4000 pixels. The

symbol V is the DN of a given pixel and a given image.

As an arbitrary assumption, now, we assume that our visual experimentation has

found that the value of X= 0.025 and Y=0.6 are acceptable values when comparing the original

image with the candidate distributable image. This is to say, the distributable image with the

“extra noise" is acceptably close to the original in an aesthetic sense. Note that since our

individual random images had a random rms noise value around 10 DN, and that adding

approximately 16 of these images together will increase the composite noise to around 40 DN, the

X multiplication. value of 0.025 will bring the added rms noise back to around I DN, or half the

amplitude ofour innate noise on the original. This is rouglly 81 dB gain in noise at the dark

pixel values and correspondingly more at the brighter values modified by the Y value of 0.6;

So with these two values of X and Y, we now have constructed our first versions

of a distributable copy of the original. Other versions will merely create a new colnposite signal

and possibly change the X slightly if deemed necessary. We now lock up the original digital

image along with the 32-bit identification word for each version, and the 32 independent random
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4-bit images, waiting for our first case of a suspected piracy of our original. Storage wise, this is

about 14 Megabytes for the original image and 32*05bytca‘16 million = ~256 Megabytes for the

random individual encoded images. This is quite acceptable for a single valuable image. Some

storage economy am be gained by simple lossless compression.

Findin a ected Pira of our e

We sell our image and several months later find our two heads of state in the

exact poses we sold th- in, seemingly cut and lifled out of our image and placed into another

stylized background scene. This new "suspect" image is being printed in 100,000 copis of a

given magazine issue, let us say. We now go about determining if a portion of our original image

has indeed been used in an unauthorized manner. Fig. 3 summarizes the details.

The first step is to take mi issue ofthe magazine, cutout the page with the

image on it, then carefully but not too carefiilly cut out the two figures from the background

image using ordinary scissors. If possible, we will cut out only one connected piece rather than

the two‘figures separately. We paste this onto a black background and scan this into a digital

form. Next we electronically flag or mask out the black background, which is easy to do by

visual inspection. g ‘

We now procure the original digital image from our secured place along with the

32-bit identification word and the 32 individual -bedded images. We place the original digin

image onto our computer screen using standard image manipulation software, and we roughly out

along the same borders as our masked area of the suspect image, masking this image at the same

time in roughly the same manner. The word ’roughly‘ is used since an exact cutting is not

needed, it merely aids the identification statistics to get it reasonably close.

Nextwerescale themasked suspect image to roughlymatch the size ofour

masked original digital image, that is, we digitally scale up or down the suspect image and

roughly overlay it on the original image. Once we have performed this rough registration, we

then throw the two images into an automated scaling and regisn'ation program. The program

performs a search on the three parameters of x position, y position, and spatial scale, with the

figure of merit being the mean squared error between the two images given any given scale

variable and x and y offset. This is a fairly standard image processing methodology. Typically

this would be done using gaterally smooth interpolation techniques and done to sub-pixel

accuracy. The search method can be one of many, where the simplex method is a typical one.
Once the optimal scaling and x-y position variables are fotmd, next comes

another search on optimizing the black level, brightness gain, and gamma of the two images.

Again, the figure of merit to be used is mean squared error, and again the simpler or other search

methodologies can be used to optimize the three variables. After these three variables are

optimized, we apply their corrections to the suspect image and align it to exactly the pixel spacing

and masking of the original digital image and its mask. We can now call this the standard mask.
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The next step is-to subtract the original digital image from the newly normalized

suspect image only within the standard mask region. This new image is called the difference

image. .

Then we step through all 32 individual random embedded images, doing a local

cross-correlation between the masked difl’erence image and the masked individual embedded

image. 'Local’ refers to the idea that one need only start consisting ova an ofi‘set region of +l- 1

pixels of offset between the nominal registration points of the two images form! during the search

procedmas above. The peak correlation should be very close to the nominal registration point of

0,0 offset, and we can add the 3 by 3 correlation values together to give one grand correlation

value for each of the 32 individual bits of our 32-bit identification word.

Atter doing this for all 32 bit places and their corresponding random images, We

have a quasi-floating point sequence of 32 values. The first four values represent our calibration

signal of 0101. We now take the mean of the first and third floating point value and call this

floating point value ’0,’ and we take the mean of the second and the fourth value and call this

floating point value 'l.’ We then step through all remaining 28 bit values and assign either a ’0’

or a ’1’ based simply on which mean value they are closer to. Stated simply, if the suspect image

is indeed a copy of our original, the embedded 32-bit resulting code should match that of our

records, and if it is not a copy, we should get general randomness. The third and the fourth

possibilities of 3) Is a copy but doesn’t match identification number and 4) isn’t a copy but does

match are, in the case of 3), possible if the signal to noise ratio of the process has plummeted, he

the ’suspect image’ is truly a very poor copy of the original, and in the case of 4) is basically one
chance in four billion since we were using a 32-bit identification number. if we are truly worried

about 4), we can just have a second independent lab perform their own tests on a different issue of

the same magazine. Finally, checking the error-check bits against what the values give is one final

and possibly overkill check on the whole process. In situations where signal to noise is a possible

problem, these error checldng bits might be eliminated without too much harm.

m

Now that a full description of the first embodiment has been described via a

detailed example. it is appropriate to point out the rationale of some of the process steps and their

benefits.

The ultimate benefits of the foregoing process are flat obtaining an identification

number is fully independent of the manners and methods of preparing the difference image. That

is to say, the manners of preparing the difi'erence image, such as cutting, registering, scaling, '

ctcetera, cannot increase the odds of finding an identification number wh- none exists; it only

helps the signal-to-noise ratio of the identification process when a true identification number is

present. Methods of preparing images for identification can be different from each other even,

providing the possibility for multiple independent methodologies for making a match.
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The ability to obtain a match even on sub-sets of the original signal or image is

a key point in today’s information-rich world. Cutting and pasting both images and sound clips is

becoming more common, allowing such an embodiment to be used in detecting a copy even when

original material has been thus corrupted. Finally, the signal to noise ratio of matching should

begin to become dininilt only when the copy material itself has been significantly altered either

by noise or by significant distortion; both of these also will afl’ect that copy's commercial value,

so that trying to thwart the system can only be done at the expense of a huge decrease in

commacial value. '

An early conception of this invention was the case where only a single "snowy

image" or random signal was added to an original image, i.e. the case where N=l. "Decoding"

this signal would involve a subsequent mathematical analysis using (generally statistical)

algorithms to make a judgment on the presence or absence of this signal. The reason this

approach was abandoned as the preferred embodiment was that there was an inherent gray area in

the certainty of detecting the presence or'absence'of the signal. By moving onward to a multitude

of bit planes, i.e. N > I, combined with simple pro-defined algorithms prescribing the manner of

choosing between a “0" and .a "l", the invention moved the certainty question fi'om the realm of

expert statistical analysis into the realm of guessing a random binary event such as a coin flip.

This is seen as a powerful feature relative to the intuitive acceptance of this invention in both the

courtroom and the marketplace. The analogy which summarizes the inventor's thoughts on this
whole question is as follows: The search for a single identification signal amounts to calling a

coin flip only once, and relying on arcane experts to make the call; whereas the N>l preferred

embodiment of this invention relies on the broadly intuitive principle of correctly calling a coin

flip N times in a row. This situation is greatly exacerbated, i.e. the problems of "interpretation" of

the presence of a single signal, when images and sound clips get smaller and smaller in extent.

Another important reason that the N>l case is the preferred embodiment over the

N=1 embodiment is that in the N=1 case, the manner in which a suspect image is prepared and

manipulated has a direct bearing on the likelihood of making a positive identification. Thus, the

manner with which an expert makes an identification determination becomes an integral part of

that determination. The existence of a multitude of mathematical and statistical approaches to

making this determination leave open the possibility that some tests might make positive

identifications while others might make negative determinations, inviting further arcane debate

about the relative merits of the various identification approaches. The N>l preferred embodiment

of this invention avoids this further gray area by presenting a method where no amount of pre- '

processing of a signal - other than pro-processing which surreptitiously uses knowledge of the

private code signals - can incense the likelihood of "calling the coin flip N tirries in a row."

The fullest expression of the present system will come when it becomes an

industry standard and numerous independent groups set up with their own means or ’in-house’

brand of applying embedded identification numbers and in their deciphennent. Nmnerous
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independent group identification will further enhance the ultimate objectivity of the method,

thereby enhancing its appeal as an industry standard.

. Use of True Polm' E. Creating the Comggsitc Embedded Code Siggal

The foregoing discussion made use of the 0 and l formalism of binary

technology to accomplish its ends. Specifically, the 0's and 1’s of the N.bit identification word

directly multiplied their corresponding individual embedded code signal to- form the composite

embedded code signal (step 8, figure 2). This approach certainly has its conceptual simplicity, but

the multiplication of an embedded code signal by 0 along with the storage of that embedded code

contains a kind of inefficiency.

It is preferred to maintain the formalism of the 0 and 1 nature of the N-bit

identification word, but to have the 0’s of the word induce a subtraction of their corresponding

embedded code signal. Thus, in step 8 of figure 2, rather than only ’adding' the individual

embedded code signals which correspond to a ’l’ in the N-bit identification word, we will also

’snbtract’ the individual embedded code signals which correspond to a ’0’ in the N-bit

identification word. I

At first glance this seems to add more apparent noise to the final composite

signal. But it also increases the energy-wise separation of the 0’s from the 1’s, and thus the ’gain’

which is applied in step 10, figure 2 can be correspondingly lower.

We can refer to this impmvern-t as the use of true polarity. The main

advantage of this improvement can largely be summarized as ’infonnational efficiency.‘

Tet-email Orthogonalig’ of the Individual Emfldfl Code Simls

The foregoing discussion contemplates the use of generally random noise-like

signals as the individual embedded code signals. This is perhaps the simplest form of signal to

generate. However, there is a form of informational optimization which'o- be applied to the set

of the individual embedded signals, which the applicant describes under the rubric ’percepnral

orthogonality.’ This term is loosely based on the mathematical concept of the orthogonality of

vectors, with the eurrmt additional requirement that this orthogonality should maximize the signal

energy of the identification information while maintaining it below some perceptibility threshold.

Put another way, the embedded code-signals need not necessarily be random in nature.

Use and Improvements of the First Embodiment in the Field of Emulsion-Based Photomhy

The foregoing discussion outlined techniques that are applicable to photographic

materials. The following section explores the details of this area further and discloses certain

improvements which lend themselves to a broad range of applications.

The first area to be discussed involves the pro-application or lire-exposing of a

serial nlnnber onto traditional photographic products, such as negative film, print paper,

transparencies, etc. In general, this is a way to embed a priori unique serial numbas (and by

implication, ownership and tracking information) into photographic material. The serial numbers

themselves would be a permanent part of the normally exposed picture, as opposed to being
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relegated to the margins or stamped on the back of a printed photograph, which all require

separate locations and separate methods of copying. The 'serial number’ as it is called here is

generally synonymous with the N-bit identification word, only now we are using a more common

industrial terminology. g

In Figure 2, step ll, the disclosm'e calls for the storage of the "original [image]"

along with code images. Then in figure 3, step 9, it directs that the original be subtracted item

the suspect image, thereby leaving the possible identification codes plus whatever noise and

corruption has accumulated. Therefore, the previous disclosure made the tacit assumption that

there exists an original Mthe composite embedded signals.

Now in the ease of selling print paper and other duplication film products, this

will still be the ease, i.e., an "original" without the embedded codes will indeed exist and the basic

methodology of the first embodiment can be employed. The original film serves perfectly well as

an ’unencoded original.’

However, in the case where pre—exposed negative film is used, the composite

embedded signal pre—exists on the original film and thus there will never be an "original" separate

from the pro—embedded signal. it is this latter case, therefore, which will be examined a bit more

closely, along with observations on how to best use the principles discussed above (the former

cases adhering to the previously outlined methods). _

The clearest point of departure for the case of pro-numbered negative film, he

negative fihn which has had each and every frame pro-exposed with a very faint and unique

composite embedded signal, comes at step 9 of figure 3 as previously noted. 'Ihereare certainly

other difi‘erences as well, but they are mostly logistical in nature, such as how and when to embed

the signals on the film, how to store the code numbers and serial mnnher, etc. Obviously the pre-

exposing of film would involve a major change to the general mass production process of creating

and packaging film.

Fig. 4 has a schematic outlining one potential post-hoe mechanism for pre-

exposing film. 'Post-hoc’ refers to applying a process after the full common manufacturing

process of film has already taken place. Eventually, economies of scale may dictate placing this

pie-exposing process directly into the chain of manufacturing film. Depleted in Fig. 4 is what is

commonly known as a film writing system. The computer, 106, displays the composite signal

produwd in step 8, figure 2, on its phosphor screen. A given frame of film is then exposed by

imaging this phosphor screen, where the exposm'e level is generally very faint, i.e. generally

imperceptible. Clearly, the marketplace will set its own demands on how faint this should be, that A

is, the level of added ‘graininess' as practitioners would put it. Each fiame of film is sequentially

exposed, where in general the composite image displayed on the CRT 102 is changed for each and

every flame, thereby giving each frame of film a different serial number. The n'ansfer lens 104

highlights the focal conjugate planes of a film frame and the CRT face. ’
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Getting back to the applying the principles of the foregoing embodiment in the

case of pro-exposed negative film... At step 9, figure 3, if we were to subtract the "original" with

its -bedded code, we would obviously be "erasing" the code as well since the code is an integral

part of the original. Fortunately, remedies do exist and identifications can still be made.

However, it will be a challenge to artisans who refine this embodiment to have the signal to noise

ratio of the identification process in the pre-exposed negative case approach the signal to noise

ratio of the case where the un-encoded original exists.

A succinct definition of the problem is in order at this point Given a suspect

picture (signal), find the embedded identification code IF 3. code endsts at al. The problem reduces

to one of finding the amplitude of each and every individual embedded code signal within the

suspect picttne, not only within the context of noise and corruption as was previously explained,

but now also within the context of the coupling between a captured image and the codes.

’Coupling’ here refers to the idea that the captured image "randomly biases" the cross-correlation.

So, bearing in mind this additional item of signal coupling, the identification

process now estimates the signal amplitude of each and every individual embedded code signal (as

opposed to taking the cross-correlation result of step 12, figure 3). If our identification signal

exists in the suspect picture, the amplitudes thus found will split into a polarity with positive

amplitudes being assigned a ’l’ and negative amplitudes being assigned a ’0’. Our unique

identification code manifests itself. If, on the other hand, no such identification code exists or it is

someone else’s code, then a random gaussian-like distribution of amplitudes is found with a

random hash of values.

It remains to provides few more details on M the amplitudes of the individual

embedded codes are found. Again, fortunately, this exact problem has been treated in other

technological applications. Besides, throw this problem and a little food into a crowded room of

mathematicians and statisticians and surely a half dozen optimized methodologies will pop out

after some reasonable period of time. It is a rather cleanly defined problem.

One specific example solution comes thorn the field of astronomical imaging

Here, it is a mature prior art to subtract out a "thermal noise flame" from a given CCD image of

an object. Ofien, however, it is not precisely known what scaling doctor to use in subtracting the

thermal flame, and a search for the correct scaling factor is performed. This is precisely the task

of this step of the present embodiment. .

General practice merely performs a common search algorithm on the scaling

factor, where a scaling factor is chosen and a new image is created according to:

NEW IMAGE = ACQUIRED IMAGE - SCALE " THERMAL IMAGE I (4)

The new image is applied to the fast fourier transform routine and a scale factor

is eventually found which minimizes the integrated high frequency-content of the new image.

This general type of search operation with its minimimtion of a particular quantity is exceedingly' II - n .
madman. . e 2 factor thus found 15 the sccnwhtefcr amplitude. Refinements cinch are
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contemplated but not yet implemented are where the coupling of the higher derivatives of the

acquired image and the embedded codes are estimated and removed from the calculated scale

factor. In other words, certain bias effects from the coupling mentioned earlier are present and

should be eventually accounted for and removed both through theoretical and empirical

experimentation. , V

W

I Apart from the basic need of identifying a signal or image as a whole, there is

also a rather ubiquitous need to demct possible alterations to a signal or image. The following

section describes how the foregoing embodiment, with certain modifications and improve-um,

can be used as a powerful tool in this area. The potential scenarios and applications of detecting
alterations are innumerable.

To first smnmariae, assume that we have a given signal or image which has been '

positively idmtified using the basic methods outlined above.‘ in other words, we know its N-bit

identification word, its individual embedded code signals, and its composite embedded code. We

can then fairly simply create a spatial map of the composite code‘s amplitude within our given

signal or image. Furthermore, we can divide this amplitude map by the known composite code’s

spatial amplitude, giving a normalized map, is. a map which should fluctuate about some global

mean value. By simple examination of this map, we can visually detect any areas which have

been significantly altered wherein the value of the normalized amplitude dips below some

statistically set threshold based pmer on typical noise and corruption (error).

. The details of implementing the creation of the amplitude map have a variety of

choices. One is to perform the same procedure which is used to determine the signal amplitude as

described above, only now we step and repeat the multiplication of any giv- area of the

signal/image with a gaussian weight frmction centered about the area we are investigating.

Universal Versus Custom Codes ‘

The disclosure thus far has outlined how each and every source signal has its

own unique set of individual embedded code signals. This entails the storage of a significant

amount of additional code information above and beyond the original, and many applications may

merit some form of economizing.

One such approach to economizing is to have a given set of individual embedded

code signals be common to a batch of source materials. For example, one thousand images can all

utilize the same basic set of individual embedded code signals. The storage requirements of these

codes then become a small fraction of the overall storage requirements of the source material. '

Furthermore, someapplications can utilize a universal set of individual embedded

code signals, Le, codes which remain the same for all instances of distributed material. This type

of requirement would be seen by systems which wish to hide the N-bit identification word itself,

yet have standardized equipment be able to read that word. This can be used in systems which

make go/no go decisions at point-of-read locations. The potential drawback to this set-up is that
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the universal codes are more prone to be sleuthed or stolen; therefore they will not be as seume as

the apparams and methodology of the previously disclosed arrangement. Perhaps this is just the

difference between ’high security’ and ’air-tight security,’ a distinction carrying little weight with

the bulk of potential applications.

Wm ' -
the term ’signal’ is ofien used narrowly to refer to digital data information,

audio signals, images, etc. A broader interpretation of ’signal,’ and the one more genaally

intended, includes any form of modulation of any material whatsoever. Thus, the micro-topology

of a piece of common paper becomes a ’signal’ (e.g. it height as a fimction of x-y coordinates).

The reflective properties of a flat piece ofplastic (as a fimction of space also) becomes a signal.

The point is that photographic emulsions, audio signals, and digitized information are not the only

types of signals capable of utilizing the principles of the present invention. ' ’
As a case in point, a machine very much resembling a braille printing machine

can be designed so as to imprint unique ’noise-like’ indentations as outlined above. These

indentations can be applied with a pressure which is much smaller than is typically applied in

creating braille, to the point where the patterns are not noticed by a normal user of the paper. But

by following the steps of the present disclosure and applying th- via the mechanismpf micro-

indehtat‘ions, a unique identification code can be placed onto any given sheet of paper, be it

intended for everyday stationary purposes, or be it for important documents, legal tender, or other

secured material.

The reading of the identification material in such an embodiment generally

proceeds by merely reading the document optically at a variety of angles. This would become an

inexpensive method for deducing the micro-topology of the paper surface. Certainly other forms

of reading the topology of the paper are possible as well.

7 In the case of plastic encased material such as identifimion cards, e.g. driver’s

licenses, a similar braille-like impressions machine can be utilized to imprint unique identification

codes. Subtle layas of photorsactive materials can also be embedded inside the plastic and

’exposed.’

It is clear that wherever a'material exists which is capable of being modulated by

’noise-like’ signals, that material is an appropriate carrier for unique identification codes and

utilization of the principles of the invention. All that remains is the matter of economically

applying the identificmion information and maintaining the signal level below an acceptability

threshold which each and every application will define for itself.

Amdix A Descrim‘on

'Appendix A contains the source code of 'an implementation and verification of

the foregoing embodiment for an 8-bit black and white imaging system.
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While the first class of .bodiments most commonly employs a standard

microprocessor or computer to perform the encodation of an image or signal, it is possible to

utilize a custom encodation device which maybe sim— than a typical Von Neuman~type

processor. Such a system can be utilized with all manner of serial data streams.

Music and videotape recordings are examples of serial data streams - data

streams which are often piramd. It would assist enforcement efi'orts if authorized recordings were

encoded with idmtification data so that pirated knock-om- could be traced to the original rmm

which they were made.
Piracy is but one concern driving the nwd for the present invention. Another is

authentication. Oh. it is important to confirm that a given set of data is really what it is

I purported to be (ofien several years atter its generation).

To address these and other needs, the system 200 of Fig. 5 can be employed.

System 200 can be thought of as an identification coding black box 202. The system 200 receives

an input signal (sometimes termed the "master" or ”rmencoded" signal) and a code word, and

produces (generally in real time) an identification-coded output signal. (Usually, the system

provides key data for use in later decoding.)

'Ihe contents of the "black box" 202 take various forms. An exemplary

black box system is shown in Fig. 6 and includes a look~up table 204, a digital noise source 206,

first and second sealers 208, 210, an adder/subtracter 212, a memory 214, and a register 216.

The input signal (which in the illustrated embodiment is an 8 - 20 bit data signal

provided at a rate of one million samples per second, but which in other embodiments could be an

analog signal if appropriate AID and D/A conversion is provided) is applied from an input 218 to

the address input 220 of the look-up table 204. For each input sample (i.e. look-up table address),

the table provides a corresponding 8-bit digital output word. This output word is used as a scaling

factor that is applied to one input of the first sealer 208. _

‘ The first sealer 208 has a second input, to which is applied an 8-bit digital noise

signal from source 206. (In the illustrated embodiment, the noise source 206 comprises an analog

noise source 222 and an analog-to-digital converter 224 although, again, other implementations can

be used.) The noise source in the illustrated embodiment has a zero mean output value, with a

full width half maximum (FWHM) of 50 - 100 digital numbers (cg. from -75 to +75).

The first sealer 208 multiplies the two 8-bit words at its inputs (scale factor and

noise) to produce - for each sample of the system input signal - a 16-bit output word. Since the

noise signal has a zero mean value, the output of the first scalar likewise has a zero mean value.

The output of the first sealer 208 is applied to the input of the second sealer 210.

The second sealer serves a global scaling function, establishing the absolute magnitude of the

identification signal that will ultimately be embedded into the input data signal. The scaling factor

is set through a scale control device 226 (which may take a number of forms, item a simple ‘
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rheostat to a graphically implemented control in a graphical user interface), permitting this factor

to be changed in accordance with the requirements of difi‘erent applications. The second sealer

210 provides on its output line 228 a scaled noise signal. Each sample of this scaled noise signal

is successively stored in the memory 214.

(In the illustrated embodiment, the output from the first sealer 208 may range

between ~1500 and +1500 (decimal), while the output from the second sealer 210 is in the low

single digits, (such as between -2 and +2).)

. Register 216 stores a mnlti-bit identification code word. In the illustrated

embommcnt this code word consists of 8 bits, although larger code words (up to hundreds of bits)

are commonly used. These bits are referenced, one at a time, to control how the input signal is

modulated with the scaled noise signal. ,

In particular, a pointer 230 is cycled sequentially through the bit positions of the

code word in register 216 to provide a control bit of "0" or "1" to a control input 232 of the

adder/snbtractcr 212. If, for a particular input signal sample, the control bit is a "l", the scaled

noise signal sample on line 232 is M to the input signal sample. If the control bit is a "0", the

scaled noise signal sample is subtracted ficm the input signal sample. The output 234 item the _

adder/subtractcr 212 provides the black box’s output signal.

The addition or subtraction of the scaled noise signal in accordance with the bits

of the code word effects a modulation of the input signal that is generally imperceptible.

However, with knowledge of the contents of the memory 214, a user can later decode the

encoding, determining the code number used in the original encoding process. (Actually, use of

memory 214 is optional, as explained below.)

It will be recognized that the encoded signal can be distributed in Well known

ways, including converted to printed image fcnn, stored on magnetic media (floppy diskette,

analog or DAT ape; etc), CD-ROM, etc. etc.

Decoding

A variety of techniques can be used to determine the identification code with

which a suspect signal has been encoded. Two are discussed below. The first is less preferable

than the latter for most applications, but is discussed herein so that the reader may have a fuller

context within which to understand the invention. ' -

More particularly, the first decoding method is a difference method, relying on

subtraction of corresponding samples of the original signal from the suspect signal to obtain

difference samples, which are then examined (typically individually) for deterministic coding

indicia (i.e. the stored noise data). This approach may thus be termed a "sample-based,

deterministic" decoding technique.

The second decoding method does not make use of the original signal. Nor does

it examine particular samples looking for predetennined noise characteristics. Rather, the statistics

of th“ suspect signal (or a portion thereof) are considered in the aggregfie and analyzed to 'discem 7
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the presence of identification coding that permeates the entire signal. The reference to permeation

mm the entire identification code can be discerned flour a small fiagment of the suspect signal.

This latter approach may thus be termed a "holographic, statistical" decoding technique.
Both of these methods begin by registering the suspect signal to match the

original. This entails scaling (e.g. in amplitude, duration, color balance, etc), and sampling (or

resampling) to restore the original sample rate. As in the earlier described embodiment, there are

a variety of well understood techniques by which the operations associated with this registration

function can be performed. '

As noted, the first decoding approach proceeds by subtracting the original signal

from the registered, suspect signal, leaving a difiference signal. The polarity of successive

difierence signal samples can then be compared with the polarities of the corresponding stored

noise signal samples to determine the identification code. That is, if the polarity of the first

difference signal sample matches that of the first noise signal sample, then the first bit of the

identification code is a "1.“ (In such case, the polarity of the 9th, 17th, 25th, etc. samples should

also all be positive.) Ifthe polarity of the first difference signal sample is opposite that of the

corresponding noise signal sample, then the first bit of-the id-tification code is a "0."
By conducting the foregoing analysis with eight successive samples of the

difierenee signal, the sequence of bits that' comprise the original code word can be determined. If,

as in the preferred embodirn-t, pointer 230 stepped through the code word one bit at a time,

beginning with the first bit, during encoding, then the first 8 samples of the difference signal can

be analyzed to uniquely determine the value of the 8-bit code word.

In a noise-free world (speaking here of noise independent of that with which the

identification coding is effected), the foregoing analysis would always yield the correct

identification code. But a process that is only applicable in a noise-free world is of limited utility

indeed.

(Further, accurate identification of signals in‘noise-fi'ee contexts can be handled

in a variety of other. simpler ways: eg. checksums; statistically improbable correspondence

between suspect and original signals; etc.)

While noise-induced aberrations in decoding can be dealt with — to some degree .

- by analya'ng large portions of the signal, such aberrations still place a practical ceiling on the

confidence of the process. Further, the villain that must be confronted is not always as benign as

random noise. Rather, it increasingly takes the form of human-caused corruption, distortion,

manipulation, etc. In such cases, the desired degree of identification confidence can only be

achieved by other approaches.

The presently preferred approach (the_"holographic, statistical" decoding

technique) relies on recombining the suspect signal with certain noise data (typically the data

stored in memory 214), and analyzing the entropy of the resulting signal. "Entropy" need not be
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undemood in its most strict mathematical definition, it being merely the most concise word to

describe randomness (noise, smoothness, snowiness, etc).

. Most serial data signals are not random That is, one sample usually correlates —

to some degree — with the adjacent samples. Noise, in contrast, typically i_s random. If a random

signal (e.g. noise) is added to (or subtracted flour) a non-random signal, the entropy of the

resulting signal generally increases. That is, the resulting signal has more random variations than

the original signal. This is the case with the encoded output signal produced by the present

encoding process; it has more entropy than the original, unencoded signal.

If, in contrast, the addition of a random signal to (or subtraction fiom) a non-

random signal mcoe; entropy, then something unusual is happening. It is this anomaly that the

preferred decoding process uses to demct embedded identification coding. '

To fully understand this entropy-based decoding method, it is first helpful to

highlight a characteristic of the original encoding process: the similar treatment of every eighth

sample. .

' In the encoding process discussed above, the pointer 230 increments through the

code word, one bit for each successive sample of the input signal. Ifthe code word is eight bits

in length, than the pointer returns to the same bit position in the code word every eighth signal

sample. If this bit is a "1", noise is added ‘to the input signal; if this bit is a "0", noise is

subtracted from the input signal. Due to the cyclic progression of the pointer 230, every eighth

sample of an encoded signal thus shares a characteristic: they are all either augmented by the

corresponding noise data (which may be negative), or they are all diminished, depending on .

whether the bit of the code word then being addressed by pointer 230 is a “1" or a "0".

To exploit this characteristic, the entropy-based decoding process treats every

eighth sample of the suspect signal in like fashion. In particular, the process begins by adding to

the lat, 9th, 17th, 25th, etc.- samples of the suspect signal the corresponding scaled noise signal

values stored in the memory 214 (i.e. those stored in the lst, 9th, 17th, 25th, etc, memory

locations, respectively). The entropy of the resulting signal (i.e. the suspect signal with every 8th

sample modified) is then computed.

(Computation of a signal’s entropy or randomness is well tmderstood by artisans

in this field. One generally accepted technique is to take the derivative of the signal at each

sample point, square these values, and then sum over the entire signal. However, a variety of

other well known techniques can alternatively be used.)

' The foregoing step is then repeated, this time subtracting the stored noise values

firm the lst, 9th, 17th, 25 etc. suspect signal samples.

One of these two operations will undo the encoding process and reduce the

resulting signal’s canopy; the other will aggravate it. Ifmg the noise data in memory 214 to

the suspect signal red_ucc_s its entropy, then this data must earlier have been subtracted from the

original signal. This indicates that pointer 230 was pointing to a "0" bit when these samples were
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encoded. (A "0" at the control input of adder/subtracter' 212 caused it to subtract the scaled noise

fiom the input signal.) _

Conversely, if subtracting the noise data from every eighth sample of the suspect

signal reduces its entropy, then the encoding process must have earlier 1mg this noise. This

indicates that pointer 230 was pointing to a ."1" bit when samples 1, 9, 17, 25, etc., were encoded.

By noting whether entropy decreases by (3) adding or (b) subtracting the stored

noise data to/from the suspect signal, it can be determined that the first bit of the code word is (a)

a "0", or (b) a “l".

The foregoing operations are then conducted for the group of spaced samples of

the suspect signal beginning with the second sample (i.e. 2, 10, 18, 26 ...). The entropy of the

resulting signals indicate whether the second bit of the code word is a "0" or a "1". Likewise with

the following 6 groups of spaced samples in the suspect signal, until all 8 bits of the code word

have been discerned. I

It will be appreciated that the foregoing approach is not sensitive to corruption

mechanisms that alter the values of individual samples; instead, the process considers the entropy

. of the sigral as a whole, yielding a high degree of confidence in the results. Fin-ther, even small

exempts of the signal can be analyzed in this manner, permitting piracy of even small details of an

original work to be detected. The results are thus statistically robust, both in the face of natural

and human corruption of the suspect signal.

It will further be appreciated that the use of an N—bit code word in this real time

embodiment provides benefits analogous to those‘discussed above in connection with the batch

encoding system. (Indeed, the present embodiment may be conceptualized as making use of N

different noise signals, just as in the batch encoding system. The first noise signal is a signal

having the same extent as the input signal, and comprising the scaled noise signal at the lat, 9th,

17th, 25th, etc, samples (assuming N=8), with zeroes at the intervening samples. The second

noise signal is a similar one comprising the scaled noise signal at the 2d, 10th, 18th, 26th, etc.,

samples, with zeroes at the intervening samples. Etc. These signals are all combined to provide a

composite noise signal.) One of the important advantages inherent in such a system is the high

degree of statistical confidence (confidence which doubles with each successive bit of the

identification code) that a match is really a match. The system does not rely on subjective

evaluation of a suspect signal for a single, deterministic embedded code signal.
Illustrative Variations

From the foregoing description, it will be recognimd that numerous

modifications can be made to the illustrated systems without changing the fundamental principles.
A few of these variations are described below.

The above-described decoding process tries both adding and subtracting stored

noise data Whom the suspect signal in order to find which operation reduces entropy. In other

embodiments, only one of these operations needs to be conducted. For example, in one alternative
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decoding process the stored noise data corresponding to every eighth sample of the suspect signal

is only M to said samples. Ifthe entropy of the resulting signal is thereby increased, then the

corresponding bit of the code word is a "1" Ge. this noise was added wlier, during the encoding

process, so adding it again only compounds the signal's randomness). If the entropy of the
5 resulting signal is thereby decreased, then the corresponding bit of the code word is a "0". A

further test ofentropy ifthe stored noise samples areMis not required

The statistical reliability of the identification process (coding and decoding)

be designed to exceed virtually any confidence threshold (cg. 99.9%, 99.99%, 99.999%, etc.

confidence) by approprizne selection of the global scaling factors, etc. Additional confidence in

10 any given application (unnecessary in most applications) can be achieved by rechecking the

decoding process.

One way to recheck the decoding process is to remove the stored noise data from

the suspect signal in accordance with the bits of the discerned code word, yielding a' "restored"

signal (e.'g. if the first bit of the code word is found to be "I," then the noise Samples stored in the

15 lst, 9th, 17th, etc. locations of the memory 214 are subtracted from the corresponding samples of

the suspect signal). The entropy of the restored signal is measured and used as a baseline in

further measurements. Next, the process is repeated, this time removing the stored noise data

hour the suspect signal in accordance with a modified code word. The modified code word is the

same as the discerned code word, except 1 bit is toggled (eg. the first). The entropy of the

20 resulting signal is determined, and compared with the baseline. Ifthe toggling of the bit in the

discerned code word resulted in increased entropy, then the accuracy of that bit of the discerned

code word is confirmed. The process repeats, each time with a difi‘erent bit ofthe discerned code

word toggled, until all bits of the code word have been so checked Each change should result in

an inme in entropy compared to the baseline value.

25 The data stored in m-ory 214 is subject to a variety of alternatives. In the

foregoing discussion, memory 214 contains the scaled noise data. In other embodiments, the

unsealed noise data can be stored instead. .

In still other embodiments, it can be desirable to store at least part of the input

signal itself in m-ory 214. For example, the memory can allocate 8 signed bits to the noise

30 sample, and 16 bits to store the most significant bits of an 18- or 20-bit audio signal sample. This

has several benefits. One is that it simplifies registration of a "suspect" signal. Another is that, in

the case of encoding an input signal which was already encoded, the data in memory 214 can be

used to discern which of the encoding processes was performed first. That is, from the input '

signal data in memory 214 (albeit incomplete), it is generally possible to determine with which of
35 two code words .it has been encoded. '

Yet another alternative for memory 214 is that is can be omitted altogethq.

One way this can be achieved is to use a deterministic noise source in the ‘

encoding process, such as an algorithmic noise generator seeded with a known key number. The
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same deterministic noise source, seeded with the same key number, can be used in the decoding

process. . In such an arrangement, only the key ntnnber needs be stored for later use in decoding,

instead of the large data set usually stored in memory 214.

Alternatively, if the noise signal added during encoding does not have a zero

mean value, and the length N of the code word is known to the decoder, then a universal decoding

process can be implemented. This process uses the same entropy test as the foregoing procedures,

but cycles through possible code words, adding/subtracfing a small dummy noise value (cg less

than the expected mean noise value) to every Nth sample of the suspect signal, in accordance with

the bits of the code word being tested, until a reduction in entropy is noted. Such an approach is

not favored for most applications, however, because it ofi'ers less security than the other

embodimuts (eg. it is subject to cracking by brute force). _

Many applications are well served by the embodiment illustrated in Fig. 7, in

which different code words are used to produce several differently encoded versions of an input
signal, each making use of the same noise data More particularly, the embodiment 240 of Fig. 7

includes a noise store 242 into which noise from source 206 is written during the identification-

coding of the input signal with a first code word. (The noise source of Fig. 7 is shown outside of

the real time encoder 202 for convenience of illustration.) Thereafter, additional identification-

coded versions of the input signal can be produced by reading the stored noise data fi-om the store

and using it in conjunction with second through Nth code words to encode the signal. (While

binary-sequential code words are illustrated in Fig. 7, in other embodiments arbitrary sequences of

code words can be employed.) With such an arrangement, a great number of differently-encoded

signals can be produwd, without requiring a proportionally-sized long term noise memory.

Instead, a fixed amount of noise data is stored, whether encoding an original once or a thousand

times.

(If desired, several differently—coded output signals can be produwd at the same

time, rather than seriatim. One such implementation includes a plurality of adder/subtractcr

circuits 212, each driven with the same input signal and with the same scaled noise signal, but

with difi'erent code words. Each, then, produces a difi‘crently encoded output signal.)

In applications having a great number of differently-encoded vmsions of the

same original, it will be recognized that the decoding process need not always discern every bit of

the code word. Sometimes, for example, the application may require identifying only a group of

codes to which the suspect signal belongs. (E.g., high order bits of the code word might indicate

an organization to which several differently coded versions of the same source material were I

provided, with low-order bits identifying specific copies. To identify the organization with which

a suspect signal is associated, it may not be necessmy to examine the low order bits, since the

organization can be identified by the high order bits alone.) If the identification requirements can

be met by discerning a subset of the code word bits in the suspect signal, the decoding process can
be shortened.
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Some applications may be best served by restarting the encoding process -

sometimes with a difi‘erent code word — several times within an integral work. Consider, as an

example, videotaped productions (e.g. television programming). Each frame of a videotaped

production can he identification—coded with a unique code number, processed in real-time with an

arrangement 248 like that shown in Fig. 8. Each time a vertical retrace is detected by sync
detector 250, the noise source 206 resets (e.g. to repeat the sequuce just produced) and an

identification code increments to the next value. Each frame of the videotape is thereby uniquely

id-tification-coded. Typically, the encoded signal is stored on a videotape for long term storage

(although other storage media, including laser disks, can be used).

Returning to the encoding apparatus, the look-up table 204 in the illustrated

mbodiment exploits the fact that high amplitude samples of the input data signal can tolerate

(without objectionable degradation of the output signal) a higher level of encoded identification

coding than can low amplitude input samples. Thus, for example, input data samples having

decimal values of 0, l or 2 may be correspond (in the look-up table 204) to scale factors of unity

(or even zero), whereas input data samples having values in excess of 200 may correspond to scale

fitctors of 15. Generally speaking, the scale factors and the input sample values correspond by a

square root relation. That is, a four-fold increase in a value of the sampled input signal

corresponds to approximately a two-fold increase in a value of the scaling factor associated

therewith. _

' (The parenthetical reference to zero as a scaling factor alludes to cases, e.g., in

which the source signal is temporally or spatially devoid of information content. In an image, for

example, a region characterized by several contiguous sample values of zero may correspond to a

jet black region of the time. A scaling value of zero may be appropriate here since there is

ass-tinny no image data to be pirated.)

Continuing with the encoding process, those skilled in the art will recognized the

potential for "rail errors" in the illustrated embodiment. For example, if the input signal consists

of 8-bit samples, and the samples span the entire range from 0 to 255 (decimal), then the addition

or subtraction of scaled noise to/fi'om the input signal may produce output signals that cannot be

represented by 8 bits (cg. -2, or 257). A number of well-understood techniques exist to rectify

this situation, some of them proactive and some of them reactive. (Among these known

techniques are: specifying that the input signal shall not have samples in the range of 0-4 or 251-

255, thereby safely permitting modulation by the noise signal; or including provision for detecting

and adaptively modifying input signal samples that would otherwise cause rail errors.) ‘

While the illustrated embodiment describes stepping through the code word

sequentially, one bit at a time, to control modulation of successive bits of the input signal, it will

be appreciated that the bits of the code word can be used other than sequentially for this purpose.

Indeed, bits of the code word can be selected in accordance with arty predetermined algorithm.
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The dynamic scaling of the noise signal based on the instantaneous value of the

input signal is an optimimtion that can be omitted in many embodiments. That is, the look-up

table 204 and the first scaler 208 can be omitted entirely, and the signal from the digital noise

source 206 applied directly (or through the second, global sealer 2l0) to the adder/subtracter 212.

It will be further recognized that the use of a zero-mean noise source simplifies

the illustrated embodiment, but is not necessary to the invention. A noise signal with another ~

mean value can readily be used, and DC. compensation (if needed) can be effected elsewhere in

the system.

Tire use of a noise source 206 is also‘optional. A variety of other signal sources

can be used, depending on applicnion- dependent constraints (e.g. the threshold at which the

encoded identification signal becomes perceptible). In many instances, the level of the embedded

identification signal is low enough that the identification signal needn’t have a random aspect; it is

imperceptible regardless of its nature.- A pseudo random source 206, however, is usually desired

because it provides the greatest identification code signal S/N ratio (a somewhat awkward term in

this instance) for a level of imperceptibility of the embedded identification signaL '

It will be recognized that identification coding need not occur afier a signal has

been reduced to stored form as data (i.e. "fixed in tangible form," in the words of the US.

Copyright Act). Consider, for example, the case of popular musicians whose performance are

ofien recorded illicitly. By identification coding the audio before it drives concert hall speakers,

unauthorimd recordings of the concert can be traced to a particular place and time. Likewise, live

audio sources such a 911 emergency calls can be encoded prior to recording so as to facilitate
their later authentication.

While the black box embodiment has been described as a stand alone unit, it will

be recognized that it can be integrated into a number of different tools/instruments as a

component. One is a scanner, which-can embw identification codes in the scanned output data.

(The codes can simply serve to memorialize that the data was generated by a particular scanner).

Another is in creativity software, such as popular drawing/yaphics/animation/paint programs

offered by Adobe, Macromedia, Corel, and the like.

Finally, while the real-time encoder 202 has been illustrated with reference to a

I particular hardware implementation, it will he recognized that a variety of other implementations
can almatively be employed. Some utilize other hardware configurations. Others make use of

sofiware routines for some or all of the illustrated functional blocks. (The software routines can

be executed on any number of different general purpose programmable computers, such as 80x86 ‘

PC-compatible computers, RISC-based workstations, etc.) '

TYPES OF NOISE, QUASLNOISE, AND OPTIMIZED-NOISE

Heretofore this disclosure postulated Gaussian noise, "white noise," and noise

g-erated directly from application instrumentation as a few of the many examples of the kind of

carrier signal appropriate to carry a single bit of information throughout an image or signal. It is
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possible to be even more proactive in "designing" characteristics of noise in order to achieve ,

certain goals. The "design" of using Gaussian or insmnnental noise was aimed somewhat toward

"absolute" security. This section of the disclosure takes a look at other considerations for the

design of the noise signals which may be considered the ultimate carriers of the identification

information. I

For some applications it might be advantageous to design the noise carrier signal '

(e.g. the Nth embedded code signal in the first embodiment; the scaled noise data in the second

nbodirnent), so as to provide more absolute signal strength to the identification signal relative to

the perceptibility of that signal. One example is the following. It is recognized that a true '

Gaussian noise signal has the value '0’ occur most frequently, followed by l and -l at equal

probabilities to each other but lower than ’0’, 2 and -2 next, and so on. Clearly, the value zero

carries no information as it is used in the service of this invention. Thus, one simple adjustment,

or design, would be that any time a zero occurs in the generation of the embedded code signal, a

new process takes over, whereby the value is converted "randomly" to either a l or a -1. in

logical terms, a decision would be made: if ’0’, then random(l,-l). The histogram of such a

process would appear as a Gaussian/Poissonian type distribution, except that the 0 bin would be

empty and the l and -l bin would be increased by half the usual histogram value ofthe-O bin.
In this case, identification'sigaal energy would always be applied at all parts of

the signal. A few of the trade-offs include: there is it (probably negligible) lowering of security of

the codes in that a "deterministic component" is a part of generating the noise signal. The reason

this might be completely negligible is that we still wind up with a coin flip type situation on

randomly choosing the l or the -1. Another trade-off is that this type of designed noise will have

a higher threshold of perceptibility, and will only be applicable to applications where the least

significant bit of a data stream or image is already negligible relative to the commercial value of

the material, i.e. if the least significant bit were stripped from the signal (for all signal samples),

no one would know the difference and the value ofthe material would not suffer. This blocking

of the zero value in the example above is but one of many ways to “optimize" the noise properties

of the signal carrier, as anyone in the art can realize. We refer to this also as “quasi-noise" in the

sense that natural noise be transformed in a predetermined way into signals which for all

intents and purposes will read as noise. Also, cryptographic methods and algorithms can easily,

and often by definition, create signals which are perceived as completely random. Thus the word

"noise" can have difi‘emnt connotations, prihiarily between that as defined subjectively by an

observer or listener, and that defined mathematically. The difference of the latter is that

mathematical noise has different properties of security and the simplicity with which it can either

be "sleuthed" or the simplicity with which instruments can "automatically recognize" the existence
of this noise.
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"Quiversal" Embedded Codes _

The bulk of this disclosure teaches that for absolute security, the noise-like embedded code signals

which carry the bits of information of the identification signal should be unique to each and every

, encoded signal, or, slightly less restrictive, that embedded code signals should be generated

sparingly. such as using the same embedded codes for a batch of 1000 pieces of film, for example.

Be this as it may, there is a whole other approach to this issue wherein the use ofwhat we will

call "rmiversal" embedded code signals can open up large new applications for this technology.

The economics of these uses would be such that the de facto lowered security of these universal

codes (e.g. they would be analymble by time honored cryptographic decoding methods, and thus

potentially thwarted or reversed) would be economically negligible relative to the economic gains

that the intended uses would provide. Piracy and illegitimate uses would become merely a

predictable "cost" and a source of uncollccted revenue only,'a simple line item in an economic

analysis of the whole. A good analogy of this is in the cable industry and the scrambling of video

signals. Everybody seems to know that crafty, skilled technical individuals, who may be generally

law abiding citizens, can climb a ladder and flip a few wires in their cable jtmction box in order to

get all the pay channels for free. The cable industry knows this and takes active measures to stop

it and prosecute those caught, but the "lost revenue” derived from this practice remains prevalent

but almost negligible as a percentage of profits gained from the scrambling system as a whole.

The scrambling system as a whole is an economic success despite its lack of "absolute security."

'lhe same holds true for applications of this technology wherein, for the price of

lowering security by some amount, large economic opportunity presents itself. This section first

desm'bm what is meant by universal codes, then moves on to some of the interesting uses to

which these codes can be applied. ..

Universal embedded codes generally refer to the idea that knowledge of the exact

codes can be distributed. The embedded codes won’t be put into a dark safe never to be touched

until litigation arises (as alluded to in other parts of this disclosure), but instead will be distributed

to various locations where on-the-spot analysis can take place. Generally this distribution will

still take place within a security controlled environment, meaning that steps will be taken to limit

the knowledge of the codes to those with a need to know. Instrumentation which attempts to

automatically detect copyrighted material is a non-human example of "something" with a need to
know the codes.

There are many ways to implement the idea of universal codes, each with their

own maits regarding any given application. For the ptnposes of teaching this art, we separate ‘

these approaches into three broad categories: universal codes based on libraries, tmiversal codes

bued on deterministic formula, and universal codes based on pro-defined industry standard

patterns. A rough rule of thumb is that the first is more secure than the latter two, but that the

latter two are possibly more economical to implement than the first.
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Universal Codes: 1) Libraries of Universal Codes

' The use of libraries of universal codes simply means that the techniques of this

invention are nployed as described, except for the fact that only a limited set 'ofthe individual

embedded code signals are generated and that any given encoded material will make use of some

5 sub-set of this limited "universal set.“ An example is in order here. A photographic print paper

manufactmer may wish to pre-erqiose every piece of 8 by 10 inch print paper which they sell with

a unique identification code. They also wish to sell identification code recognition software to

their large customers, service hineaus, stock agencies, and individual photographers, so that all

these people can not only verify that their own material is correctly marked. but so that they can

10 also determine ifthird party material which they are about to acquire has been identified by this

technology as being copyrighted This latter information will help them verify copyright holders

and avoid litigation, among many other benefits. In order to "economically" institute this plan,

they realize that generating unique individual embedded codes for each and every piece of print

paper would generate Terabytes of independent information, which would need storing and to

15 which recognition sofiware would need access. Instead, they decide to embed their print paper

with 16 bit identification codes derived from a set of only 50 independent "universal" embedded

code signals. The details of how this is done are in the next paragraph, but the point is that now

their recognition software only needs to contain a limited set of embedded codes in their library of I

codes, typically on the order of 1 Megabyte to 10 Megabytes of information for 50x16 individual

20 .bedded codes splayed out onto an 8x10 photographic print (allowing for digital compression).

The reason for picking 50 instead ofjust 16 is one of a little more added security, where if it were

the same 16 embedded codes for all photographic sheets, not only would the serial number

capability be limited to 2 to the 16th power, but lesser and lesser sophisticated pirates could crack

the codes and remove the. using sofiware tools.

25 There are many difi‘erent ways to implement this scheme, where the following is

but one exemplary method. It is determined by the wisdom of company management that a 300

pixels per inch crita-ia for the embedded code signals is sufficient resolution for most applications.

This means that. a composite embedded code image will contain 3000 pixels by 2400 pixels to be

exposed at a very low level onto each 8x10 sheet This gives 7.2 million pixels. Using our

30 staggered coding system such as described in the black box haplementation of Figs. 5 and 6, ml:

individual .bedded code signal will contain only 7,2 million divided by 16, or approximately

450K true information carrying pixels, i.e. every 16th pixel along a given raster line. These

values will typically be in the range of 2 to -2 in digital numbers, or adequately described by a '

signed 3 hit number. The raw information content of an embedded code is then approximately

35 3/8th's bytes times 450K or about 170 Kilobytes. Digital compression can reduce this further.

All of these decisions are subject to standard engineering optimization-principles as defined by any

giv- application at hand, as is well known in the art. Thus we find that 50 of these independent

embedded codes will amount to a few Megabytes. This is quite reasonable level to distribute as a
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"library“ of universal-codes within the recognition software. Advanced standard encryption

devices could be employed to mask the exact nature of these codes if one were concerned that

would-be pirates would buy the recognition sofiware merely to reverse engineer the universal

embedded codes. The recognition software could simply unencrypt the codes prior to applying the
recognition techniques taught in this disclosure. I

The recognition software itself would certainly have a variety of featm'es, but the

core task it would perform is determining if there is some universal copyright code within a given

image. The key questions become WHICH 16 of the total 50 universal codes it might contain, if
any, and if there are 16 found, what are their hit values. The key variables in determining the

answers to these questions are: registration, rotation, magnification (scale), and extent. In the most

general case with no helpful hints whatsoeva, all variables must be independently varied across all

mutual combinations, and each of the 50 Imiversal codes must then be checked by adding and

subtracting to see if an entropy decrease occurs. Strictly speaking, this is an enormous job, but

many helpful hints will be found which make the job much simpler, such as having an original

image to compare to the suspected copy, or knowing the general orientation and extent of the

image relative to an 8x10 print paper, which then through simple registration techniques can

determine all of the variables to some acceptable degree. Then it merely requires cycling through

the 50 universal codes to find any decrease in canopy. If one does, th- 15 others should as well.

A protocol needs to be set up whereby a given order of the 50 translates into a sequence of most

significant bit through least significant bit of the ID code word. Thus if we find that universal

code nmnber ”4" is present, and we find its bit value to be "0", and that universal codes "1"

through "3" are definitely not present, then our most significant bit of our N-bit ID code number

is a "0". Likewise, we find that the next lowest universal code present is number "7" and it turns

out to be a "1", then our next most significant bit is a "1". Done properly, this system m clo-ly

trace back to the copyright owner so long as they registered their photographic paper stock serial

number with some registry or with the manufacturer of the paper itself. That is, we look up in the

registry that a paper using universal embedded codes 4,7,11,12,15,l92126273834353738410,

and 48, rmd having the embedded code 0110 0101 0111 ONO belongs to Leonardo de Boticelli,'an

unknown wildlife photographer and glacier cinematographer whose address is in'Northem Canada.

We know this because he dutifully registered his film and paper stock a few minutes of work

when he bought the stock, which he plopped into the "no postage necessary" envelope that the

manufactming company kindly provided to make the process ridiculously simple. Somebody owes

Leonardo a royalty check it would appear, and certainly the registry has automated this royalty I
payment process as part of its services.

One final point is that truly sophisticated pirates and others with illicit intentions

can indeed employ a variety of cryptographic and not so cryptographic methods to crack these

universal codes, sell them, and make software and hardware tools which can assist in the removing

or distorting of codes. We shall not teach these methods as part of this disclosure, however. In
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any event, this is one of the prices which must be paid for the ease of universal codes and the

applications they open up. i

The libraries of universal codes require the storage and transmittal of Megabytes

of independent, generally random data as the keys with which to unlock the existence and identity

of signals and imagery that have been marked with universal codes. Alternatively, various

deterministic formulas can be used which "generate" what appear to be random data/image frames,

thereby obviating the need to store all of these codes in memory and interrogate each and of the

"50" universal codes. Deterministic formulas can also assist in speeding up the process of

determining the 1D code once one is known to exist in a given signal or image. 011 the other

hand, deterministic formulas lend themselves to sleuthing by less sophisticated pirates. And once

sleuthed, they lend themselves to easier communication, such as posting on the Internet to a

hundred newsgroups. There may well be many applications which do not care about sleuthing and

publishing, and deterministic formulas for generating the individual universal embedded codes

might be just the ticket.

Univ Egg; 3) "Simple" Universal Codes

This category is a bit of a hybrid of the first two, and is most directed at truly

large scale impl-entations of the principles of this technology. The applications employing this

class are of the type where staunch security is much less important than low cost, large scale

implunentation and the vastly larger economic benefits that this unbles. One exemplary

application is placehrent of identification recognition units directly within modestly priced home

audio and video instrumentation (such as a TV). Such recognition units would typically monitor

audio and/or video looking for these copyright identification codes, and thence triggering simple

decisions based on the findings, such as disabling or enabling recording capabilities, or

incrementing program specific billing meters which are transmitted back to a central audio/video

service provider and placed onto monthly invoices. Likewise, it can be foreseen that "black

boxes" in bars and other public places can monitor (listen with a microphone) for copyrighted

materials and generate detailed reports, for use by ASCAP, BMI, and the like.

A core principle of simple universal codes is that some basic industry standard

'hoiselike" and seamlessly repetitive patterns are injected into signals, images, and image

sequences so that inexpensive recognition units can either A) determine the mere existence of a

copyright "flag", and B) additionally to A, determine precise identification information which

facilitate more complex decision making and actions. '

In order to implement this particular unbodiment of the present invention, the

basic principles of generating the individual embedded noise signals need to be simplified in order

to accommodate inexpensive recognition signal processing cirwitry, while maintaining the

properties of effective randomness and holographic permeation. With large scale industry adoption

of these simple codes, the codes themselves would border on public domain information (much as
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cable scrambling boxes are almost de facto public domain), leaving the door open for determined

pirates to develop black market countermeasures, but this situation would be quite analogous to the

scrambling of cable video and the objective economic analysis of such illegal activity.

One prior art known to the applicant in this general area of pro-active copyright

detection is the Serial Copy Management System adopted by many firms in the audio industry.

To the best of applicant’s knowledge, this system employs a non-audio " ag" signal which is not

part of the audio data stream, but which is nevertheless grafted onto the audio stream and can

indicate whether the associated audio data should or should not be duplicated. One problem with

this system is that it is restricted to media and instrumentation whidr can support this extra "flag”

signal. Another deficiency is that the flagging system carries no identity information which would

be useful in making more compiex decisions. Yet another difliculty is that high quality audio

sampling of an analog signal can come arbitrarily close to making a perfect digital copy of some

digital master and there seems to be no provision for inhibiting this possibility.

The principles of this invention can be brought to bear on these and other

problems, in audio applications, video, and all Of the other applications previously discussed. An

exemplary application of simple universal codes is the following. A single industry standard

"1.000000 second of noise" would be defined as the most basic indicator of the presuce or

absence of the copyright marldng of any given audio signal. Fig. 9 has an example of what die

waveform of an industry standard noise second might look like, both in the time domain 400 and

V the frequency domain 402. It is by definition a continuous function and would adapt to any
combination of sampling rates and bit quanitizations. It has a normalized amplitude and can be

scaled arbitrarily to any digital signal amplitude. The signal level and the first M’th derivatives of

the signal are continuous at the two boundaries 404 (Fig. 9C), such that when it is repeated, the

"break" in the signal would not be visible (as a waveform) or audible when played through a high

end audio system. The choice of 1 second is arbitrary in this example, where the precise length of

the interval will be derived from considerations such as audibility, quasi-white noise status,

scmnless repeatability, simplicity of moguition processing, and speed with which a copyright

marking determination can be made. The injection of this repeated noise signal onto a signal or

image (again, at levels below human perception) would indicate the presence of copyright

material. This is essentially a one bit identification code, and the embedding of further

identification information will be discussed later on in this section. The use of this identification

technique can extend far beyond the low cost home implementations discussed here, where studios

could use the technique, and monitoring stations could be setup which literally monitor hundreds

of channels of information simultaneously, searching for marked data streams, and furthermore

searching for the associated identity codes which could be tied in with billing networks and

royalty tracking systems.

This basic, standardized noise signature is seamlessly repeated over and over

again and added to audio signals which are to be marked with the base copyright identification.
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Part of the reason for the word "simple" is seen bee: clearly pirates will know about this industry

standard signal, but their illicit uses derived from this knowledge, such as assure or corruption,

will be economically minuscule relative to the economic value of the overall technique to the mass

market. For most high end audio this signal will be some 80 to 100 dB down from full scale, or

even much further, each situation can choose its own levels though certainly there will be

moommendations. The amplitude of the signal can be modulated according to the audio signal

levels to which the noise signature is being applied, i.e. the amplitude can increase significantly

when a. drum beats, but not so dramatically as to become raidibleor objectionable. These

measrnm merely assist the recognition circuitry to be described

Recognition of the presence of this noise signature by low cost instrumentation

can he efl‘ected in a variety of ways. One rests on basic modifications to the simple principles of

audio signal power metering. Sofiware recognition programs can also be written, and more

sophisticated mathematical detection algorithms can be applied to audio in order to make higher

confidence detection identifications. In such embodiments, detection of the copyright noise

signature involves comparing the time averaged power level of an audio signal with the time

averaged power level of that same audio signal which has had the noise signature subtracted from

it. Ifthe audio signal with the noise siyature subtracted has a lower power level that the

unchanged audio signal, then the copyright signature is present and some status flag to that reflect

needs to he set. The main engineering subtleties involved in making this comparison include: ,

darling with audio speed playback discrepancies (e.g. an instrument might be 0.5% "slow" relative

to exactly one second intervals); and, dealing with the unknown phase of the one second noise

signature within any given audio (basically, its "phase" can be anywhere from O to 1 seconds).
Another subtlety, not so central as the above two but which nonetheless should be addressed, is

that the recognition circuits should not subtract a higher amplitude of the noise signatm-e than was

originally embedded onto the audio signal. Fortunately this can be accomplished by merely

subtracting only a small amplitude of the noise signal, and if the power level goes down, this is an

indication of "heading toward a trough" in the power levels. Yet another related subtlety is that

the power level changes will be very small relative to the overall power levels, and calculations

generally will need to be done with appropriate bit precision, e.g. 32 bit value operations and
accumulations on 16-20 bit audio in the calculations of time averaged power levels.

Clearly, designing and packaging this power level comparison processing

circuitry for low cost applications is an engineering optimimtion task. One trade-off will be the

accuracy of making an identification relative to the "short-cuts" which can be made to the circuitry

in order to lower its cost and complexity. A preferred embodiment for the pine-cut of this

recognition circuitry inside of instrumentation is through a single programmable integrated circuit

which is custom made for the task. Fig. 10 shows one such integrated circuit 506. Here the audio

signal comes in, 500, either as a digital signal or as an analog signal to be digitized inside the IC

500. and the output is a flag 502 which is set to one level if the copyright noise signature is
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found, and to another level if it is not found. Also depicted is the fact that the standardized noise

signature waveform is stored in Read Only Memory, 504, inside the IC 506. There will be a

slight time delay between the application of an audio signal to the IC 506 and the output of a

valid flag 502, due to the need to monitor some finite portion of the audio before a recognition

can place. In this case, there may need to be a "flag valid" output 508 where the IC informs the ‘

external world if it has had enough time to make a proper determination 'of the presence or

absence of the copyright noise signature.

There are a wide variety of specific designs and philosophies of designs applied

to accomplishing the basic fimction of the IC 506 of Fig. 10. Audio engineers and digital signal

processing engineers'are able to generate several fundamentally different designs. One such design

is depicted in Fig. 11 by a process 599, which itself is subject to further engineering optimization

as will be discussed. Fig. 11 depicts a flow chart for any of: an analog signal processing network,

a digital signal processing nemerk, or programming steps in a software program. We find an

input signal 600 which along one path is applied to a time averaged power meter 602,’and the

resulting power output itself treated as a signal Pfis. To the upper right we find the standard noise

signature 504 which will be read out at 125% of normal speed, 604, thus changing its pitch,

giving the "pitch changed noise signal" 606. Then the input signal has this pitch changed noise

signal subtracted in step 608, and this new' signal is applied to the same form of time averaged

power meter as in 602, here labelled 610. The output of this operation is also a time based signal

here labelled as PM“, 610. Step 612 then subtracts the power signal 602 from the power signal

610, giving an output difi’erenoe signal P“, 613. If the universal standard noise signature does

indeed exist on the input audio signal 600, then case 2, 616, will be created wherein a beat signal

618 of approximately 4 second period will show up on the output signal 613, and it remains to

detect this beat signal with a step such as in Fig. 12, 622. Case 1, 614, is a steady noisy signal

which exhibits no periodic beating. 125% at step 604 is chosen arbitrarily here, where

engineering considerations would determine an optimal value, leading to difl‘erent beat signal

frequencies 618. Whereas waiting 4 seconds in this example would be quite a while, especially is

you would want to detect at least two or three beats, Fig. 12 outlines how the basic design of Fig.

11 could be repeated and operated upon various delayed versions of the input signal, delayed by

something like mom of a second, with 20 parallel circuits working in concert each on a segment

of the audio delayed by 0.05 seconds from their neighbors. In this way, a beat signal will show

up approximately every l/Sth of a second and will look like a travelling wave down the columns

of best detection cirmits. The existence or absence ofthis travelling beat wave triggers the ‘
detection flag 502. Meanwhile, there would be an audio signal monitor 624 which would ensure

that, for example, at least two seconds of audio has been heard before setting the flag valid signal
508.
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Though the audio example was described above, it should be clear to anyone in

the art that the same type of definition of some repetitive universal noise signal or image could be

applied to the many other signals, images, picnnes, and physical media already discussed.

The above case deals only with a single bit plane of information, i.e., the noise

signature signal is either there (1) or it isn’t (0). For many applications, it would be nice to detect

serial number information as well, which could then be used for more complex decisions, or for

logging information on billing statements or whatnot. The same principles as the above would

apply, but now there would be N independent noise signatures as depicted in Fig. 9 instead one

single such signature. Typically, one such signature would be the master upon which the mere

existence of a copyright marking is detected, and this would have generally higher power than the

others, and then the other lower power "identification" noise signatures would be embedded into

audio. Recognition circuits, once having found the existence of the primary noise signature, would

then step through the other N noise signatures applying the same steps asidescr‘ibed above. Where

a beat signal is detected, this indicates the bit value of ’1’, and where no beat signal is detected,

this indicates a bit value of ’0’. It might be typical that N will equal 32, that way 232 number of

identification codes are available to any given industry employing this invention.

Use of this Technology when the Length of the identification Code is l

The principles of this invention can obviously be applied in the case where only

a single presence or absence of an identification signal - a fingerprint if you will - is used to

provide confidence that some signal or image is copyrighted. The example above of the industry

standard noise signature is one case in point. We no longer have the added confidence of the coin

flip analogy, we no longer have tracking code capabilities or basic serial number capabilities, but

many applications may not require these attributes and the added simplicity of a single fingerprint

might outweigh these other attributes in any event.

The ”Walla!er“ Analogy

The term "holographic" has been used in this disclosure to describe how an

identification code number is distributed in a largely integral form throughout an encoded signal or

image. This also refers to the idea that any given figment of the signal or image containsrthe

entire unique identification code number. As with physical implementations of holography, there

are limitations on how small a fragment can become before one begins to lose this property, where

the resolution limits of the holographic media are the main factor in this regard for holography

itself. In the case of an unconupted distribution signal which has used the mending device of

figure 5, and which fmtherrnore has used our "designed noise” of above wherein the zero’s were i

randomly changed to a 1 or -l, thn the extent of the fragment required is merely N contiguous

sampr in a signal or image raster line, where N is as defined previously being the length of our

identification code number. This is an informational extreme; practical situations .where noise and

corruption are operative will require generally one, two or higher orders of magnitude more

samples than this simple number N. Those skilled in the art will recognize that there at many
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variables involved in pinning down precise statistics on the size of the smallest fragment with
which an identification can be made.

For tutorial purposes, the applicant also uses the analogy that the unique

identification code number is "wallpapered" across and image (or signal). That is, it is repeated

over and over again all throughout an image. This repetition of the ID code number can be

regular, as in the use of the encoder of figure 5, or random itself, where the bits in the ID code

216 of figure 6 are not stepped through in a normal repetitive fashion but rather are randomly

selmd on each sample, and the random selection stored along with the value of the output 228

mu. in any event, the information carrier of the ID code, the individual embedded code signal,

does change across the image or signal. ”mus as the wallpaper analogy summarim: the ID code

repeats itself over and over, but the patterns that each repetition imprints change randomly

accordingly to a generally unsleuthable key.

!&fl [gate Compression

As earlier mentioned, the identification wding of the preferred embodiment

withstands lossy data compression, and subsequent decompression. Such compression is finding

increasing use, particularly in contexts such as the massdistribution of digitized entertainment I
programming (movies, etc). ,

While data encoded according to the preferred embodiment of the present

invention can withstand all types of lossy compmsion knownto applicant, those expected to be

most commercially important are the CCI'IT G3, CCl'I'l' G4, JPEG, MPEG and BIG

compression/decompression standards. The CCl'I'I‘ standards are widely used in black-and—white

dourment compression (e.g. facsimile and document-storage). JPEG is most widely used with still

images. MPEG is most widely used with moving images. 11316 is a likely successor to the

CCI'I'I‘ standards for use with black-and-white imagery. Such techniques are well known to those

in the lossy data compression field; a good overview can be found in Pennebaker et al, JPEG, Still

Image Data Compression Standard, Van Nostrand Reinhold, N.Y., 1993.

ToWards Stemhy Proper and the Use of this Technology in Passing More Complex

Messages or Information

This disclosure concentrates on what above was called wallpapering a single

identification code across an entire signal. This appears to be a desirable feature for many

applications. However, there are other applications where it might be desirable to pass messages

or to .bed very long strings of pertinent identification information in signals and images. One

of many such possible applications would be where a given signal or image is meant to be A

manipulated by several difi‘erent groups, and that certain regions of an image are reserved for each

group’s identification and insertion of pertinent manipulation information.

In these cases, the code word 216 in figure 6 can actually change in some

pro-defined manner as a function of signal or image position. For example, in an image, the code

could change for each and every raster line of the digital image. it might be a 15 bit code word,
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216, but each scan line would have a new code word, and thus a 480 scan line image could pass a

980 (480 x 2 bytes) byte message. A receiver of the message would need to have access to either

the noise signal stored in memory 214, or would have to know the universal code structure of the

noise codes if that method of coding was being used. To the best of applicant’s knowledge, this is

5 a novel approach to the mature field of steganography. '

. , in all three of the foregoing applications of universal codes, it will often be

desirable to append a short (perhaps 8- or 16-bit) private code, which users would keep in their

own seemed places, in addition to the universal code. This afi'ords the user a further modicum of

security against potential erasure of the universal codes by sophisticated pit-ates.

10 Conclusion , ~

in view of the great number of different embodiments to which the principles of

my invention can be put, it should be recognized that the detailed embodiments are illustrative

only and should not be taken as limiting the scope of; my invention. Rather, 1 claim as my

invention all such embodiments as may come within the scope and spirit of the following claims,

15 and equivalents thereto.
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APPETUDEX A

#include "main . h "

#define XDIM 512L
#define XDIMR 512
#define YDIM 4801..
#define BITS 8

#define RMS_VAL 5.0
#define NUM_NOISY 16
#define NUM_DEMOS 3
#define GRAD_THRESHOLD 10

struct char;buf {
char filename[80];
FILE *fp,
fpos__t fpos,

} char bquXDIMR];
struct uchar_buf {

char filename[80] :
FILE *fp;
fpos_t fpos;

} unsigned char buf [XDIMR],
struct int_buf {

char filename [80] ,-
FILE *fp;
fpos_t fpos;
int buf [XDIMR] ,-

struct cortex_5 {
char filename [so],
FILE *fp;
fpos_t fpos;
unsigned char buf [XIJIMR] ;

};

struct uchar_buf test_image;
struct char_buf snow_composite;
struct uchar_buf distributed_image;
struct uchar_buf temp_image;
struct int_buf temp_wordbuffer;
struct int_buf temp__wordbuffer2,-
struct uchar_buf snow_imagee;
struct cortex_s cortex;

int demouo; /* which demo is being performed, see notes */

int: our_code,- /* id value embedded onto image */
int found__code=0; /* holder for found code*/

int waitvbb (void) {
while( (_inp (P0121;BASE)&B) )I
while( 1 (mp (PORT BASEMEB) )7
return (1).

int grabb (void) {
waitvbbU ,-

__out:p (PORT_BASE+1 , 0) ;
_outp (PORT__BASE, 8) ,-
waitvbb (),
waitvbb (),
_outp (PORT_BASE, 0x10),
return(1).
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}

int livee(void)(
_outp(PORT;3ASE,Ox00):
return(1);

}

int 11ve_video(vo1d){
livee();
return(1);

}

int freeze frame(void){
grabb(T;
return(1);

} ‘

int grab_frame(struct uchar_buf *image){
long i;

grabb();

fsetpos(image->fp, &image->fpos );
faetpos(cortex.fp, &cortex.fpos );
for(i=0;i<YDIM;i++){

fread(cortex.buf,sizeof(unsigned char),XDIMR,eortex.fp);
fwrite(cortex.buf,sizeof(unsigned char).XDIMR,image->fp);

livee();
return(1);

}

int wait_vertical_blanks(int number){
‘ long i;

for(i=0;i<number;i++)waitvhb();
return(1);

}

int c1ear_char_image(struct char_buf *charbuffer){
10119 it j 3
char *pchar;
fpos_t tmp_fpos;

faetpos(charbuffer—>fp, &charbuffer->fpos );
for(i=0;1<YDIM;i++){ '

-fgetpos(charbuffer->fp, &tmp_fpos );
pchar = charbuffer->buf; V

fread(charbuffer->buf,sizeof(char),XDIMR,charbuffer->fp);
for(j=0;j<XDIM;j++) *(pchar++) = 0;
faetpos(charbuffer->fp, &tmp_fpos );
fwrite(charbuffer->buf.sizeof(char),XDIMR,charbuffer->fp);

}
return(l);

int display_uchar(struct ucha:_buf *image,int stretch){
unsigned char *pimage; .
unsigned char highest = 0;
unsigned char lowest = 255;
long inji
double dtemp,scale,dlowest;
fpos_t tmp_fpos; '

if(stretch)ifeetpos image->fp, &image->fpos );
fread(image->buf,sizeof(unsigned char),XDIMR,image~>fp);
fread(image—>buf,sizeof(unsigned char),XDIMR.image->fp);
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for(i=2;i<(YDIM-2);i++){ 9
fread(image->buf,sizeof(unsigned char),XDIMR,image—>fp);
pimage = aimage->buf[3];
for(j=3;j<(XDIM-3);j++){

if( *pimage > highest )highest e *pimage;
if( *pimage < lowest )lowest a *pimage;
pimage++;

1 } .
1f(highest == lowest ){

printf("aomething wrong in contrast stretch, zero
contrast");

exit(1);
~

scale = 255.0 / ( (double)highest - (double)lowest J;
dlowest - (double)lowest;
fsetpos(image->fp, &image->fpos );
for(i=0;i<YDIM;i++){ .

fgetpos(image—>fp, &tmp_fpos );
fread(image->buf,aizeof(unsigned char),XDIMR,image->fp);
pimage = image->buf;
for(j=o;j<XDIM;j++){

dtemp = ((double)*pimage - dlowest)*scale;
if(dtemp < 0.0)*(pimage++) = 0;
else if(dtemp > 255.0)*(pimage++) = 255;

} else *(pimage++) = (unsigned char)dtemp;
fsetpos(image->fp, &tmp_fpos );
fwrite(image->buf,sizeof(unsigned

char).XDIMR,image->fp);

}

fsetpos(image->fp. &image->fpos );
fsetpos(cortex.fp, &cortex.fpos );
for(i=0;i<YDIM; i++){

fread(image->buf,sizeof(unsigned char),XDIMR,image->fp);
fwrite(image—>buf,aizeof(unsigned char),XDIMR,cortex.fp);

}
return(1);

int clearwint_image(struct int_buf *wordbuffer){
long ilj;
int *pword;
fpos_t tmp_fpos;

fsetpos(wordbuffer~>fp, 5wordbuffer->fpos );
for(i=0;i<YDIM;i++){

fgetpos(wordbuffer—>fp, &tmp_fpos );
pwdrd = wordbuffer—>buf;

fread(wordbuf£er—>bu£,sizeof(int),XDIMR,wordbuffer->fp);
for(j=0;j<XDIM;j++) *(pword++) = 0;
fsetpos(wordbuffer—>fp, atmp_fpos ); ,
fwrite(wordbuf£er—>huf,sizeof(int),XDIMR,wordbuffer—>fp);

return(1);
}

double find_mean_int(struct int_buf *wardbuffer){
' long 1.3".-

int *pword;
double mean=0.0;

‘fsetpos(wordbuffer->fp, fiwordbuffer->fpos );
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for(i=0;i<YDIM;i++){
pword = wbrdbuffer—>buf; A
fread(wordbuffer~>buf,aizeof(int),XDIMR,wordbuffer->fp);
for(j=0;j<XDIM;j++) mean += (double) *(pword++);

mean /= ((double)XDIM * (double)YDIM);

return(mean);

int add_uchar_to_int(struct uchar_buf *image,struct int_buf *word){
unsigned char *pimage;
int *pword;
long 1,3';
fpos_t tmp_fpos;

feetpos(image->£p, &image~>fpos );
fsetpos(word—>fp, &word->fpos );
for(i=o;i<YDIM;i++){

pword = word->buf;
Egetpos(word—>fp, &tmp fpos );
fread(word~>buf,sizeofTint),XDIMR,word—>fp);
pimage a image->buf;,
fread(image—>buf,aizeof(unsigned char),XDIMR,image->fp);
for(j=0;j<XDIM;j++) *(pword++) += (int)*(pimage++);
fsetpoa(word->£pl Etmp_fpos ):
fwrite(word—>bu£,eizeof(int),XDIMR,word->fp);

}
return(1);

int add’char_to_uchar_creating_uchar(struct char_buf *cimage,'
struct uchar_buf *image, '
struct uchar_buf *out_image){
unsigned char *pimage,*pout_image:
char *pcimage;
int temp;
long 1.3;

f5etpos(1mage->fp, &image->fpos );
fsetpos(out_image->fp, &out_image->fpos );
feetpos(cimage—>fp, &cimage->fpos );
for(i=0:i<YDIM;i++){

pcimage = cimage->bu£;

fread(cimage->buf,sizeof(char),XDIMR,cimage—>fp);
pimage = image->buf;

fread(image->buf,eizeof(unsigned char),XDIMR,image->fp);
pout.image = out_image->buf;
for(j=0;j<XDIM;j++){ .

temp = (int) *(pimage++) + (int) *(pcimage++);
if(temp<0)temp = 0;
else if(temp > 255)temp = 255;

} *(pout_image++) a (unsigned char)temp;
fwrite(out_image->buf,sizeof(unsigned

char),XDIMR.out_image->fp);
}
return(1);

int copy_int_to_int(struct int_buf *word2,struct int_buf *word){
long i;

fsetpos(word2—>fp, &word2->fpos- );
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fsetpos(uord->fp, &word->fpos );
for(i=o;i<mm; i++) {

fread (word- >buf , sizeof (int) ,XDIMR,word- >fp) ;
fwrite (word— >buf , sizeof (int) , XIDIMR, wordz — >fp) ;

return( 1) ;

' void get_snow_images(void){
unsigned char *psnow,*ptemp;
int number_snow_inputs;
int temp, *pword,*pword2,bit;
long i, j;
double rms, dtemp;

live_video(): /* device specific */

printf ("\n\nPlease point camera at a medium lit blank wall. "),-
printf("\nDefocus the lens a bit as well "),-

printflflnlf possible, place the camera into its highest gain.and " ,
printf("\nput the gamma to 1.0 ")-,
printf(" Ensure that the video is not saturated "),
printfl“\nPress any key when ready. . "),

while( lkbhitO ):
printf("\nNow finding difference frame rate value. . . ");

/* subtract one image from another, find the rms difference */
live v1deo( ) .
wait vertical_blanks(2)-,
grab frame(&temp_image) ,-
live video() ;
wait vertical__blanks(2)-,
grab frame(&distributed_image), /* use first image as buffer */

me = 0.0;
fsetpos(temp_image.fp. etemp_image.fpos );
fsetpos (distributed image.fp, &distributed_image.fpos ):
for(i=0;i<YDIM;i++)T

ptemp :1 temp_image.buf;

fread(temp__image. buf ,sizeof (unsigned
char), XDIMR, temp_image. fp);

psnow = distributed_image. buf:
~ fread(distributed__imge. buf, sizeofhmsigned

char) ,XDIMR, distributed__image. fp)-,
for(j=0,-j<XDIM:j++){

temp': (int) *(psnow++) - (int) *(ptemp++);
dtemp a (double) temp;
dtemp *u: dtemp;
ms 4-: dtemp;

}

me /= ( (double)XDIM * (double)YDIM );
rms = sqrt(rms):
printf("\n\nAn rms frame difference noise value of *lf was

found. ",rms)-,
printf("\nWe want at least Hf for good measure",RMS VAL),
/* we want me to be at least RMS_VAL DN, so
1f (ms > RMS_VAL) number_snow_inputs = 1;
else {

dtemp = RMS__VAL / rms;
dtemp *= dtemp;
number__snow__inputs = 1 + (int}dtemp.-

.printf("\n%d images will achieve this noise
level " , number_snow_inputs) ;
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/* now create each snowy image */

printfl" \nStarting to create snow pictures”:. \n")-,feetpos(snow_images. fp, &snow_images. fpos /* set on first
image*/

for(b1t = 0,- bit < BITS; bit++){

clear_int_image(&temp_wordbuffer),
for(i=0; i<nmnber_snow:;inputs i++){

live__video()'7,
wait_verticalb_1a.nks(2),
grab_frame(&temp_image),
sdd_uchar_to_int(&temp_image, &temp_wordbuffer),

}

c1ear_int_image(&temp_wordbuffer2)-,
for-(i=0;-i<number_snow_inputs; i++){

live__video(),
wait_vertical_;blanks(2)
grab__frame(&temp__image);
add_uchar__to__int(&temp_image, &temp_wordbufferz),

}

/* now load snow_ima‘ges [bit] with the difference frame
biased by

128 in an unsigned char form just to keep things clean */
/* display it on cortex also */
fsetpos(temp__wordbufferz. fp, etemp_wordbuffer2. fpos );
fsetpos(temp_wordbuffer. fp, Etemp_wordbuffer. fpos );
fsetpos(temp_image. fp, etemp_image. fpos );
for(i=0, i<YDIM,- i++){ .

pword = temp_wordbuffer. buf;

f ) fread(temp_wordbuffer.buf, sizeof(int),1mIMR,ltemp_wordbufer.fp :
pword2= temp_wordbufferz. buf;
fread(temp_wordbufferz. buf, sizeof(int), XDIMR, temp__wordbu

ffer2 . fp) ,-
psnow = snow_ima.ges.buf;
ptemp a temp_image.buf;
for(j=0;j<X‘DIM;j++)

- *(psnow++) a *(ptemp-H) a (unsigned char)
(*(pword++) - *(pword2++) + 128),-

fwrite(snow_images.buf, sizeof (unsigned
char) ,XDIMR, snow__.imagesfp)-,

fwrite(temp_image. buf, Sizeof (uns19ned
char) ,XDIMR, temp_image. fp) ,-

freeze__£rame () ,-
display_uchar(&temp_image,0); /*1 signifies to stretch the

contrast*/
printf("\rDone snowy %d ",bit);
wait_vertical_blanks (30) :

}

return ;

void loop_visual(void){
unsigned char *psnow;
char *pcomp;
long i,j,count - 0,-
int ok=0 , temp, bit, add_it ;
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double scale = 1.0 / RMS_YAL;
double dtemp,tmpscale;
fpos_t tmp_fpos;

/* initial rms of each snowy image should be around 5 to 10 DN. .
let's assume it is 5, and assume further that our acceptable

noise level of , v
the full snowy composite should be approximately 1 DH, thus weneed to ' *

scale them down by approximately 5*BITS as a first guess, thendo the

visual loop to zoom in on final acceptable value */

’printf(“\n\n Now calculating initial guess at amplitude...
\n“);

while( iok ){
/* calculate snow_composite */
/* clear composite */
c1ear_char_image(&snow_composite);

£setpos(snow_images.fp, &snow_images.fpos ); /* set on
first image*/

for (bituo ; bit<BITS ;b‘it++) {
j = 128 >> bit;
if( our_code & j)add_it=1;
else add_it=o;
fsetpos(snow_composite.fp, &snow_composite.fpos );
for (i=0; i<YDIM: i++) {

psnow a snow_images.buf: _
fread(snow_images.buf,sizeof(unsigned

char),XDIMR,snow_images.£p);
fgetpos(snow_composite.fp, atmp_fpos );

freed(snow_composite.buf,sizecf(char),XDIMR,snow_composite.fp);
pcomp = snow_composite.huf;
for(j—O;j<XDIM;j++)

dtemp = ((double)*(psnow++) —128.0) * scale;
if (dtemp<0 . 0){

} temp = -(int) fabs( —dtemp +0.5);
else {

} temp = (int) fabs( dtemp +0.5);
if(temp > 127) {

temp = 127:

else if(temp < -128)
temp = -128;

if (add_it) {

} *(pcomp++) += (char)temp;
else { I

} *(pcomp++) '% (char)temp;
}
fsetpos(snow_composite.fp, &tmp_fpos );

fwrite(snow;composite.buf,sizeof(char),XDIMR,snow_composite.fp);

printf("\rDone snowy %d ",bit);
}

_ /* add snow composite to test image to form dist image */
addychar’to_uchar_creating_uchar(

&snow_composite,
&test_image,
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5distributed_image):

/* display both and cue for putting scale down, up or ok */
i=count = 0;
printf("\n Depress any key to toggle, enter to move on...\n

printf("\r Distributed Image... ");
display_uchar(&distributed_image,o);
while( getch() l: '\r' ){

if( (count++) % 2){ '
printf("\r Distributed Image... ");

} display_uchar(&distributed_image,o);
else {

printf("\r Original Image... “);
displayguchar(&test_imsge,0);

}

printf("\n8ca1e = tlf ",scale);
printf("\nEnter new scale, or >1e6 for ck... ");
scanf("%lf",&tmpscale);
if(tmpscale > 1e6)ok=1;
else scale = tmpscale;

/* distributed image now is ok; calculate actual snow_imagesused and

store in those arrays; */

£setpos<snoq_images.fp, ssnow_images.fpos ); /* set on first
image*/

printf("\anw storing snow images as used... \n");
for (bit=0 :bit<BI’1‘S ;bit++) {

for(i=0:i<YDIM:i++){
psnow = snow_images.buf;
fgetpos(snow_images.fp, &tnmpros );
tread(snow_images.buf,sizeof(unsigned

char),XDIMR,snow_imsges.fp);
for(j=0;j<XDIM;j++)

dtemp = ((double)*psnow -128.0) * scale;
if(dtemp<o.0){

} temp = -(int) fabs( -dtemp +0.5);
else {

temp - (int) fabs( dtemp +0.5);

*{psnow++) a (unsigned char)(temp +-128);

fsetpos(snow_images.fp, &tmp_fpos );
fwrite(snoq_images.buf,sizeof(unsigned

char),XDIMR,snow_images.£p);

printf("\rDone snowy %d ",bit);

return;

double find_grad(struct int_buf *image,int load;buffer2){
int bufl [XDIMR] , buf2 [XDIMRI ,huf3 [XDIMR] ,-
int *pbufl,*pbuf2,*pbuf3,*p2;
double tota1=0.0)dtemp;
long il j;
£pos_t tmp_pos;
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fsetpos (temp_wordbuffer2. fp, &temp_wordbuffer2 .fpos ) ;

for(i=1;i<(YDIM-1);i++){
fsetpos(image->fp, &tmp_pos );
fread(buf1 sizeoflint), XDIMR, image—>133);
fgetpos(image— >fp, &tmp_pos );
fread(huf2, sizeof(int), XDIMR, image->fp),
fread(bu£3, s1zeof (int) XDIMR, image->fp),
pbuf1=buf1;
pbu£2=buf2;
pbuf3=buf3;
p2 = temp_wordbuffer2.buf;

if (load bufferz) {
forTj=1;j<(mIM-1) ;j++) {

dtemp = (double) * (pbuf1++) ;
dtemp += (double) * (pbuf1++) ,-
dtemp += (double)*(pbuf1—-);
dtemp += (double)*(pbuf2++);
dtemp —= (3.0 * (double) *(pbuf2++));
dtemp += (double)*(pbuf2--),~
dtemp += (double)*(pbuf3++);
dtemp += (double)*(pbuf3++);
dtemp += (double)*(pbuf3--) ;
*p2 = (int)dtemp.-
i£( *p2 > GRAD__THRESHOLD ){

*(pZ-H) -= GRAD_THR.ESHOLD;

else if( *pz < ~9RAD_THRESHOLD ){
*(pZ++) += GRAD_THRESHOLD;

}
else {

} *(p2++) = 0,-
}

fwrite (temp_wordbufferz .buf , sizeof (int) , X‘DIMR, temp__wordbuffer2 . fp) ,-
}
else {

fread(temp_wordbufferz .,buf sizeoflint), XDIMR, temp_wordbufferz. fp) ,-

¥

for(j=l;j<(XDIM-1); j++){
dtemp= (double)*(pbuf1++),-
dtemp += (double)*1:pbuf1++);
dtemp += (double)*(pbuf1--);
dtemp += (double)*(pbuf2++);
dtemp -= (8.0 * (double) *(pbuf2++)),-
dtemp += (double)*(pbuf2~—);
dtemp += (double)*(pbuf3++);
dtemp += (double)*(pbuf3++);
dtemp += (double)*(pbuf3--),-

dtemp -= (double) *(p2++)',-

dtemp *= dtemp;
total += dtemp;

return (total) :
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void search 1(struct uchar_buf *suepect){
unsigned char *psuspect. *psnow;
int hit,*pword, temp;
long i, j;
double add_metric, subtract_metric;
fpos_t tmp_fpos;

/* this algorithm-is conceptually the simplest. 'The idea is to
step

through each bit at a time and merely see if adding or
subtracting the

individual snowy picture minimizes some ‘contrast‘ metric.
This should be the most crude and inefficient, no where to go

but
better */

fsetpos(snow_images. fp, &snow_images. fpos );
temp=256;
clear_int_image(&temp_wordbuffer);
add_uchar:to_int(suspect, atemp_wordbuffer);

/ find_grad(&temp_wordbuffer, 1);/* 1 means load temp_wordbufferz*

for(bit=0;bit<BITS;bit++){
/* add first */ ‘
fgetpos(snow_images.fp, atmp_fpos );
f5etpos(suspect->fp, &suspect->fpos );
fsetpos(temp_wordbuffer.fp. atemp_wordbuffer.fpos );
for(i=0; i<YDIM; i++){ '

pword a temp_wordbuffer. huf;
psuspect = suspect->buf;
psnow a snow;imagea.but,
fread(suspect->buf,sizeof(unsigned

char),XDIMR, suspect->fp);
fread(snow_images. buf. sizeof(unaigned

char), XDIMR, snow_images. fp);
for(j=0; j<XDIM; j++){

*(pword++)=(int)*(pauspect++)+(int)*(psnow++)-128;

fwrite(temp_wordbuffer.buf,sizeof(int),XDIMR,temp_wordbu
ffer.fp);

add_metric find_grad(&temp_wordbuffer,O);

/* then subtract */
feetpos(snow_images.fp, atmp_fpos );
fsetpos(auspect->fp, &auspect- >£pos );
feetms(temp_wordbuffer. fp, atemp_wordbuffer. fpos );
for(i=o; i<YDIM; i++){

pword: temp_wordhuffer. but;
psuspect = suspect- >buf;
psnow = snow_images. but;
fread(suspect->buf,sizeof(unsigned

char),XDIMR,suspect—>fp);
fread(snow_images.buf,sizeof(unsigned

char), XDIMR, snowimages. fp);
for(j=0; j<XDIM; j++){

*(pword++)=(int)*(psuspect++)-(int)*(psnow++)+128;

fwrite(temp_wordbuffer.buf,sizeof(int),XDIMR,temp_wordbu
ffer.fp);

}
aubtract_metric = findggrad(&temp_wordbuffer,O);

printf("\nbit place td: add=%1e ,
sub=%1e", bit, add_metric.subtract_metric);

temp/=2;
if(add_metric < subtract_metric){

printf(" bit value = 0");
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}
else {

printf("‘ bit value = 1"),-
found_code += temp;

}

printf("\n\nYour magic number was %d",found_code);
return;

void aearch_2(unaigned char *euspect){

if(suspect);

r‘e’turn’7 ';

void loop_simulation (void) { ‘
unsigned char *ptemp,*pdist:
int *pword. int_mean, ok=0 , temp .-
lons id;
double mean,scale;

/* grab a noisy image into one of the temp buffers */
printf ("\ngrabbing noisy frame. . .\n") ;
c1ear_int_image(&temp_wordbuffer),
for(i:0; i<NUM_NOISY; i++){

live_video();
wait:vertica1_blanke (2) ,-
grab_frame(&temp__image),
add_uchar_to_int(&temp_image, &temp_wordbuffer);
j=(long)NUM_NOISY;
printf(" \r%ld of %1d “,i+1,j);

/* find mean value of temp_wordbuffer */
mean = find_mean_int(&temp_wordbuffer);
int_mean a lint)mean:

/* now we will add scaled version of this 'corruption' to our
distributed

image */
scale = 1.0;
while( 10k ){

/* add noise to diet image storing in temp_image */
feetpoe(distributed_image fp, &distributed__image. fpos );
fsetpos(temp_wordbuffer. fp, Etemp_wordbuffer. fpos
fsetpoa (tempimage. fp, £temp_image. fpos ),-
for(i=0,~ i<YDIM; i++){

pdist = distributed_image. buf;
pword = temp_wordbuffer. but;
ptemp = temp_image.buf;
fread (distributed__.image buf, sizeoflunsigned

char), XDIMR, distributed_image.fp),

).'

fread(temp_wordbuffer. buf,sizeof(int),XDIMR,temg_wordhuf
fer.fp):

for(j=0; j<XDIM; j++){
temp = (int) *(pdi8t++) + *(pword++) - int_mean;
if(temp<0)temp = 0;
else if(temp > 255)temp = 255;
*(ptemp++) = (unsigned char)temp;
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fwrite(temp_image.buf,sizeof(unsigned

char),XDiMR,temp_image.fp);

/* display the dist image and the corrupted image */
display_uchar (Etemp_image , O) ,-

/* apply new 'corrupted' image to search algorithm 1 for id
value * / ~ -

search_1(&temp_image);

/* apply new 'corrupted"image to search algorithm 2 for id

/*
search_2(temp_image);
*/ '

/* prompt for upping noise content or ok */
okul;

value */

}

return;

int initialize_everything(void){
long 1.5;
unsigned char *puebuf;
char *pcbuf;
int *pibuf;

/* initialize cortex */ _
strcpy(cortex.filename,"f:image");
if((cortex.fp=fopen(cortex.filename,“rb"))auNULL){

ayatem("v f 9"),-

else fclose (cortex. fp) ,-
ifl (_inp(PORT_BASE) == oxFF) ){

printf("oops ");
exit(o);

/* open cortex for read and write */
if((cortex.fp=fopen(cortex.filename,”rb+"))==NULL){

printf(" No good on open file joe ");
exit(o);

fgetpos(cortex.fp, &cortex.fpos );

/* test_image; original image */
atrcpy(test_image.filename,“e:tst_img");
i£((test_image.fp=fopen(test_image.filename,"wb"))==NULL){

printf(" No good on open file joe ");
exit(0);

pucbuf = test_image.bu£;
for(i=0;i<XDIM;i++)*(pucbuf++)=0;
for (i=0;i<YDIM:i++) {

iwrite(test_image.buf.sizeof(unsigned
char),XDIMR,test_image.fp);

fclose(test_image.fp);
if ( ltest_image. fpsfopen (test_image.filename, "rb+") ) ==NULL) {

printf(" No good on open file joe ");
ex1t(0);
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fgetpos(test_image.fp, ateat_image.fpos );

/* snow_compoeite; ultimate image added to original image */
strcpy(snow_composite. filename, "e:snw_cmp") ,- .

if ( (snow_composite . fp=fopen (snow_composite . filename, f'wb") ) ==NULL) {
printfi" No good on open file joe ");
exit(0); .

pcbuf = snow_composite . buf ;
for (i=0 ; i<XDIM; i++) * (pcbuf++) =0 ;
for(i=0;i<YDIM;i++) {

fwrite (snow_composite . buf. sizeof (char) , XDIMR, snow_composite . fp) ;
}
fclose (snow_oompoaite. fp):

if((snow_composite. fp=fopen(snow_composite. filename, “rb+"))==NULL){
printfP' No good on open file joe "),
exit (0)',

}
fgetpos (snow_composita.fp, asnow_composite.fpos );

/* distributed_image; test_img plus snow_composite */
atrcpy(distributed_image. filename,“e: dat_img"),

if( {(d1stributed_image. fpufopenmistributad_image. filename, "wb"))==NULL)
printfl" No good on open file joe ")-,
exit (0),

pucbuf= diatributed_image.buf;
for(i=0;i<x13m;i++)*(pucguf++)=0;
ford-=0,- i<YDIM; i++){

fwrite (distributed_image. buf. Sizeof (une1gned
char), XDIMR, distributed_image. fp),

fclose (distributed_image . fp) ;

if((?iatributed__image. £p=fopen(distributedimage. filename,"rb+“))==NULL)

printfl" No good on open file joe "),-
exit(0);

fgetpos (distributed_image . fp , adistributed_image . fpos ) ;

/* temp_image,- buffar if needed */
strcpy(tamp_image. filaname,"e: tamp_1mg“);
if((temp_image. fpefopen(temp_image.filename, "wb“))==NULL){

printfl" No good on open—file joe "),
exit (0) ;

pucbuf = temp_imagebuf;
for(i=O; i<XDIM; i++)*(pucbuf++)=0:
for(i=o,- i<YDIM; i++){

fwrite (temp_image . buf , sizeof (unsigned
char) ,JmIm,temp_image. fp) ,-

}
fclose(temp_image fp),
if((temp__image. fp=fopen(temp_image. filename,"rb+“))==NULL){

printf(" No good on open file joe "), .
exit(0);

I
fgetpos(temp_image.fp, &temp_image.fpos );

/* temp_wordbuffer; 16 bit image buffer for averaging */
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strcpy(temp_wordbuffer. filename, "e:temp_wrd") ,-

if ( (temp_wordbuffer . fp=fopen (temp_wordbuffer. filename, “wb") ) ==NULL) {
printfl" No good on open file joe "),-
exit‘O);

pibuf a temp_wordbu£fer.buf;
for (i=0;i<XDIM;i++) * (pibu£++) =0;
for(i=0;i<YDIM;i++){

fwrite (temp_wordbuffer.buf, sizeof (int) ,imINm,temp_wordbuffez-.Ep) ,-

fclose (temp_word.buffer. fp) .-

1%“ (temp_wordbuffer . fp=fopen (temp_wordbuffet . filename, "rb+ ") )==N'ULL)
printf(" No good on open file joe "),-

} exit (0) ;
fgetpos(temp_wordbuffer.fp, atemp_wordbuffer.fpos ).

I

/* temp_wordbuffer2; /* 16 bit image buffer for averaging */
atrcpy ( temp_wordbuffer2 . £11ename . " e : tmp__wrd2 ") z

in? ( (temp_wordbuffer2 . fpefopen (temp_wordbuffer2 . filename, "wb") ) ==NULL
' print£(" No good on open file joe ");

exit(0) ;

pibuf = temp__wordbuffer2 .buf;
for (i=0 ; i<XDIM; i++) * (pibufi++) no;
for(i=o;i<YDIM;i++) { -

fwrite (temp_wordbuffer2 .huf,sizeof (int) ,XDm,temp_wordbu£fer2 .fp) ;

fclose (temp_wordbuffer2 . fp) ,-

i)f {( (temp_wordbuffer2 . £p=fopen (temp_wordbuffer2 . filename, "rb+“) ) ==NULL

printf(" No good on open file joe ");
exit(o);

fgetpos(temp_wordbuffer2.fp, &tenp_wordbuffer2.fpos );

‘ /* snow_images; BITS number of constituent snowy pictures */
strep}? (anow_images . filename, " snw__imgs " ) ;
if ( (snow_images . fp=fopen(snow__images . filename. "wb") ) ==NULL) {

printfl" No good on open file joe "),-
exit (0) ;

pucbuf a snow_images .buf ,-
for (i=0 ,- i<XDIM; i++) * (pucbuf++) =0,-
for (j=o;j<BITS;j++)
for (i=0.- i<YDIM;i++)

fwrite (snow_images .buf , sizeoi (unsigned
char) , XDIMR, snow_images . fp) ;

fcloae(snow images.fp) ;

if ( (snow_im§ges . fp=fopen,(snow_images . filename, "rb+") ) ==NULL) {
printfl" No good on open file joe ");
exit (0) ;

}
fgetpos(snow_images.fp, asnow_images.fpos );

return (1) .-
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int close_everything(void) {

fclose (test_image.fp) ,-
fclose (snow_composite . fp) ,-
fclose (distributed_image.fp) : .
fclose (temp_image. fp) ;
fclose (temp_wordbuffer. fp) ,-
fclose (temp__wordbuffer2 . fp) ;
fclose (snow_images . fp) :

retumu) ;
}

main 0 {
int ilj;

printf ("\nInitializing. . . \n\n") ; »
initialize_everything() ; /* device specific and global mallocs

*/

1ive_video () ,-

/* prompt for which of the three demos to perform */
while( demo < 1 H demo > NUM_DEMOS){

printf("Which demo do you want to run?\n\n");
printf("1: Digital Imagery and Very High End Photography

simulation\n') ; .

printf("2: Pre-exposed Print Paper and other Dupping\n") ,-
print£("3: Pre-exposed Original Film (i.e. In-Camera) \n");
printf("\nEnter number and return: ") ;
scanf ( “td”, &demo) ;
if(demo < 1 1| demo > NUM_DEMOS){

printf("\n eh eh "),-

}.

/* acquire test image */
printf("\nPress any key after your test scene is ready. . . ").~
getchU ; '

grab_frame(&test_image); /*grab_frame takes care of device
specific stuff*/

/* prompt for id number, 0 through 255 */

printf("\nEnter any number between 0 and 255.\n") ; )
printf('"rhis will be the unique magic code placed into the

image: n),-
scan£("%d",&our_code) ;
while (our_code<1 || our_code>256){

printfl" Between 0 and 255 please U.-
scanf (" ’sd" , &our_code) ;

}

/* feed back the binary code which will be embedded in the imageb *l —

printf("\n'1‘he binary sequence “); -
for (i=0;i<BITS;i++) {

j .—. 128 >> 1,-
if( our_code & j)printf("1") ;
else printf("0“) ;

}

printf(" (td) will be embedded on the image\n",our_code);

/* now generate the individual snow images */
get_snow_images () ;
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loop_visual(); /* this gives visual feedback on 'tolerable'
noise level */ '

printf("\nWe’re now to the simulated suspect. . . \n") ,~
loop_simulation() ;

close_everything ( ) ;
return (0) ,~
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9.13%

l. A method of identification coding an input signal so as to permit its later

identification, the method including the steps:

modulating a noise signal with a code number to produce a signature signal; and

modulating the input signal with the signature signal to produce an identification
coded output signal; 4 '

_ wherein the coded output signal can be analyzed to discern the code number with
which it was modulated.

2. A method of identification coding an input signal so as to produce an

encoded output signal, the input signal being a quantized signal having inherent noise, said signal

corresponding to aural or visual information, the identification coding of the output signal

preserving the corresponding aural/visual information without human-perceptible degradation, the

identification coding permitting later identification of the output signal, the method including

modulating a noise signal with a code number to produce a signature signal, adding the signature

signal to the input signalto produce an identification coded output signal, the signature signal

having an amplitude below a threshold of human aural/visual perceptibility when added to the

input signal, the adding step effecting distribution of the signature signal throughout the entirety of

the output signal. '

3. A method of data processing including: providing a digital carrier signal, and

modulating the digital carrier signal to imperceptibly embed an identification signal thereon, the

method characterized by: compressing the modulated digital carrier signal with lossy data -

compression to produce a compressed signal, decompressing the compressed signal, and discerning

the embedded identification signal from the decompreesed sigral, wherein the lossy data

compression does not preclude recovery of the embedded identification signal.

4. An apparatus for encoding a sampled input signal, the sampled input signal

having inherent noise, the apparatus including an input terminal, a digital noise source, storage for

an identification code word, means for maintaining a pointer to a bit of the identification code

word, an adder, and an output terminal, the input terminal being coupled to a first input of the

adder, the noise source being coupled to a second input of‘the adder, the pointer providing said bit

of the identification code word to a control input of the adder, an output of the adder being

coupled to the output terminal. .

5. The apparatus of claim 4 which firrther includes a look-up table, a first sealer,

a second sealer, a scale control device, and a memory, the look-up table having an input coupled '

to the input terminal, one of said sealers having a control input coupled to an output of the look-

up table, the other of said sealers having a control input coupled to the scale control device, said

sealers being serially interposed betweenflie noise source and the adder, the memory having an

input coupled to a location between the noise source and the second input of the adder.
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6. A method of identification coding a sampled input signal, the sampled input

signal having inherent noise, the method comprising

providing an N-bit code number;

for each of "a plurality of samples of the input signal:

(a) providing a sample of a time- or spatially-varying modulation signal;

(b) selecting one bit of the N—bit code number; and

(c) if said bit has a first value, adding the modulation signal sample to

the sample of the input signal, yielding a sample of an identification coded

output signal.

7. The method of claim 6 which includes performing steps (a) - (c) for each

sample of the input signal. ,

8. The method of claim 6 which further includes storing, for later use, data from

which the modulation signal sample can be reconstructed.

9. The method of claim 6 which includes generating the time-varying

modulation signal sample by providing a pseudo-random number and weighting said number with

a scaling factor, said scaling factor being a function of the input signal sample.

10. The method of claim 6 which includes selecting the one bit of the N-bit

code number by cycling through the number, advancing one bit position for each successive

sample of the input signal.

11. The method of claim 6 which further includes:

if said selected bit of the N-bit code number has a second value, subtracting the

modulation signal sample from the sample of the input signal, yielding a sample of the

identification coded output signal. A

12. Storage medium having stored thereon a signal processed in accordance with
the method of claim 6.

13. The invention of claim 12 in which the storage medium is a magnetic
medium.

14. The invention of claim 12 in which the storage medium is a printed
medium.

15. The invention of claim 12 in which the storage medium is a compact disk

(CD).

16. A method of identification coding each of a plurality of samples of a

sampled input signal, the input signal having inherent noise, characterized by:

using the sample of the input signal to obtain a scaling factor uniquely associated
thereto;-

weighting a signature datum in accordance with said scaling factor; and

modulating the sample of the input signal in accordance with said weighted
signann'e damm.
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17. The method of claim l6 in which the scaling factors increase monotonically

with the values of the input signal samples with which they are associated.
l8. The method of claim 16 in which a four-fold increase in a value of the

sampled input signal corresponds to approximately a two-fold increase in a value of the scaling

factor associated therewith.

19. A method of processing a sampled input signal with an N—bit signature word

to produce an identificationecoded output signal, the sampled input signal having inherent noise,

wherein the complete Nebit signature finds expression M times in an excerpt of the identification-

coded output signal having a length of MN samples, for some value of M greater than one.

20. The method of claim 19 characterized by processing each sample of the

input signal, in accordance with at least part of the signature word.

21. In a method of processing a source signal that includes a number of

elements, each with an associated value, an improvement characterized by altering the source

signal in accordance with an embedded signal so as to encode an identification code therein, the

embedded and altered signals each including a number of elements, each with an associated value,

wherein an element of the altered signal has a value different than that of corresponding elements

in both the source and embedded signals, and in which the identification code and certain pseudo-

landom reference data are used to gmerate the embedded signal, the association between the

embedded signal and the identification code being undiscernible without availability of the

reference data.

22. In a method of processing a source signal that includes a number of

elements, each with an associated value. an improvement characterimd by:

providing an- N bit digital identification code, each bit having a "l" or "0" value;

providing N different reference signals, one being associated with each bit

position in the digital identification code;

smnming the reference signals for which the corresponding bit position in the

identification code has a "1" value, thereby producing an embedded signal;

altering the source signal in accordance with the embedded signal so as to encode

an identification code therein; _

the embedded and altered signals each including a lumber of elements, each with

an associated value, wherein an element of the altered signal has a value different than that of

corresponding elements in both the source and embedded signals. '
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OBTAIN OR CREATE ORIGINAL

DIGITAL SIGNAL OR IMAGE

ESTIMATE ROUGH OFFSET

‘ AND RMS NOISE

CHOOSE N OR N-BIT

IDENTIFICATION WORD, E.G. 32

' GENERATE N-BIT
IDENTIFICATION WORD

GENERATE OR SYNTHESIZE N ”RANDOM” INDEPENDENT

SIGNALS WITH ROUGHLY GAUSSIAN DISTRIBUTION

ABOUT SOME MEAN VALUE, WHERE SIGNALS HAVE

EQUAL EXTENT AND DIGITAL SPACING OF

ORIGINAL DIGITAL SIGNAL OR IMAGE

FIG. 2   
  

  
  

  
  
 

 
 

 

 APPLY DIGITAL FILTER WHICH ATTENUATES

BOTH‘ LOW AND HIGH FREQUENCIES, LEAVING
MIDDLE-RANGE FREQUENCIES LARGELY INTACT  

CONDENSE N RANDOM SIGNALS TO A LOWEST

ACCEPTABLE BIT VALUE IF MEMORY OR

STORAGE SPACE IS AT A PREMIUM

ADD ALL RANDOM IMAGES TOGETHER WHICH HAVE

A CORRESPONDING '1' IN THEIR ASSOCIATED -
BIT-PLACE—VALUE OF THE N-BIT IDENTIFICATION WORD,

CALL THIS THE BASE COMPOSITE SIGNAL OR IMAGE

  
  
 

 
 

 

 EXPERIMENT VISUALLY WITH GAIN AND GAMMA APPLIED

TO BASE COMPOSITE SIGNAL OR IMAGE, ADDING THIS TO

ORIGINAL DIGITAL SIGNAL OR IMAGE, AND DETERMINING

THE ACCEPTABLE PERCEIVED NOISE LEVEL '
  
 

  
 

APPLY FOUND GAIN AND GAMMA TO BASE COMPOSITE,
ADD TO ORIGINAL, THEN CALL THIS

THE DISTRIBUTABLE SIGNAL OR IMAGE  

   STORE AWAY AND SECURE ORIGINAL SIGNAL OR IMAGE,
ALONG WITH N-BIT IDENTIFICATION WORD AND

THEN RANDOM SIGNALS

SELL OR DISTRIBUTE THE DISTRIBUTABLE SIGNAL OR IMAGE
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FIG _ 3 OBTAIN DIGITAL OR NON-DIGITAL COPY
OF SUSPECT SIGNAL OR IMAGE

DIGITIZE IF NOT ALREADY DIGITAL

CUT AND MASK PORTION OF SIGNAL OR IMAGE

BELIEVED TO BE SUSPECT ‘

(ONLY IF ENTIRE SIGNAL OR IMAGE IS NOT SUSPECT)

  
  

PROCURE ORIGINAL DIGITAL SIGNAL OR

IMAGE AND CUT AND MASK TO ROUGHLY

THE SAME LOCATION OR SEQUENCE

VISUALLY RESCALE AND REGISTER THE CUT-OUT

SUSPECT SIGNAL TO THE CUT-OUT ORIGINAL SIGNAL

RUN THROUGH SEARCH PROGRAM WITH MEAN
SOUARED ERROR AS CRITERIA AND X OFFSET, -Y OFFSET. _

AND SCALE AS THE THREE VARIABLES

APPLY X OFFSET. Y OFFSET, AND SCALE TO CUT-OUT SUSPECT,

THEN RESAMPLE ONTO EXACT GRID AND CUT-OUT
OF ORIGINAL SIGNAL

RUN THROUGH SEARCH PROGRAM WITH MEAN

SOUARED ERROR AS CRITERIA AND DC OFFSET, GAIN, AND

GAMMA AS THE THREE VARIABLES; APPLY TO SUSPECT

SUBTRACT ORIGINAL FROM SUSPECT,
GIVING DIFFERENCE SIGNAL OR IMAGE '

STEP THROUGH ALL N RANDOM INDEPENDENT SIGNALS, MASKED
AS ORIGINAL AND CROSS-CORRELATED WITH DIFFERENCE SIGNAL

IN IMMEDIATE NEIGHBORHOOD OF REGISTRATION POINTS

FIND 0 AND 1 LEVEL BY AVERAGING FIRST FOUR 0101 CODE VALUES

ASSIGN EITHER A 0 OR A 1 TO EACH CROSS-CORRELATION RESULT

DEPENDING ON PROXIMITY TO THE AVERAGES OF PREVIOUS STEP

CHECK RESULT AGAINST SECURED IDENTIFICATION NUMBER

PROSECUTE IF IT MATCHES? OR AT LEAST SEND

A NASTY LETTER DEMANDING RECOMPENSE
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(53) Method and system for digital image signatures.

@ A method and system for embedding signatures within visual images in both digital representation and print
or film. A signature is inseparably embedded within the visible image. the signature persisting through image

' transforms that include resizing as well as conversion to print or film and back to digital torm. Signature points
are selected from among the pixels of an original image. The pixel values of the signature points and
surrounding pixels are adjusted by an amount detectable by a digital scanner. The adjusted signature points
form a digital signature which is stored for future identification of subject images derived from the image. In one
embodiment. a signature is embedded within an image by locating relative extrema in the continuous space of
pixel values and selecting the signature points from among the extrema. Preferably, the signature is redundantly
embedded in the image such that any of the redundant representations can be used to identify the signature.
ldentitication of a subject image includes ensuring that the subject image is normalized with respect to the
original image or the signed image. Preferably. the normalized subject image is compared with the stored digital
signature. ’
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Technical field

This invention relates to a method of and system for encoding a signature into a digital image and
auditing a digital subject image to determine if it was derived from the encoded image.

Background of the Invention

Various images in traditional print or photographic media are commonly distributed to many users.
Examples include the distribution of prints of paintings to the general public and photographs and film clips
to and among the media. Owners may wish to audit usage of their images in print and electronic media,
and so require a method to analyze print. film and digital images to determine if they were obtained directly
from the owners or derived from their images. For example, the owner of an image may desire to limit
access or use of the image. To monitor and enforce such a limitation, it would be beneficial to have a
method of verifying that a subject image is copied or derived from the owner's image. The method of proof
should be accurate and incapable of being circumvented. Further. the method should be able to detect

unauthorized copies that have been resized. rotated. cropped. or otherwise altered slightly.

In the computer field. digital signatures have been applied to non-image digital data in order to identify
the origin of the data. For various reasons these prior art digital signatures have not been applied to digital
image data One reason is that these prior art digital signatures are lost if the data to which they are applied
are modified. Digital images are often modified each time they are printed. scanned, copied. or photo-
graphed due to unintentional "noise" created by the mechanical reproduction equipment used. Further, it is
often desired to resize. rotate, crop or otherwise intentionally modify the image. Accordingly. the existing
digital signatures are unacceptable for use with digital images.

Summary of the Invention

The invention includes a method and system for embedding image signatures within visual images.
applicable in the preferred embodiments described herein to digital representations as well as other media
such as print or film. The signatures identify the source or ownership of images and distinguish between

different copies'of a single image. In preferred embodiments. these signatures persist through image
transforms such as resizing and conversion to or from print or film and so provide a method to track
subsequent use of digital images including derivative images in print or other form.

In a preferred embodiment described herein. a plurality of signature points are selected that are
positioned within an original image having pixels with pixel values. The pixel values of the signature points
are adjusted by an amount detectable by a digital scanner. The adjusted signature points form a digital
signature that is stored for future identification of subject images derived from the image.

The preferred embodiment of the invention described herein embeds a signature within the original
image by locating candidate points such as relative extrema in the pixel values. Signature points are
selected from among the candidate points and a data bit is encoded at each signature point by adjusting
the pixel Value at and surrounding each point. Preferably. the signature is redundantly embedded in the

image such that any of the redundant representations can be used to identify the signature. The signature is
stored for later use in identifying a subjectImage. ' '

According to a preferred embodiment. the identification ofa subject image includes ensuring that the
subject'Image is normalized i..,e of the same size. rotation. and brightness level as the original'Image. If not
already normalized. the subject image is normalized by aligning and adjusting the luminance values of
subsets of the pixels in the subject image to match corresponding subsets in the original image. The
normalized subject image is then subtracted from the original image and the result is compared with the
stored digital signature. In an alternate embodiment, the normalized subject image is compared directly with
the signed image.

Brief Description of the Drawings

Figure 1 is a diagram of a computer system used in a preferred embodiment of the present invention.
Figure 2 is a sample digital image upon which a preferred embodiment of the present invention is

employed.

Figure 3 is a representation of a digital image in the form of an array of pixels with pixel values.
Figure 4 is graphical representation of pixel values showing relative minlma and maxima pixel values.
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figure 5 is a digital subiect image that is compared to the image of Figure 2 according to a preferred
embodiment of the present invention.

Detailed Description of the invention

The present invention includes a method and system for embedding a signature into an original image
to create a signedimage. A preferred embodiment includes selecting a large number of candidate points in
the original image and selecting a number of signature points from among the candidate points. The
signature points are altered slightly to form the signature. The signature points are stored for later use in

auditing a subject image to determine whether the subject image is derived from the signed image.
The signatures are encoded in the visible domain of the image and so become part of the image and

cannot be detected or removed without prior knowledge of the signature. A key point is that while the
changes manifested by the signature are too slight to be visible to the human eye. they are easily and
consistently recognizable by a common digital image scanner. after which the signature is extracted.
interpreted and verified by a software algorithm.

In contrast to prior art signature methods used on non-image data, the signatures persist through
significant image transformations that preserve the visible image but may completely change the digital
data. The specific transforms allowed include resizing the image larger or smaller, rotating the image,
uniformly adjusting color, brightness and/or contrast. and limited cropping. Significantly. the signatures
persist through the process of printing the image to paper or film and rescanning it into digital form.

Shown in Figure 1 is a computer system 10 that is used to carry out an embodiment of the present
invention. The computer system 10 includes a computer 12 having the usual complement of memory and
logic circuits, a display monitor 14, a keyboard 16. and a mouse 18 or other pointing device. The computer
system also includes a digital scanner 20 that is used to create a digital image representative of an original
image such as a photograph or painting. Typically, delicate images. such as paintings, are converted to
print or film before being scanned into digital form. In one embodiment a printer 22 is connected to the

computer 12 to print digital images output from the processor. In addition, digital images can be output in a
data format to a storage medium 23 such as a floppy disk for displaying later at a remote site. Any digital
display device may be used, such a common computer printer, X-Y plotter, or a display screen.

An example of the output of the scanner 20 to the computer 12 is a digital image 24 shown in Figure 2.
More accurately, the scanner outputs data representative of the digital image and the computer causes the
digital image 24 to be displayed on the display monitor 14. As used herein “digital image" refers to the
digital data representative of the digital image, the digital image displayed on the monitor or other display
screen, and the digital image printed by the printer 22 or a remote printer.

The digital image 24 is depicted using numerous pixels 24 having various pixel values. In the gray-scale
image 24 the pixel values are luminance values representing a brightness level varying from black to white.
In a color image the pixels have color values and luminance values, both of which being pixel values. The
color values can include the values of any components in a representation of the color by a vector. Figure 3
shows digital image 24A in the form of an array of pixels 26. Each pixel is associated with one or more pixel
values, which in the example shown in Figure 3 are luminance values from 0 to 15.

The digital image 24 shown'In Figure 2 includes thousands of pixels. The digital image 24A represented
in Figure 3 includes 225 pixels. The invention preferably is used forImages having pixels numbering in the
millions. Therefore. the description herein is necessarily a simplistic discussion of the utility of the invention.

According to a preferred embodiment of the invention numerous candidate points are located within the
original image. Signature points are selected from among the candidate points and are altered to form a
signature. The signature is a pattern of any number of signature points. In a preferred embodiment, the
signature is a binary number between 16 and 32 bits in length. The signature points may be anywhere
within an image. but are preferably chosen to be as inconspicuous as possible. Preferably. the number of

signature points is mach greater than the number of bits in a signature. This allows the signature to be
redundantly encoded in the image. Using a 16 to 32 bit signature. 50-200 signature points are preferable to
obtain multiple signatures for the image.

A preferred embodiment of the invention locates candidate points by finding relative maxima and
mituma, collectively referred to as extrema. in the image. The extrema represent local extremes of
luminance or color. figure 4 shows what is meant by relative extrema. Figure 4 is a graphical representation
of the pixel values of a small portion of a digital image. The vertical axis of the graph shows pixel values
while the horizontal axis shows pixel positions along a single line of the digital image. Small undulations in
pixel values. indicated at 32. represent portions of the digital image where only small changes in luminance
or color occur between pixels. A relative maximum 34 represents a pixel that has the highest pixel value for
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a given area of the image. Similarly, a relative minimum 36 represents a pixel that has the lowest pixel
value for a given area of the image.

Relative extrema are preferred signature points for two major reasons. First. they are easily located by
simple, well known processing. Second, they allow signature points to be encoded very inconspicuously.

One of the simplest methods to determine relative extrema is to use a "Difference of Averages"
technique. This technique employs predetermined neighborhoods around each pixel 26; a small neighbor-
hood 28 and a large neighborhood 30. as shown in Figures 2 and 3. In the present example the
neighborhoods are square for simplicity. but a preferred embodiment employs circular neighborhoods. The
technique determines the difference between the average pixel value in the small neighborhood and the
average pixel value of the large neighborhood. If the difference is large compared to the difference for
surrounding pixels then the first pixel value is a relative maxima or minima.

Using the image of Figure 3 as an example. the Difference of Averages for the pixel 26A is determines
as follows. The pixel values within the 3x3 pixel small neighborhood 28A add up to 69; dividing by 9 pixels
gives an average of 7.67. The pixel values within the 5x5 pixel large neighborhood 30A add up to 219;
dividing by 25 pixels gives an average of 8.76 and a Difference of Averages of -1.09. Similarly, the average
in small neighborhood 286 is 10.0; the average in large neighborhood 306 is 9.8; the Difference of
Averages for pixel 266 is therefore 0.2. Similar computations on pixels 26B-26F produce the following table:

Small Neighborhood 12.89 14.11 13.11 11.56 10.0
Large Neighborhood 12.0 12.52 12.52 11.36 9.8
Difference of Averages 0.89 1.59 0.59 0.2 0.2

 
   

 

  
  
      

Based on pixels 26A-26G. there may be a relative maximum at pixel 26D. whose Difference of Averages of
1.59 is greater than the Difference of Averages for the other examined pixels in the row. To determine
whether pixel 260 is a relative maximum rather than merely a small undulation. its Difference of Averages
must be compared with the Difference of Averages for the pixels surrounding it in a larger area.

Preferably. extrema within 10% of the image size of any side are not used as signature points. This
protects against loss of signature points caused by the practice of cropping the border area of an image. it
is also preferable that relative extrema that are randomly and widely spaced are used rather than those that
appear in regular patterns. .

Using the Difference of Averages technique or other known techniques, a large number of extrema are
obtained. the number depending on the pixel density and contrast of the image. Of the total number of
extrema found. a preferred embodiment chooses 50 to 200 signature points. This may be done manually by
a user choosing with the keyboard 16. mouse 18, or other pointing device each signature point from among
the extrema displayed on the display monitor 14. The extrema may be displayed as a digital image with
each point chosen by using the mouse or other pointing device to point to a pixel or they may be displayed
as a list of coordinates which are chosen by keyboard. mouse. or other pointing device. Alternatively. the
computer 12 can be programmed to choose signature points randomly or according to a preprogrammed
pattern. . . , ‘

One bit of binary data is encoded in each signature point in the image by adjusting the pixel values at
and surrounding the point. The image is modified by making a small. preferably 2%-10% positive or
negative adjustment in the pixel value at the exact signature point. to represent a binary zero or one. The
pixels surrounding each signature point. in approximately a 5 x 5 to 10 x 10 grid. are preferably adjusted
proportionally to ensure a continuous transition to the new value at the signature point. ,A number of bits are
encoded in the signature points to form a pattern which is the signature for the image.

In a preferred embodiment. the signature is a pattern of all of the signature points. When auditing a
subject image, if a statistically significant number of potential signature points in the subject image match
corresponding signature points in the signed image. then the subject image is deemed to be derived from
the signed image. A statistically significant number is somewhat less than 100%, but enough to be
reasonably confident that the subject image was derived from the signed image.

In an alternate embodiment. the signature is encoded using a redundant pattern that distributes it
among the signature points in a manner that can be reliably retrieved using only a subset of the points. One
embodiment simply encodes a predetermined number of exact duplicates of the signature. Other redundant
representation methods, such as an error-correcting code, may also be used.

In order to allow future auditing of images to determine whether they match the signed image. the
signature is stored in a database in which it is associated with the original image. The signature can be
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stored by associating the bit value of each signature point together with x-y coordinates of the signature
point. The signature may be stored separately or as part of the signed image. The signed image is then
distributed in digital form. .

As discussed above, the signed image may be transformed and manipulated to form a derived image.
The derived image is derived from the signed image by various transformations. such as resizing, rotating,
adjusting color, brightness and/or contrast, cropping and converting to print or film. The derivation may take
place in multiple steps or processes or may simply be the copying of the signed image directly.

it is assumed that derivations of these images that an owner wishes to track include only applications
which substantially preserve the resolution and general quality of the image. While a size reduction by 90%.
a significant color alteration or distinct-pier-value reduction may destroy the signature. they also reduce the
images significance and value such that no auditing is desired.

. In order to audit a subject image according to a preferred embodiment. a user identifies the original
image of which the subject image is suspected of being a duplicate. For a print or film image. the subject
image is scanned to create a digital image file. For a digital image. no scanning is necessary. The subject
digital image is normalized using techniques as described below to the same size. and same overall
brightness. contrast and color profile as the unmodified original image. The subject image is analyzed by
the method described below to extract the signature. if present. and compare it to any signatures stored for
that image.

The normalization process involves a sequence of steps to undo transformations previously made to the
subject image. to return it as close as possible to the resolution and appearance of the original image. It is

assumed that the subject'image has been manipulated and transformed as described above. To align the
subject image with the original image, a preferred embodiment chooses three or more points from the
subject image which correspond to points in the original image. The three or more points of the subject
image are aligned with the corresponding points in the original image. The points of the subject image not

selected are rotated and resized as necessary to accommodate the alignment of the points selected.
For example. Figure 5 shows a digital subject image 38 that is smaller than the original image 24 shown

in Figure 2. To resize the subject image, a user points to three points such as the mouth 4GB, ear 423 and

eye 443 of the subject image using the mouse 18 or other pointer. Since it is usually difficult to accurately
point to a single pixel. the computer selects the nearest extrema to the pixel pointed to by the user. The
user points to the mouth 40A. ear 42A. and eye 44A of the original image. The computer 12 resizes and
rotates the subject image as necessary to ensure that points 403. 428. and 448 are positioned with respect
to each other in the same way that points 40A. 42A, and 44A are positioned with respect to each other in
the original image. The remaining pixels are repositioned in proportion to the repositioning of points 408,
423 and 448. By aligning three points the entire subject image is aligned with the original image without
having to align each pixel independently.

After the subject image is aligned. the next step is to normalize the brightness. contrast and/or color of
the subject image. Normalizing involves adjusting pixel values of the subject image to match the value-
distribution profile of the original image. This is accomplished by a technique analogous to that used to
align the subject image. A subset of the pixels in the subject image are adjusted to equal corresponding
pixels in the original image. The pixels not in the subset are adjusted in proportion to the adjustments made
to the pixels in the subset. The pixels of the subject image corresponding to the signature points should not
be among the pixels in the subset. Otherwise any signature points in the subject image will be hidden from
detection when they are adjusted to equal corresponding pixels in the original image.

In a preferred embodiment. the subset includes the brightest and darkest pixels of the subject image.
These pixels are adjusted to have luminance values equal to the luminance values of corresponding pixels
in the original image. To ensure that any signature points can be detected. no signature points should be
selected during the signature embedding process described above that are among the brightest and
darkest pixels of the original image. For example. one could use pixels among the brightest and darkest 3%
for the adjusting subset. after selecting signature points among less than the brightest and darkest 5% to
ensure that there is no overlap.

When the subject image is fully normalized. it is preferably compared to the original image. One way to
compare images is to subtract one image from the other. The result of the subtraction is a digital image that
includes any signature points that were present in the subject image. These signature points, if any. are
compared to the stored signature points for the signed image. If the signature points do not match, then the
subject image is not an image derived from the signed image. unless the subject image was changed
substantially trom the signed image.

in an alternative embodiment. the normalized subject image is compared directly with the signed image
instead of subtracting the subject image from the original image. This comparison involves subtracting the
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subject image from the signed image. If there is little or no image resulting from the subtraction then the
subject image equals to the signed image, and therefore has been derived from the signed image.

In another alternate embodiment instead ot normalizing the entire subject image. only a section of the
» subject image surrounding each potential signature point is normalized to be of the same general resolution

and appearance as a corresponding section of the original image. This is accomplished by selecting each
potential signature point of the subject image and selecting sections surrounding each potential signature
point. The normalization of each selected section proceeds according to methods similar to those disclosed
ab0ve tor normalizing the entire subject image.

Normalizing each selected section individually allows each potential signature point of the subject
image to be compared directly with a corresponding signature point of the signed image. Preferably, an
average is computed for each potential signature point by averaging the pixel value of the potential
signature point with the pixel values of a plurality of pixels surrounding the potential signature point. The
average computed for each signature is compared directly with a corresponding signature point of the
signed image.

While the methods of normalizing and extracting a signature from a subject image as described above
are directed to luminance values, similar methods may be used for color values. Instead of or in addition to

normalizing by altering luminance values. the color values of the subject image can also be adjusted to
equal corresponding color values in an original color image. However, it is not necessary to adjust color
values in order to encode a signature in or extract a signature from a color image. Color images use pixels
having pixel values that include luminance values and color values. A digital signature can be encoded in
any pixel values regardless of whether the pixel values are luminance values, color values, or any other
type ot pixel values. Luminance values are preferred because alterations may be made more easily to
luminance values without the alterations being visible to the human eye.

From the toregoing it will be appreciated that, although specific embodiments of the invention have

been described herein for purposes of illustration, various modifications may be made without deviating
from the spirit and scope of the invention. Accordingly, the invention is not limited except as by the
appended claims. \

Claims

1. A method of image signature processing of an original image having pixels with luminance values.
comprising:

locating a plurality of candidate points from among the pixels of the original image;
selecting a first plurality of signature points from among the candidate points;

adjusting the pixel values of the signature points to form a signed image, the adjusted signature
point pixel values forming a signature for the signed image; and

storing the signature for future identification.

2. The method according to claim 1 wherein the candidate points are located by locating relative extrema
, in the original image and wherein the selecting step includes selecting the signature points from amongthe extrema.

3. The method according to claim 2 wherein the extrema are relative minima or maxima of luminance
values of the pixels of the original image.

4. The method according to claim 1. further comprising adjusting a plurality of pixel values surrounding
the signature points to provide smooth transitions to the adjusted pixel values at the signature points.

5. The method according to claim 1, further comprising:

selecting a second plurality of signature points from among the candidate points; and
adjusting the pixel values of the second plurality of signature points to form a redundant signature

for the signed image.

6. A method of image signature processing of an original image having pixels with pixel values.
comprising:

selecting a first plurality of signature points from among the pixels of the original image;
adjusting the pixel values of the signature points, the adjusted signature point pixel values forming

a signature tor the image; and
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storing the signature for future identification.

The method according to claim 6, further comprising locating relative extrema in the original image and
wherein the selecting step includes selecting the signature points from among the extrema.

The method according to claim 7 wherein the extrema are relative minima or maxima of luminance
values of the pixels of the original image.

The method according to claim 6 further comprising:
selecting a second plurality of signature points from among the candidate points; and

adjusting the pixel values of the second plurality of signature points to form a redundant signature
for the signed image.

The method according to claim 6 wherein the digital image has a border surrounding the image and the
pixel values adjusted are selected so as not to be within a predetermined distance from the border.

The method according to claim 6. further comprising adjusting a plurality of pixel values surrounding
the signature points to provide smooth transitions to the adjusted pixel values at the signature points.

The method according to claim 6- wherein the pixel values adjusted are luminance values.

The method according to claim 6 wherein the pixel values adjusted are color values.

The method according to claim 6. further comprising analyzing whether a digital subject image
constitutes or is derived from a signed image having pixel values that were adjusted to form a signature
according to claim 6.

The method according to claim 14 wherein the analyzing step includes normalizing the subject image.

The method according to claim 15 wherein the normalizing step includes aligning the subject image
with the signed image or the original image.

The method. according to claim 16 wherein the aligning step includes selecting three or more pixels in
the subject image and aligning the three or more peels with corresponding pixels in the original or the
signed image.

The method according to claim 15 wherein the pixel values of the subject image and the original image
include luminance values and the normalizing step includes adjusting the luminance values of a subset
of the pixels in the subject image to equal the luminance values of a corresponding subset of pixels in
the original image.

The method according to claim 14 wherein the analyzing step includes subtracting the subject image
from the original image to obtain a resulting image and comparing the resulting image with the stored
signature.

The method according to claim 14 wherein the analyzing step includes comparing the subject image
with the signed image.

The method according to claim 14 wherein the analyzing step includes selecting a potential signature
point in the subject image corresponding to a signature point of the signed image and comparing the
pixel value of. the selected point to the pixel value of the corresponding signature point of the signed
image.

The method according to claim 14 wherein the analyzing step includes selecting a potential signature
point in the subject image corresponding to a signature point of the signed image, computing an
average of pixel values of the potential signature point and a plurality of pixels surrounding the potential
signature point, and comparing the average to the pixel value of the corresponding signature point of
the signed image.
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A method of determining whether a subject image having pixels with pixel values constitutes or is
derived from a signed image having pixels with pixel values that have been adjusted to collectively
form a signature, comprising:

ensuring that the subject image is normalized with respect to an original image or the signal image:
comparing the signature of the signed image with potential signature points of the subject image

corresponding to the pixels of the signature.

The method according to claim 23 wherein the ensuring step includes normalizing the subject image
with respect to the original image or the signed image.

The method according to claim 24 wherein the normalizing step includes aligning the subject image
with the signal image or the original image.

The method according to claim 25 wherein the aligning step includes selecting three or more pixels in
the subject image and aligning the three or more pixels with a like number oi pixels in the original or

g signed image.

The method according to claim 24 wherein the pixel values of the subject image and the original image
include luminance values and the normalizing step includes adjusting the luminance values of a subset
of the pixels in the subject image to equal the luminance value of a corresponding subset of pixels in
the original image.

The method according to claim 23 wherein the comparing step includes subtracting the subject image
from the original image to obtain a resulting image and comparing the resulting image with the stored
digital signature.

The method according to claim 23 wherein the comparing step includes comparing the subject image
with the signed image.

. The method according to claim 23 wherein the comparing step includes selecting the potential
signature points corresponding to pixels of the signature, computing an average of the pixel values of
each potential signature point and a plurality of pixels surrounding each signature point, and comparing
each average to the pixel value of the corresponding signature point of the signed image.

A system for image signature processing of an original image having pixels with pixel values,
comprising:

a display device for displaying digital images to a user;

selection means for selecting a plurality of signature points trom among the pixels of the original
image;

a computing device in communication with the display device and the selection means, the

computing device adjusting the pixel values of the signature points to form a signed image, the
adjusted signature point pixel values forming a signature associated with the signed image: and

memory in communication with the computing device, the memory receiving the signature from the
computing device and storing the signature for future identification.

The system according to claim 31 wherein the computing device includes location means for locating
candidate points from among the pixels in the original image and the selecting means selects signature
points from among the candidate points.

The system according to claim 32 wherein the selection means includes a pointer operatively
connected to the display device and the computing device such that a user can select signature points
from among the candidate points displayed on the display device and the computing device alters the
signature points selected to 'torm a signature associated with the signed image.

The system according to claim 32 wherein the location means includes means for locating pixel value
extrema in the original image, the extrema being the candidate points.
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The system according to claim 31 wherein the computing device includes means for identifying a
subject'Image derived from the signedImage.

The system according to claim 35. further comprising normalizing means for normalizing the subject
image with the original image or the signed image.

The system according to claim 36 wherein the normalizing means includes a pointer operatively
connected to the display device and the computing device such that a user can select alignment points
from among the pixels of the subject image displayed on the display device and the computing device
receives the alignment points selected and aligns the subject image with the original image or the
signed image in response thereto.

The system according to claim 36 wherein the computing device includes comparing means for
comparing the normalized subject image with the original image or the signed image.

The system according to claim 36 wherein the computing device includes.
subject selection means for selecting a potential signature point on the subject image correspond-

ing to a signature point of the signed image;

averaging means for computing an average of the pixel values of the potential signature point and a
plurality of pixels surrounding the potential signature point; and

comparing means for comparing the average to a pixel value of the corresponding signature point
of the signed image.
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Description

The invention relates to a coder for incorporating
extra information in the form of an auxiliary signal in
a digital audio signal having a predeterrriined format.
to a decoder for extracting this extra Information from

dig ita'l signal, to a device for recording a digital signal
on a record carrier and to a record carrier obtained by
means of such a device.

In digital sound transmission and recording sys-

tems. such as CD players, future television systems,
such as DZMAC, and so on. the format. is. the sam-

pling rate and the numberof bits per sample, in which

the digital’sound signal ls recorded or transmitted. is
generally predetermined, for example. in connection
with international agreements. Sometime. however.
there is a need for recording or transmitting more in-
formation than possible on the basis of the available
number of channels. For example. on the basis of in-
ternational agreements. not more than two high-
quality digital audio channels. for example. each

channel for 14-bit digital signals. can be available in
specific future television systems. These channels
are used for transmitting audio infomation for the re-
spective left and right-hand channels. However. there
is a wish to transmit information for rear channels too, '
for example. a left-hand and a right-hand rearchannel
for so-called surround sound. Also in other cases it

may be very useful if extra infomtation can be added
to existing channels fordigital signals having a prede-
termined format. without the need for extending the
number of channels for this purpose. In this context

one may think of adding music signals containing mu-
sic information wlthout vocals, which is commonly re-
ferred to as Karaoke. so that the user himself can pro-
vide the vocals; or adding music signals in which a
specific instrument is omitted. so that the user can

play this instrument along with the rest of the record-
lng. One may also thinkof adding extra information by
way of data signals, such as. for example, for Ceefax
information. _

It will be evident that in all these cases the system
is desired to be compatible with state of the art sys-
terns. that is to say, it should be possible to reproduce
the original signal information in an undisturbed man-
ner with equipment not comprising a specific decoder
for extracting the extra information from the signal. If.
for example. there is a television signal containing
surrou nd-soond information. in a television set not
equipped for producing surround sound. it should be
possible to reproduce the information for the left and
right-hand channels without this reproduction being
disturbed in any audible way by the "masked' infor-
mation for extracting the signal from the rear chan-
nels. ‘

It is an object of the invention to provide a system
presenting this feature and it thereto provides a sys-
tem of the above type wherein the coder comprises
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means for analysing the digital signal, means for
quantizing the analysed digital signal in an unequivo-
cal manner and means for determining. on the basis

' of the acoustic properties of the human auditory sys-
tem. the amount of extra information that can be add~

ed to the quantized digital signal without this extra in-
formation being audible with unmodified detection;
means for combining the extra information and the
quantized digital signal to a compound signal. The
coder may further comprise means for reconverting
the compound signal into a digital signal having the
predetermined format

According to a preferred embodiment of the in-
vention the psychoacoustic property of the human
auditory system is exploited that when the audio fre-
quency band is divided into a number of sub-bands.
whose bandwidths approximately correspond with
the bandwidths of the critical bands of the human au-

ditory system, the quantizing noise in such a sub—
band is optimally masked by the signals of this sub-
band. ' -

It should be noted in this respect that a coder for
generating subband signals is known from EP-A—0
289 080.

In an embodiment in which this masking principle
is implemented the means for analysing the digital
signal comprise analysis filter means for generating
a number of P sub-band signals in response to the
digital signal, which analysis filter means divide the
frequency band of the digital signal into consecutive
sub-bands having band numbers p (1 E p E P) ac-
cording to a filter method with sample frequency re-
duction. while the bandwidths of the sub-bands pre-
ferably approximately correspond to the critical band-
widths of the human auditory system in the respective
frequency ranges although it is likewise possible to
use a smaller number of sub-bands. whereas. if the

auxiliary signal is a digital audio signal. analysis filter
means are preferably also provided for generating a
number of P sub-band signals In response to the aux-
iliary signal, which analysis filter means divide the
frequency band of the auxiliary signal into consecu-
tive sub-bands with band numbers p(1 é p é P). ac-
cording to a filter method with sample frequency re-
duction. while the bandwidths of the sub-bands again
preferably approximately correspond with the critical
bandwidths of the human auditory system in the re-
spective frequency ranges, whereas for each of the
respective sub-bands means are provided for quan-
tizing the digital signal in an unequivocal manner and
means for combining the respective quantized sub-

band signals and the corresponding sub-band sig-
nals. Preferably. the coderfurther comprises the aux-
iliary signal for constituting P compound sub-band
signals. and synthesis filter means for constructing a
replica of the compound signal in response to the
compound sub-band signals, which synthesis filter
means combine the subbands according to a filter
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method with sample frequency enhancement cone-

sponding to the subdivision in the analysis filter
means. '_

For extracting the auxiliary signal incorporated in
such a compound signal there are provided a decod- '
er, comprising analysis filter means for generating a
number of compound sub-band signals in response to

the compound signal. these analysis filter means
subdividing the frequency band of the compound sig-
nal into consecutive sub-bands having band numbers
p (1 E p é P) according to afilter method with sample
frequency reduction. the bandwidths of the sub-
bands corresponding with those of the analysis filter
means in the transmitter. means for quantizing in an
unequivocal way the compound subband signals;
means for subtracting the respective quantized sub-
band signals from the corresponding sub-band sig-
nals of the compound signal in order to form sub-band
difference signals. and synthesis filter means forcon-
structing a replica of the auxiliary signal in response
to subband difference signals. which synthesis filter
means combine the subbands according to a filter.
method with sample frequency enhancement corre-
sponding with the sub-division in the analysis filter
means. The analysis filter means and the synthesis
filter means together constitute a perfect reconstruc-
tion filter both in the coder and the decoder.

Although the invention can be applied to record-
ing digital information on. for example. a compact disc
or a video tape. aswell as reproducing same. and also
applied to transmitting and receiving digital infome-
tion as is done in. for example. television. transmis-

sion and reception will be mentioned in the sequel for
brevity, whereas recording and subsequent reproduc-
tion are also implicitly referredto. .

The invention is based on the recognition of the
fact that quantizing the digital audio signal in a prede-
termined manner enables to mask in resultant quan-
tizing noise extra information in the form of an auxil-

iary signal. in the form of a discrete time signal, gen-
erally a digital signal. or in the form of a data signal,
and that this re-quantized digital audio signal with the
incorporated auxiliary signal can subsequently be re-
converted into a compound digital signal again having
the predetermined format, while when receiving this
compound digital signal in a receiver that does not
comprise a specificdecoder. the audio information in-

corporated in the original digital audio signal can be
extracted from this compound signal in the custom-
ary fashion. without the auxiliary signal affecting this
signal to an audible level because this auxiliary signal
lies below the masking threshold of the audio signal
and remains masked in the quantizing noise. In a re-
ceiver that does comprise a decoder. however. the in-
formation relating to the auxiliary signal an be de-
rived from the difference between the compound dig-
ital signal and the compound digital signal quantized
in the predetermined manner.
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The recognition on which the invention is based

enables in a relatively simple manner to add extra in-
formation. in the form of an auxiliary signal. to an ex-

isting digital audio signal having a fixed format. to be
called the main signal hereinafter and, subsequently,
extract same again. without affecting to an audible
extent the original information. whereas this original
information can be reproduced even without any
modification of the receiving equipment.

The recognition underlying this invention can
only be applied if a number of requirements are ful-
filled. which are the following:

1) The quantization method for the main signal is
to be selected such that the quantization meth-
ods implemented both during transmission and
reception is always the same;
2) The amplitude of the auxiliary signal to be add-
ed is to be smaller than half the quantization step

of the main signal; and
3) The quantization of the main signal is to be per-
formed such that the quantization noise is not au-

dibiy enhanced.
Condition 1) can be fulfilled in a simple manner

when a choice is made in favour of a fixed quantiza-
tion step. whose size is thus independent of the am-

plitude of the main signal. When qua'nthation is af-
fected both at the transmit and and the receive and

the quantization step is fixed and no problems will oc-
cur. In practice. however, an adaptive quantization
step is preferably used because itwill then be possi-
ble to realise a maximum amplitude range for the aux-
iliary signal. With such an adaptive quantization spe-
cial measures are to be taken so as to decide always
unequivocally on therseme quantization during trans-
mission and reception. both at the transmit end and
at the receive and. irrespective of the signal ampli-
tude of the main signal.

According to a preferred embodiment of the in-
vention the magnitude of the quantization step per

sub-band depends on the amplitude of the main sig-
- nal. whilst there an exponential relationship with a

predetermined basic number between any consecu-
tive steps. Thus it is possible to obtain adaptive quan-
tization which accommodates itself to the amplitude
of the main signal and can be derived in an unequiv-
ocal manner from the compound signal at the receive
end. so as to reclaim thus the main signal. This matter
will be further explained hereinbelow.

The above condition 2) can be fulfilled by attenu-
ating by a specific factor the auxiliary signal per sub-
band at the transmit and and amplifying this signal
again by the same factor at the receive and. whilst the
magnitude of this factor can be selected in depend-
ence on the magnitude of the quantization step used
for quantizing the main signal. If the auxiliary signal
is a data signal. no attenuation is required because in
that case it can be determined for each quantized

sample of the main signal how many bits form a half
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quantization step and, consequently, how many data
per sample can be added.

I Condition 3) can basically be fulfilled by choosing
the quantization steps small enough so that the quan-
tization noise can be maintained at a very low level.
However, this will lead to a conflict with condition 2).
For. if a small quantization step is concerned. the am-

plitude available to the auxiliary signal, which ampli-
tude. for that matter. should be smaller than this half

quantization step. is also very small. which will lead
to problems in connection with noise and reproduci-
bility of the auxiliary signal. Therefore. a rather

coarse quantization of the main signal is preferably
used in combination with measures to make the resul-

tant quantization noise inaudible to the human audi-
' tory system. Such measures are known per se.

Afirst measure is based on the phenomenon that

when the audio signal band is divided into a plurality
of sub-bands. whose bandwidths approximately cor-
respond with the bandwidths of the critical bands of

the human auditory system in the respective frequen-
cy ranges. it may be expected on grounds of psychoa~
coustic experiments that the quantization noise in

such a sub-band will be optimally masked by the sig-
nals in this sub-band when the noise masking curve
of the human auditory system is taken into account
when the quantization is affected. This curve indi-.

cates the threshold value for masking noise in a crit-
ical band by a single tone in the middle of the critical

' band. if a high—quality digital music signal, represent-
ed. for example, in accordance with the compact disc

standard, by 16 bits per signal sample with a sampling
rate of m = 44.1 kHz. it turns out that the use of this

prior-art sub-band encoding with a suitably chosen
bandwidth and a suitably chosen quantization for the
respective sub-bands results in quantized transmitter
output signals which can be represented by an aver-
age number of approximately 2.5 bits per signal sam-

’ pie. whilst the quality of the replica of the music signal
does not perceptually differ from that of the original
music signal in virtually all passages of virtually all
sorts of music signals. For a further explanation of
this phenomenon reference is made to the article en-
titled 'I'HE CRITICAL BAND CODER -- DIGITAL EN-
CODING OF SPEECH SIGNALS BASED ON THE
PERCEPTUAL REQUIREMENTS OF THE AUDITO-

RY SYSTEM' by ME. Krasner in proceedings IEEE
lCASSP 80. Vol. 1, pp. 327-331, April 9-11, 1980. By
implementing this so-called simultaneous masking in
frequency sub-bands the main signal can yet be
quantized with a minimum loss of quality despite a
coarse quantization. as a result of which the maxi-

mum quantization range for the auxiliary signal. that
is to say. the range smaller than a half quantization

‘ step. is relatively large, so that this signal too can be
reconstructed with a minimum loss of quality.

Afurther measure known per se utilizes the psy-
cho acoustic effect of temporal masking, that is to
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say. the property of the human auditory system that
the threshold value for perceiving signals shortly be-
fore and shortly after the occurrence ofanothersignai
having a relatively high signal energy appears to be
temporarily higher than during the absence of the lat-

ter signal. in the period of time before and after such
a signal having a high signal energy. extra inforrna—
tion of the auxiliary signal can now be recorded. It is
also possible to combine temporal masking with fre-
quency sub-band masking. Afirst possibility in this re-
spect according to the invention is the implementa-

tion of the knowledge about the amplitude of one or
more preceding digital signal samples. if there is a de-
creasing amplitude the quantization step can. in the
case of adaptive quantization. be chosen to be larger
than would be pen'nissible on the basis of the actual
signal amplitude and the selected quantization criter-
ion. because the resultant extra quantization noise at
this relatively low amplitude is masked by the preced-
ing larger amplitude(s). Since a coarser quantization
can be chosen. more extra information can be

masked in the digital signal samples following a large
signal amplitude. which favourably affects the signal-
to-noise ratio when the auxiliary signal is received. A
great advantage of this manner of temporal masking
is the fact that no additional delay occurs when the
samples are taken in which it is permitted to quantize
more coarsely on the basis of temporal masking.

Afurther possibility is storing the samples of the
main signal in blocks and deciding to come to a single
quantization step which holds for all samples in that
block on the basis of the maximum signal amplitude ' '
in that block. whilst assuming that owing to temporal
masking the actually too coarse quantization of the
samples having a lower sample amplitude is inaud-

ible. However. a block signal sample is invariably to
be stored before a quantization step can be deter-
mined.

Aspecial use of the coder Is In a device for record-

ing a digital signal on a record carrier, for example a
magnetic record carrier. The auxiliary signal which is

then also recorded may now serve as a copy inhibit
code. Said device will be used by the software indus-
try to generate prerecorded record cam'ers provided
with a copy-inhibit code. When such record carriers
are played the analog signal obtained after D/A con-
version still contains the auxiliary signal which. how-
ever. as stated above. is not audible. Every subse-

quent recording yi_a said analog path. can now be in-
hibited if a recording device intended for the consum-
ermarket comprises a detection unit which is capable
of detecting said auxiliary signal.

Such a device for recording a digital audio signal
on record carrier comprising a coder forisub—band
coding of the digital audio signal of given sample fre-
quency 1/1". the coder comprising: analysis filter
means responsive to the audio signal to generate a
plurality of P sub-band signals. which analysis filter
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means divide the frequencyband of the audio signal
in accordance with a filter method with sample fre-
quency reduction into consecutive sub—bands having

‘ band numbers p(1 g p 5 P), which analysis filter
means are further adapted to apply the P sub«band
signals to P outputs, which outputs are coupled to P
corresponding inputs of a
- recording unit which is constructed to record the P

sub-band signals on the record carrier,
is therefor characterized in that the device further

comprises a detection unit coupled to the analysis fil-
ter means. in that the detection unit is adapted to de-
tect the presence of an auxiliary signal In one or more
sub-band signals and to generate a control signal
upon detection of the auxiliary signal and to apply the
control signal to an output, in that said output is cou-
pled to a control signal inputof the recording unit, and
in thatthe recording unit is adapted toinhibit recording
of the audio signal in the presence of the control sig-
nal and to record the audio signal in the absence of
the control signal. When the auxiliary signal is detect-
ed recording is inhibited, or the signal to be recorded
is distorted on purpose before it is recorded. It is ob-
vious that reproducing devices should comprise a de-
coder with which during reproduction the digital audio

signal is read together with the auxiliary signal. with-
out the two signals being separated from one another.
During a subsequent recording the auxiliary signal In
the audio signal can then be detected. if present. so
that it is possible to inhibit unauthorized copying of
copy-protected audio information.

It is alternatively possible not to inhibit copy-
protected information but merely to detect that the au-

dio signal to be copied comprises an auxiliary signal.
and to signal that in the relevant case the information
is protected and should not be copied.

Such a device. which is also intended for the con-

sumer market, for recording a digital audio signal on
the record carrier, comprising a coder for sub-band
coding of the digital audio signal of- given sample fre-
quency 1IT, wherein the coder comprises:

- analysis filter means responsive to the audio

signal to generate a plurality of P sub-band sig-
nals. which analysis filter means divide the fre-
quency band of the audio signal into consecu-

tive sub-bands having band numbers p(1 é p
E P) in accordance with a filter method using
sample frequency reduction, which analysis fil-
ter means are further adapted to apply the P
sub-band signals to P outputs, which outputs
are coupled to P corresponding inputs of a

- recording unit whichis constructed to record
the P sub-band signals on the record carrier.
which device is capable of realizing this. is
characterized in that the device further com-

prises a detection unit coupled to the analysis
filter means, in that the detection unit is adapt-
ed to detect the presence of an auxiliary signal
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in one or more of the sub-band signals and to
generate a control signal upon detection of the

auxiliary signal and to apply the control signal
to an output. in that said output is coupled to a

signalling unit. and in that the signalling unit is
constructed to signal that the audio signal to be
recorded, when a control signal is present, is
an audio signal containing an auxiliary signal.

The above recording devices, which are intended
for the consumer market, may be characterized fur-
ther In that the coder further comprises signal com-
bination means coupled to the analysis filter means.
in that the signal combination means are adapted to
selectively add the auxiliary signal. in the absence of
a control signal, to one or more of the sub-band sig-
nals to form P composite sub-band signals and to ap-
ply said P cornposite sub-band signals to P outputs,
which P outputs are coupled to the P corresponding
inputs of the recording unit. This enables a user of the
device to provide his recordings. if desired. with a'
copy inhibit wde, in order to ensure that no copies
can be made of record carriers made by the user and
provided with his own recordings.

The devices intended for the consumer market

may alternatively be characterized in that the coder
further comprises signal combination means coupled
to the analysisfilter means, in that the signal combin-
ation means are adapted to add the auxiliary signal.
In the absence of the control signal, to one or more of
the sub—band signals to form P composite sub-band
signals and to apply said P composite sub-band sig-
nals to P outputs, which P4 outputs are coupled to the
P corresponding inputs of the recording unit. In that
case there is no longer a selection possibility and in ~
all wees an auxiliary signal will be added to the audio
signal to be recorded, which does not yet contain the
auxiliary signal. This enables original recordings (not
provided with the auxiliary signal) or prerecorded

tapes (neither provided with the auxiliary signal) to be
copied. while it Is not possible to make copies of the
recordings thus copied,

Embodiments of the invention will now be descri-

bed in more detail. by way of example, with reference
to the drawings in which: .

Fig. 1 shows a block diagram of a preferred em-
bodiment of a transmit-receive system compris-
ing acoder and a decoder in accordance with the
invention.

Fig. 2 illustrates diagrammatically the quantiza-
tion method'In the coder.

Fig. 3 shows a device for recording a digital audiosignal on a record carrier

Fig. 4 shows a device for reproducing the signal
recorded on the record carrier by means of the
device shown in Fig. 3,
Fig. 5 shows another embodiment.
Fig. 6 shows a further embodiment.
Fig. 7 shows still another embodiment. and
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Fig. 8 shows yet another embodiment of a device
for recording a digital audio signal.

Fig. 1 diagrammatically shove a system compris-
' ing a transmitter1 and a receiver2for adding and ex-

tracting respectively, extra information to and from a '

digital audio signal having a predetermined format.

which information is transferred via or stored In me-
dium 3. This medium can be a transmission channel

but. for example. also a compact disc or a magnetic
tape or disc.

The transmitter comprises a coder in the form of
a processor 7 having an input terminal 4 for the digital
signal u(k) having the predetermined format and an
input terminal 5 for the additional digital auxiliary sig-
nal v(k) and having an output terminal 6. The output

terminal 6 of the processor circuit 7 is coupled to the
medium 3.

The receiver 2 comprises a delay circuit 9 having
a delay 1, as well as a decoder in the form of a proc-
essor circuit 10. The input terminals of these two cir-

cuits are connected to one another and arranged, for
receiving the digital compound signal produced by the
medium 3. At the output terminal of the delay circuit
9 the main signal is available again, as will be ex-
plained hereinafter. in the form of a signal u'(k) and at
the output terminal of processor circuit 10 the auxili-
ary signal is available in the form of a signal v'(k).

' The operation of the system according to Fig. 1
is as follows. At the input terminal of the transmitter
1 consecutive samples of the signal u(k) are present-
ed.'For example, in the case of an audiosignal formed
in accordance with the compact disc standard, each
signal sample comprises 16 bits and the sampling
rate is 44.1 kHz. In the processor circuit 7 it is deter-
mined how much lnforrnation of the signal v(k) can be
added to each sample of the signal u(k) on the basis
of me chosen method according to which the auxiliary
signal v(k) is added. that is, by means of temporal
masking or simultaneous frequency sub-band mask-
ing or by means of a combination of the two. If tem-
poral masking is used. this may be done In the time
intervals shortly before and/or shortly after a loud
passage In the signal u(k) and If simultaneous mask-
ing is chosen. it will be possible to add information

about the signal v(k) to each signal sample of the sig-
nal u(k) by means of the subdivision into frequency
sub-bands. As stated earlier, a combination of the two
types of masking is possible. The combined output
signal of the processor circuit 7 is reconvened in a

converter 29 Into the predetermined format of the dig-
ital main signal and applied to the medium 3.

In the receiver 2 the received signal is subjected
to a decoding operation in the processor circuit 10 in

order to split up the signals u(k) and v(k). so that at
the output of circuit 10 the signal v'(k) is available.
whereas through delay circuit 9. whose delay is equal
to thatwhich is produced by the processor circuit 10.
the signal u'(k) is available in synchronism with the
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signal v'(k).
In the sequel the structure of the processor cir-

cuits 7 and 10 will be explained.
The processor circuit 7 comprises filter banks 22

and 23 for splitting up through sample frequency re-
duction the respective signals u(k) and v(k) into P
consecutive sub-bands, whose bandwidths approxi-
mately correspond with the critical bandwidths of the
human hearing in the respective frequency bands.
The use and structure of such filter banks is known

from. for example, the above article by Krasner and
the chapter of uSub-band coding' in the book entitled
“Digital coding of waveforms' by MS. Jayant and p.
Noll, Prentice Hall Inc.. Engiewood Cliffs. New Jer-
sey. 1984, pp. 486-509. Each of the p sub-band sig-
nals of filter bank 22 is applied to an adaptive quan-
tizer 24(p), with 1 E p s P. whereas each sub-band
output signal of filter bank 23 is applied to an attenu-
ator 25(p). with 1 g p g P. The output signals of surn-
ming circuit 26(p) are now applied to a synthesis filter
bank 27 in which the P sub-bands are combined to a

signal having the same bandwidth as the original sig-
nals u(k) and v(k). The output signal of the synthesis
filter bank 27 is encoded In a converter 29 into a dig-
ital signal having a predetermined format..for exam-
ple. 16 bits. and applied to the medium 3 as a com-
pound signal s(k). 4

If the numberof quantization levels perfrequency
band in the transmitter 2 is chosen in the right way.
nothing can be perceived in the digital signal applied
to medium 3 of the addition of the signal v(k), provided
that the condition is fulfilled that the amplitude of an
auxiliary signal sample to be added is smaller than
qI2 in each frequency sub-band for each sample of

up(k)t where q is the quantization step of that sample.
Atthe receive end the original signal u(k) can now

be reproduced directly without any adaptation by
means of a non-adapted device. because in the com-
pound digital sIgnai s(k) the extra Information of the
signal v(k) Is not audible, because It Is masked by the
signal u(k).

A receiver which is indeed suitable for receiving
both the signal u(k) and the signal v(k). for example.
a DZMAC television receiver with surround-sound re-

production features comprises. however. a filter bank
31 which is arranged in the same way as the filter
bank 22. This filter bank 31 splits up again the re-
ceived compound signal s(k) into P sub-bands having
the same bandwidths and central frequencies as the
sub-bands of the filter bank 22. Each of these sub-

band signals is applied to an adaptive quantizer
33(p). with 1 g p 5 P. A proper dimensioning of this
quantizer provides that for each sub-band the signal

u,(k) is again obtained from each of the P sub-bands
after quantization. By subtracting each of these sub-
band signals u,(k) from the compound sub-band sig~

nal s,,(k) in a subtracting circuit 34(p). the signal v,,(k)
is obtained foreaoh sub-band p. Each ofthese signals
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u(k) is amplified In an amplifier 35(p), with 1 § p E
P. by a factor G which is the same as that which is
used in the coder for attenuating the relevant sub-

band and. subwquently. these scaled signals v..(k)
are applied to a synthesis filter bank 36 which recon-
structs the signal v'(k) from the individual sub—bands

v..(k). The signal u'(k) can be extracted directly. as ob-
served hereinbefore. from the compound signal s(k)
and needs only to be delayed in a delay circuit 9 over

a time which is equal to the delay time introduced by
the processor 10. if the main signal and the auxiliary.
signal are desired to be synchronous.

In the case of a television transmit-receive sys-

tem with surround-sound reproduction facilities. In
the left channel the signals u(k) and v(k) may be the
digital reproduction of. for example. the signal LV + LA
and the signal LArespectively. An unmodified receiv-
er will receive the complete sound signal LV 4- LA and
can reproduce this without complications. whereas in
a modified receiver. the signals LA and LV can be ap-
plied separately to the relevant reproduction channels
after u(k) and v(k) have been split up by means of a
subtracting circuit.

In the sequel it will be discussed in what way the

adaptive quantizers 24(p) and 33(p) can be arranged
in the transmitter and receiver of the system accord-
ing to Fig. 1 so as to obtain in an unequivocal manner

. an adaptive quantization for each ofthe sub-band sig-
nals. For this purpose the number of quantization
steps desired foreach of the sub-bands is determined

beforehand. which this number i(p) is constant for
each of the sub-bands.

In view of the wish that quantization be adaptive.
the quantization steps are to be chosen approximate-
ly in proportion to the signal size. For this purpose the
amplitude axis is subdidived Into sections T, whilst. If

the amplitude of a sample of the signal u(k) is situated
in a specific section T... where n is an integer, the
quantization steps for that sample have a specific
magnitude which is equal to the magnitude of the sec-
tion T... The quantization level is positioned in the cen-
tre of said section, so as to allow the auxiliary signal
v(k) to have equal amplitude ranges on either one of
the two sides of this section relative to the quantiza-

tion level, without the compound signal sp(k) being sit-
uated in another quantization section.

Since one wishes to choose the quantization
steps in proportion to the maximum signal size. and
the number of quantization steps is fixed, the magni-
tudes of the sections T which always determine the
magnitude of the quantization step. have to enhance
in proportion to the amplitude. Therefore, the varia-
tion of the section magnitudes is preferably exponen—

. tial. each section varying from s(M’Zl to aim”) where
ais a constant and 5 an integer. The quantization level
belonging to a specific section T" is then 1/2(a"*1’2 +
and/2).

Fig. 2 shows an amplitude axis on which the di-
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'vision of the quantization levels according to the em-
bodiment is shown. Depending on the absolute value
of the maximum amplitude u(k) of the signal u(k) the
quantization step is equal to the size of the section in
which u(k) is located and thus equal to aim”) - sin-1’2).

In this case the choice of the value of the factor a is
free However, it is often .desired that also the value 0

is a quantization level, because it does not matter
then whether the maximum signal level of u(k) is pos-
itive or negative. whereas relatively small signal am-
plitudes are also avoided to be quantized at a consid-
erably higher quantization level. This provides the ad-
ditional requirement that the chosen quantization lev-
el is an integer number of times the quantization step.

This requirement limits the choice of the constant a
to a = (2k + 1)I(2l< - 1) with k = 1.2 that is to say. a
= 3; a = 513; a = 7/5 and so on. ‘

The consequence of the choice of the quantiza-
tion steps according to this preferred embodiment is
the fact that in the decoding anangement the signal
v..(k) can always be extracted from the compoumd
signal s(k) in an unequivocal manner. because with a
specific signal amplitude. always the same quantiza-
tion level is decided on. When this quantization level

and thus u,(k) is determined. u.,(k) can be subtracted
from the compound signal so as to thus determine the

signal v,,(k).
For controlling the respective quantizers 24(p)

and 32(p). the processor circuit 7 comprises quanti-
zation step determining circuits 28(p) and processor
circuit 10 the quantization step determining circuits
32 respectively, the structure of these circuits being
basically identical. The circuits 28(p) and 32(p) corn-
prise memory sections 28'(p) and 32'(p) respectively.
in which for each sub-band the predetermined value

for the basic numbera is stored, which may be differ-
ent for each sub-band. The circuits 28(9) and 32(p)
compute for each sample of u..(k) and 's,(k) respec-
tively, the size of the quantization step on the basis

of the above-described quantization pmdure and
apply through outputs the values of these steps to the
respective quantizers 24(p) and 33(p). A value de-

rived from the value a in the respective memory sec-
tions 28'(p) and 32’(p) is also applied to a control input
of the respective attenuators 25(p) and the respective
amplifiers 35(p) so as to attenuate and amplify re-
spectively. the signals v,(k) by a factor G. The attenu-
ation factororgain factor 6 respectively. derived from

the value a is 2al(a - 1). It is known that u(k). the max-
imum amplitude of the signal u(k). is equal to aim/2)
as a maximum whereas the maximum pennlssible

amplitude v(k) of the auxiliarysignal v(k) is then equal

to 1/2[a("*"2l - at"- 1”)1. Now u(ngk) = 2al(a-1). If it is
provided beforehand that always v(k) < u(k). which in
practice can be realised without any problems, it is al-

ways certain that 000 < q/2 ifforthe factorG is chosen
6 = 2al(a --1). in practical cases the condition 0(k) <
u(k) has often been fulfilled automatically because of

DISH-Blue Spike-842

Exhibit 1004, Page 0238



DISH-Blue Spike-842
Exhibit 1004, Page 0239

13' EP 0 372 601 B1 14
r

the relationship which exists between these two sig-
nals.

In order to avoid v(k) nevertheless exceeding the
value q12 in any way. the output line of each attenua-

tor 25(p) can comprise the limiter 30(p) shown in a
dashed line in Fig. 1. which limiter receives infome-
tion about the limitation value to be set from the cir-

cuits 28(p) and limits the output signal of the attenu-
ator 25(p) to a maximum of q/2.

If a choice is made in favour of simultaneous

masking combined with temporal masking. the cir-
cuits 28(p) and 32(p) comprise the circuits necessary

for comparing the current sample of u,(k) to one or
more previous samples so as to decide to a larger
quantization step on the basis of pro-stored infon'na-
tion about the variation of the temporal masking curve

belonging to a specific maximum amplitude of u,,(k).
if the current sample has a lower amplitude than the
amplitude of one or more of the previous samples.

In the case of block quantization, a buffer circuit
is to be provided between each of the P outputs of the
filter bank 22 and the input of the relevant quantizer
24(p). which circuit constantly stores a block of M sig-
nal samples. determines the maximum block ampli-
tude and uses this 'value for determining the quanti-
zation step for the entire block.

Finally. it is observed that additional room can be

found for adding v(k) in a sub-band p by also consid-
ering the amplitude variations in adjacent sub-bands.
if. in an adjacent sub-band. a large amplitude of u(k)

occurs, whereas in the p sub-band amplitude of u(k)
is very small or even zero, one may decide, on the ba-
sis of the masking properties of the signal in this ad-
]acent sub-band. yet to allow a specific amount of the

signal v(k) to enterthe sub-band p.
it is further pointed out that at the output of the

quantizers 33(p) a signal u,(k) is available which be-
sically has less quantization noise than the signal s(k)
so that in a receiver comprising a decoder a better
replica of the signal u(k) can be derived from these
output signals by means of an additional synthesis fil-
ter.

Fig. 3 shows a device for recording a digitaltaudio
signal. such as the digital audio signal u(k) in Fig. 1,
on a record carrier. The device comprises a coder 7’
which bears much resemblance to the oodershown in

Fig. 1. The only difference is that the synthesis filter
bank 27 has been dispensed with. Instead, the out-
puts of the summing circuit 26(p) are coupled to a re-
cording unit 47. This recording unit is constructed to
record the P sub-band signals applied to its inputs on
a record carrier 48. Averaged over all sub-bands this
enables such a data reduction to be achieved that the"
information to be recorded on the record carrier is re-

corded with. for example, 4 bits persample. while the
information applied to the input 4 comprises, for ex-

ample. 16 bits per sample. _
’ The auxiliary signal V(k) is generated in an aux-
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iliary signal generator 40 which has an output coupled
to the input 5. to apply the auxiliary signal to the coder
7'. By means of the coder 7’ the auxiliary signal is in-
serted in the audio signal in the manner described
hereinbefore. The auxiliary signal can thus be insert-
ed lnto One or more ofthe sub-band signals into which

_ the audio signal (k) has been divided.
Preferably. the auxiliary signal is accommodated

in one or more ofthe lower sub-bands (of lowfrequen-
cy). In the sub-bands which are situated in the low-
frequency range the signal content of the audio signal
is generally maximal. This means that the masking
threshold in said sub-band(s) is also high. This on-

ables an auxiliary signal of large amplitude to be in-
serted ln'the audio signal. This simplifies detection of
the auxiliary signal. .

Thus. by means of the device shown in Fig. 3 re-
cord carriers 48 are obtained on which the audio sig-
nal including the auxiliary signal is recorded. The
method of recording on the record carrier 48, as af-
fected in the recording unit 47. is not relevant to the
present invention. It is possible. for example. to em-
ploy a recording method as known In RDAT or SDAT
recorders. The operation of RDAT and SDAT recor-

ders is known Er se and is described comprehen-
sively inter site in the book I'The art of digital audio“
by J. Watkinson. Focal Press (London) 1988. cm.
ously. the recording unit 47 should be capable of con-
verting the parallel data stream of the P sub-band sig-
nals into a signal stream which can be recorded by
means of an RDAT or SDAT recorder.

Fig. 4 shows diagrammatically a device for repro-
ducing the audio signal as recorded on the record car-
rier 48 by means ofthe device shown in Fig. 3. Forthis
purpose the device comprises a read unit 41 which is
constructed to read the data stream from the record

carrier 48 and to supply the P sub-band signals via P
outputs. These P sub-band signals are then applied
to P inputs of a synthesis filter bak 27'. having the
same function as the filter bank 27 in Fig. 1. The
means that the P sub-band signals are recombined to
form a digital signal of a predetermined format of. for
example. 16 bits. After DIAconversion in the BIA con-

verter 42 the audio signal is then available again on
the output terminal 43. _

The audio signal, then still contains the auxiliary
signal. However. this auxiliary signal is not audible
because it is masked by the audio signal.

Fig. 5 shows a device for recording an audio sig-
nal. for example the audio signal reproduced by the
device shown in Fig. 4. Such a device is intended for
example for the consumer market. The device is ca- .

pable of normally recording audio information not
containing a copy inhibit code on a record carrier.
However. the device comprises a detector unit to de-'
test a copy inhibit code inserted in the audio signal to
inhibit recording of this audio signal.

The device shown in Fig. 5 bears much resem-
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blance to the device shown in Fig. 3, the difference
being that the device shown in Fig. 5 is not capable
of inserting a copy inhibit code into an audio signal.
This means that the elements bearing the reference
numerals 23, 25(1) to 25(P), 28(1) to 28(P) and 26(1)
to 26(P) are dispensed with. The device shown in Fig.
5 further comprises subtractor circuits 34(1) to 34(P),
amplifiers 35(1) to 35(P), a synthesis filter bank 36.
and a detector unit 50. The section 10’ of the device

shown in Fig. 5. indicated by means of a solid line, is

in fact identical tothe decoder10 In Fig. 1. This means
that the section 10' is adapted to filter out the auxili-

ary signal which. if present in the digital audio signal
applied to the input 51, then becomes available on the

output 52. The detector unit 50, which has an Input 53
coupled to the output 52. is constructed to detect said

auxiliary signal and to generate the control signal
which is then applied to the control signal input 55 of

the recording unit 47’ via the output 54.
The recording unit 47' is constructed in such a

way that if a control signal appears on the control sig-
nal input 55 the recording unit 47’ does not record the
sub-band signals applied to its inputs or seriously dis-
torts these sub-band signals before they are record-
ed. In the absence of a control signal on the control
signal input 55 the recording unit 47' will record the
sub-band signals applied to its inputs.

In this way an audio signal containing a copy-
inhibit code in the form of the auxiliary signal inserted
in the audio signal is prevented from being recorded
on the record carrier 48' by the device.

In the device shown in Fig. 5 it is assumed that
the auxiliary signal is accommodated In a number of
sub-band signals. However, as already stated, the
auxiliary signal may also be inserted in only one sub-
band signal. In that case only one subtractor circuit 34
and one amplifier 35 are required and the filter bank

36 comprises only one input. In the synthesis filter
bank 36 the auxiliary signal is converted into a digital
signal of, for example, 16 bits.

' The detector unit 50 may be a detector unit which

can directly detect the presence or absence of a dig-
ital signal. Another possibility is the use of an analog
detector unit 50. In that case the output signal of the
filter bank ls first converted into an analog signal. The
detector unit 50 then comprises a narrow band band-
pass fllter, a rectifier and a threshold detector. If the

input signal of the device is an analog signal an AID
converter is arranged between the terminal 51 and
the Input of the filter bank 22.

It is now assumed that the auxiliary signal is in-
serted in only one sub-band. for example the lower
sub-band. In that case it may be adequate to use a

simpler detection circuit in the form of a digital filter
coupled to the output P = 1 of the analysis filtermeans
22. This filter may be for example a recursive filter
having a sharp filter characteristic, the maximum in

the filter characteristic coinciding with the frequency
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of the auxiliary signal. The output of the digital filter
may then be coupled to the input 53 of the detector

unit50. In that case the elements 34(1)to 34(P), 35(1)
to 35(P) and 36 may be dispensed with.

The embodiment shown in Fig. 6 bears much re-
semblance to that shown in Fig. 5. The output of the
detector unit 50 is now coupled to an input of a sig-
nailing unit 56. for example in the form of a light-
emitting diode. The auxiliary signal in the audio signal
then does not function as a copy inhibit code but

merely as a signalling code to signal that it is, In fact, '
not allowed to copy the relevant audio signal. In. this
case the decision whether the audio signal is subse-
quently copied depends on the user himself.

If the presence of the auxiliary signal in the audio
signal to be recorded is detected the detector unit 50

generates a mntrol signal upon which the signalling
unit 56 (the diode) lights up. The user may now decide
to discontinue recording.

From Fig. 6 it is evident that the inputs of the re-
cording unit 57' are now coupled to the outputs of the
analysis filter means 22, so that if the user should de-
cide to continue recording. the audio signal. including
the auxiliary signal. will be recorded.

Fig. 7 shows another embodiment of the device.

The device shown in Fig. 6 is an extension of the de-
vice shown in Fig. 5. The controllable amplifiers 35(1)
to 35(P) are not shown for simplicity. The device
shown in Fig. 6 is in addition adapted to selectively in-
sort a copy inhibit code to the signal to be recorded,
assuming that the signal applied to the input 4 does
not yet contain a copy inhibit code. In that case re-

cording will be inhibited by means of the control signal
applied to the control signal input 55 of the recording
unit‘47'. .

The circuit bearing the reference numeral 7" is
substantially identical to the circuit 7' in Fig. 3, the dif-
ference being that it comprises an additional control

signal Input 60 E which a control signal can be ap-
plied te swimhes S. to 5,, arranged in the lines to the
summing circuit 26(1) to 26(P).

If the signal u(k) applied to the input 4 does not
contain a copy inhibit code the signal can be recorded
on the record carrier 48'. If a control signal is applied

to the switches S, to S, vi_a the input 60 the switches
will be in the position shown. This means that the aux-

Iliary signal V(k) is added to the signal to be recorded
[a the summing circuits 26(1) to 26(P), to inhibit fur-
ther copying. Ifanother control slgnal is applied to the

input 60. the switches S. to S, will be in the position
not shown..This means that the value '0' is applied to
all the summing circuits 26, so that merely the signal
u(k), without auxiliary signal. is recorded on the re-
cord carrier 48'.

Again it is obvious that if the auxiliarysignel is re-
corded in only one sub-band only one summing circuit
26(P) is provided and the control signal is applied to
only one switch 8,, 2’12 the terminal 60.
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Fig. 8 shows an embodiment which bears much
resemblance to the embodiment shown in Fig. 7. The
embodiment shown in Fig. 8 excludes the possibility
of making a choice whether the audio signal which
does not contain a copy inhibit code will be provided
with such an inhibit code. This means that if the de-

tector unit 50 detects that the signal to be recorded
does not contain an auxiliary signal. this auxiliary sig-
nal will be inserted automatically. Fig. 8 shows that in-
terconnections are now arranged between the out-
puts of the amplifiers 25(1) to 25(P) and the (second)
inputs of the signal combination units 26(1) to 26(P).
The switches S1 to S, and the control signal input 60
in Fig. 7 are consequently dispensed with.

Such a device is very useful if it has been decided
to allow copies to be made only of prerecorded record
carriers (which are not provided with said auxiliary
signal) and original recordings (which neither contain
said auxiliary signal). copying of these copies, how-
ever. being inhibited. A prerecorded record carrier can

now be copied normally. However. the resulting copy

is provided with an auxiliary signal and cannot be cop-
ied again.

it is to be noted that all the embodiments have

been described for devices for recording a digital au-
dio signal on a magnetic record carrier. However. this
should not be regarded as a limitation to magnetic re-
cord carriers only. The invention likewise relates to

devices which record the audio signal on an optical re-
cord carrier. in the future this possibility will become
available to the consumer. With the advent of the CD

erasable and the CD write-once and magnetooptical
recording technologies.

Claims

1. Acoder for incorporating extra information in the
form of an auxiliary signal v(k) in a digital audio
signal u(k) having a predetermined format, char-
acterised in that the coder (7) comprises means
(22, 28) for analysing the digital signal, means
(24) for quantizing'the analysed digital signal in
an unequivocal manner and means (28') for de-
termining, on the basis of the acoustic properties
of the human auditory system. the amount of ex-
tra information that can be added to the quan-
tized digital signal without this extra information

' being audible with unmodified detection: means
(26) for combining the extra information and the
quantized digital signal to a compound signal.

2. A coder as claimed in Claim 1. characterized in

that it comprises means (29) for reconverting the
compound signal into a digital signal having the
predetermined format.

3. A coder as claimed in Claim 1 or 2, characterised
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in that the means for analysing the digital signal
comprise analysis filter means (22) for generat- ‘
ing a number of P sub-band signals in response
to the digital signal. which analysis filter means
divide the frequency band ofthe digital signal into
consecutive sub-bands having band numbers p
(1 E p E P). whereas for each of the respective
sub-bands (P) means (24(9)), are provided for
quantizing the digital signal in an unequivocal
manner and means (26) for combining the re-
spective quantized sub-band signals and the
auxiliary signal for constituting P compound sub-
band signals.

A coder as claimed in Claim 3, where dependent
on Claim 2. characterized in that synthesis filter
means (27) are provided for constructing a repli-
ca of the compound signal in response to the
compound sub-band signals, which synthesis fil-
ter means combine the sub-bands according to a
filter method with sample frequency enhance-

ment corresponding to the sub-division in the _
analysis filter means (22).

A coder as claimed in Claim 4. characterised in

thatthe auxiliary signal v(k) is a digital audio sig-
nal and in that analysis filter means (23) are pro-
vided for generating a number of P sub-band sig-
nals In response to the auxiliarysignal v(k). which
analysis filter means divide the frequency band
of the auxiliary signal into consecutive sub-bands
having band numbers p (1 E p 5 P) awarding to
a filter method with sample frequency reduction.

A coder as claimed in Claim 4 or 5. characterised

in that the bandwidths of the sub-bands approxi— .
mately correspond to the critical bandwidths of
the human auditory system in the respective fre-
quency ranges.

A coderas claimed in Claims 4, 5 are. character-

ised in that the means (24) for quantizing the dig-
ital slgnal in an unequivoml manner are arranged
for adaptively quantizing this signal and in that for
each sub-band the size of the quantization step
depends on the amplitude of the digital signal
sample. while there is an exponential relationship

with a preset basic number a between the possi-
ble successive steps.

A coder as claimed in Claim 7. characterised in

that the size of the quantization step of a sample
to be quantized also depends on the size of at
least a previous sample.

A coder as claimed in Claim 7 or 8. characterised

in that means (25) are provided for attenuating
each sub-band signal of the auxiliary signal by a
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factor G. for which holds 6 = 2al(a - 1).

Adhcoderto be used in combination with a coder

(7) as claimed in Claims 5 to 9, characterised in
that the decoder (10) comprises analysis filter
means (31) for generating a number of compound
sub-band signals in response to the compound
signal. which analysis filter means divide the fre-
quency band of the compound signal into consec-
utive sub-bands having band numbers p (1 E p g

P) according to a filter method with sample fre-
quency reduction. while the bandwidths of the
sub-bands correspond with those of the analysis
filter means (22) in the coder, means (33) for
quantizing compound sub-band signals in an un-
equivocal manner. means (34) for subtracting the
respective quantized sub-band signals from the
corresponding sub-band signals of the com-
pound signals for constituting sub-band differ-
ence signals, and synthesis filter means (36) for
constructing a replica of the auxiliary signal v'(k)
in response to the sub-band difference signals.
which synthesis filter means combine the sub-
bands awarding to a filter method with sample
frequency enhancement corresponding to the
sub-division in the analysis filter means.

A decoder as claimed in Claim 10, characterised

in that the means (33) for quantizing the digital
signal in an unequivocal manner are arranged for
adaptively quantizing this signal and in that per
sub—band the size of the quantization step de-

pends on the amplitude of the sample of the dig-
ital signal, whilst between the possible succes-
sive steps there is an exponential relationship

with a predetermined basic number a.

12. Adwoder as claimed in Claim 9, characterised in

that means (35) are provided for amplifying each

sub-band difference signal by a factor G, which
complies with G = 2a/(a - 1).

13. A device for recording a digital audio signal on a
record carrier (48). comprising a coder (7) as
claimed in any one of the claims 1 to 9.

14. A device for recording a digital audio signal on a
record carrier (48'). comprising a coder for sub-
band coding of the digital audio signal of given
sample frequency 1fl', the coder comprising:

- analysis filter means (22) responsive to the
audio signal to generate a plurality of P sub-
band signals, which analysis filter means
divide the frequency band of the audio sig-
nal in conformity with a filter method with
sample frequency reduction into consecu-
tive sub-bands having band numbers p(1 é
p é P), which analysis filter means are fur-
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20

ther adapted to apply the P sub-band sig-
nals to P outputs, which outputs are cou-
pled to P corresponding inputs of a

- recording unit (47') which is adapted to re—
cord the P sub-band signals on the record
carrier,

characterized in that the device further compris-
es a detection unit (50) coupled to the analysisfii—
ter means (22), in that the detection unit is adapt-
ed to detect the presence of an auxiliarysignal in

one or more of the sub-band signals and to gen-

erate a control signal upon detection of the aux- A
iliary signal and to apply the control signal to an
output (54), in that said output is coupled to a con-

trol signal input (55) of the recording unit (47'),
and in that the recording unit is adapted to inhibit

recording of the audio signal in the presence of
the control signal and to record the audio signal
in the absence of the control signal.

A device for recording a digital audio signal on a
record center (48'), comprising a coder for sub-

band coding of the digital audio signal of given
sample frequency 1IT, wherein the wder com-
prises:

- analysis filter means (22) responsive to the
audio signal to generate a plurality of P sub-
band signals, which analysis filter means
divide the frequency band of the audio sig--
nal into consecutive sub-bands having
band numbers p(1 é p é P) in accordance
with a filter method using sample frequency
reduction, which analysis filter means are
further adapted to apply the P sub-band
signalsto P outputs, which outputs are cou~
pied to P corresponding inputs of a

- recording unit (47') which is adapted to re-
cord the P sub-band signals on the record
carrier.

characterized in that the device further compris-
es a detection unit (50) which is coupled to the
analysis filter means (22). in that the detection
unit is adapted to detect the presence of an aux-

. iiiary signal in one or more of the sub-band sig-

16.

nals and to generate a control signal upon detec-
tion of the auxiliarysignal and to apply the control
signal to an output (54), in that said output is cou-
pled to a signalling unit (56), and in that the sig-
nalling unit is constructed to signal that the audio
signal to be recorded, when the control signal is
present, is an audio signal containing an auxiliary
signal. '

A device as claimed in Claim 14 or 15, character-

ized in that the coder further comprises signal
combination means (26, $1 to Sp) coupled to the
analysis filter means, in that the signal combina-

tion means are adapted to selectively (via 60) add
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the auxiliary signal, in the absence of the control

signal. to one or more of the sub-band signals to
form P composite sub-band signals and to apply
said P composite sub-band signals to P outputs.
which P outputs are coupled to the P correspond
ing inputs of the recording unit (47‘) (Fig 7).

Adevice as claimed in Claim 14 or15, character-

ized in that the coder further comprises signal
combination means (26) coupled to the analysis
filter means (22), in that the signal combination

means are adapted to add the auxiliary signal. in
the absence of the control signal. to one or more
of the sub-band sig nets to form P composite sub-

band signals and to apply said P composite sub-
band signals to P outputs. which P outputs are
coupled to the P corresponding inputs of the re-

cording unit (Fig 8).

1B. Adevice as claimed in Claim 14, characterized in

that the coder forms part of a coder as claimed in

any one of the Claims ft to 9.

19. A record carrier on which a digital audio signal
has been recorded by means of a device as
claimed in any one of the Claims 13.16. 17 or 18,
characterizedin that the audio signal is divided
into P sub-band signals and in that the audio sig-
nal is combined with an auxiliary signal in one or
more of the sub-bands in order to obtain P com-

posite sub-band signals recorded on the record
carrier (48), and in that the auxiliary signal is se-
lected in such a way that during reproduction of
the composite audio signal recorded on the re-

cord carrier vi_a a loudspeaker device said auxili-
ary signal is substantially imperceptable to a lie-
tener.

Patentanspriiche

1. Kodierer zum Aufnehmen zusatzilcher 'nforma-

tion in Form eines Hilfssignals v(k) in ein dlgitales
Audiosignal u(k) eines vcrbestimmten Formats.

dadurch gekennzeichnet. daB der Kodierer (7)
mit Mittein (22, 28) zum Analysieren des digitalen
Signals. mit Mitteln (24) zum auf eindeutige Art
und Weiss Quantisieren des analysierten Si-
gnals, sowie mit Mitteln (28’) zum auf Grund der
akustischen Eigenschaften des menschlichen
0hres Bestimmen der Menge zusfitzlicher Infor-
mation. die dem quantisierten digitalen Signal zu-
gefi‘rgt werden kann. ohne dais diese zusatzliche
Information bei einer unmodifizierten Detektion

horbar ist, und mit Mitteln (26) zum Kombinieren
der zusatzlichen Information und des quantisier-

ten digitalen Signals zu einem zusammengesetz—
ten Signal versehen ist.
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2. chierernach Anspruch1,dadurch gekennzeich-
get, daB dieser mit Mitteln (29) versehen ist. zum
Umwandeln des zusammengesetzten Signals in
ein digitales Signal des vorbestimmten Formats.

Kodierer nach Anspruch 1 oder 2, dadurch got
kennzeichnet. dais die Mittei zum Analysieren

des digitalen Signals Analysenfiltermittel (22)
aufweisen zum in Antwort auf das digitale Signal
Erzeugen von P Teilbandsignalen, wobei diese
Analysenfiltermittel das Frequenzband des digi-
talen Signals nach einem Filterverfahren mit Ab-

_ tastfrequenzwertverringerung in Aufeinanderfol-
gende Teiibander mit Bandnummern p (1 E p E
P), wobei flirjedes der betreffenden Teiibander
(P) Mittei (24(p) vorgesehen sind zum aufeindeu-
tige Weise Quantisleren des digitalen Signals
und Mittei (26) zum Kombinieren der betreffen-
den quantisierten Teiibandsignaie und der ent-
sprechenden Teiibandsignale des Hilfssignals
zum Bilden von P zusammengesetzten Teiiband-
signalen.

Kodierer nach Anspruch 3 insofern abhfingig von

Anspruch 2. dadurch gekennzeichnet. dais der
Kodierer weiterhin mit Synthesefiltermitteln (27)
versehen ist zum in Antwort auf die zusammen-

gesetzten Teiibandsignale Bilden einer Repiik
des zusammengesetzten Signals. wobei die Syn-
thesefiltermittel die Teiibénder nach einem der

Aufteilung in den Analysenfiltennitteln entspre-
chenden Filterverfahren mit Abtastfrequanz-
werterhfihung zusammenffigen.

Kodierer nach Anspruch 4, dadurch gekenn-
zelchnet. daB das Hilfssignal v(k) eln digitales Au-
diosignal ist und daB Analysenfiitermittel (23)
vorgesehen sind zum in Antwort auf das Hilfssi-
gnal Erzeugen elnerAnzahl von P Teiibandsigna-
len, wobei die Analysenfiltennittel das Frequenz-
band des Hiltssignais v(k) nach einem Filterver-
fahren mit Abtastfrequenzwertverringerung in
aufeinanderfolgende Teiibander mit bandnurn-
mern p (1 S.— p g P) aufteilen.

 

Kodierer nach Anspruch 4 oder 5, dadurch ge-
kennzelchnet. dais die Bandbreiten der Teiiban-
der den kritischen Bandbreiten des menschlichen

0hres in den betreffenden Frequenzhereichen
annfihemd entsprechen.

Kodierer nach Anspruch 4,15 oder 6. dadurch ge-
kennzeichnet. dais die Mittei (24) zum aufeindeu-
tige Weise Quantisieren des digitalen Signals
zum adaptiven Quantisieren dieses Signals ein-
gerichtet sind und je Teilband die Grass des
Quantisierungsschrittes vcn derAmplitude eines
Abtastwertes des digitalen Signals abhangig ist,
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wobei es zvvischen den maglichen aufeinander-
folgenden Schritten einen exponentiallen. Zu—
sammenhang mit einer orbestimmten Grimdzahl
a gibt. ,

.. Kodierér nach Anspruch 7, dadurch gekenn-
zeichnet, daB die GréBe des Quantisierungs-
schrittes eines zu quantisierenden Abtastwertes
zugleich von der Game mindestens eines vorher-

gehenden Abtastwertes abhéngig st.

 

Kodierer nach Anspruch 7 Oder 8. dadurch ge-
kennzelchnet. dais Mittel (25) vorgesehen sind
um jedes Tellbandslgnal des Hllfssignals um ei-
nen Faktor G zu dfimpfen. wobel gilt: G = 23 l (a
- 1).

.Dekoder zum Gebiauch zusammen ‘mit einem

Kodierer (7) new den Ansprfichen 5 ble 9. gig
durch gekennzeichnet, daB der Dekoder (10) mit
Analysenfiltennltteln (31) versehen ist zum in
Antwort auf das zusammengesetzte Signal Er-
zeugen einer Anzahl zusammengesetzter Teil-
bandsignale, wobei die Analysenfilterrnlttel das
Frequenzband dos zusammengesetzten Signals
nach einem Filterverfahren mit Abtastfrequenz—
wertvern‘ngerung in aufeinanderfolgende Tell-
bénder mit Bandnummern p (1 § p E P) eufteilen.
wobei die Bandbreiten der Tailbfinder denen der

Analysenfillennittel (22) in dem Kodierer ent-
sprechen, mit Mitteln (33) zum auf eindeutige
Weise Quantisleren der zusammengesetzten
Teilbandsignale. mit Mitteln (34) zum Subtrahie-
ren der betreffenden quantisierten Teilbandsi-

gnale von den entsprechenden Teilbandslgnalen
des zusammengeeelzten Signals zum Bilden von
Teilbanddifferenzsignalen und mit Synthesefil-
tennltteln (36) zum in Antvivort auf die Tellbanddif-

ferenzsignale Bilden einer Repllk des l-lllfssL
gnals v'(k), wobel die Synthesemlttel die Teilbfin-
der nach einem der Aufteilung In den Analysen-
fillermitteln entsprechenden Fllterverfahren mit
Abtastfrequenzwerterhfihung zusammenffigen.

Dekoder nach Anspruch 10, dadureh gekenn—
zeichnet. daB die Mitlel (33) zum auf eindeutlge
Weise Quantisieren des digitalen Signals zum
adaptiven Quantisieren dieses Signals eingerich-
tet sind and is Teilband die Grfifle des Quantlsie-
rungsschrittes von der Amplitude eines Abiast-
wertes des digitalen Signals abhéngig ist. wobei

 

' es zwischen den méglichen aufeinanderfolgen-

12.

den Schritten einen exponenliellen Zusammen-

hang mit einer vorbestimmten Grundzahl a gibL

Dekoder nach Anspruch 11, dadurch gekenn-
zeichnet. dafl. Mittel (35) vorgesehen sind um je- ‘
 

des Teilbanddifferenzsignal um einen Faktor G
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24 '

zu versmrken, wobel gilt: G = 2a I (a - 1).

Anordnung zum Aufzeichnen eines digitalen Au—
diosignals auf einem Aufzelchnungstréger (48)
miteinem Kodierer (7) nach einem derAnspriiche
1 ble 9.

Anondnung zum Aufzelchnen eines digitalen Au-
diosignals auf einem Aufzeichnungstréger (48)
mit einem Kodierer zur Teilbandkodierung des di-
gitalen Audioslgnals einer besllmmten Abtastfre-
quenzwert1l'l',wcbelder Kodierer mitden folgen-
den Elementen versehen ist:

- Analysenfiltermitteln (22) zum in Antwort
auf das Audioslgnal Erzeugen einer Anzahl
von P Teilbandsignalen. wobei diese Analy-
senfiltermitlel das Frequenzband des Au-
dloslgnals nach einem Filterverfahren mit

Ahtasifrequenzwertverringerung in aufein-
anderfolgende Teilbénder mit Bandnum—
rnern p (1 .5 p é P) aufteilen, wobei diese
Analysenfllharmittel weiterhin dazu einge-

' richtet sind. P Ausgéngen die P Tellbandsl-
gnale zuzuffihren. wobei diese Ausgfinge
gekoppelt sind mit P entsprechenden Ein-
gfiugen.

-‘ einer Aufieichnungseinheit (47’). die zum
AulZeichnen der P Teilbandsignale auf dem
Aufzeichnungstrfiger eingerichtet ist,

dadurch gekennzelchnet, dais die Anordnung
weiterhin eine mit den Analysenfiltermitteln (22)
gekoppelte Detektionseinheit (50) aufweist. (133
die Deteldlonselnheit zum Detektieren des Vor-

handenselns eines Hilfssignals in einem oder
mehreren der Teilbandslgnale sowie zum Erzeu-
gen eines Stauersignals bei Deteldion des Hilfs-
signals und zum Zufiihren dieses Steuerslgnals
zu einem Ausgang (54) elngerichtet lst. daB die-
ser Ausgang mit einem Steuerslgnaleingang (55)
der Aufzelahnungselnhelt (47') gekoppelt lst und
dais die Aufzelchnungseinhelt zum Sperren der
Aufnahme des Audioslgnals beim Vorhanden-
sein des Steuersignals und zum Aufzeichnen des
Audiosignals beim Fehlen des Steuersignals ein-
gerichtet ist.

15. AnOMnung zum Aufzeichnen eines digitalen Au-
diosignals auf einem Aufzeichnungstrfiger (48‘)
mit einem Kodierer zur Teilbandkodiérung des di- .
gitalen Audiosignals mit der bestimmten Ablast-
frequenz 1m wobel der Kodierer mit den folgen-
den Elementen versehen ist:

- Ahalysenfiltennitteln (22) zum in Antwort
auf das Audiosignal Erzeugen einerAnzahl
von P Tailbandsignalen, wobei diese Analy-
senfiltermittel das Frequenzband des Au—
diosignals nach einem Filterverfahren mit
Abtastfrequenzwertverringerung in aufein-
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anderfolgende Teilbénder mit Bandnum—
mern p (1 § p é P) aufteilen. wobei diese
Analysenfiltermittel welherhin dazu elnge—
richtet sind, P Ausgfingen die P Teilbandsi-

gnale zuzuffihren, wobei diesel Ausgiinge
gekoppelt sind mit P entsprechenden Ein-
gangen,

- einer Aufzeichnungseinheit (47'). die zum
Aufzeichnen der P Teilbandsignale auf dem
Aufzeichnungstrfiger’eingerichnel ist.

dadurch gekennzeichnet. daB die Anondnung
weiterhin eine mit den Analysenfiltermitteln (22)
gekoppelle Detektlonseinheit (50) aufweist, deli
die Detektionselnhell zum Detektieren des Vor-

handenseins elnes Hllfsslgnals in einem oder
mehreren der Teilbandslgnale sowie zum Erzeu-
gen eines Steuersignals bei Deteklion des Hilfs-
signals und zum Zuffihren dieses Steuersignals

zu einem Ausgang (54) eingerichtel isl. dafl. die-
serAusgang mit einer Anzeigeeinheit (56) gekop-
pelt ist. die dazu eingerichlet ist. beim Vorhan-
densein des Steuerslgnals anzuzeigen, daB das
eufzuzeichnende Audiosignal ein mit einem Hilfs-
signal versehenes Audiosignal ist.

Anordnung nach Anspruch 14 oder 15. dadurch
gekennzeichnei. daB der Kodlerer weiterhln mit

 

4 Signalkombiniermitteln (26. S1 bis Sp) versehen
ist, die mit den Analysenflllen'n'rlteln gekoppelt
sind. daB die Signalkombinlennittel dazu einge-
richtet sind. helm Fehlen des Steuersignals das
Hilfssignal nach Wunsch (fiber 60) elnern oder
mehreren der Teilbandsignale hinzuzuffigen zur
Bildung von P zusammengesetzten Teilbandsi-

gnalen und zum Zufi'lhren dieser P zusammenge-
selzten Teilbendslgnale zu P Ausgfingen. die mit
den P entsprechenden Eingangen der Aufzeich-
nungseinheit (47') gekoppelt sind (Fig. 7). ,

Anordnung nach Anspruch 14 oder 15, dadurch

gekennzeichnet, dag der Kodierer weiterhin mit
Signalkombinlermltteln (26) versehen isl, die mit

den Analysenfiltermitteln (22) gekoppelt sind,
dais die Signalkombinlermiltel dazu eingerichtet
sind, helm Fehlen des Steuersignels das Hilfssi-
gnal einem oder mehreren. der Teilbandsignale
hinzuzuffigen zur Bildung von P zusammenga—
setzten Teilbandsignalen und zum Zuffihren die-

ser P zusammengesetzten Teilbandsignale zu P
Ausgéngen. die mit den P entsprechenden Ein-
gangen der Aufzeichnungseinheit gekoppelt sind
(Fig.8).

 

Anordnung nach Anspruch 14, dadumh gekenn—
zeichnet, dais der Kodierer einen Teil des Kodia-

rers nach einem der Anspriiche 1 Die 9 bildet.

 

19. Aufzeichnungstréger. auf dem mlttels der Anord-

1D

15

20

25

35

'14

’26

nung nach einem der Anspriiche 13, 16, 17 oder

18 ein digitales Audioslgnal aufgezeichnet isl, E
durch gekennzeichnel. daB das Audiosignal in P
Teilbandsignale aufgetellt isl und daB zum Erhal—
ten von P zusammengesetzten Teilbandsigna—
len, die aufdem Aufzeichnungstréger (48) aufge—
zelchnet sind, dem Audiosig nal in einem oder
mehreren der Teilbénder ein Hilfssignal zugeffigt
worden isl und dais das Hilfssignal derarl gewéhlt
warden ist. deB dieses Hilfssignal bei Wiederga-
be des aufdemAufzelchnungstrégeraufgezeich-
neten zusammengeseizlen Audioslgnals iiber
die Lautsprecheranordnung ffir einen Zuhbrer im
wesentllchen nlchi wahrnehmbar lst.

Revendlcatlons

1. Codeur pour incorporer des informations supple-
menlaires sous la forme d'un signal auxiliaire v(k)
dans on signal audionumérique u(k) ayant un for.
mat prédéterminé. caraotérisé en oe que le co-
deur (7) oomprend des moyens (22, 28) pour ana-
lyser le signal numérique, des moyens (24) pour
quantifier le signal numérique analyse de manié-
re non équivoque et des moyens (28’) pour deter-
miner. sur la base des proprietés aooustiques du
systeme audllif humain, la quantité d'informa-
tions supplementaires que I’on peut ajoulaer au si-
gnal numérique quantifié sans que ces infome-
tions numériques supplémentaires soient audi-

bles ever; one detection non modifiée. des
moyens (26) étant prévus pour combiner les in-
formations supplémenlaires et le signal numéri-

que quantifié en on signal composite.

Codeur selon la revendlcation 1. wractérisé en

ce qu'il oomprend des moyens (29) pour recon-
vertir le signal composite en un signal numérlque
ayanl le format prédélermlné.

Codeur selon la revendlcation 1 on 2. mractérisé '
en oe que les moyens d’analyse du signal nume-
rique oomprennent des mayens de filtrage ana-
lythue (22) pourgénérer un nombre de P signaux
do sous-bandes en reaction au signal numérique,
ces moyens de fillrage analythue divlsant la ban-
de de fréquences du signal numén‘que en dos

'sous-bandes oonsécutives ayant des nombres
de bandes p (1 § p é P). landis que. pour chacu-
ne des sous-bandes respectives (p). des moyens
(24(p)) sont prévus pour quantifier le signal nu-
mérique de manlere non équivoque et des
moyens (26) sont prévus pour combiner les si-
gnaux de sous-bandes quantifies respectifs et la
signal auxilialre pour oonstituer P signaux de
sous-bandes composites.
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Codeur salon Ia revandication 3, découlant de la

revandic'ation 2. caractérisé .en ce que des
moyens de filtrage synthétique (27) sont prevus
pour construire une réplique du signal composite
en réaciton aux signaux de sous-bandes compo- _
sites. ces moyens de filtrage synthetique combi-
nant les sous-bandes selon un prooédé de filtra-
ge avec augmentation de la fréquenoe d'éohan-
tiilonnage correspondent a la subdivision dans
les moyens de filtrage analytique (22).

Codeur selon le revendioation 4, oaractérisé en

ce qua le signal auxiliaire v(k) est no signal audio-
numérique et des moyens de filtrage analytiqua
(23) sont prévus pour générsr un nombre P de si-
gnaux da sous-bandas en reaction au signal
auxiliaire v(k). ces moyens de filtrage analytique
divisant la bande de fréquence du signal auxiliai-
re en das sous-bandes consécutives ayant des
nombres de bandes p (1 E p é P) salon un pro-
cédé de filtrage avec reduction de la fréque'nce
d'échantillonnage.

Codeur selon la revendication 4 on 5. caractérisé

en es que les largeurs des sous-bandes corres-
pondent approximativement aux lergeurs da ban-
de critiques du systems auditif humain dans les
plages de fréquences respectives.

Codeur salon la revendication 4. 5 on 6, caractéc
rise on oe qua les moyens (24) pour quantifier la
signal numérique de maniere non équivoque sont
conous pour quantifier as signal de maniere
adaptative et que, pour cheque sous-bands, la
grandeur du pas de quantification depend de
l’amplitude de l'échantillon do signal numérlque.
une relation exponentialle avec un nombre da

base préréglé aexistent entre les pas successifs
possibles. '

Codeur salon la revendication 7. oaractérisé en
ce qua la grandeur du pas de quantification d'un
échantillon a quantifier depend égalemant de la
grandeur d'au moins un échantillon precedent.

Codeur salon la revendlcation 7 on 8. caractérisé
en ce que les moyens (25) sont prévus pour at-

ténuer cheque signal de sous-bands du signal
auxiliaire d'un facteur G, qui répond a la relation
6 = 2al(a - 1).

Decodeur a utiliser en combinaison avec un 00-

deur (7) salon les revendications 5 a 9. cara‘ctea
risé an ce que le déoodeur (1 O) comprend des
moyens de fiitrage analytiqua (31) pour générer
un certain nombre de signaux de sous-bandes
composites en reaction au signal composite. ces
moyens de filtrage analytiqua subdivisent la ben-
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11.

28

da de fréquences du signal composite en des
sous-bandes consécutives ayant des nombres
de bandes p (1 s p g P) selon un precede de fil-

trage, avec reduction de la frequence d'échantil-
lonnage, tandis que les iargeurs dss sous-
bandes correspondent a celies des moyens de
filtrage analytique (22) dans le codeur. des
moyens (33) pourqua'ntifierde manlere non equi-
voque les signaux de sous-bandes composites.

des moyens (34) pour soustraire les signaux de
sous-bandes quantifies reepectifs des signaux
de sous-bandes correspondents des signaux
composites pour former des signaux de differen-
ces de sous-bandes. et des moyens de filtrage
synthétique (36) pour construire une réplique du
signal auxiliaire v'(k) en reaction aux signaux de
difference de sous-bandss, lesdits moyens da

filtrage synthétique combinant les sous-bandes
salon un procédé do filtraga avec augmentation
de la fréquence d'échantillonnage correspondant.
a la subdivision dans les moyens de filtrage ana-
Iytique.

Decodeur selon la revendication 1D. caractén'sé

en ce que les moyens (33) pour quantifier ls si-
gnal numérique da maniére non équivoque sont
agenoés pour quantifier de maniere adaptative
ce signal et que. par sous-bands. la grandeur du
pas de quantification depend de I'amplitude de
I'échantillon du signal numérlque, tandis qu'entre
les pas successifs possibles, il y a une relation
exponentieIIe avec un nombre de base predeter-

miné a.

12. Décodeur selon Ia revendication 9, caractérisé en

13.

ce que des moyens (35) sont prévus pour ampli-

fier cheque signal de difference de sous-bands
d'un factaur G qui répond a la formula G = 2al(a
- 1).

Dispositif pour enregistrer un signal audionumé-
rique sur un support d'enregistrement (48).
comprenant un codeur (7) salon l'une queloonque
des ravendications 1 a 9.

14. Dispositif d'enregistrement d'un signal audionu-
rnérique sur un support d’enregistrement (48).
comprenant un codeur pour le codage da sous-
bandes du signal audionumérique de fréquence
d’échantillon donnée 1fi'. oe codeur compre-
nant:

- des moyens de filtrage analytique (22) réa-
gissant au signal audio pour générer une
pluralité de P signaux de sous-bandes. ces
moyens de filtrage analytique divisant la

bands do fréquences du signal audio salon
un precede do filtrage avec reduction de la

fréquence dféchantillonnage en des sous-
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bandes consécutives ayant des nombres
do bandes p (1 § p E P), cos moyens do fil-
trage analytique étant. en outre, a memo

d’appliquer les P signaux do sous-bandes a
P sortles. lesdites sortios étant coupléos a
P entrees corrospondantos

- d'une unitéd'enreglstremont (47’) qui est
concue pour enrogistrer les P signaux do

sous-bandes sur le support d'enregistre-
ment.

caractériso en ce que lo dispositif comprend. en
outre. uno unite do detection (50) reliée aux
moyens do filtrage analythue (22), que l'unité do
detection. est a memo do detector la presence
d’un signal auxiliairo dans un ou plusieurs si-
gnaux do sous-bandes. do générer un signal do
commando lors do la detection du signal auxiliai-
re et d‘appiiquer lo signal de commands a une
sortie (54), que ladite sortie est roliéo a une on-
trée do signal do commando (55) do l'unité d'en-
registremont (47') et que l'unito d'onregistroment
est a meme d'empécher I'enregistrement du sl—

' gnal audio on presence du signal do commande
et d‘enregistrer le signal audio on l’absence du si-
gnal do commando.

Dispositif d'enregistroment d'un signal audionu-
mériquo sur un support d’enregistrement (48'),
comprenant un codeur pour lo codago on sous-
bandes du signal audionumérique de fréquenco
d'échantilionnage don née 1/T, dans lequel le co-
deur comprond : '-

- dos moyens do filtrage analytique (22) rea-
gissant au signal audio pour généror un plu-
rallté do P signaux do sous-bandes. cos

moyens do filtrage analytique divlsant la
bande do frequence du signal audio on dos
sous-bandes consécutives ayant dos nom-
bros do bandos p (1 E p E P) selon un pro-
cédo do filtrage avoc reduction do la fro-
quonce d'échantillonnago. Iosdits moyens
do filtrage analythue étant, en outro. a
memo d'appliquer les P signaux do sous-
bandos a P sorties. lesquellos sont cou-
plées a P entrees correspondentos

- d'une unite d'enroglstrement (47’) qui est
concue pour enrogistror les P signaux do
sous-bandes sur le support d'enregistro-
ment. .

caractérisé en ce que lo dispositif comprond. on
outro. uno unite do detection (50) roliée aux
moyens do filtrage analytique (22), que l’unité de
detection est a meme do detector la presence
d’un signal auxiliairo dans un ou plusieurs dos si-
gnaux do sous-bandos, do générer un signal do
commando par detection du signal auxiliairo ot
d’appliquor le signal do commande a une sortie
(54), que ladito sortie est reliée a une unite do si-
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gnalisation (56) et que l'unité do signalisation est
concue pour signaler que lo signal audio a enro-
gistrer, lorsqu'un signal do commande est pre-
sent, est un signal audio contenant un signal
auxiliairo.

Dispositif selon la revondication 14 cu 15. carat:-
térisé en ce que le codeur comprend. en outre.
dos moyens do combinaison do signaux (26 S, a

Sp) relies aux moyens do filtrage analythue. les
moyens do combinaison de signaux sont a meme
d'ajouter sélectivement (via 60) lo signal auxiliai-
ro, en l'absence do signal do commande. a un ou
plusieurs dos signaux do sous-bandes pour for-
mer P signaux do sous-bandes composites et
d'appliquor losdits P signaux do sous-bandos
composites a P sortios, lesquelles sont coupleos
aux P ontréos correspondentes do l'unité d'enre-
gistrement (47’)(Fig. 7).

Dispositif selon la revondication 14 cu 15, caree-
térisé once que le codeur comprend. en outre,

dos moyens do combinaison do signaux (26) re-
liés aux moyens do filtrage analytique (22). que
les moyens do oombinaison do signaux sont a
meme d'ajouter lo signal auxiliairo, on l'absence
du signal do commands. a un ou plusieurs dos si-
gnaux do sous-bandes pour former P signaux do
sous-bandos composites et d'appliquer Iesdits P
signaux do sous-bandos composites :1 P sortlos,
Iosquelles sont couplees aux P entrees corres-

pondantos do I'unité d’enregistrement (Fig. 8).

Dispositif selon Ia revondication 14. caractériso
on co que lo codeur falt partio d’un codeur selon
l'uno quelconque des revendications 1 a 9.

Support d'enregistrsmentsurlequol un signal au-
dionumérique a été enregistré a l'aide d’un dispo-
sltlf selon l'une quelconque dos revendicatlons
13. 16, 17 cu 18. caractérisé en ce que lo signal
audio est divisé on P signaux do sous-bandes ot

que le signal audio est combine avec un signal
auxiliairo dans uno ou plusieurs de sous-bandes
do maniore a obtenlr P signaux do sous-bandos
composites enregistrés sur le support d'enregis-
troment (48) ot que lo signal auxiliairo est sélec-
tionne do telle maniero qu'au cours do la repro-

‘ duction du signal audio composite enregistre sur
is support d'enregistremont via un dispositif a
haut—parlour, Iodit signal auxiliairo soit sensible-
ment imperceptible a un auditeur. ‘
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Transform or :1 Discrete Cosine Transform. One or more of the ac coefficients generated I

by the transform are seiected and the watermark data is inserted «extracted therefrom. ‘mswl‘a ‘
An inverse permutation and inverse transform can then be used to return the video to the moumpm VALUE p u
unencoded spatial domain. The inserted watermark data is substantially invisible in the
reconstructed video since it is spread over the pixels in the block by virtue of the permute
and transform. PERMU‘IE MEDIA

museam" \ M

 
DISH-Blue Spike-842

Exhibit 1004, Page 0254



DISH-Blue Spike-842
Exhibit 1004, Page 0255

FOR THE PURPOSES OF INFORMATION ONLY

l
Codes used to identify States party to 'r‘ne ‘PC’T on me from pages of pamphlets publishing international applications under the PCT.

Albania Es Span LS Lesotho SI Slovenia
Armenia Fl Finland L‘l' Lithuania SK Slovakia
Austria FR France Lmanbourg SN Senegal
Ausn-nlia GA Gabon LV Latvia 81. Swaziland
Azerbaijan GB United Kingdom MC Monaco TD Cimd
Bosnia and Henegavina GE Georgia MD Republic of Moldova 11: Togo
Barbados ’ GH Ghana MG Madagascar TJ Tajikistan
Belgium GN Guinea M]: The former Yugoslav TM Turkmenistan
Burkina Faso GR Owe Republic of Madonna TR Turkey
Bulgaria HU Hungary ML V Mali 11‘ Trinidad and Tobago
Benin IE Ireland ' MN Mongolia UA Ukraine

. Brazil [L Israel MR Mauritania UG Uganda
Belarus [5 Iceland MW Malawi US United Siam of America
Canada 11‘ Italy MX Merino UZ Uzbekistan
Central African Republic JP Japan NE Niger VN Viet Nam
Congo KE Kenya NL Netherlands YU Yugoslavia
Switzerland KG Kyrgyzstan Norway Zimbabwe
Cate d'lvoine KP Democratic People‘s NZ New Zealand
Cameroon Republic of Korea PL Poland
China KR Republic of Korea I’I‘ Ponugal
Cuba KZ Karakxnn R0 Romania
Czech Reyublic ‘ LC Saint Lucia RU Rmim Federation
Germany ' u momma so Sudan
Denmark LK Srl Lenka SE Sweden
Estonia LR Liberia SC- Singapore

 
DISH-Blue Spike-842

Exhibit 1004, Page 0255



DISH-Blue Spike-842
Exhibit 1004, Page 0256

wo sis/37513 ' PCT/AU98/00106

INVISIBLE DIGITAL WATERMARKS

This invention relates to the provision of identification or authentication data, sometimes

referred to as a watermark or signature, in digital media datavsuch as digital image or audio

5 data. In particular, the present invention relates to a method and apparatus for incorporating

a watermark in digital media data, and a method and apparatus for retrieving or extraCting a '

watermark from digital media data in which a watermark has been previously incorporated.

In this specification the term "watermar " is used to refer to any distinctive or distinguishing

10 data which may be used for identification or authentication of the digital media data associated

therewith, or of some attribute of the media data such as the source thereof. _A watermark

may comprise image data, such as pixel data formng a logo or the like, or may be in the

form of coded text and/or binary numbers, for example, which represent a message. In some

applications the watermark data may include error correction coding techniques to improve

15 the robustness of the watermark to image manipulation. The format of the signal that is to

be watermarked is not restricted to a multi dimensional representation. It is also possible for

audio information to be watermarked. This method of encoding data is not restricted to

information associated with copyright and could be used to convey any suitable information
in a hidden manner. -

20

Watermarks are utilised in media data for a number of reasons, one being to prevent or

discourage copying of the media data if it is subject to copyright, or to at least allow for

I identification of the media data even if it is copied. Visible watermarks have been employed

for many years in varying applications including banknotes and. photographs, but have

25 «significant disadvantages because of their visible nature. Although a visible watermark may 4

be quite effective in discouraging copying of an associated image, in general it is considered

disadvantageous for a watermark to be obtrusive upon the original image.

Besides the issue of whether or not the watermark is visible in an associated image (or audible

30 in the case of watermarked audio media), several other factors are also considered important.
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For one. the watermark should be robust to manipulation of the watermarked media, and

should be secure so as to not be easily removable by a malicious user. Before the advent-of

digital media processing and manipulation, a degree of robustness and security was inherent

in a visible watermark, because a copy of the watermarked image would generally bring with

it the visible watermark itself which would be difficult to remove. However, digital

processing makes it possible to perform many sophisticated manipulative operations on

watermarked media, which may degrade the visible watermark or be utilised to alter an image

to at least substantially remove the watermark. In this case, therefore, the properties‘of a

visible watermark count against the security thereof since it is clearly visible what must be

removed or altered in the watermarked image. A paper entitled “Protecting publicly-available

images with a visible image watermark" (Gordon Braudaway, Karen Magerlein & Fred

Mintzer; SPIE Vol. 2659, pp 126-133) discusses robustness and security in visible image

watermarks.

Visible watermarks are considered unsuitable for many modern applications because of the

intrusive effect of the watermark on the original media. Watermarking schemes have been

developed in which the watermark is substantially invisible on an original image but readily

visible on a copy thereof. However, such schemes generally rely upon characteristics of

photocopying or electronic seaming apparatus, and so are only suitable for a limited range

of applications, such as in images or text on paper documents. In any event, these _

watermarking schemes are also subject to security difficulties arising from digital processing

and manipulation.

In media involving a sequence of images, such as video media, it is particularly undesirable

for a watermark to be intrusively visible, since considerable effort is expended in providing

the image data to the user in a form which is as visually clear as possible, and a visible

watermark may significantly detract from the original image. Visible watermarks are

presently used in some video applications, particularly television coverage of live sporting

events where a'relatively small and faint logo or the like is superimposed on the television

30 picture, typically near one comer thereof. This is not completely satisfactory. besides the
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visual intrusion, because the logo can be easily cropped from the picture in a copy thereof,

or could be relatively easily removed, at least substantially, with digital processing

techniques. To make the visible watermark more secure it should be placed over the visually

most important part Of the image, which also makes the watermark more intrusive and thus

less desirable.

Invisible watermarking techniques, particularly for digital media data, have been developed,

and one is described in an article entitled. "Watermarking Digital Images for Copyright

Protection" (1.1K. O'Ruanaidh, FM. Boland & O. Sinnen). This article discloses a method

of embedding a watermark in a digital image which is said to be invisible and quite robust.

The image data is divided into rectangular blocks, and each block is then transformed using

either a Walsh transform, discrete cosine transform (DCT) or wavelet transform. The bits

defining the watermark graphic are inserted in the digital image by incrementing or

decrementing a selected coefficient in the transform domain of the data block. Coefficients

are selected according to a criterion based on energy content. Another algorithm described

in the article relates to insertion of watermark data based on the use of the discrete Fourier

transform (DF'I‘). This method differs fundamentally from the transform domain technique

outlined above. The DFT is a complex transform that generates complex transform domain

coefficients given a real valued input. The watermark is placed in the phase component of

generated transform coefficients when using this transform.

Another article which addresses the difficult issues of digital watermarking is "Secure Spread

Spectrum Watermarking for Multimedia" (IngemarJ Cox, Joe Kilian, Tom Leighton & Talal

Shamoon; NEC Research Institute, Technical Report 95-10). This article describes an

invisible digital watermarking method for use in audio, image, video and multimedia data.

The method described in this article also involves a frequency domain transform of the image

data and insertion of the watermark data whilst in the transform domain. In practice, in order

to place a length n watermark into an N x N image, the discrete cosine transform of the image

is computed, and the watermark data encoded into the n highest magnitude coefficients of the-

30 transform matrix, excluding the dc component. In other words, the watermark data is placed
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in transform domain components of greatest perceptual significance, which enables the

watermark to be robust to image distortion and unauthorised removalwithout serious

degradation of the image itself. This watermarking algorithm employs an energy compacting

transform, which makes the selection of transform coefficients for encoding of the watermark

5 data very important. For most images the coefficients selected will be the ones corresponding

to the low spatial frequencies, with the result that significant tampering of the image at- those

frequencies would destroy the image fidelity before the encoded waterrnark. The

watermarking techniques of UK O‘Ruanaidh et a1 and Ingemar J. Cox et al require the

original image ’when performing the watermark extraction operation. As a consequence,

lO proof of ownership is accomplished only ifthe original image is certified as being the original

by a trusted third party, and the particular segment of the original image must be first

identified and found before ownership is verified.

The present invention addresses some of the difficulties identified in the prior an, and

15 embodiments of the invention aim to provide a digital watermarking process in which:

1. the presence of the watermark is invisible (Le. the watermarked visual or audio

material is visually or auditorially substantially indistinguishable from the original);

20 2. the watermark is robust to signal manipulation and distortion;

3. the watermark is secure;

4. the original media data is not required in order to extract the watermark; and

25 ~

5. the watermark can be inserted and/or extracted by a simple computational procedure

which can be done in real time. -

In accordance ‘with the present invention, there is provided a method for inserting

3O identification or authentication data into digital media data, including the steps of:
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segmenting the digital media data into data blocks;

applying a pseudo-random reversible function to a block of the digital media data to

obtain a modified data block;

applying an orthogonal transform on the modified data block to obtain transform

5 domain data; '

modifying at least one selected transform domain data coefficient in accordance with

identification or authentication data;

inverse transforming the transform domain data having the at least one modified

coefficient; and

10 applying an inverse pseudo-random function to obtain watermarked digital media data.

The present invention also provides a method for extracting identification or authentication

data from watermarked digital media data, including the steps of: I

segmenting the digital media data into data blocks;

is applying a pseudo-random reversible function to a block of the digital media data to

obtain a modified data block;

applying an orthogonal transform to the modified data block to obtain transform

domain data: and

extracting identification or authentication data from at least one coefficient of the

20 transform domain data.

Preferably, the pseudo-random reversible function has the property of flattening the power

mectral density of the data block (i.e. the function performs a spectral whitening operation),

such that each coefficient then generated by the transform contributes substantially equally

25 to the total energy of the block. This allows the watermarking process to be less sensitive.

with regard to the introduced distortion, to the selection of the transform coefficient which

is modified in the watermark insertion operation.

The insertion and/or extraction method can be performed in real time, which is particularly

30 advantageous when the digital media data has presentation timing restrictions, such as in the
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case of real time video and/or audio data.

It is preferred for optimal performance that the average (dc) component of the transformed

media data be restricted to a single known transform coefficient and that. this transform

coefficient is not available for modification by the watermark insertion operation. It is also

preferred that the pseudo-random reversible function be tolerant to the introduction of noise

resulting from signal processing that could subsequently be performed on the watermarked

media data. Many different pseudo-random functions could be used for this application. One

pseudo-random function that offers good performance in terms of its noise rejection

capability, spectral flattening performance and simplicity of implementation is a permutation

of the data block based upon a keyed random number generator. In that case, the user should

ensure that a permutation is selected that exhibits the desired spectral whitening characteristics

as this is not guaranteed by all permutations.

A number of different transforms exist that could be used as the orthogonal transform

operation in the preferred method. These include the Walsh Hadamard Transform (WI-IT),

Discrete Cosine Transform (DCT), Discrete Sine Transform (DST) and Fast Fourier

Transform (FFT). The Walsh Hadamard Transform is the preferred choice due in part to its

low implementation complexity. The AC transform coefficients generated with such a

transform in conjunction with an appropriate pseudo-random function, using real image data

as input, are characterised by all possessing approximately equal energy. The selection of

transform coefficient(s) for modification can thus be based on a random keyed operation to

further enhance the security of the watermark.

For functions and transforms that do not restrict the average value of the data block to a

single transform coefficient, it is preferred (to minimise watermark visibility) that the average

(dc) value for the data block is calculated, stored, and subtracted from each data value in the

data block prior to the application of the of the pseudo-random function. The average value

is subsequently retrieved and added to each data value making up the watermarked data block

30 immediately after the application of the inverse pseudo-random function.
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The application of the pseudo-random function and the application of the orthogonal

transform can be combined into a single operation. Similarly with respect to the inverse

pseudo-random function and inverse transform. A combined data permutation and transform

operation can be considered equivalent to. in the one dimensional case, performing a

permutation upon the columns making up the basis matrix of the transform in question. Each

permutation will yield an orthogonal transform, hence the number of transforms contained

in the set is equal to the number of available permutations. Using this interpretation, the

security of the watermark relies not just on which transform coefficient has been modified to

contain the watermark data, but also on which member of the set of available transforms has

been used.

- The present invention further provides apparatus for inserting or extracting watermark data

15

20

25

in digital media data, comprising:

segmenting means for ”segmenting the digital media data into data blocks;

processing means for applying a pseudo-random reversible function to a block of the

digital media data to obtain a modified data block and performing a transform on the modified

data block to obtain transform domain data; and

means for inserting or extracting watermark data in at least one coefficient of the

transform domain data.

Preferably, in the case where watermark data is to be inserted in the digital media data the

processing means is also adapted to perform an inverse transformation and inverse pseudo—

random function on the transform domain data containing the watermark data so as to obtain

watermarked digital media data.

In practice. the segmenting of the digital media data into data blocks might comprise forming

. blocks of 64x64 pixels of image luminance pixel data, where the watermark is to be inserted

into a still image or image sequence. The block size need not be restricted to being square

and of dimension 64x64 pixels, both smaller and larger block sizes are possible depending

30 upon application requirements. In practice, the identification/authentication data which is
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inserted into a data block of digital media data might comprise a pixel from a binary graphic,

or data in the form of bits used to represent text and binary numbers, for example. The

watermark data is inserted into the data block that has undergone a block transform operation.

The distortion introduced due to the insertion of watermark data is dependent upon the block

size, the number of transform coefficients modified by the insertion operation and the

magnitude of the modification. The watermark data density per block is arbitrary depending

upon application requirements. In general, however, the higher the density the more visually

noticeable is the inserted watermark in the image. A series of data blocks may be contained

in a single image frame or spread over a number of image frames.

The invention is described in greater detail hereinafter, by way of example only, with

reference to the accompanying drawings, wherein: .

Figure 1 is a flowchart illustrating operations for inserting watermark data into digital

media data;

Figure 2 is a flowchart illustrating operations for extracting watermark data from
digital media data;

Figure 3 is a diagram of the watermark insertion process of a preferred embodiment

of the present invention;

Figure 4 is a flowchart illustrating the operations for a particular implementation of

the watermarking insertion procedure;

Figure 5 is a block diagram of watermarking apparatus for real-time video; and

Figure 6 is a block diagram of a media monitoring system.

This invention relates to the insertion and extraction of identification or authentication data

for use as a watermark in digital media data. such as digital image data, still or sequential. '

digital audio data or the like. A watermark provided in digital media data may provide a

means for identification of the source or some other attribute of the media data as may be

required to prove copyright ownership, for example. As mentioned above, embodiments of

the present invention are designed to have a number of advantageous properties, including:

the watermark presence being at least substantially invisible (ie the watermarked visual

DISH-Blue Spike-842

Exhibit 1004, Page 0263



DISH-Blue Spike-842
Exhibit 1004, Page 0264

WO 98/31513 , - PCT/AU98/00106

-9-

or audio material is visually or auditorially substantially indistinguishable from the original);

the watermark can be inserted and/or extracted by a simple computational procedure
which can be done in real time for audio and/or video media data; and

the original media data not being required in order to extract the watermark from the

5 watermarked media data.

Additionally. as also discussed above, it is desirable for watermarks in digital media data to

also be both secure in that a malicious user cannot easily remove or disguise the watermark

so as to prevent extraction, and robust to enable the inserted watermark to survive

10 manipulation of the watermarked media data. Digital images and image sequences, for

example, are seldom stored or transported over a communications link in their raw format.

Frequently some form of compression maybe applied to the media data, and it is therefore

important that the signal processing associated with the compression algorithm does not

remove or wash out the associated watermark inserted in the media data.

15

Although the following description of embodiments of the present invention refer primarily

to still or sequential image data, it is to be understood that the invention is equally applicable

to other, forms of digital media data, such as digitised audio data. I

20 In an embodiment of the invention, image pixel data is subdivided into 64 x 64 pixel spatial

domain blocks in order to provide a manageable data segment in which to insert watermark

data. _For example, a digital image comprising 1,024 x 768 pixels may be nominally divided

into blocks of 64 x 64 pixels so that the entire image is contained in an array of 16 x 12 image

data blocks (a total of 192 data blocks). Different watermark data may then be inserted into

25 each data block, so that the watermark data is spread, over the entire image. For example.

the watermark might comprise a 16 x 12 pixel logo or the like, so that a value representing

, each pixel of the logo is inserted in a respective data block of the digital image.

Alternatively, the watermark may comprise a text message formed in ASCII code and/or

binary numbers.‘ A message comprising of 192 bits could be inserted in the digital image if

30 a watermark density of 1/ 4096 (one bit per 64x64 block) was employed.
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The invisibility and robustness of the watermark are aided by dividing the image into blocks

and distributing the watermark data throughout the data blocks, and are further facilitated by

the insertion procedure utilised to insert the watermark data into each data block. The

5 following steps are used to insert a watermark data bit-or binary pixel graphic into a 64 x 64

spatial domain luminance data block.

(1)

l0

' 15 (ii)

(iii)

20

25

30 (iv).

Permute the 64x64 data block using a predetermined random permutation. There exist _

4096 factorial different ways in which this permutation can be performed. To

minimise the distortion introduced by the watermark modification. a permutation

should be selected that performs a spectral whitening operation on a signal that has a

predominant low pass power spectral density. The permutation is generated from a

keyed pseudo-random operation.

Transform the permuted data using a Walsh Hadamard Transform. This transform

can be implemented as a 4096-point one dimensional fast transform operation.

Watermark data is inserted into the data block by modification of selected transform

coefficient(s). The coefficient selection process is based on a keyed-pseudo random

operation, and does not include the dc coefficient in set of coefficients available for

modification. To maximise security of the watermarking process, different

coefficients are selected via the pseudo-random operation for each data block.

A watermark data bit can be represented by the sign. of a selected transform

coefficient. A transform coefficient value greater than or equal to zero could

represent logic zero and the negative values logic one. I Transform coefficient(s) need

only be modified if necessary, to ensure that the sign (+/—) corresponds the digital bit

to be embedded (1/0).

An inverse transform is then applied to reconstruct an approximation of the original
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64x64 spatial domain data block. In the transform domain. the watermark data is

completely contained by one transform coefficient when using a watermark data

density 1/4096. In the spatial domain, however, the watermark data is distributed

over each of the pixels making up the 64x64 data block.

The watermark read operation is accomplished by repeating steps (i) and (ii) above. The

original image or image sequence is not required for the reading operation. The watermark

data can be extracted with the knowledge of the permutation applied to the data block, the

transform operation. and which of the transform coefficient(s) modified to contain the

watermark data. The permutation employed is preferably kept secret by the owner of the

image or image sequence. The permutation could be represented by a secret seed number to '

a well defined pseudo random number generator.

Block transforms such as the classic Walsh Hadamard Transform (WHT), Discrete Cosine

Transform (DCT), Discrete Sine Transform (DST) and the Haar Transform (HT) can be

employed» in the watermarking process in embodiments of the invention: For transforms that

isolate the average block value or do value into one coefficient, that coefficient should not be

used to contain watermark data The WHT is the preferred choice for the transform operation

due to its low implementation complexity. Fast transform implementations of the WHT exist

that require only summing and one scaling operation, and the transform basis vector contains

only +1 and -1 elements. The analysis and synthesis transforms are identical.

Figure 1 illustrates a flow chart of operation involved in insertion of watermark data into

digital media data. according to an embodiment of the invention. Beginning at step 12, the

digital media data is first segmented into manageable data blocks such as blocks of 64x64

pixels or equivalent data elements. Step 13 calculates the average pixel value for the block
which is then subtracted from each pixel. Step 13 is unnecessary when using a transform that

contains the block average in a single transform coefficient. This is the case with the WHT

and the DCT, for example. The resulting dc transform coefficient should not, however, be

30 used to contain watermark data. The media data block or segment is then subjected to a

DISH-Blue Spike-842

Exhibit 1004, Page 0266



DISH-Blue Spike-842
Exhibit 1004, Page 0267

10

15

20

25

WO 98137513 v PCT/AU98/00106

-12-

permute operation (step 14) in which the data elements of the block or segment are rearranged 4

in a pseudo random, but repeatable and reversible manner. Next, at step 16, the permuted

spatial domain media data segment is subjected to the transform operation. In this

embodiment one of the transform coefficients is selected and modified to include watermark

data. When watermarking images or image sequences a watermark data bit could be

represented by the sign of the selected transform coefficient. A transform coefficient value

greater than or equal to zero could represent logic zero and the negative values logic one.

The watermark data density per block in this case is 1/4096. In some applications, densities

greater than 1/4096 may be required.

Following insertion of the watermark data into the transform domain of the media data, the

spatial domain media data is then reconstructed through steps 20, 22 and 23 by performing

an inverse transformation followed by an inverse permute operation and then the previously

subtracted block average value added to each pixel making up the block. Again, step 23 is

not necessary when using a transform that contains the block average in a single transform

coefficient. The resulting digital media data segment contains watermark data which is robust

to manipulation thereof, secure from unauthorised removal, and yet the reconstructed,

watermarked media data is substantially indistinguishable from the original spatial domain

media data when compared in subjective quality testing.

In order to extract the watermark data form digital media data in which watermark data has

been previously inserted, the procedure outlined in the flow chart of Figure 2 may be

employed. Essentially this involves steps mirroring the first half of the procedure illustrated

in Figure 1. The digital media data is first segmented as discussed previously (step 32), the

average pixel value for that block is determined and subtracted from each pixel (step 33) if

necessary. The resulting data block is then subjected to a permute operation as shown at ‘step

34. The permute operation must be the same as that performed during insertion of the

watermark data. and thus if different permute operations are variously employed, some

30 record must be maintained of which of the particular 4096 factorial permutations applies to ‘
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the particular media data segment in question. This could be in the form of a secret seed to

a well defined pseudo random number generator. The permuted media data segment is then

transformed with the same transform used by the insertion operation (step 36). Then it is a

simple matter to extract the particular coefficient for the transform domain media data and

5 then recover from this the watermark information.

Figure 3 illustrates a block diagram of the watermark insertion process described in

connection with the flow chart of Figure 1.‘ As discussed above, in this embodiment only a

single watermark data component, eg a data bit or binary graphic pixel, is inserted into each

10 selected digital media data segment or block, and the information required to reconstruct an

entire watermark requires the examination of a number of digital media data segments.

Figure 4 is a flow chart illustrating the insertion process of watermark data into digital media

data, which has been segmented into data blocks, over a series of data blocks. Where the

15 digital media data comprises a sequence of images, such as in the case of digital video or the

like, a complete watermark (eg the total of the identification data) may in fact be distributed

over more than one image or image frame. At step 42 the first data block in the image or

sequence of images is selected and, if necessary, the average of that block is then calculated

and subtracted from each pixel element in step 43. The resulting data block forming the

20 image segment is subjected to a permute operation, as described hereinabove, at step 44. The

permuted image data is then transformed using a block transform. At step 47 a particular

transform coefficient is selected for possible modification. The selection process is performed

in a pseudo random deterministic manner. Transforms that contain the block average (dc) in

one transform coefficient, or set of coefficients, must eliminate this coefficient from the

25 selection process. Step 48 performs the modification operation to incorporate the watermark

data into the selected transform coefficienms). The inverse of the transformation and perrnute

operations are then applied at steps 50 and 52 and step 53 adds to. each pixel value the average

as determined in step 43, if necessary. A test is then applied at step 54 to detemtine whether

the media data has finished, and if so the watermarking procedure ends. Otherwise. the next

330 block of the digital media data is selected at step 56. The watermark data is then
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incremented, meaning the next component of the watermark data, such as the next data bit

or binary pixel element. is selected at step 58. Of course. it will be recognised that it is

unnecessary for every data block of a particular digital media data source to be encoded with

watermark data, and only a certain selection of data blocks may in fact be encoded with

watermark data in practice. To provide copyright protection for the complete image

sequence, the watermark can be repeatedly inserted, with the watermark beginning at different

frame locations within the sequence and ensuring that watermarks do not overlap. Of course,

acquisition of the signal is important. This can be accomplished, by incorporating in the

watermark data, synchronisation information that, once acquired informs the watermark

reader the. location of the beginning of the watermark message dataor binary graphic.

To increase robustness and ensure readability even in the case where the original video signal

is significantly changed‘ such as through reduced spatial resolution or the case where

watermarked interlaced material is later converted to non-interlaced format, the watermark

can be distributed across both fields in such a way that the watermark can be independently

read from either or both fields and/or restricted to the low spatial frequencies. The latter may

be accomplished by the application of a 2x2 WHT on each row of the image to produce low

and high spatial frequency components. The watermark is then inserted in only the half

horizontal resolution frame corresponding to the low spatial frequencies. The full resolution

watermarked frame-is produced by performing an inverse 2x2 WHT on the rows making up
the low spatial frequency watermarked half horizontal resolution frame and the original high

spatial frequency half horizontal resolution frame.

in order to further improve security of the watermarking procedure, it is possible to alter the

permute operation periodically (step 60 in Figure 4). As mentioned above, it is nevertheless

necessary that the particular permute operation performed on each data block be repeatable

at a future time to enable extraction of the watermark.

Figure 5 illustrates a block diagram of watermarking apparatus for encoding real time video

30 with watermark data according to an embodiment of the present invention. Real time video
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feed is provided to the apparatus at a buffer 80 or the like, which provides an input to real

time processing circuitry 82. The circuitry 82 may comprise digital processing circuitry in

the form of high speed programmable computer circuitry, for example, which carries out the

algorithmic steps described in connection with Figure 4, for example. The watermark data

5 is provided from a buffer 84 which may be in the form, for example, of a ring buffer which ‘

cyclically feeds watermark data being a component of watermark text or graphic material to

the processing circuitry 82. The reconstructed video data containing the watermark data is

then passed to an output buffer 86 which provides the video data for transmission, recording

or whatever function the video data is required for. '

10

Embodiments of the invention, operating in real time, can be utilised to add watermark data

to media such as video and/or audio during live broadcast or other transmission, whilst

recording to storage such as tape or disc, during broadcast or other transmission from storage.

and during transferral from one storage device to another, for example. Furthermore,

15 embodiments of the invention operating'in real time can be used to monitbr media such as

television transmissions to detect the presence of watermark data incorporated in the media

data. A block diagram of such a system is illustrated in Figure 6. Video data is provided to

a buffer 90 from a source such as a broadcast receiver or the like. Real time processing

circuitry 93 is coupled to receive the media data from the buffer 90 and perform the

20 algorithmic steps described in connection with Figure 2, for example. This results in the

extraction of any watermarking data contained in the media data which was inserted according

to a process known to the monitoring apparatus (i.e. watermark data which has been added

with a known permutation and transform in transform coefficients selected according to a

known scheme). A comparison processor 94 can then be used to compare any watermark data

25 which is retrieved with stored watermark data to determine if the retrieved watermark data

corresponds to a known watermark indicating the source of the media data.

It will be appreciated from the foregoing description that the original media data is not

required by the watermark extraction process in order to extract the watermark data, and

30 therefore it is not required that the original image becertified by a trusted third party or held
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in escrow in order to prove the presence of a watermark in the media data. Random

accessibility of a watermark within an image sequence is easily achieved, as all that is

required to extract the watermark is the image or sequence of images that contains sufficient

watermark data to reconstruct the entire watermark or a substantial portion thereof, and the

secret keys used to seed the random permutation and the random coefficient selection process.

The watermarking process according to an embodiment of the invention has been tested on

still images and image sequences, and has been demonstrated to be near invisible to the naked

eye in a comparison between the reconstructed, watermarked media data and the original

media data. it has also be found to be secure and robust to compression such as 4 Mbps

MPEG coding of image sequences and 20% quality setting for JPEG compressed still images.

The described watermarking procedure is also robust to digital-to-analogue and analogue-to-

digital conversions, Accordingly, embodiments of the invention can be utilised to insert and

extract watermark data in analogue media as well as digital media. For example. watermark

data can be inserted and extracted from broadcast or home quality analbgue or digital video.

Tests have been performed demonstrating a successful read operation for watermarked digital

video originally of broadcast studio quality which has been temporarily recorded on an

analogue consumer VHS tape. in the case where the media is generated. stored and/or

transmitted in an analogue form, an analogue—to-digital conversion using known techniques

is used to obtain digital media data before inserting or extracting the watermark data (see 92 ~

in Figure 6). The media data may be returned to analogue form, if desired, using known

digital—to-analogue techniques.

It will also be appreciated that the simple nature of the computational processes involved in

the watermarking process of the present invention allow it to be applied quite readily to real

time video data, for example. This is because the only two computationally complex steps

in the watermarking procedure, namely the permute and transformation are still relatively

simple. This makes for a watermarking process that is very low in complexity, is easily

automated, and‘requires no human intervention in its application.
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The foregoing detailed description of the present invention has been presented by way of

example only, and is not intended to be considered limiting to'the invention as defined in the

claims appended hereto.
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1. A method for inserting identification or authentication data into digital media data,

including the steps of: i

5 segmenting the digital media data into data blocks;

applying a pseudo-random reversible fiinction to a block of the digital media data to

obtain a modified data block;

applying an orthogonal transform on the modified data block to obtain transform
domain data;

10 modifying at least one selected transform domain data coefficient in accordance with

identification or authentication data;

inverse transforming the transform domain data having the at least one modified

coefficient; and

applying an inverse pseudo-random function to obtain watennarked digital media data.
15 '

2. A method as claimed in claim 1, wherein the pseudo-random function applied to the

data block is a keyed function controlled by a cryptographic key.

3. A method as claimed in claim 1 or 2, wherein the pseudo-random function applied to

20 the data block has a property of flattening the power spectral density of the data block.

4. A method as claimed in claim 1, wherein application of the pseudo-random function

and application of the orthogonal transform are carried out in the same operation

25 5. A method as claimed in claim 1, wherein the at least one transform domain data

coefficient selected for modification is selected according to a keyed pseudo-random

operation.

6. A method-as claimed in claim 1, wherein a plurality ofdata blocks of the digital media

30 data are modified according to the identification or authentication data.
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7. A method as claimed in any one of claims 1 to 6, wherein the digital media data is

video data.

8. A method as claimed in anyone of claims 1 to 6, wherein the digital media data is
5 audio data.

9. A method as claimed in claim 7 or 8, wherein the identification or authentication data

is inserted into the digital media data in real time.

10 10. A method as claimed in claim 1, wherein at least one coefficient in the transform

domain data which represents the average (dc) of the data block is restricted from selection

for modification with the identification or authentication data.

11. A method as claimed in claim 1 or 10, wherein the orthogonal transform is a Walsh

15 Hadamard transform.

12. A method as claimed in claim 1 or 10, wherein the orthogonal transform is selected

from a discrete cosine transform, a discrete sine transform and a fast Fourier transform.

20 13. A method as claimed in claim 1, wherein the pseudo-random reversible function is a

permutation of the data block based on a keyed pseudo-random number generator.

14. A method as claimed in claim 1, including determining an average of data values in

the data block, subtracting the average value from the data values in the data block before

25 applying the pseudo-random function, and adding the average value back'to the data values

in the data block after applying the inverse pseudo-random function.

15. A method for extracting identification or authentication data from watermarked digital

media data. ineluding the steps of:

30 segmenting the digital media data into data blocks;
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applying a pseudo-random reversible function to a block of the digital media data to

obtain a modified data block;

applying an orthogonal transform to the modified data block to obtain transform

domain data; and

5 extracting identification or authentication data from at least one coefficient of the .

transform domain data.

16. A method as claimed in claim 15, wherein the pseudo-random function applied to the

data block is a keyed function controlled by a cryptographic key.

10

17.. A method as claimed in claim 15 or 16, wherein the pseudo-random function applied

to the data block has‘a property of flattening the power spectral density of the data block.

18. 7A method as claimed in claim 15. wherein application of the'pseudo-random function

15 and application of the orthogonal transform are carried out in the same operation.

19. A method as claimed in claim 15. wherein the extracting step includes selecting at

least one transform domain data coefficient from which to extract identification or

authentication data according to a'keyed pseudo-random operation.

20

20. A method as claimed in any one of claims 15 to 19, wherein the digital media data

comprises video data.

21. A method as claimed in any one of claims 15 to 19, wherein the digital media data

25 comprises audio data.

22. A method as claimed in claim 20 or 21, wherein the identification or authentication

data is extracted from the digital media data in real time.

30 23. A method as claimed in claim 15, wherein the orthogonal transform is a Walsh
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Hadamard transform.

24. A method as claimed in claim 15, wherein the orthogonal transform is selected from

a discrete cosine transform, a discrete sine transform and a fast Fourier transform.

25. A method as claimed in claim 15, wherein the pseudo—random reversible function is

a permutationof the data block based on a keyed pseudo-random number generator.

26. A method as claimed in claim 15, including determining an average of data values in

the data block, and subtracting the average value from the data values in the data block before

applying the pseudo-random function.

27. An apparatus for inserting or extracting watermark data in digital media data.

comprising: ‘ g

segmenting means for segmenting the digital media data into data blocks;

processing means for applying a pseudo-random reversible function toa block of the

digital media data to obtain a modified data block and performing a transform on the modified

data block to obtain transform domain data; and ‘

means for inserting or extracting watermark data in at least one coefficient of the

transform domain data.

28. An apparatus as claimed in claim 27, wherein the processing means is' also adapted to

apply an inverse transformation and inverse pseudo—random function of the transform domain

data containing the watermark data so as to generate watermarked digital media data.

29. An apparatus as claimed in claim 27 or 28, wherein the apparatus inserts or extracts

watermark data in digital media data in real time

30. An apparatus as claimed in claim 29, wherein the digital media data comprises video

30 data.
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31. An apparatus as claimed in claim 29. wherein the digital media data comprises audio

data.

32. An apparatus as claimed in claim 27, including means for Selecting at least one

transform domain data coefficient for the insertion or extraction of identification or

authentication data according to a keyed pseudo-random operation.

33. A media data monitoring system comprising:

a media data buffer for temporarily storing media data received from a data source;

a real time processor coupled to receive media data from the media data buffer and

adapted to extract identification or authentication data according to the method defined in

claim 15; and

a comparison processor coupled to the real time processor for comparing extracted

identification or authentication data with known identification or authentication data.

34. A media monitoring system as claimed in claim 33, including an analogue-to-digital

converter forconverting media data into a digital‘form before processing by the real time

processor.

35. A media monitoring system as claimed in claim 33 or 34, wherein the media data

comprises video data.

36. A media monitoring system as claimed in claim 35. wherein the data source of the

media data is a receiver of video transmissions.

37. A media data monitoring method comprising:

receiving media data from a data source;

extracting identification or authentication data according to the method defined in

claim 15; and

comparing extracted identification or authentication data with known identification or
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authentication data.

38. A media monitoring method as claimed in claim 37, including converting the media

data into a digital form before processing by the real time processor.

39. A media monitoring method as claimed in claim 37 or 38, wherein the media data

comprises video data.

40. A media monitoring method as claimed in claim 39, wherein the media data is

10 received from a video transmission.
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in the hierarchy. The method adds a digital
watennark in a selected image resolution com-
ponent and the means to remove it in an ad—
ditional image component termed the
watermark removal component. The method
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medium permitting images containing water-
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removal requires knowtedge and us of a con-
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Cross-reference to Related Application:
 

The present application is related to US. Patent
Application Serial No. 08/026,726, entitled “Method

and Apparatus for Controlling Access to Selected Im-
age Components In An Image Storage and Retrieval
System" filed March 5, 1993, by P. W. Melnychuck
and assigned to Kodak. the assignee of the present
application.

Technical field or The Invention 

The present invention is related to the field ofdig-
ital image processing and more particularly to meth-
ods and associated apparatuses for adding and re-
moving a digital watermark to and from a selected im-

age resolution and the preventing of unauthorized
use of associated higher resolution digital image com-
ponents.

Background Of The Invention

A number of hierarchical techniques for image
coding have been described in the open technical lit-
erature and in various patents. Of particular rele-
vance to the present invention are the following pub-
Iications:

P. J. Burt and E. H. Adeison. “The Laplacian Pyr-
amid As A Compact Code.‘ iEEE Trans. Comm.,
COM-31, 532-540 (1983). ,

J. Seberry and J. Pieprzyk. "CRYPTOGRAPHY:

An introduction to Computer security" Prentice Hall,
1988 and the following patents:

US. Pat No. 4,969,204 entitled "Hybrid Residual-
Based Hierarchical Storage And Display Method For
High Resolution Digital Images In A Multiuse Environ-
ment." by Paul W. Melnychuck and Paul W. Jones,
1990. '

U.S. Pat No, 5,048,111 entitled “Hybrid Subband-
Based Hierarchical Storage And Display Method For
High Resolution Digital Images In A Multiuse Environ-

ment.‘ by Paul W. Jones and Paul W. Melnychuck,
1 991. -

The publication by Burt, et al. teaches an encod-

ing method forimages termed the Lapiacian pyramid.
the Burt pyramid. or the residual pyramid. In this tech-
nique, the original image is lowpass filtered, and this
lowpass image is subsampled to take advantage of its
reduced bandwidth to provide an image of reduced di-
mension. This process of Iowpass filtering and sub-
sampling is repeated three times to generate a hier-
archical structure. or pyramid of images of succes-
sively smaller dimensions. The total number of reso-

lution levels are created depending on the applica-
tion. Each lowpass image in this pyramid is then ex-
panded to the dimensions of the next higher level by
upsampling (inserting zeros) and filtering to form a-
prediction image for that level. This prediction image

10

15

20

25

30

35

is subtracted from its corresponding Iowpass image
in a subtractor to generate difference. or residual. im-

ages. The residual images corresponding to the lev- ‘
els of the Iowpass pyramid form another pyramid
which is termed the Lapiacian, Burt, or residual pyra—
mid. This technique is motivated by the fact that the

residual images have a reduced variance and entropy
compared to the original or lowpass images and may
be quantized and entropy encoded to provide effi-
cient storage of 'the data. Reconstruction is per-
formed by interpolating the decoded lowpass image
at the bottom of the lowpass pyramid and adding in
the corresponding decoded residual to generate the
next level in the lowpass pyramid. This process is it-
erated until the original image size is reached. A pro-
gressive improvement in reconstructed image quality
and resolution can thus be obtained by displaying the
reconstructed Iowpass filtered image at each level of
the pyramid. Note that errors introduced in the encod-

ing process are propagated from one level to the next
higher level in the decoding process.

The patent to Melnychuck and Jones (U. 3. Pat.
No. 4,969,204) teaches a modification of the Burt pyr-
amid scheme by extending the lowpass pyramid
structure to include one or more Iowpass filtered im-
ages of successively smaller dimensions beyond the
set described by Burt. et al. The advancement in the
method of Melnychuck and Jones is that the residual
pyramid is not extended to include these correspond-
ing extended smaller dimensions. Hence, the Melny-
chuck and Jones pyramid contains the Burt pyramid
plus additional lowpass filtered images of smaller di-
mensions. in a hierarchical image storage and retriev-
al system, the additional lowpass filtered images of
smaller dimension can be retrieved directly, without
interpolation and addition of residual components. in
the context of the present invention. the Melnychuck
and Jones pyramid provides for low resolution images
that can be used for browsing or proofing. The use of
these additional low resolution images for browsing
and proofing means that the customer may use a sim-
ple retrieval mechanism and need not possess a more
complex and hence. more expensive retrieval device
that would be used to decode the higher resolution
components of the pyramid. Of course, higher reso-
lution images requiring interpolation and residual ad-

dition may be used for browsing and proofing as well.
A hierarchical image processing method will be

described for the'addition and removal of digital wa-
termarks in selected image components. and for the
restriction of selected high resolution image compo-
nents from unauthorized use. An image hierarchy is
constructed in the context of a multi-resolution envir-

onment whereby the user has the option of selecting
the type of display medium and the desired resolution

of this display medium. In particular. two types of dis-
play media are considered: video monitors and color

hard copies, although photographic, thermal imaging,
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and other types are also of interest In Fig. 1 a prior
art technique for decomposing. storing. recomposing.
and displaying. a digital image using a hierarchical
process is shown. An original digital image is decom-
posed to provide image versions at various resolu-
tions to allowfor the display of an HDTV quality image
on video, an NTSC quality image with PAL/SECAM
compatibility on video, one or more sub~NTSC quality
images on video for overviews and browsing. and a
very high quality image on color hard copy. lntennedi-
ate to the decomposition and recomposltion steps.
generally are inserted an encoding step, to compress
the dala for storage which in turn requires a decoding
step when the data is read from storage.

Summary Of The Invention

The present invention places a digital watermark
in a selected image resolution component and the
means to remove it in an additional image component
termed a watermark removal component. Encryption
of the watermark removal component is used to pre-
vent use of the image for the generation of unautho-
rized high quality color hard copy. Awatennark is a
form of graphic overlay that may contain a copyright
notice or information regarding the restricted use of

the image. In a distributed image system it is common
to deliver an image of compromised imagequalily for
purposes of browsing or proofing. A compromised
rendition of the image is commonly distributed to pre-
vent full utility or fulfillment of the image without prop-
er payment for the service that generated the image.
The term browsing refers to the process of image se-
lection from a plurality of images based on some
user-defined criterion. Such is the case when a user

may select an image from a catalog of images depict-
ing a particularobject. The term proofing refers to the
process of image selection based on the degree of
desirability of a given image from a plurality of im- .
ages. Such is the case when a professional portrait
photographer distributes a plurality of images to a
customer for selection and approval. The terms we-
termark. browsing and proofing desonbed herein are
not limited to the examples described above.

Upon selection of the desired image by the cus-
tomer, the professional delivers a high quality rendi- -
tion of the image, most often In the form ofa high qual-
ity color hard copy. At all times the professional pos-
sesses the sole means of generating the high quality
hard copy. In a conventional photographic system the
means would be the original negatives of the images;
in a digital hierarchical system according to the pres-

' ent invention, the means are higher resolution resid-
ual components.

In a digital imaging system. and in particular one
that includes a hierarchical form of digital storage and
retrieval, the professional may use a suitable digital
storage medium such as a CD for the distribution of
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proofs. In an unrestricted environment, the customer
may choose a desired image resolution from the hi-
erarchy for the purposes of browsing, proofing, or
hard copy fulfillment in those instances where it is

desirable for the professional to deliver the digital
storage medium containing the entire image hierar-
chy to the customer; it is also most economical to re-

cord the entire image hierarchy once onto the digital
storage medium and avoid having to make a second
copy containing only low resolution components for
distribution. However. it is also desirable to restrict

the use of selected high resolution components for

the purpose of full image quality fulfillment until pay-
ment has been received. The professional may
choose to provide low resolution image components
for browsing or proof ing, while maintaining restriction
of the higher resolution components. Alternatively, he
may be required to deliver a proof of high resolution.
Such is the case when the image content contains in-
formation of small detail and the rendition of this de-

tail is subject tc approval via the proof. With tradition-
al photographic prints, the professional may place a
stamp, or watermark on a strategic location on the
print, so as to render the print useless from a fulfill-

ment point of view. Note with digital images that ful-
fillment may mean high quality video at
NTSC/PAL/SECAM, HDTV, or hard copy. in the pres-
ent invention. the professional places a digital rendi-
tion of the watermark on a selected image compo-
nent. The removal of the watermark is done through
an additional image component containing the re-
verse of the watermark. The customer. having pee
session of the digital storage medium CD would pos-
sess the means for generating his own high quality
hard copy when authorized by the professional. Upon
payment to the professional, the professional or his
agent provides to the customer the information nec-

essary to remove the watermark for full image quality
fulfillment. In the present invention, that information
would be an authorization code, key, orpassword that
would be inputted to the image processing system ac-
cessing the storage medium, to unlock the restricted

high resolution components. An advantage of this
technique is that the customer may possess all infor-

mation pertinent to generating high quality hard copy
without the need to physically return to the professio-
nal for additional image components.

It may additionally be desirable to use some form
of hierarchical image representation for the purpose
of browsing or proofing in a distributed system be-
cause the hierarchy naturaliy provides a plurality of
resolutions, and hence levels of image quality. from
which to choose the proof image. No additional oper-
ation of compromising the image is necessary the
professional simply chooses at what resolution lev-
el(s) he wants to restrict access.

Systems that use a hierarchical structuring of the
image data have not been employed in the past for
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distribution purposes because of the lack of means to
simultaneously provide low resolution components
for browsing and proofing. while offering restricted
access to the remaining hierarchical components for
full quality image copy. Additionally, the means to
generate and remove a digital watermark in a hier-
archical image structure had not been previously con-
sidered.

The present invention permits the advantages of
hierarchical image decomposition to create a series
of residual components, direct retrieval of the addi-

tional low resolution images according to the Melny-
chuck and Jones pyramid, the addition and removal
of a digital watermark in a selected image resolution
component, and prior art encryption methods applied
to the watermark removal component and the resid-

uals, to provide fora system of browsing, proofing and
restriction of the high resolution image components
suitable in a distributed image system. it is assumed
that the residual components and the watermark re-

moval component are symbol encoded using the en-
coder box 20 in Figures 2 and 4 into a binary string
of 1's and 0's either via fixed-length coding techni-
ques (where a binary code word of a fixed-length is
assigned to each symbol) orvariable-length encoding
techniques such as Huffman coding or arithmetic
coding. The residual data may also be quantized prior
to encoding, or it may be encoded in a lossless man-
ner, i.e.. without quantization. Data encryption box 26
is applied to the watermark removal component and
if desired, also to the encoded quantized (or non-
quantized) residual data. It is assumed that the en-

cryption process is reversible. Hence. the decryption
box 28 provides the exact data prior to data encryp-
tion.

in one embodiment ofthe invention a storage me-
dium Is called for having stored therein at least one

low resolution digital image and at least one high re-
solution digital image. with said high resolution digital
image encoded with a watermark that requires an au-
thorization code for removal.

From the foregoing, it can be seen that it is a pri-
mary object of the present invention to provide a
method and associated apparatus for storing and
controllably retrieving digital images stored in a hier-

archical format on a suitable digital storage distribu-
tion medium that allows the originator of the distribu-

tion medium to distribute the medium containing the
entire image hierarchy and a controllably removable
watermark for the purpose of retrieving low resolution
images for browsing or proofing without compromis-
ing the originators need to withhold the means for

creating hard copies of the images without the water-
mark.

It is another object of the present invention to pro-
vide the means for controllably inserting and remov-
ing a watermark for a digital image. '

it is another object of the present invention to pro-
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vide the means for compromising a selected image
component of a hierarchical formatted digital image
by adding a digital watermark to the selected image
component. and recording the selected image com-
ponent containing the watermark as part of the image
hierarchy on a digital storage distribution medium.

In association with a digital image, it is another
object of the present invention to provide a means for
creating a watermark removal component. and for
controllably restricting access to the watermark re-
moval component.

it is anotherobject of the present invention to pro-
vide a means for affixing a watermark to a digital im-
age and for controllably removing the watermark.

The above and otherobjects of the present inven-
tion will become more apparent when taken in con-

junction with the following description and drawings
wherein like characters indicate like parts and which
drawings form a part of the present description.

Brief Description Of The Drawings
 

Fig. 1 is a block diagram illustrating the prior art
Melnychuck and Jones hierarchical storage and dis
play method.

Fig. 2 is a functional block diagram illustrating a
hierarchical image decomposition technique incor-
porating a watermark insertion into an image compo-
nent

Fig. 3 is a functional block diagram illustrating a
reconstruction technique for reconstructing the im-
ages decomposed by the system of Fig. 2.

Fig. 4 is a functional block diagram of another hi—
erarchical image decomposition technique incorpor-
ating a watermark insertion into an image compo-
nenL

Fig. 5 is a functional block diagram illustrating a
reconstruction technique for reconstructing the im-
ages decomposed by the system of Fig. 4.

Detailed Description of the Invention 

in the following description of the preferred em-
bodiments, it will be assumed that the highest reso-
lution of the image hierarchy is composed of 3072 x
2048 pixels and that this resolution is adequate to pro-
duce photographic quality originals on an appropriate
digital output device. It is also assumed that a moder-

ately high resolution level of the hierarchy composed
of 1536 x 1024 pixels is adequate to generate a high
quality HDTV display. or a small-sized photographic
quality printon an appropriate digital output device. It
is also assumed that the lowest resolution levels of

192 x 128 pixels. 384 x 256 pixels, and 768 x 512 pix-
els are generated and stored onto a digital storage
medium such as a CD. These resolution levels are

provided to give the reader an insight as to the oper-
ation of one or more embodiments of the invention
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with the understanding that other resolutions or ar-
rangements may be chosen to suit specific needs
without detracting from the teachings of the present
invention.

Referring now to Fig. 2, a hierarchical residual de-

composition technique. for decomposing a 168ASE
original image to form a 168ASE residual, a 4BASE

residual, a BASE. a BASE/4. and a BASE/16 image.
incorporating the teachings found substantially in Fig.
7 of the patent to Melnychuck and Jones (U. S. Pat.
No. 4,969,204), in combination with the present in-
vention is shown. The BASE image is processed in
box 34 to incorporate a watermark and to provide a
watermarked BASE image. ‘

An example of a watermark insertion box 34 is

given by the watermark insertion unit 22 whereby a
watermark image Wis combined with the input image
I to create a watermarked image Iw. in this example.
it is assumed that the inputimage Iand the watermark
image Ware of the same size and the same bit—depth.
For example, if the input image I is an 8-bit image rep-
resenting the Iuminance component of a color image.
the watermark image Wwould also be an 8-bit image.
Similarly. the watermarked image Iw would have the
same size and each pixel value would be represented
with 8 bits. An example of a watermark insertion unit

22 is one where the input image land the watermark
image W are combined according to the following
equation to create the watermarked image Iw

Mid) = 10.1) + a WW)
Where (id) denotes the two—dimensional location

of the pixels in the image and the operation is per—
formed for all the pixels in the input image. The wa-
termark image W is prepared by the originator of the
storage medium and may contain the logo of the orig-
inator or any other pattern that the originator may
wish to use as a watermark. The parameter a, which
can be either positive or negative. controls the water-

mark contrast and Is also selected by the originator
and can vary from one image to another. Larger mag-
nitudes of or would. in general. create a higher con-
trast watermark. Also. to guarantee that the water-
marked image Iw has the same bit-depth as the input
image I, the watermarked image [W is clipped to the

same range as the input image. For example, for an .
8-bit image with pixel values in the range of 0 to 255.
for every pixel location (i./). the value of IMIJ) is clip-
ped to 255 if the result of the above equation exceeds
255 and is set to zero if that result is less than zero.

It should be noted that this example illustrates only
one method of implementing the watermark insertion

box 34 and the originator of the storage medium may
incorporate any other method to generate a water-
mark that creates the desired effeot of inhibiting the
use of the image.

The BASE/16. BASE/4. and watermarked BASE

images are stored on the digital storage medium 10
in direct (unencrypted) form. The BASE image, which
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in this case serves as the watermark removal record.
is encrypted in the data encryption unit 26. The data
enayption unit 26 consists of either a private-key
data encryption algorithm (also referred to as sym-
metric data encryption algorithm) or a public-key data

encryption algorithm (also referred to as asymmetric .
data encryption algorithm) both of which have been
explained in the prior art and in the reference book by
Seberry and Pieprzyk cited before. Examples of pri-
vate-key encryption algorithms that can be used in
the data encryption unit 26 are either block ciphers
such as the Data Encryption Standard (DES) which
uses a 56-bit key and operates on blocks of data of

length 64 bits at a time, or a stream cipher algorithm
such as RC—4. a commercially available encryption
software that uses a 40-bit key component. The en-
crypted BASE image is also stored on the storage
medium 10. The 4BASE and 168ASE residual com-

ponents are also stored on the digital storage medium
10 either in direct (unencrypted) form or in encrypted
form depending on the level of security desired by the
application. In the case that the encryption of any or
all of the residual data are needed. either the same
key used in encrypting the BASE image is used or a
separate key is used. The use of multiple encryption
keys provides the originator of the storage medium
with more flexibility in controlling the access to the
various resolutions of the image hierarchy.

' For browsing or proofing. a procedure illustrated
by Fig. 3 is employed. A user retrieves the BASE/16,
BASE/4. or watermarked BASE image directly with—
out decr'yption from the digital storage medium 10.
Upon authorization. the user inputs a decryption
key(s) to the data decryption unit 28 to allow the de
cryption of the original BASE image (and the resid-
uals) to be performed. An example of a data decryp-
tlon unit 28 is a software implementation of a decryp-
tion algorithm corresponding to the reverse operation
of the encryption algorithm employed In the data an-
cryption unit 26. One example of a set of encryp-
tion/decryption algorithms is the Data Encryption
Standard (DES) which has been explained in full de-

tail in the reference book by Seberry et a! mentioned
before. Note that the decryption key(s) must be pro-
vided by the originator of the storage medium. Upon
the decryption of the BASE image and the residual
components. these components can be used to ar-
rive at full image quality fulfillment.

In a second embodiment. illustrated in'Fig. 4, the
168ASE image is decomposed by decomposition ap-
paratus 101 into a residual pyramid consisting of the
1SBASE, 4BASE, and BASE. The BASE image is fur-
ther decomposed to create the BASEI4 and BASE/16

images, through low pass filtering and subsampling.
BASE I4 and BASE!16 are not part of the residual pyr-
amid and hence they are available directly fordisplay
on a monitor.

A watermark. as described in the previous em-
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bodiment in Fig. 2, is inserted in the BASE image in
box 34 to arrive at a watermarked BASE image. This
watermarked BASE image is then interpolated to the
size of the 4BASE image using linear interpolation as
indicated by the interpolator box 24. A difference is
formed in subtractor 32 between the original 4BASE
image and the interpolated watermarked BASE im-
age to form a modified 4BASE residual that serves as
the watermark removal record. The difference in this
embodiment versus the first embodiment is that the

watermark removal record is the modified 4BASE re-

sidual instead of the BASE image. This modified
dBASE residual is encrypted using the data encryp-
tion unit 26 as described before and is then stored on

the storage media 10 along with the BASE/16.
BASE/4, and watermarked BASE image in direct (un-
encrypted) form. Finally, the 1GBASE residual data is
stored on the digital storage medium either in direct
or encrypted form depending on the application.

For browsing or proofing, the system of Fig. 5 is
employed. The user retrieves the BASE/16, BASE/4.
or watermarked BASE image directly without decryp-
tion from the digital storage medium 10. Upon author-
ization, the user inputs the decryption key to the data
decryption unit 28 to allow the decryption to be per-
formed to generate the modified 4BASE residual. The

watermarked BASE image is interpolated using linear
interpolation and is added to the decrypted modified
4BASE residual in the reconstruction apparatus 210
to recover the original 4BASE image. If the residuals
have not been quantized, the 4BASE image can be
exactly recovered. in the case where the residuals
have been quantized. some discrepancy between the
original 4BASE image and the 4BASE image recov-
ered according to the above scheme would exist. The
degree of this discrepancy would depend on the
coarseness of the quantizer employed in the quanti-
zation of the residual components. Note that the de-
cryption key must be provided by the originator of the
storage medium.

It is to be understood that in some instances it

may be desirable to place a watermark upon the low
resolution images to control their access.

While there has been shown what are considered

to be the preferred embodiments of the Invention, it
will be manifest that many changes and modifications
may be made therein without departing from the es-
sential spiritof the invention. it is intended. therefore,
in the annexed claims, to cover all such changes and
modifications as may fall within the scope of the in-
vention.

Parts List:

10 Digital storage medium (CD-Disc)

20 Encoder

22 Watermark insertion unit
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24 lnterpolator
26 Data encryption unit
28 Date decryption unit

30 Decoder
32 Subtractor
34 Watermark insertion box

101 Decomposition apparatus

201 Reconstruction apparatus

Claims

1. A storage medium having stored therein at
least one low resolution digital image and at least one
high resolution digital image, with said high resolution
digital image encoded with a watermark that requires
an authorization code for removal.

2. The storage medium according to claim 1 and
further having stored thereon at least one additional
high resolution digital image that is not encoded with
a watermark and is accessed with the authorization

code in place of the high resolution digital image an-
coded with the watermark.

3. A storage medium having stored therein at
least one low resolution digital image and at least one
high resolution digital image in the form ofa BASE im-
age, residual image components and a watermark
component. with said low resolution digital image,
said BASE image or said high resolution image
formed by the combination of the BASE image with
said residual image components and a watermark
component being accessible without an authorization
code.

4. The storage medium of claim 3 in combination
with an authorization code to remove the watermark

component from an accessed high resolution image.
5. A system for controlling the uncompromised

use of a high resolution digital image stored on a stor-
age medium as BASE and residual components,
comprising:

meansfor encrypting the residual components
stored on said storage medium using a watermark
code;

means for accessing the BASE and encrypted
residual components;

means for combining the accessed BASE and
residdal components to reconstruct the high resolu-
tion digital image with the watermark code; and

means for authorizing the removal of the we-
termark code.

6. A system for controlling the uncompromised
use of a high resolution digital image comprising:

means for forming a hierarchy of lower resolu-
tion digital images from the high resolution digital im-
age;
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means for forming residual images that are a ‘
function of differences between adjacent images in
the hierarchy of lower resolution digital images;

means for encrypting at least one of the
formed residual images with a watermark code;

storage means forstoring the formed hierarchy
of lower resolution images and the at least one en-
crypted residual image;

means for reconstructing high resolution im-
ages by acoessing and combining a lower resolution

image with a resldual image;
means for displaying of the at least one en-

crypted residual image with the watermark; and

means for controllably removing the water-
mark code to permit an uncompromised use of the
high resolution digital image.

7. A recording medium having stored thereon a
plurality of digital images with each of the digital im-
ages being comprised of a low resolution digital im-
age component and atleast one residual digital image
component which is combinable with the low resolu-

tion digital image component to form a higher resolu-
tion digital image incorporating a watermark which is
removable with an authorization code.

8. A method for controlling the use of a digital im-
age stored on a storage medium in a hierarchical form
comprised of a BASE image and at least one residual

image component. comprising the steps of:
a) associating a watermark with said at least one
residual image component; '

b) permitting access to the BASE image for low
resolution viewing of the digital image;
c) combining the BASE image with the at least
one residual image component and an associat-

ed watermark to form the digital image for view-
ing, printing and/or storing; and
d) controllably providing a watermark removal
code to remove the watermark from the formed

digital image of step c.

9) A storage medium having stored thereon at
least one digital image encoded with a watermark that
requires an authorization code for removal.
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A method of embedding auxiliary information
(14) into the digital representation of publication quality
color-component digital data (10). The method applies to
all digital data for which individual values are represented
by discrete numerical values, and for which a corresponding
approximation known as a digital reference palette image
(12) can be made in terms of a lesser number of discrete
digital data values. The invention creates an intermediate,
digital, color~cornponent difference image (l3) that allows
steganographic methods (15) to hide or embed (15) the
auxiliary data (14). The invention secures the auxiliary
data (14) from detection and from unauthorized removal or
use by means of the digital reference palette image and a
steganographic key. By a substantially reverse process, the
embedded auxiliary data can be an authorized user. The
invention provides for a means to combine a removable,
visible digital watermark with publication quality digital image
data.
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REFERENCE PALETTE EMBEDDING‘

FIELD OF THE INVENTION

The present invention generally relates to digital manipulation of

numerical data. More specifically, the invention relates to the embedding of

large amounts of external data into the numerical values used to represent a

publication quality digital image without altering the appearance of the digital

image. This invention was made with Government support under Contract No.

W-7405-ENG—36 awarded by the US Department of Energy. The Government

has certain rights in the invention.

Many digital representations of image data have resolutions in intensity

and color range greater than is required to represent the meaningful content of

the information. Digital representations of publication quality images are

_ ordinarily in Truecolor format using eight or more binary bits of information, for

each of the three primary colors (red, green, and blue), for a total of at least 24-

bit resolution. An alternative publication quality format for digital images uses

primary color complements (cyan, yellow, and magenta), and black to represent

the image information. The publication quality of Truecolor digital images

insures that the all the information necessary to reproduce the original image in

print is present in the alternative electronic form. Truecolor digital images are

most often the first-generation image data produced by sensors in scanners or

electronic cameras capable of recording the highest quality images.

In many situations, fewer than 24 bits resolve an image adequately to

convey its meaning and content. Color reduction methods analyze a Truecolor

image'to determine a smaller number of colors that can be used to reproduce an

approximation-to the original publication quality image. Color reductions to 256

or fewer colors are used commonly for digital images intended for display in

electronic documents or via the Internet worldwide web (www). Images stored in
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the CompuserveTM Graphics Interchange Format (GIF), the MICROSOFT®

Windows BitmapTM (BMP), and tagged-image file format (TIFF) formats often

use a 256-color palette. The color-reduced palette requires 8~bits per picture

element (pixel) to approximate the original 24-bits per pixel Truecolor values.

Reference palette embedding is a new steganographic method for

manipulating the information in a 24-bits per pixel Truecolor host image, in

order to insert auxiliary data with less error than is caused by methods that

replace directly some of the 24-bits with the auxiliary data. Reference palette

embedding as taught here provides invisibility of the auxiliary information, in

comparison with the method disclosed in U.S. Patent number5,686,782 issued

August 19, 1996 for DATA EMBEDDING, which is included herein by reference

for all purposes.

The reference palette embedding invention guarantees that the auxiliary

information placed into the image affects only the parts of the Truecolorimage

that are redundant, and therefore unnecessary for representing the image

content. Methods that manipulate the picture element (pixel) values directly by

either the methods taught in the aforementioned DATA EMBEDDING patent, or

by the methods taught in U.S. Patent Application Serial No. 08/646,837

filed May 8, 1996, for MODULAR ERROR EMBEDDING, also included herein

by reference for all purposes, modify significantly the bit values within the image

pixel. Hereinafter,_the teachings of the above-described U.S. Patent and the

above-described U.S. Patent Application will be referred to as DATA.

EMBEDDING process and MODULAR ERROR EMBEDDING process,

respectively. These alternative steganographic methods necessarily affect the

image content to some degree. The present invention, reference palette

embedding, utilizes a color-reduced version of the Truecolor image as a template

to ensure that the embedding process affects the image quality as little as is

possible.
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Reference palette embedding uses and extends the DATA EMBEDDING

process as taught in the above-mentioned US patent. As disclosed in the DATA

EMBEDDING patent, the auxiliary data are embedded in a manner that

manipulates the noise component of the host data, and that does not modify

directly any host. data values. In reference palette embedding, astaught herein,

the auxiliary data are embedded into the difference between the original

Truecolor image, and a color-reduced version of the original image.

The color-reduced image and the digital key taught in the DATA

EMBEDDING patent combine to permit the construction of the auxiliary data

from the modified Truecolor image.

Data embedded into the host image with the present reference palette

embedding invention are recovered by. processing the digital image in machine

readable, digital form. Human readable versions of images containing auxiliary

data, for example images displayed on a screen or printed from the digital data,

cannot be processed to recover the embedded information. In a preferred

embodiment of the subject invention, the auxiliary data are compressed and

encrypted before beginning the reference palette embedding process, in order to

randomize the auxiliary bits, and to minimize the effect of the auxiliary data on

the difference between the Truecolor and color-palette images.

It is therefore an object of the present invention to provide apparatus and

method for embedding data into a digital information stream so that the

meaning and content of the digital information stream is not changed

significantly.

It is another object of the present invention to provide apparatus and

method for concealing auxiliary data Within a digital information stream so that

the presence of the auxiliary data is not discernible in the digital information
stream.
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It is yet another object of the present invention to provide apparatus and

method for reducing the error caused by the added information, and for

thwarting unauthorized access to the auxiliary data embedded into digital

information stream.

It is still another object of the present. invention to provide apparatus and

method for allowing authorized construction of embedded auxiliary data from a

digital information stream.

Additional objects, advantages, and novel features of the invention will be set

forth in part in the description which follows. and in part will become apparent to

those skilled in the art upon examination of the following, or learned by practice of_

the invention. The objects and advantages of the following, or learned by practice of

the invention.

The objects and advantages of the invention may be realized and attained by

means of the instrumentalities and combinations particularly pointed out in the

appended claims.

W

In accordance with the purposes ofthe present invention there is provided

a method of embedding auxiliary data into publication quality digital image data

represented by a quantity of color-component values for each picture element

comprising the steps of reducing the quantity of color-component values of the

publication quality digital image data to create a digital reference palette,

wherein the digital color palette represents the quantity of color-component

values of the publication quality digital image data; creating a digital

representation of the auxiliary data as a sequence of individual bit values;

creating a color-component digital difference image by numerically combining

the publication quality digital image with the digital reference palette image;

modifying the color-component digital difference image by combining the

auxiliary data and the color-component digital difference image through use of a
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data embedding method; creating a modified publication quality digital image

indiscernibly containing the auxiliary data by combining the modified color-

component digital difference image and the digital reference palette image; and

outputting the modified publication quality digital-image into a file format

specified for the modified publication quality digital image.

In a still further aspect of the present invention, and in accordance with

its objects and purposes, a method of constructing indiscernible auxiliary data

from a machine readable publication quality digital image representation of

unrelated and uncorrelated data comprising the steps of generating a digital

reference palette image from values and properties contained within the

publication quality digital image; creating a color-component digital difference

image by numerically combining the digital reference palette image and the

publication quality digital image; constructing the auxiliary data by processing

the color-component digital difference image with a data embedding construction

method; interpreting the auxiliary data in order to obtain or remove content,

validation or

authentication, or otherwise process the publication quality digital image in

order to modify its quality. I

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated in and form a part of

the specification, illustrate the embodiments of the present invention and,

together with the description, serve to explain the principles of the invention. In

the drawings:

FIGURE 1 is a diagram illustrating the reference palette sequence of

calculations. V

FIGURE 2 is a partial listing of computer code used for calculating the

biased difference image color-component values.

FIGURE 3 is a partial listing ofcomputer code used for calculating

modified Truecolor image pixel color-component values.
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_ FIGURE 4 is a diagram illustrating the sequence of calculation for constructing

auxiliary data from a modified Truecolor image.

FIGURE 5 is a partial listing of computer code used for constructing'modified

difference color-component values.

W

The present invention allows auxiliary data to be embedded into a digital

Truecolor host image with less error than is caused by modifying the pixel color-

components directly. The reduction in error follows from the technique of of the

present invention of embedding auxiliary data into the pixel color-component values

constructed from the difference between the Truecolor host image and a reference

palette image, which has been constructed from the Truecolor host image. The

invention can be understood most easily through reference to the drawings.

Refer to Figure 1 for. an illustration of the process of the present invention. The

images in Figure 1 are printed digital images, and are not copies of photographs.

Publication quality digital image data l9, such as a Truecolor-format image is ‘

approximated or reduced by one of several commonly known color-reduction methods

1_1__to produce a palette-format image 1.2. The palette-format image 1_2_ is denoted

hereinafter as reference palette image _1_2. The palette colors of reference palette image

12 are subtracted from the Truecolor pixel color values of publication quality digital

image m to create a difference image 3. The difference-image 13 pixel values

measure directly the accuracy of the color-reduction method. Auxiliary data 14 are

taken as bits from a data source and input to data embedding processor 1_5_, which may

contain the DATA EMBEDDING process, the MODULAR ERROR EMBEDDING
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process, or any other effective steganographic method for combining auxiliary data 13

with difference image _1_3. A new difference image Ea is created by data embedding

processor E. The color values of the pixels in the new difference image 1_3_a are added

to reference palette image 1_2, and produce a new, modified publication quality digital

image _1_Qa-, containing auxiliary datag.

Examples of appropriate publication quality Truecolor format publication

quality digital image data lg include, but are not limited to, publication quality

television or motion picture images, X-ray or Magnetic Resonance Imaging data, digital

camera images, and personal security and identification data. Other examples of

publication quality digital image data m include black and white images containing a

range of digital levels of brightness, and digitized analog audio signals, For digitized

audio signals, a reduced-quality version of the digitized analog audio signals serves as

the reference palette _1__2_.

If the steganographic method used in data embedding processor E is bitslicing

or the above-mentioned MODULAR ERROR EMBEDDING process, the first

embodiment of the present invention is implemented. If the steganographic method

used in DATA EMBEDDING processor E is the above-mentioned DATA

EMBEDDING process, the second embodiment of the present invention is

implemented.

The difference image fl isa 'I‘ruecolor image, and negative pixel values are not

permitted. Hence, the difference D between the Truecolor and pallet-color pixel colors

is biased in the positive direction, in order to represent the difference as a positive

number Within the range 0-255 permitted for an 8-bit Truecolor-format image. The

difference value is restricted to the range $127, in order that the biased value remain

within the 8-bit range. Pixels that are found to contain differences larger in absolute

value than 127 are flagged, in order that the invention can place the original Truecolor
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value in modified image 10$. Flagged pixels are not used by the invention. Figure 2 is

a partial listing of computer code in the C++ language‘that is used for calculating the

biased difference image color-component values. Figure 2 contains two nested loops

starting at line 5, over the number of rows in the image, and at line 13, over the

number of columns in a row. g

The biased color differences are placed into a memory bufi'er named buffer.

Data from a row of Truecolor image pixels are placed into a‘ memory buffer named

bufftc in line 7. The TCFile object is an instance of the MICROSOFT® MFC CFile::

class that accesses the bitmap-format Truecolor image. Data from the picture row in

the palette-format image is read into a memory buffer named buffpal, from the

CFile:: object named tape7 at line 10, in Figure 2. I

The loop over the columns in the image row that begins at line 13 in Figure 2

processes the buffered pixel data. The three color-components in the Truecolor image

pixel are processed sequentially within this loop. The index k contains the palette-

format pixel value. The palette-format pixel colors are accessed by k, into the

colOrmap [] array. The Truecolor pixel colors are accessed directly with offsets into

the bufftc memory buffer. Color differences having a the value 255 are not used in

data embedding processor 15, The biased color differences are b_diff, g_diff, and

r_diff calculated at lines 17, 21, and 25. The differences are set to a limiting value

(255) if the palette color values are greater than the arbitrary value of 250, Le. the

colors are near the top of their color ranges. The biased color differences are tested for

range at lines 35, 41, and 47 in Figure 2 If the biased difference does not fit into the

range 0-255 that is allowed by an 8-bit unsigned character, the difference buffer is set

to a flag value (0x01). Color differences that were set to the limiting value are flagged

in this process. The color difference buffer becomes the output row in the Truecolor

difference irhage.
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Returning to Figure 1, the completed color difference image fiis combined with

auxiliary data 13 by means of data embedding processor E In data embedding

processor lfi this combination can be accomplished through use of bitslicing techniques.

the above-mentioned MODULAR ERROR EMBEDDING process, the above-mentioned

DATA EMBEDDING process, or any other effective steganographic algorithm. The

color difference image fl is combined with reference palette image 12 to produce a new,

modified Truecolor image My.

Figure 3 is a partial listing of computer code used for calculating biased

difference Truecolor-image-pixel color-component values. Two nested loops begin at

line 5 and line 12 in Figure 3. The output buffer for the new, modified Truecolor image

pixel row is named buffer. The difference image pixels are read into a memory buffer

named bufftc at line 7,1from the CFile:: object named tape6. The palette-format pixel

values are read into a buffer named buffpal, from the CFile:: object named tape7, at
line 10.

Construction of the new Truecolor image pixel row proceeds in the loop over

image columns that starts at line 12. The output buffer is filled with the new color-

value data. The statements contained in lines 14 through 16 of Figure 3 process the

first row of pixels differently, because the first image row. is used to hold the key for the

DATA EMBEDDING process. Processing the first row of pixels differently than the

rest of the image is not part of the present reference palette embedding invention.

The new Truecolor color-component values are calculated in lines 19, 20, and 21,

in Figure 3. Pixels in the difference image that contained flagged values are calculated

incorrectly in this loop. The output buffer offsets are set directly to the new color

djfi'erence values, and the row of pixels is written to the new Truecolor image using the

tape8 file object. -
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_ The tapeS image file object is post-processed to replace the flagged pixels with

the original Truecolor colofidata pixel values. The flagged pixels, i.e. pixels that were

not used to contain auxiliary data 14 (Figure I), therefore appear without modification

in the new Truecolor image _1_0a (Figure 1). I

Constructing (recovering) auxiliary data Lg from new Truecolor image Q

requires the exact reference palette image 1_2__format version of original Truecolor

image Q, and the information necessary to construct auxiliary data L; from new

‘ difference image 13_a. Figure 4 is a diagram illustrating the sequence of calculation for

constructing auxiliary data L; from a modified Truecolor image Q, As in Figure 1,

theiimages in Figure 4 are printed digital images, and are not copies of photographs.

The coding to construct auxiliary data fl, according to the process illustrated in

Figure 4, is shown in Figure 5. The color difference image Q is calculated from

modified Truecolor image fland the reference palette image _1_2_. The digital key is

used with the data construction processor '13 to construct auxiliary data E. The

method named MakeDifferenceFileO is executed at line 1 in Figure 5. The

MakeDifferenceFileO method implements the calculation shown in" Figure 2. The

inenBitmapFileO method executed at line 3 prepares the difference image 1&2; for

processing by either the above-mentioned MODULAR ERROR EMBEDDING data

construction process or the above-mentioned DATA EMBEDDING data construction -

process. The ExtractDataO method executed at line 4 in Figure 5 constructs the

auxiliary data Li from the appropriate digital key and the difference image Ea.

As With the DATA EMBEDDING process as taught in the above-mentioned US

patent, another way ofprotecting the pair table key taught in that patent is to remove

and encrypt it using public-key or another encryption process. The present invention
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requires the reference palette image 1; as well as the DATA EMBEDDING process

7 key in order to construct auxiliary data E. The necessary keys for DATA

EMBEDDING process or codes for the steganography used to insert auxiliary data lg

into the difference image can be combined with the reference palette image _1_2_ using

known and readily available file formats. The COMPUSERVE® Graphic Interchange

Format”, the Tagged Image File Format, and the MICROSOFT® bitmap format

enable the addition of additional binary information Within the file header fields.

Thus, the reference palette image 1_2 serves as the key to construct auxiliary data L1

from a publication quality Truecolor version of the identical picture indiscernibly

containing auxiliary data LL. I

The foregoing description of the embodiments of the invention have been

presented for purposes of illustration and description. It is not intended to be

exhaustive or to limit the invention to the precise form disclosed, and obviously many

modifications and variations are possible in light of the above teaching. The

embodiments were chosen and described in order to best explain the principles of the

invention and its practical application to thereby enable others skilled in the art to best

utilize the invention in various embodiments and with various modifications as are

suited to the particular use contemplated. It is intended that the scope of the invention .

be defined by the claims appended hereto.

DISH-Blue Spike-842

Exhibit 1004, Page 0310



DISH-Blue Spike-842
Exhibit 1004, Page 0311

wo 99/152044 v PCT/US99/09417

DISH-Blue Spike-842

Exhibit 1004, Page 0311



DISH-Blue Spike-842
Exhibit 1004, Page 0312

10

"15

wo 99/62044 ' PCT/US99/09417

12

WHAT IS CLAIMED IS:

1. A method of embedding auxiliary data into publication quality digital image

data represented by a quantity of color-component values for each picture element

comprising the steps of:

reducing said quantity of color-component values of said publication quality

digital image data, to create a digital reference palette, wherein said digital color

palette represents said quantity of color-component values of said publication quality

digital image data;

creating a digital representation of said auxiliary data as a sequence of

individual bit values;

creating a color-component digital difference image by numerically combining

said publication quality digital image with said digital reference palette image;

modifying said color-component digital difference image by combining said

auxiliary data and said color‘component digital difference image through use of a data

embedding method;

creating a modified publication quality digital image indiscernibly containing

said auxiliary data by combining said modified color-component digital difference

image and said digital reference palette image; and

outputting said modified publication quality digital image into a file format

specified for said modified publication quality digital image.

2. The method as described in Claim 1 further comprising the step of combining

said auxiliary data with predetermined information indicative of the presence of said

auxiliary data, its file name, and file size, said step to be performed after the step of

digitizing said auxiliary data.
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3. The method as described in Claim 1 further comprising the step of including an

algorithm for removing or hiding a digital watermark signature into said modified

publication quality digital image.

4. The method as described in Claim 1, wherein said data embedding method

- comprises a bitslice process.

5. The method as described in Claim 1, wherein said data embedding method

comprises a MODULAR ERROR EMBEDDING process.

6. The method as described in Claim 1, wherein said data embedding method

comprises a DATA EMBEDDING process.

7. The method as described in Claim 1, wherein said publication quality digital

image originates from a publication quality black and white image containing a range

of digital levels of brightness.

8 V The method as described in Claim 1, wherein said publication quality digital

image originates from a digitized analog audio signal and said reference palette image

originates from a reduced-quality version of said digitized audio analog signal.

9. The method as described in Claim 1, wherein said publication quality digital

image originates from a television signal or motion picture image.

10. The method as described in Claim 1, wherein said publication quality digital

image originates from X-ray or Magnetic Resonance Imaging data.

11. The method as described in Claim 1, wherein said publication quality digital

image originates from digitized personal security and identification information.

12. The method as described in Claim 1, wherein said publication quality digital

image originates from images made with a camera producing digital images.

13. A method of reconstructing indiscernible auxiliary data from a machine readable

publication quality digital image representation of unrelated and uncorrelated data

comprising the steps of:

DISH-Blue Spike-842

Exhibit 1004, Page 0313



DISH-Blue Spike-842
Exhibit 1004, Page 0314

10

WO 99/620“ 1 ’ PCT/US99/09417

l4

. generating a digital reference palette image from values and properties

contained within said publication quality digital image;

creating a color—component digital difference image by numerically combining

said digital reference palette iniage and said publication quality digital image;

constructing said auxiliary data by processing said color-component digital

difference image with a data embedding construction method;

interpreting said auxiliary data in order to obtain or remove content, validate or

authenticate, or otherwise process said publication quality digital image in order to

modify auxiliary'data quality.
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[1 loop to calculate and store the biased-difference of the Truecolor

image

I/ difference = 128+(Truecolor — palette)

// create the Truecolor difference file

5 pixelcount = 0L;

for (i = O; i < (short)bh.rows; i++) {

memset(buffer, 0. BYTES_IN_ROW);

j = TCFile->Read(bufftc, BYTES_lN__ROW);/I Truecolor image row

ASSERTG == (short)BYTES_lN_ROW);

1° bytesread += j;

- j = tape7.Read(buffpal, bytesinrow); II palette-format image row

ASSERTG == bytesinrow);

for (j = 0: j < (short)bh.cols; j++) {

15 short b__diff. g_diff, r_diff;

char pixvalt3];

k = *(buffpal + j);'

b__diff = 128 + (short)*(bufftc +j * 3) - (short)colormap[k].b;

if (colonnap[k].b > 250) {

2° b__diff = 255; I! don't use maximum palette values

} . ,

g__diff = 128 + (short)‘(bufftc +j * 3 + 1) - (short)colormap[k].g;

if (colormap[k].g > 250) {

g_diff = 255; I/ don't use maximum palette values

25 ' }

r_diff = 128 + (short)*(bufftc +j " 3 + 2) - (short)colormap[k].r;

if (cdlormap[k].r > 250) { -

r_diff = 255; ll don't use maximum palette values

} -

FIGURE 2A

SUBSTITUTE SHEET (RULE 26)
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// set pixel to difference only if it is in range of unsigned char

// otherwise flag with a value that is later removed from the pair-

pixvai[0] = pixual[1] = pixval[2] = '\o';

if (b_diff < 255 && b_diff > 0){

*(buffer +j * 3) = (unsigned char)b_diff;

}e$e{

*(buffer +j * 3) = 0x01; // flag to mark out-of-range pixel

pixvalfO] = 'b'; '

}

if (g_diff < 255 && g_diff > 0) {

*(buffer +j * 3 + 1) = (unsigned char)g_diff;

}else {

*(buffer + j * 3 + 1) = 0x01; l/ flag to mark out-of—range pixel

pixvalm. = 'g'; '

}

if (r_diff < 255 && r_diff > O) {

*(buffer +i * 3 + 2) = (unsigned char)r_diff;

)ebe{

*_(buffer +j * 3 + 2) = 0x01; // flag to mark out-of-range pixel

pixval[2} = 'r‘; '

FIGURE 2B
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/I loop to calculate and store the output version of the Truecolor image

// note: difference = 128+(Truecolor - palette)

// hence: Truecolor = (difference -128) + palette

for (i = 0; i < (short)bh.rows; l++) {

memset(buffer, 0. BYTES_IN_ROW);

j = tape6.Read(Ibufftc, BYTES_|N_ROW); // difference image row

ASSERTG == (short)BYTES_lN_ROW);

bytesread += j;

j = tape7.Read(buffpal, bytesinrow);

ASSERTG == bytesinrow);

for(j = 0; j < (short)bh.cols; j++){

unsigned char b_diff, g_diff, r_diff;

if(i == 0H

// palette-format image row

memcpy(buffer,bufftc.BYTES_|N_ROW);

7 break; a // difference embedding key in 1st row

}

k = *(buffpal + j);

b_diff = *(bufftc +j * 3) -128 + colormap[k].b;

g_diff = *(bufftc +j * 3 + 1) -128 + colormap[k].g;

'r_diff = *(bufftc + j * 3 + 2) -128 + colormap[k].r;

*(buffer +j * 3) = b_diff;

*(buffer +j * 3 + 1) = _diff;

*(buffer +j * 3 + 2) = r_diff;

}

tape8.Write(buffer, BYTES__IN_ROW); ll output one Truecolor

image row

}

FIGURE 3
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Figure 4

SUBSTITUTE SHEET (RULE 26)
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MakeDifferencelmage();

// open the difference file and extract the pixel_table information

C|mageBitmapFile::OpenBitrnapFile(tempstr);

ExtractBitmapO;

FIGURE 5 . °
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SIMULTANEOUS ELECTRONIC TRANSACTIONS

TECHNICAL FIELD

The present invention relates generally to electronic commerce

and transactions and more particularly to techniques for enabling

5 users to effect certified mail, contract signing and other electronic

notarization ”functions.

BACKGROUND OF THE INVENTION

The value of many transactions depends crucially on their

simultaneity. Indeed, simultaneity may be so important to certain

10 financial transactions that entities often are willing to incur great

inconvenience and expense to achieve it. For example, consider the

situation where two parties have negotiated an important contract

that they now intend to "close." Often, the parties find it necessary

to sign the document simultaneously, and thus they meet in the

1s same place to watch each other's actions. Another example is the

process of certified mail, where ideally the Sender of a message

desires that the recipient get the message simultaneously with the

sender's obtaining a "receipt". A common certified mail procedure

requires a person who delivers the mail to personally reach the

20 recipient and obtain a signed acknowledgement when the message is

delivered. This acknowledgement is then shipped'to the sender.

Again, this practice is costly and time consuming. Moreover, such

acknowledgements do not indicate the content of the message.

In recent years, the cost, efficiency and convenience of many

25 transactions have been improved tremendously by the availability of

electronic networks, such as computer, telephone, fax, broadcasting

and others. Yet more recently, digital signatures and public-key

encryption have added much needed security to these electronic

networks, making such communication channels particularly suitable

DISH-Blue Spike-842

Exhibit 1004, Page 0327



DISH-Blue Spike-842
Exhibit 1004, Page 0328

woW95 ' ' Pcrmsmosno

for financial transactions. Nevertheless, while electronic

communications provide speed, they do not address simultaneity.

. A The absence of simultaneity from electronic transactions
severally limits electronic commerce. in particular, heretofore there

5 has been no effective way of building so-called simultaneous

electronic transactions ("SET's"). As used herein, a SET is an

electronic transaction that is simultaneous at least in a "logically

equivalent“ way, namely it is guaranteed that certain actions will

take place if'and only if certain other actions take place. One
10 desirable SET would be certified mail, however, the prior art has not

addressed this problem effectively. This can be seen by the

following consideration of a hypothetical example, called extended

certified mail or "ECM".

In an ECM transaction, there is a sender, Alice, who wishes to

15 deliver a given message to an intended recipient, Bob. This delivery

should satisfy three" main properties. First, if Bob refuses to receive

the message (preferably before learning it), then Alice should not get

any receipt. Second, if Bob wishes to receive the message, then he

will receive it and Alice will get a receipt for the message. Third,

20 Alice's receipt should not be "generic," but closely related to the

message itself. Simultaneity is important in this transaction. For

instance, Alice's message could be an electronic payment to Bob,
and it is desired that she obtains a simultaneous receipt if possible.

Alice could try to get a receipt from Bob of a message m in the

25 following way. Clearly, sending m to Bob in the clear as her first

communication does not work; Should this message be her digital

signature of an electronic payment, a malicious Bob may loose any

interest in continuing the conversation so as to deprive Alice of her
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receipt. On 'the other hand, asking Bob to send first a "blind" receipt

may not be acceptable to him.

Another alternative is that Alice first sends Bob an encryption

of m. Second, Bob sends Alice his digital signature of this ciphertext

s as an "intermediate" receipt. Third, Alice sends him the decryption

key. Fourth, Bob sends Alice a receipt for this key. Unfortunately,

- even this transaction is not secure, because Bob, after learning the

‘message when receiving Alice's key, may refuse to send her any

receipt. '(On the other hand, one cannot consider Bob's signature of

10 the encrypted message as a valid receipt, because Alice may never

send him the decryption key.)

These problems do not disappear by simply adding a few more

' rounds of communication, typically consisting of I

"acknowledgements". Usually, such additional rounds make it more

15 difficult to see where the lack of simultaneity lies, but they do not

solve the problems.

Various cryptographic approaches exist in the literature that

attempt to solve similar problems, but they are not satisfactory in

many respects. Some of these methods applicable to multi¥party

20 scenarios propose use of verifiable secret sharing (see, for example,

Chor et all. or multi-party protocols (as envisioned by Goldreich et al)

for making simultaneous some specific transactions between parties.

Unfortunately, these methods require a plurality of parties, the

majority of which are honest. Thus, they do not envision

25 simultaneous transactions involving only two parties. Indeed, if the

majority of two parties are honest than both parties are honest, and

thus simultaneity would not be a problem. Moreover, even in a
multi-party situation, the complexity of these prior art methods and
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their amount and type of communication (typically, they use several

rounds of broadcasting), make them generally impractical.

Sophisticated cryptographic transactions between just two

parties have been developed but these also are not simultaneous.

5 Indeed, if just two people send each other strings back and forth, and

each one of them expects to compute his own result from this

conversation, the first to obtain the desired result may stop all

communications, thereby depriving the other ofphis or her result.

Nonetheless, attempts at providing simultaneity for two-party

.10 ' transactions have been made, but by using assumptions or methods

that are unsatisfactory in various ways. ' i .

For example, Blum describes transactions that include contract

signing and extended certified mail and that relies on the two parties

having roughly equal computing power or knowledge of algorithms.

15 Theseassumptions, however, do not always hold and are hard to

check or enforce anyway. In addition, others have discovered ways I
to attack this rather complex method. A similar approach to

' simultaneity has also been proposed by Even Goldreich and Lempel.

In another Blum method for achieving simultaneous certified mail, I

20 Alice does not know whether she got a valid receipt. She must go to

court to determine this, and this is undesirable as Well.

A method of Luby et al allows two parties to exchange the

decryption of two given ciphertexts in a special way, namely, for

both parties the probability that one has to guess correctly the

25 cleartext of the other is slowly increased towards 100%. This

method, however, does not enable the parties to achieve guaranteed

simultaneity if one party learns the cleartext of the other's ciphertext

with absolute probability le.g., by obtaining the decryption key): then

he can deny the other a similar success.
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' For this reasons several researchers have tried to make

simultaneous two-party transactionsvia the help of one or more

external entities, often referred to as "centers", "servers“ or

"trustees", a notion that appears in a variety of cryptographic

s contexts (see, for instance, Needham and Schroder and Shamir). A

method for simultaneous contract signing and other transactions

involving one trustee (called a "judge") has been proposed by Ben-0r

et al. Their method relies on an external entity only if one party acts

dishonestly, but it does not provide guaranteed simultaneity. In that

10 technique, an honest party is not guaranteed to have a signed

contract, even with the help of the external entity. Ben-Or et al only

guarantee that the probability that one party gets a signed contract

while the other does not is small. The smaller this probability, the
more the parties must exchange messages back and forth. In still

15 another method, Rabin envisions transactions with the help of

external party that is active at all times (even when no transaction is

going on), but also this method does not provide guaranteed

simultaneity. _

The prior art also suggests abstractly that if one could

20 construct a true simultaneous transaction (e.g., extended certified

maill, then the solution thereto might also be useful for constructing
' other types of electronic transactions ie.g., contract signing). As

noted above, however. the art lacks an adequate teaching of how to
construct an adequate simultaneous transaction

25 There has thus been a long-felt need in the art to overcome

these and other problems associated with electronic transactions.

BRIEF SUMMARY OF THE INVENTION

It is an object of the invention to provide true simultaneous

electronic transactions. '
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It is a further object of the invention to provide an electronic

transaction having guaranteed simultaneity in a two-party scenario

and with minimal reliance and support of a third party. '

It is another more specific object of the invention to provide

simultaneous electronic transactions between two parties that rely on

third parties in a minimal and convenient manner. in particular, it is

desired to provide electronic transactions between two parties that

guarantee simultaneity via the help of an invisible third party. A third

party is said to be "invisible" because it does not need not to take

any action if the transaction occurs with the parties following certain-

prescribed instructions. Only if one of the original parties deviates

from' these instructions may the other invoke the intervention of the

up-to-then invisible third party, who then can still guarantee the

simultaneity of the transaction even though it has not participated
from its inception.

' These and other objects are provided in a communication

method between a first and second party, in the presence of a

trusted party, that enables a transaction in which the second party

receives a first value produced by the first party and unpredictable to

the second party if and only if the first party receives a second value

produced by the second party and unpredictable to the first party.

The method includes two basic steps: exchanging a first set of

communications between the first and second parties without

participation of the trusted party to attempt completion of the

transaction, and if the transaction is not completed using the first set

of communications between the first and second parties. having the

trusted party take action to complete the transaction.

Where the first party's value is a message and the second

party's value 'is a receipt, the transaction is a certified transmission of
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the first party's message. Alternatively, the first party‘s value

represents a commitment to a contract and the second party's value

represents a commitment to the contract, such that the transaction is

a contract closing. I

s Preferably, according to the method the first party can-prove

that some information it receives is the second value, and the second

party can prove that some information it receives is the first value.

According to the more specific aspects of the method. at least

one of the first and second parties and the trusted party can encrypt

10 messages, and at least one of the first and second parties and the
trusted party can decrypt messages. The first set of communications

includes at least one communication of the first party to the second

party of a data string generated by a process including encrypting a

second data string with an encryption key of the trusted party. The

15 second data string includes a ciphertext generated with an encryption

key of one of the parties, as well as information specifying or

identifying at least one of the parties. The first set of

communications also includes at least one communication of the

second party of a data string generated by a process that includes

20 - having the second party digitally sign a data string computed from

information received from the first party in a prior communication,

wherein the data string generated by the second party is the second

' party's value.

According to further aspects of the method. if the second

25 party does not get the first value in the first set of communications,

the second party sends the trusted party, for further processing, a

data string that includes at least part of the data received from the

first party. The further processing by the trusted party includes

decrypting a ciphertext with a secret decryption key. The trusted
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party then sends the first party information that enables the first

party to compute the second value, and the trusted [party sends the

second party information that enables the second party to compute

the first value. in either case, the trusted party also verifies. identity

5 information of at least one of the parties but preferably does not

learn the first value.

DETAILED DESCRIPTION

in each of the schemes described below, there is a user Alice

and a user Bob. The "invisible" third party may be a financial center

10 ' that facilitates SETs among its customers, including Alice and Bob.

For convenience, the following description shows how to make

extended certified mail "simultaneous", although the invention is not

so limited. In the context of an ECM system, the third party is called

the Post Office. As will be seen, however, contrary to ordinary
15 certified mail, the Post Office here is invisible. The inventive scheme

is also preferable to ordinary certified mail because the message

receipt also guarantees the content of the message. Also, the

electronic transaction is faster, more informatiVe and more

convenient than traditional certified mail, and its cost should be

20 substantially lower.

in the preferred embodiment, an extended certified mail

system is provided using a single "invisible" trustee or "trUsted"

party. The system is implemented in a computer network. although
it should be realized that telephone, fax, broadcast or other

25 communication networks may be used. Thus, without limitation, it is

assumed that each User in the system has a computer capable of

sending and receiving messages to and from other Computers via

proper communication channels.

DISH-Blue Spike-842

Exhibit 1004, Page 0335



DISH-Blue Spike-842
Exhibit 1004, Page 0336

W0 96119795 PCT/[1896103920

Each user in the system has a unique identifier. Alice's

identifier is denoted by A, and Bob's identifier is B. The identifier of

-the Post Office is denoted by P0. Users and the Post Office can

digitally sign messages. Thus, each has a secret signing key and a

5 matching public verification key. If m is a message (string), then

SIGAlm) indicates Alice‘s signature of m. (It is assumed, for

convenience, that m is always retrievable from its signature. This is

the case for most signature schemes, and it is otherwise possible to

consider a signed message as the pair consisting of the message and

10 its signature.) 1

Users and the Post Office can encrypt messages by means of

a public-key encryption algorithm (e.g., RSA). Thus. each has a

public encryption key and a corresponding secret decryption key.

EAlm), Ealml, and Span") denote, respectively, the encryption of a

15 message m with the public key of Alice, Bob, and the Post Office.

For simplicity, it is assumed that these schemes are secure in the

sense that each of EA, EB, and Epo appear to behave as a random

function. The system can be suitably modified if these functions are

much less secure.

. 20 Again, for simplicity these encryption algorithms are

deterministic and uniquely decodable. Thus, given a value y and a

message m, all can verify whether y is the encryption of m with, for

example, the Post Office's key, by checking whether Emlml equals y.

(If the encryption scheme is probabilistic, then one may convince

25 another that a string y is an encryption of a message m by providing

m together with the random bits that were used to encrypt m.) If y

is a ciphertext generated by means of the encryption algorithm E,

E'ly) denotes the corresponding cleartext, whether or not E defines a

permutation. (it may also be possible to use encryption algorithms
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that are not uniquely decodable, for instance, if it is hard to decrypt a

given ciphertext in two different ways.) For simplicity, messages are

encrypted directly with a public-key algorithm, however, one could

first encrypt a message conventionally with some key k, and then

's . encrypt k with a public-key algorithm. (Thus, to'decrypt m, one need

only just decrypt k).

In one preferred embodiment outlined below, the ECM method

requires 5 possible steps of communication: A1 and A2 for user

Alice, 31 and 82 for user Bob, and PO for the Post Office. However,

10 at most 3 steps should have to be executed. "Alice and Bob are

both honest, only steps A1, 81 , and A2 will be executed, and in this

order. Step 82 will be executed onlyif Alice fails to execute Step A2

properly. The execution of Step 82 causes the Post Office to

execute its only step, P0. The protocol is as follows:

15 A1. Given her message m, Alice computes z = EPOIIA, B, ngml)/,

the encryption in the Post Office public key of a triplet

consisting of identifiers A, B and the message m encrypted in

Bob's key. and then sends z to Bob.

20 Bi . Upon receiving 2 from Alice, Bob digitally'signs‘it and sends it

to Alice as the receipt.

A2. If Alice receives the properly signed receipt from Bob, she

sends m to Bob.

25

82.- If. within a given interval of time after having executed Step

' 31, Bob receives a string m such that Ep'o-HA, B, Edmll) = z,

the value originally received from Alice, then he outputs m as _
the message and halts. Otherwise, Bob sends the value 2
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signed by him to the Post Office indicating that Alice is the

sender and he is the recipient.

PO. lf Bob's signature relative to z is correct, the Post Office

5 decrypts z with its secret key. If the result is a triplet

consisting of A, B and a string x, the Post Office (8) sends

Alice the value a signed by Bob as the receipt, and lb) sends x
to Bob.

10 Preferably, Alice sends'z to Bob digitally signed by her. In

addition, Alice may sign 2 in a standard format that indicates z is part

of an extended certified mail sent from Alice to Bob, e.g., she may

sign the tuple (ECM, A, 8, Z). In this way, Bob is certain that 2

comes from Alice and that, when Alice holds a receipt for m signed

15 by Bob, he will have a certified version of m. Further, if z is digitally

signed by Alice, Bob first checks Alice's signature, and then

countersign z himself. The adoption of a standard format also

insures that, by signing 2 as part of an ECM system, Bob does not

sign accidently a message that has been prepared by Alice

20 maliciously. Also, the Post Office may also check Alice's signature

or any additional formats if these are used.

In analyzing the protocol, it should be noted that Alice, given

Bob's signature of 2 as receipt, can prove the content of the message

by releasing m. Indeed, all can compute x = E,(m} and then verify

25 that EpoflA, 8, x1} = 2.

Notice also that‘the Post Office does not understand the

message sent via the ECM protocol, whether or not it is called into

action. Rather, the Post Office can only obtain £51m), but never m in '

the clear (in this embodiment).
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Third, notice that m is, by definition, equal to E '5(x), where

(A, B, x} = 5,0”{2}, and may be non—sensical. indeed, nothing

prevents Alice from sending Bob a garbled message. However, she

can only get a receipt for this same garbled message. lt is also noted

5 that, if not every string is an encryption of some message, Alice may
choose 2 so that it is not the encryption of anything. In such case,

however, she cannot ever claim to have a receipt for any message.

Alternatively, it may be desirable to use cryptosystems 'for which

either every string is an encryption of some other string or such that

10 it can be easily detected whether y encrypts something.

The protocol works for the following reasons. When receiving

the value 2 = EpoflA, B, E,(mll) from Alice, Bob will have difficulty in

computing Eglm), and thus _m. from 2 without the Post Office's

secret key. Thus, if he halts, Alice would not get her receipt, but

15 Bob would not get _m either.

Assume now that Bob signs 2 and sends it to Alice. Because -

this gives Alice a valid receipt from Bob for her message m, for the _
simultaneity constraint to hold, it must be shown that Bob easily

obtains m. This is certainly true if Alice sends m to Bob in Step. A1 .

20 Assume therefore that Alice does not send him m. Then, Bob

presents z signed by him to the Post Office, essentially asking the

Post Office to retrieve (for him) Eglml from 2. The Post Office

complies with this request. in doing so, however, the Post Office

also sends Alice 2 signed by Bob as the receipt. it does so to prevent

25 one last possibility; that Bob, upon receiving 2 from Alice in Step A1, l

rather than sending her the receipt in Step B1, goes-directly to the

Post Office in order to have Eglm} extracted from 2. ‘

Summarizing, if Alice sends a message encrypted with the

Post Office key to Bob, and Bob does not send Alice a receipt, or if
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he does not access the Post Office. Bob will never learn m.

Otherwise, Alice is guaranteed to get her receipt for m either from

Bob or from the Post Office. On the other hand, upon receiving an

encrypted message, Bob is guaranteed that he will understand it,

5 either helped by Alice or helped by the Post Office.

In the preferred embodiment above, the triplet (which includes

the ciphertext Eglmh also includes A and B. The ciphertext is

customized in this way so that it can be used by the system only for -

the purpose of Alice sending a message to Bob. Whether or not this

10 customization is performed, the system is very convenient to use
because everyone knows the public key of the Post Office, because

everyone can encrypt a value with that key, and because the Post

Office can remdve this encryption layer for those recipients who

claim to have been betrayed by their senders. However, without the

15 above (or an equivalent) customization. this same convenience could

be exploited by a malicious recipient, who could learn his messages

while denying the senders their legitimate receipts.

In particular, assume that this customization is removed

altogether. Then, a malicious Bob, upon receiving 2' = EPOEEIm» -

20 rather than z = EpoflA, B, ngm”) - from Alice in Step A1 , may

> behave as follows. First. he does not send Alice any receipt.

Second, he signs 2'. Third, he gives this signed value to the Post

Office complaining that a sender Chris (an accomplice of his) is.

‘ refusing to send him the message in the clear. At this point, the Post

25 Office, after verifying Bob's signature and not having any way of

checking whether Chris is the real sender, retrieves Eglm) from 2' and

sends Eglml to Bob, while simultaneously sending the signed 2' to

Chris as his receipt. Of course, Chris may destroy or hide this

receipt. Meanwhile Alice, who does not get any receipt after Step

DISH-Blue Spike-842

Exhibit 1004, Page 0340



DISH-Blue Spike-842
Exhibit 1004, Page 0341

wo 96129795 . - 1-4 Permssaosszo

A1 , may think that Bob is away or does not want to receive her

message. But she believes that Bob will never be able to read her

message in any case.

. This violation of the simultaneity constraint (i.e., Bob receiving

5 . m while Alice having no receipt) may still occur if, without any

customization, Alice signs 2 when sending it to Bob in Step A1.

Indeed, Bob would have no trouble in removing Alice's signature,

asking Chris to sign 2’ and then presenting to the Post Office 2'

signed by Chris and countersigned by himself. The Post Office, after

10 verifying Bob's and Chris‘s signatures, would still (after removing its

_ encryption layeri send Eg(m) to Bob and the receipt to Chris. This

violation of simultaneity, however, does not occUr with the

customization of the triplet to include A and B. indeed, assume that

Bob gives the Post Office the value 2 = EPOHA, B, EBImU) originally

15 received by Alice and signed by him and Chris, claiming that it was

sent to him by Chris. Then, the Post Office, after verifying Bob's

(and Chris's) signature and after computing the value Epo"(z). will

notice that this value — i.e. (A, B, Eglmll - does not specify Chris to

be the sender and Bob the receiver.

20 The benefits of this customization may be implemented in

varying ways. For instance, Alice‘s signature of (B,E,(m)) may be

sufficient to indicate that the sender is Alice and the receiver is Bob.

More generally, any customization that prevents Bob from obtaining

Eg(m) from the Post Office while convincing the Post Office not to

25 send Alice the receipt is within the scope of the invention.

it should be realized that any cusromization for the purpose of

simultaneous electronic transactions is itself within the scope of the .

present invention, whether or not implemented with an invisible third

party. For instance, Alice may send EmlA,B,E,(m/) directly to the
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Post Office,,which gives ngm) to Bob lif Bob signs the receipt for

Alice) after checking that Alice and Bob are, respectively, the sender

and the receiver. Alternatively, Alice may send the Post Office

Epo/SIGAIngImIU for identifying the sender and the recipient in a

5 way that cannot be decoupled from the transaction. Such

approaches may be especially useful with a plurality of trustees as -

described below. Such an approach. which calls into action the

trusted party directly with a proper customization step as described,

is also useful for hiding the identity of the sender from the recipient.

10 Indeed, the Post Office may solicit a proper receipt from Bob without

disclosing Alice's identity (even if the receipt indicates the content of

Alice's message).

Although not specified above explicitly. it should be

appreciated that all or part of the actions required by the Post Office.

15 Alice or Bob can be realized in software. Some of these actions can

also be performed by hardware, or physically secure devices (i.e.

devices such as secure chips having at least some portion of which is

tamper-proof). V

Many variations of the disclosed protocol can be envisioned

20 and are within the scope of the present invention. For instance,

while the “receipt" described above witnesses the content ‘of the

message sent, the receipt can be made generic, e.g., by having Bob

sign a "declaration" (instead of a string including an encrypted

version of the message) that he has received an encrypted message

25_ from Alice at a given time. Also, if desired, the customization step

lie. the inclusion of the identifiers A and B in the triplet) can be

omitted. This might be advantageous, for example. when no other

_ user may collude with either Alice or Bob to disrupt simultaneity.

This may occur where there is no third user, as in the case when
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certified mail occurs between two predetermined people. In the

disclosed system, the Post Office cannot learn the content of the

message, but such a restriction can be removed also (e.g., by having

Alice compute 2 5mm, B, ml}. it may also be convenient to

s one-way hash strings prior to signing them.

Still another variation would be to impose some temporal

element on the transaction. For instance, when Alice sends Bob 2 =

EmlA, 3, ngmil. she may sign 2 together with some additional

information that specifies a certain time (either absolute or relative to

10 the sending time) after which the Post Office will not help Bob obtain

the message. Preferably, Alice specifies this time he signed manner
both outside the Post Office encryption layer as well as within the

triplet. In such case, the Post Office must obtain from Bob all

necessary information to verify that the time specified outside the P0

15 encryption layer checks with the time specified within the triplet. If

it does not, then several possibilities may occur. For example, the"

Post Office will not help Bob recover the message, or the message is

considered unsent (even if Alice obtains a receipt).

1 Other variations are also possible. Some variations may be

20 used in conjunction or in alternative to the techniques described .

above. One group of such variants concerns the encryption method

used. I

For instance, E, does not need to be interpreted as an

encryption algorithm for which Bob has the decryption key. It may

25 just be an encryption algorithm for which Bob can have the message

decrypted. For example, and without limitation, the decryption key

of EB may lie with a group of people, each having a piece of the key.

These some alternative interpretations apply also to E4 or Em.
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Also, while public-key cryptosystems are quite convenient, it

should be realized that conventional cryptosystems could be used for

the ECM protocol. For example, x may be the conventional

encryption of (A, B, Ealml) with a secret key Ir shared between Alice

5 and the Post Office. This key k may be released if it is desired that

Bob verify in to be the genuine message. If, however, it is feared

that release of a different key may change the content of the

messages, special redundancies could be used. For instance,

conventionally a message M is encrypted by actually encrypting (M,

10 HIM», where H is a one-way function. Thus, if e is an encryption of

(M, HIM” with a key Ir, it is hard to find a second key K such that 9

also is an encryption with that key of (M’HIM '1). It is preferable that

. k, rather than-being a secret key shared by Alice and the Post Office,

is a temporary key that Alice may transfer to the Post Office.

15 separately by means of a different shared key K. This way, divulging

k (e.g., for the purpose of convincing Bob of the value of £51m” does

not force the Post Office and Alice to agree on another conventional

key k.

It should also be appreciated that the digital signatures of the

20 ECM system need not be public key signatures. For instance, there

may be private key digital signatures or signatures verifiable with the

help of other parties, or other suitable forms of message

authentication. Thus, as used herein, "digital signatures" and "digital

signing" should be broadly construed. Similarly, the notion of

25 encryption with a key of some party should. be broadly construed to

include encrypting with a public key of that party or encrypting with

a secret key shared with that party or known to that party.

There may also be concern that the Post Office will collude

with one of the parties. For instance, the Post Office may collude
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with Bob who, rather than sending the receipt to Alice, goes directly

to Post Office, and this enables Bob to understand his message but

without giving Alice any receipt. This may occur in ordinary certified

mail. Indeed, one who delivers the post may leave a letter with his

5 intended recipient without asking him or her to sign a receipt.

Nonetheless, this potential problem may be dealt with effectively and

efficiently. For instance, the Post Office may be (or make use of) a

physically secure device. Assuming that the Post Office uses such a

device in the preferred embodiment, then it will be hard for user Bob
10 to have the Post Office decrypt (A, B. Ealml) for him without sending

Alice her receipt. Indeed, the chip can be programmed to perform

both operations er none. Although use of physically secure devices

might increase the cost of a system, this need not be the case.

indeed, while they may be millions of users, there may be one or

15 much fewer Post Offices. (Each user, of course, may benefit also

from being or relying upon physically secure devices.)

While the inventive ECM system is very economical as it

requires at most three communication steps, the goals can be

accomplished also by more steps. In particular, although the trusted

20 party, upon receiving Bob's communication, can enable Bob to get

his message and Alice to get her receipt, without sending messages

back and forth, this goal can be accomplished by means of a more

complex dialogue. indeed. more elaborate dialogues, and in particular

zero knowledge proofs (see, e.g.. Goldwasser et al or Goldreich et all

25 . could be useful (also as an alternative to physically secure devicesl to

give Bob the message or Alice the receipt so that they learn their

respective values, but are not able to "prove" these values to third

parties.
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A further alternative method envisions a Post Office with a

plurality of trustees. A multiplicity of trustees can be beneficial for

various aspects, particularly, if the system is set up so that more

than one of the trustees must collude for cheating to occur.

5 Presumably, however, each trustee is selected with trustworthiness

(or, if it is a device, proper functioning) as a criterion, and thus the

possibility that more than one of them is malicious or defective is

very small.

A simultaneous ECM system with a multiplicity of trustees

10 may make novel use of prior techniques such as fair cryptography, or

‘ secret sharing, verifiable secret sharing or threshold cryptosystems.

in a construction based on fair public cryptosystems. the

triplets (A, 3, him); are not encrypted with the Post Office's public

key, but rather with a user public key. In this embodiment, user

15 Alice computes a pair of public and secret key of a fair public-key

cryptosystem, properly shares her secret key with the trustees of the

Post Office (9.9., receiving from said trustees a certification that they

got legitimate shares of this user key] in some initial phase. and then

performs Step A1 of the above ECM protocol. if needed, Bob may

20 turn to the Post Office and instructs the trustees to reconstruct

Alice's user key. By doing so, the trustees cannot monitor or cause

'the Post Office to monitor the message addressed by Alice to Bob,

but can reconstruct the triplet (A,‘B, Elm”. To insure that the Post

Office trustees do not collude with Bob in depriving Alice of her

25 receipt, it can be arranged that each trustee, when contributing its

own piece of a user'secret key. also gives a proper acknowledgement

to that user. Thus, unless all n trustees do not behave properly,

Alice would receive at least one receipt.
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A possible drawback of this fair-cryptography based system is

that Alice must interact with the trustees in order to give them

shares of her user key. Thus, the trustees are not fully invisible.

This interaction may not even be confined to a single initial phase.

5 This is because Alice may not be able to reuse her key after Bob

accesses the Post Office and causes its reconstruction- To alleviate

this problem, it might be desirable to use physically secure devices

and having the trustees reveal their own pieces to such a device,

which would then be able to announce IA,B,Eg(m)} without proof.

'10 A better approach uses the ECM protocol, but involves

splitting the secret key of the Post Office rather than the secret user

keys. Thus, Alice would continue to encrypt (A, B, Earmll with the

help of the Post Office public key, whose corresponding secret key is

shared among the n trustees but is not known'to any single entity

15 (nor has it been prepared by any single entity). Thus, the n trustees

'must cooperate, under Bob's proper request, in removing the Post

Office's encryption layer. However. they do so without

. reconstructing the Post Office secret key, not even internally to the

Post Office. To, this end, a threshold cryptosystem may be used).

20 This solution is now illustrated using the well- known Diffie—Hellman

public-key cryptosystem.

In the Diffie-Hellman system, there is a prime p and a

generator 9 common to all users. A user X chooses his own secret

key x at random between 1 and p - 1, and sets his public key to be 7

25 g”r mod p. Let y and 9" mod p, respectively, be the secret and public

keys of user Y. Then X and Y essentially share the secret pair key ‘

9" mod p. Indeed, each of X and Y can compute this pair-key by

raising the other's public key to his own secret key mod p. 0n the

other hand, without knowledge of x or y, no other user, given the
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‘ public keys g”r mod p and 9' mod p and based on any known method,

can compute the pair-key 9". Thus X and y can use this key to

secure communications between each'other (3.9., by using it as the

key of a symmetric cipher).

' 5 Let now T,,,,,, T,, be the trustees of the Post Office. Then, each

T, chooses a secret key xi and a matching public key 9",» mod p. Then

the public key of the Post Office is set to be the product of these
xi +...+xn

public keys mod p, 9’ mod p (i.e., g2 = 9 mod p). Thus, each

trustee has a share of the corresponding secret key, 2. Indeed, the

to Post Office's secret key would be 2 = x1 +... +xn mod p - 1.

Assume now that Alice wishes to encrypt (A, B, Ealml) with the Post

Office's key. She selects 3 (preferably) temporary secret key a and

its corresponding public key 9" mod p. She then computes the public

pair-key g" mod p, encrypts (A, B, Eglmll conventionally with the

15 secret pair-key g”, and then sends Bob this ciphertext together with

the'temporary public-key 9" mod p (all in Step All. If in Step 81

Bob Sends Alice back a receipt, namely, his signature of the received

message, then Alice, in Step A2,, sends him the secret key a. This 1

enables Bob to compute the pair-key 9"2 mod p (from a and the Post

20 Office's public key), and thus decrypt the conventional ciphertext to

obtain (A, B, E,(ml). Thus, if both users behave properly, the Post

Office is not involved in the transaction. Assume now that Bob

properly asks the Post Office to decrypt Alice's ciphertext. To do

this, the trustees cooperate (preferably, with proper notice to Alice

25 and to each otherl in computing g"z mod p. To this end, each trustee

T,- raises Alice's public key 9‘ mod p to its own secret key. That is,

T,- computes d‘" mod p. Then these shares of the pair-key are I
multiplied together mod p to obtain the desired private pair-key. in

fact gall...gun l’TIOdp = 9px1+...+exn modp ____ galxl+...+xn) modp = gez
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mod p. This key may be given to Bob, who can thus obtain Ealm).

In this method, it may be useful to have a Post Office representative

handle the communications with Bob, while the individual trustees

handle directly their sending Alice receipts.

s This method can be adjusted so that sufficiently few

(alternatively, certain groups of) trustees cannot remove the Post

Office's encryption layer, while sufficiently many lalternatively, ,

certain other groups of) trustees can. For instance, there can be kn

trustees, and each of the n trustees acting as above can give his own

10 secret key to each of a group of k - 1 other trustees. Thus, each

distinct group of Ir trustees has knowledge of a secret key as above.

Further, the above-described modifications to the single

invisible-trustee ECM protocol can be applied to embodiments

involving multiple trustees.

15 In the ECM system involving fair cryptography, even a user

might be or rely upon a multiplicity of entities. Indeed. in the

invention, "user" or "party" or "trusted party" thus should be

construed broadly to include this possibility. .
it should be appreciated that the inventive ECM systems

20 enable Alice and Bob to exchange simultanebusly two special values.

the first, produced by Alice, which is (at least reasonably)

unpredictable to Bob, and the second, produced by Bob, which is

unpredictable to Alice. indeed, the value produced by Bob and

unpredictable to Alice may be Bob's signature of step Bl. if the

25 message is not known precisely by Bob, then the message itself may

be the value produced by Alice and Unpredictable to Bob.

Alternatively, if Bob knows the message precisely (but it is desired

that he receive it from Alice in an official and certified manner), then

the parties may use a customization step so that, for example
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SIGAIm,EBIm)) is the value produced by Alice and unpredictable to

Bob.

The inventive system is useful to facilitate other electronic

transactions that require the simultaneous exchange of unpredictable

5 'values. One such example, not meant to be limiting, involves a

contract "closing" wherein a pair of users desire to sign a contract at

a particular time and place. The invention thus allows Alice and Bob

to sign a contract simultaneously with an invisible third party.

Indeed. the first value may be Alice's signature of the contract C and

10 the second value Bob's receipt for a message consisting of Alice's

signature of C.

In particular. assume that Alice and Bob have already

negotiated a contract C. Then, Alice and Bob agree (in a preliminary

agreement) (a) that Alice is committed to C if Bob gets the message

15 consisting of Alice's signature to C, and (b) that Bobyis committed to

g C if Alice gets Bob's receipt of that message. This preliminary

agreement can be “sealed" in many ways, for instance by signing,

preferably standardized, statements to this effect conventionally or

digitally. It does not matter who signs this preliminary agreement

20 first because Bob does not have Alice's message and Alice does not

have Bob's receipt. However, after both parties are committed to

the preliminary agreement/the inventive ECM system allows the

message and the receipt to be exchanged simultaneously, and thus C

is signed simultaneously. Those skilled in the art also may realize it

25 may be more convenient to first one-way hash C prior to signing it.

This method may be much more practical than accessing a '

commonly trusted lawyer particularly, when the contract in question

may be very elementary or arises in an "automatic context".

Generalizing, one may view a contract C as any arbitrary signal or
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string of symbols to which the parties wish to commit in a

simultaneous way. The inventive solution is very attractive because

it can be implemented in software in many contexts, and because the

trustee is invisible and need not be called into use if the signatories _

s behave properly. This minimizes cost and time, among other

resources. In this application, the trustee, rather than a post office,

may be a "financial service center" that facilitates the transactions of

its own customers.

Yet another application of the invention is to make

10 simultaneous the result of applying a given function to one or more

secret values, some belonging to Alice and some belonging to Beb.

For example, the inventive method allows implementation of "blind"

negotiations. In this embodiment. assume a seller Alice and a buyer

Bob desire to determine whether Alice's (secret) minimum selling

15 price is lower than Bob's (secret) maximum selling price (in a way

that both parties will learn the result simultaneously). if the answer

is no, then the parties may either try again or terminate the

negotiation. Alternatively, if the answer is yes. then preferably the

parties also will be committed to the transaction at some value. (For

20 example, the average of the two secret values).

Another useful application of the invention is during a bid

process. such as in an auction. For instance, assume that multiple

bidders wish that their secret bids be revealed simultaneously. One

bidder may also wish that his or her bid be independent of the other

25 bids.
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